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Preface

The Intelligent Decision Technologies (IDT) International Conference encourages
an interchange of research on intelligent systems and intelligent technologies that
enhance or improve decision making. The conference is organized by KES Interna-
tional, a research community consisting of several thousand research scientists. The
focus of IDT is interdisciplinary and includes research on all aspects of intelligent
decision technologies, from fundamental development to real applications.

Advances in Artificial Intelligence (AI) and computing environments that can de-
liver intelligent technologies effectively have enabled an explosion in intelligent ap-
plications. IDT have the potential to expand their support of decision making in such
areas as finance, accounting, marketing, healthcare, medical and diagnostic sys-
tems, military decisions, production and operation, networks, traffic management,
crisis response, human-machine interfaces, financial and stock market monitoring
and prediction, and robotics. Intelligent decision systems implement advances in
intelligent agents, fuzzy logic, multi-agent systems, artificial neural networks, and
genetic algorithms, among others. Emerging areas of active research include virtual
decision environments, social networking, 3D human-machine interfaces, cognitive
interfaces, collaborative systems, intelligent web mining, e-commerce, e-learning,
e-business, bioinformatics, evolvable systems, virtual humans, and designer drugs.

In this volume we publish research from the Fourth KES International Sympo-
sium on Intelligent Decision Technologies (KES IDT’12), hosted and organized by
researchers in Japan. The conference was held in Gifu City located in the center of
Japan. Gifu City is known for its traditions and rich history, including its 1300-year-
old tradition of cormorant fishing on the Nagara River and Gifu Castle. This book
contains chapters based on papers selected from a large number of submissions for
consideration for the symposium from the international community. Each paper was
double-blind, peer-reviewed by at least two independent referees. The best papers
were accepted based on recommendations of the reviewers and after required re-
visions had been undertaken by the authors. The final publication represents the
current leading thought in intelligent decision technologies.



VI Preface

We wish to express our sincere gratitude to the plenary speakers, invited session
chairs, delegates from all over the world, authors and reviewers for their outstand-
ing contributions. We express our sincere thanks to the Japanese organizers and Gifu
City for their sponsorship and support of the symposium. We thank the International
Programme Committee for their support and assistance. We would like to thank Pe-
ter Cushion of KES International for his help with organizational issues. Also our
appreciation is extended to their contribution provided by the KES International
Secretariat Team. We thank the editorial team of Springer-Verlag for their support
in production of this volume. We sincerely thank the Local Organizing Committee,
especially Professors K. Asakura in Daido University and T. Kojiri in Kansai Uni-
versity for their editing conference record and program, and their collaborators for
their invaluable contributions.

We hope and believe that this volume will contribute to ideas for novel research
and advancement in intelligent decision technologies for researchers, practitioners,
professors and research students who are interested in knowledge-based and intelli-
gent engineering systems. At the end we will express thanks for Dr. Jerzy Michnik,
University of Economics in Katowice, Poland, for his help on Latex.
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Evaluating Top Services-Prepackaged Software 
Firms in Standard and Poor’s 500 Index by 
Using a Multiple Objective Programming Based 
Data Envelopment Analysis  

Chi-Yo Huang, Po-Yen Wang, and Gwo-Hshiung Tzeng* 

Abstract. Services-prepackaged software firms are a field of Information technol-
ogy (IT). IT is defined as the obtainment, procedure, storage and propagation of 
sounding, drawing, and textual information by combining microelectronics-based 
computing and telecommunications. Nowadays, IT has penetrated in daily life of 
human beings and become one part of the whole society. The importance of IT has 
become momentous. Therefore, to understand the performance of efficiency and 
productivity of the IT firms is critical for managers as well as for personal inves-
tors. Until now, there are very few researches tried to analyze final performance of 
the services-prepackaged software firms in IT sector. As a result, this research in-
tends to use traditional Data Envelopment Analysis (DEA) CCR or BCC models to 
evaluate the performance of the services-prepackaged software firms. However, the 
traditional DEA models are not fair models from the aspect of improper weight de-
rivations. Thus, this paper intends to analyze the efficiency of the services-
prepackaged software firms by using multiple objective programming (MOP) 
based DEA. The Decision Making Units (DMUs) on this research are chosen from 
the services-prepackaged software firms in S&P 500 based on publicly available fi-
nancial reports of the fiscal year 2010. In a MOP based DEA approach, DMUs will 
be evaluated based on an equal standard and the results will be evaluated more fair-
ly. In the empirical study, the MOP based DEA demonstrated that Autodesk Inc., 
                                                           
Chi-Yo Huang · Po-Yen Wang  
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BMC Software, and Citrix Systems should be the services-prepackaged software 
firms worthwhile to be invested. In the future, performance evaluation results can 
be served as foundations for investment strategies definition. 

Keywords: Information Technology (IT), Standard and Poor’s 500 index, Per-
formance Evaluation, Data Envelopment Analysis (DEA), Multiple Objective 
Programming (MOP). 

1    Introduction 

In the twenty-first century, information technology (IT) has penetrated in daily life 
of human beings and become one part of the whole society. IT was first appeared 
by Harvard Business Review in 1958 since this new technology does not have a 
unique established name. IT depends on its reshaping by the basics of business 
and customer service, operations, product and marketing strategies, and distribu-
tion entirely (Keen, 1991). Also, IT plays an important role in knowledge-based 
economy around the world nowadays. The appearance of information technolo-
gies, especially in internet fields, has changed everything in whole world’s  
business; it has, especially, affected the developing, marketing, and distributing 
procedures of products. Thus, obtaining a competitive advantage over competitors 
is the required precondition to survive in rival global market nowadays. The field 
of IT industry is broad. By using Standard Industrial Classification (SIC) code 
which is a United States government system for classifying industries by a four-
digit code to choose IT firms, it shows that every company have different major 
products in its field. The author selects the services-prepackaged software firms to 
evaluate the performance. The reasons for selecting this classification of IT firms 
are mentioned in the following. Jorgenson (2001) also indicated that the invest-
ment in software is growing fast and much more critical than computer hardware 
investment. Besides, Parker & Grimm (2000) described the new estimation of in-
vestment in software.  

Top managers in most organizations always want to know whether investment 
into IT has any linkage to the overall performance of the firm. There have been 
some researches concerning the performance of IT by using different methods. 
Therefore, performance evaluation plays an essential role in management process. 
It not only provides critical information for decision-making, but also gives a fore-
seeable advantage for following operations (Phillips, 1999). Hence, how to use 
performance evaluation to measure organizational performance in a multidimen-
sional construct is important to determine a whole management procedure (Lewin 
and Minton, 1986).The data envelopment analysis (DEA) is a flexible tool and can 
be molded with other analytical methods. DEA is a mathematical programming 
approach to evaluate the relative efficiency of peer units of multiple performance 
measures (Charnes et al., 1978; Cooper et al., 2004).Thus, DEA methods have be-
come popular tools, which were widely adopted on national, industrial as well as 
firm level performance evaluations. 

Although DEA approaches were widely adopted on performance evaluations of 
nations, industries as well as firms, such performance evaluation results were de-
rived based on different bases of comparisons of DMUs. Nevertheless, traditional 
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DEA approaches which were usually leveraged on firms’ performances are based 
on the unfair weights' problems as mentioned by Fare and Hunsaker (1986).  
Apparently, to resolve the disadvantages being introduced by traditional DEA ap-
proaches, an appropriate measure of the IT by a suitable method is required. To 
resolve the above mentioned disadvantages being introduced by traditional DEA 
approaches, this research aims to introduce a Multiple Objectives Programming 
(MOP) based DEA method being developed by Prof. Gwo-Hshiung Tzeng 
(Chiang and Tzeng, 200a, 2000b) to evaluate the performance of the top IT firms 
in S&P 500. In the novel MOP based DEA approach, DMUs will be evaluated 
based on an equal standard (Chiang and Tzeng, 2000a, 2000b; Liu, Lee and 
Tzeng, 2004). By this approach, the efficiency rating of each DMU can be eva-
luated more fairly than the traditional CCR approach being proposed by Charnes  
et al. (1978). 

In this research, the definition of the background, motivations and problem 
findings of this whole research will be first introduced. Secondly, the related lite-
rature according to performance evaluation and efficiency and productivity will be 
summarized by literature review. Then, the top services-prepackaged software 
firms in S&P 500 will serve as DMUs. Following, selecting the same inputs and 
outputs to evaluate the performance by traditional CCR model and then by the 
MOP based on DEA model. Finally, the differences between two different models 
and managerial implications will be compared and discussed. 

The remainder of this paper is organized as follows. The related literature re-
garding to performance evaluation and efficiency and productivity will be re-
viewed in Section 2. The analytic framework based on CCR, BCC, and MOP 
based DEA methods will be introduced in Section 3. Then, in Section 4, the re-
sults of evaluating by CCR and MOP based DEA will be shown as an empirical 
study. Managerial implications as well as discussion will be presented in Section 
5. Finally, the whole article will be concluded in Section 6. 

2    Literature Review 

In this Section, the author will review some literature with regard to the productivi-
ty and efficiency as well as performance evaluation. In the following Sub-sections, 
the definitions and literature of productivity and efficiency will be reviewed first. 
Then, the performance evaluation will be reviewed in the following part of this 
Section. 

2.1    Productivity and Efficiency 

The definition of efficiency is that the minimum resource level which is abstractly 
needed to conduct the desired operations in a given system when contrasted to the 
actual resource has been used (Sumanth, 1994; Tangen, 2005). Based on Coelli et 
al. (2005), the normal measurement of efficiency is used to measure a firm as the 
ratio of the outputs, and measure produces as the ration of the inputs. The exis-
tence of multiple inputs and outputs in regard to distinct resources, actions and  
environmental factors (Emrouznejad, 1995) cause the formula is usually insuffi-
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cient (Coelli et al., 2005). The term “efficiency” concerns about the relationship 
between the amounts of required input to the amount of produced output. 

Productivity is one of our most basic and intuitive measures of performance. At 
the firm level, productivity is a component of profit growth along with price 
changes, and at the aggregate level. Productivity is a fundamental part of econom-
ic growth and welfare. To determine the productivity of any organization, it is re-
quired to have a tool to measure it. Over the time period, measuring productivity 
would be helpful for the organization to compare the performance towards the in-
dustry of similar firms or similar service providers, and to compare the productivi-
ty of a certain department (Helms, 2006).  

2.2    Performance Evaluation 

Performance evaluation is an important part of the procedure of management. Per-
formance evaluation not only provides required information for decision-making, 
but also gives a rival advantage for following operations (Phillips, 1999). As a  
result, it is critical to decide how to measure performance more organized in a 
multidimensional construct (Lewin and Minton, 1986). Among the methods of 
evaluating organizational performance, the technique of data envelopment analy-
sis (DEA) proposed by Charnes et al. (1978) will be the most representative me-
thod of performance evaluation.  

The performance evaluation based on DEA method has been widely used in a 
variety of fields, including airlines, banking, insurance, life insurance companies, 
telecommunications, transportation companies, textile companies, hotel industry, 
supplier selection, and high-tech companies.  

Skinner (1966) indicated some increases of competitive pressure on manufac-
turers. Profit, lower production costs, quality design, volume flexibility; and deli-
very speed are included in these pressures. Therefore, to evaluate the performance 
of manufactures may be based on the factors above. Wheelwright (1978) pointed 
out four criteria, including efficiency, dependability, quality and flexibility as the 
important factors for performance evaluation of manufacturing. Flynn et al. (1994) 
introduced some factors for evaluating the performance of manufacturing, includ-
ing manufacturing cost, empowerment in employee, flexibility, and speed. Kasul 
& Motwani (1995) also introduced several criteria for performance measurements 
such as, efficiency, productivity, quality, management of material, improved tech-
nology, skill control, flexibility, price leadership, and global competitiveness. 

3    Research Methods 

DEA has been developed for 30 years since Charnes et al. (1978) developed the 
CCR model. Up to now the DEA methods have been used in various applications 
including education, health care (hospitals, clinics), agricultural production, bank-
ing, armed forces, sports, etc. (Emrouznejad, 1995). Further, at the same time, a 
lot of advanced models of DEA have been developed (e.g., cross-period data (Fare 
et al., 1985) and the multiple objective programming approach (Chiang and 
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Tzeng, 2000a, 2000b. 2003; Yu et al., 2004, 2007; Tsai et al., 2006). In this re-
search, the traditional CCR, BCC DEA models as well as the MOP based on DEA 
model will be applied to aggregate the efficiency scores of the top information 
technology (IT) companies in S&P 500 based on the values as weights versus each 
input and output. 

3.1    DEA 

DEA is a non-parametric approach and doesn’t need assumptions about the inputs 
and outputs. In 1957, Farrell first introduced how to deal with the problem of mea-
suring the productive efficiency to both the economic theorist and the economic 
policy-maker (Farrel, 1957). The first DEA model, a mathematical programming 
model by Charnes, Cooper, and Rhodes in 1978, was built to discuss the efficien-
cy frontier by Farrell (Charnes et al., 1978).  The CCR model assumes that pro-
duction exhibits constant returns to scale. Then, in 1984, Banker, Charnes, and 
Cooper, extended the CCR model by assuming variable returns to scale and 
named the new model as the BCC model (Banker et al, 1984). 

For company managers, controlling the range of inputs and decreasing inputs is 
easier than increasing the total sales. The CCR and BCC models of DEA are often 
used the input-oriented. 

3.1.1    CCR 

CCR–DEA model computes relative efficiency scores kh of thk DMU 

( {1,2,..., })k n∈  based on selected s outputs ( 1,..., )r s=  and m inputs ( 1,..., )i m=  us-
ing the following linear programming expression (Charnes et al., 1978; Charnes et 
al., 1985; Chiang and Tzeng, 2000b): 

Max 
1 1

s m

k j jk i ikj i
h u y v x

= =
=∑ ∑                                                                           (1) 

 Subject to 

1 1
1,

s m

j jr i irj i
u y v x

= =
≤∑ ∑  1,2,...,r n=  

, 0;i jv u ε≥ > 1,2,..., ;i m= 1,2,..., ;j s= , {1,2,..., }k r n∈
 
 

 

In Eq. (1), it assumes the DMU (Decision Making Unit) has s outputs and m in-
puts, and there are n DMUs. The definition let ikx be the ith input (i =1,2,…,m) and 

jky be the jth output (j =1,2,…,s) in kth DMU; the iv and ju  are not zero, calculat-

ing as , 0i jv u ε≥ > , ε  is non-Archimedean number and is 610−  in this paper. 

3.1.2    Correct CCR Based on BCC Model 

Eq. (1) refers to maximize the ratio of weighted sum of output and input values. 
Then Charnes et al. (1987) proposed correct CCR model based on input-oriented 
BBC model (Banker et al., 1984) by Chiang and Tzeng (2000b): 
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Max 1 1

s m

k j jk i ikj i
h u y v x

= =
=∑ ∑                                                                           (2) 

 Subject to 

 1 1
1,

s m

j jr i irj i
u y v x

= =
≤∑ ∑  1,2,...,r n=  

1
0

m

j i iki
u v x ε

=
≥ >∑ ,   1,2,...,j s=   

1
0

m

j i iki
v v x ε

=
≥ >∑ ,   1,2,...,i m=  

Since it is difficult to solve the fractional programming as Eq. (1) and Eq. (2),  
we transfer Eq. (1) and Eq. (2) to the linear programming by the following  
transformations: 

Assuming 0
i iv t v= ⋅  (i.e., 0 / )i iv v t= , 0

j ju t u= ⋅ (i.e., 0 / )j ju u t= , 1

1

m

i iki
t v x−

=
=∑ , 

then multiply the numerators and denominators in Eq. (1) by t, and add the consis-

tency condition, 
1

1.
m

i iki
t v x

=
=∑  

Thus Eq. (2) can transfer to Eq. (3).  

  Max 0

1

s

k j jkj
h u y

=
=∑                                                                                           

 (3) 

Subject to 
0 0

1 1
0,

s m

j jr i irj i
u y v x

= =
− ≤∑ ∑  1,2,...,r n=  

0

1
1

m

i iki
v x

=
=∑  

0 0,ju ε≥ >
  1,2,...,j s=  

0 0,iv ε≥ >   1,2,...,i m=
 

0
i iv t v= ⋅  
0
j ju t u= ⋅

 
1

1

m

i iki
t v x−

=
=∑  

The dual problem of Eq. (4) can be written as follows: 

Min ( )1 1

m s

k k ik jki j
h S Sθ ε − +

= =
⎡ ⎤= − +⎢ ⎥⎣ ⎦∑ ∑                                                                  (4) 

Subject to 

1
0,

n

k ik k ik ikk
x x Sθ λ −

=
− − =∑ 1,2,...,i m=  

1
0,

n

jk k jk jkk
y y Sλ +

=
− + =∑ 1,2,...,j s=                        

ikS −

, jkS + , kλ
0≥  

where  ikS −  and jkS +  are slack variables. 

The dual problem, presented by BBC (Banker et al., 1984), has two primary 
strengths, the reduction of calculation barriers and the provision of more helpful 
information for decision maker. ikS −  and jkS +  are slack variables of input criteria 

and output criteria respectively. When 1kh∗ = an individual DMUk achieves  
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Pareto’s optimality, where “ ∗ ” denotes for the optimal solution, for example, 
{( , ) | 0,ik jk ik jkx y S S∗ ∗ − += =  1,2,...,i m= ; 1,2,...,j s= }, and 0ik jkS S− += = . If DMU has not 

achieve Pareto’s optimality situation, its limited equation intrinsically includes 

ik ik ikx x Sθ∗ ∗ −= − and .jk jk jky y S∗ += +  In order to achieve its efficiency goal of opti-

mality, this specific DMU may either reduce inputs ik ik ikx x x∗Δ = −  or increase out-

put ik ik iky y y∗Δ = − to become efficient in the relative efficiency. Clearly, the slack 

variables analysis of DEA method provides DMU’s with related information of 
range and direction for improvement in ideas. When a DMU does not achieve Pa-
reto’s optimality, we can make some improvement or innovation/creativity based 
on Eq. (4) in consideration. Then this results can help individual DMU how we 
can achieve Pareto’s optimality in the relative efficiency, i.e., 

            ik ik ikx x Sθ∗ ∗ −= − ,  1,2,...,i m=  

            jk jk jky y S∗ += + ,  1,2,...,j s=  

3.2    Multiple Objective Programming Based DEA 

Multiple objective programming (MOP) based DEA method provides a unitary 
weight ( , )u v∗ ∗ for all DMUs, which are evaluated by considering an equal stan-
dard measure (Chiang and Tzeng, 2000a, 2000b; Yu et al., 2004, 2007). By this 
approach, this research can obtain the efficiency rating of each DMU more fairly. 
Moreover, all DMUs can be treated simultaneously, which makes it effectiveness 
in handling large numbers of DMU.  

Model 1 
           

1 1 11 1

1 1

1 1

Max /

Max /

Max /

s m

j j i ij i

s m

k j jk i ikj i

s m

n j jn i inj i

z u y v x

z u y v x

z u y v x

= =

= =

= =

⎫=
⎪
⎪
⎪⎪= ⎬
⎪
⎪
⎪= ⎪⎭

∑ ∑

∑ ∑

∑ ∑

                                                          (5) 

      Subject to                            

1 1/ 1,s m
j ij jk i iku y v x= = ≤∑ ∑  1,2,...,k n=  

             , 0,i jv u ε≥ >  1,2,...,i m= ;  1,2,...,j s=      

4    Empirical Study  

By assuming the similarity of the firms may bias the results. When using the same 
standard to evaluate the performance of companies; however the difference in-
cluding products, life cycle etc. of the companies being as DMUs is so critical, the 
equal standard seems to be a big problem on this research. Thus, the author tried 
to select the firms with equal character and field being as DMUs. The author 
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chooses services-prepackaged software firms in S&P 500 index as DMUs to eva-
luate the performance. These companies include Adobe Systems Inc., Autodesk 
Inc., BMC Software, CA, Inc., Citrix Systems, Compuware Corp., Electronic Arts, 
Intuit Inc., Microsoft Corp., Oracle Corp., Salesforce.com, and Symantec Corp. 

Cost of revenue and R&D expense have been selected as inputs while total rev-
enue, Return on Investment (ROI) as well as net income growth have been se-
lected as outputs. Based on the CCR DEA, Autodesk Inc, BMC Software, CA, 
Inc., Citrix Systems, as well as Compuware Corp. are 100% efficient. On the other 
hand, by using the novel MOP approach, Autodesk Inc., BMC Software, Citrix 
Systems still has achieved the optimum efficiency of 100%. Both results of CA, 
Inc. and Compuware Corp. are significant different form CCR DEA and MOP 
based DEA. (Please refer to Table 1 for the empirical study results.) This empiri-
cal study demonstrates that performance evaluation results based on CCR DEA or 
the novel MOP are different especially in some DMUs. 

Table 1 Evaluation of Services-Prepackaged Software firms in S&P 500 index by CCR and 
MOP Based DEA 

No. DMU CCR Rank MOP Rank

1 Adobe Systems Inc. 0.977 6 0.977 4

2 Autodesk Inc. 1.000 1 1.000 1

3 BMC Software 1.000 1 1.000 1

4 CA, Inc. 1.000 1 0.975 5

5 Citrix Systems 1.000 1 1.000 1

6 Compuware Corp. 1.000 1 0.681 10

7 Electronic Arts 0.344 12 0.344 12

8 Intuit Inc. 0.798 9 0.775 8

9 Microsoft Corp. 0.796 10 0.770 9

10 Oracle Corp. 0.686 11 0.674 11

11 Salesforce.com 0.898 8 0.837 7

12 Symantec Corp. 0.943 7 0.890 6  

5    Discussion  

In the following section, both theoretical advances of the MOP based DEA ap-
proach as well as managerial implications will be discussed. At first, the novel 
MOP based DEA approach, can really provide a totally different result based on 
the assumptions of fair weights versus each input and output. For example, CA, 
Inc. and Compuware Corp. have been shown less efficient based on MOP based 
DEA; however, both firms have been indicated 100% efficient based on CCR 
DEA. The successful introduction of the min-max approach resolved the tradition-
al DEA model successfully. Apparently, this novel MOP model can be considered 
as a better alternative to the traditional CCR DEA. 



Evaluating Top Services-Prepackaged Software Firms  11
 

 

In the past, people seldom developed an evaluation model especially by using 
DEA for the services-prepackaged software firms. Thus, this research defined a 
feasible framework for evaluating the services-prepackaged software firms which 
can be leveraged as the basis for government policy and firm level investment, 
R&D and competitive strategy definitions. Further, the novel MOP based DEA 
approach demonstrated different results to the traditional CCR DEA. In the empir-
ical study, the MOP based DEA demonstrated that Autodesk Inc., BMC  
Software, and Citrix Systems should be the services-prepackaged software firms 
to invest. Meanwhile, based on the MOP based DEA results, firms including 
Compuware Corp., Electronic Arts, Intuit Inc., Microsoft Corp., as well as Oracle 
Corp. are still far less than efficient. Appropriate adjustments of both inputs and 
outputs are required to enhance their competitiveness.    

6    Conclusions 

The information technology is one of the popular industries at the moment due to 
IT is starting to spread further from the conventional personal computer and net-
work technologies to integrations of other fields of technology such as the use of 
cell phones, televisions, automobiles, etc. Albeit important, very few researches 
tried to define an evaluation framework for IT especially in services-prepackaged 
software firms. This research bridged the gap and introduced a novel MOP based 
DEA approach which overcame the shortage of the traditional CCR DEA model. 
Based on the evaluation results, Autodesk Inc., BMC Software, and Citrix Sys-
tems are the most efficient services-prepackaged software firms. The evaluation 
results can serve as the basis for investment strategy definitions.  
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Hot Fomentation of the Lower-Back for Stress 
Relief in Students Preparing for a National 
Examination of Clinical Medical Technologist  

Hanachiyo Nagata, Junzo Watada, Ito Yushi, Takao Shindo, Masasuke Takefu, 
Masahiro Nakano, Kumiko Satou, Yoriko Hasimoto, Sadahiro Kumamoto,  
Sumiko Oki, Fusako Fujii, Yukmitu Satou, and Norio Akaike* 

Abstract. The objective of this study is to propose a method of hot fomentation 
for a lower-back care for stress relief. Experimental evidence statistically vali-
dated this approach for relieving stress. In the experiment, hot fomentation was 
applied to twenty senior college students (from 21 to 22 years old) who had com-
plained of stiffness in their shoulder and lumbar region of the back during the 
month prior to a national examination for clinical Medical technologist. Before 
and after the 30-minute hot fomentation care with a hot-pack, we measured their 
psychological and physical reactions. The changes in their psychological reactions 
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were evaluated using the visual analog scale (VAS) to assess the degree of com-
fort. The physical reactions were evaluated using the cortisol level of blood serum 
as an index of stress. 

(1) The experimentally determined VAS values indicated that hot fomentation 
significantly relieved stress.  

(2) The cortisol level of blood serum (a proven neuroimmunological index of 
stress) decreased significantly following the hot fomentation care.  

(3) However, both the changes of VAS values and the cortisol level changes of 
blood serum are not significantly correlated.  

We found that lower-back hot fomentation by a hot-pack provided a significant 
stress relief effect, both mentally and physically, for the 20 students who planned to 
take a national examination of Clinical Medical technologist. However, both the 
psychological and physical outcomes were not significantly correlated. This lack of 
correlation indicates that the anxiety relief might exceed the physical stress relief. 

 
Keywords: Hot fomentation, Hot-pack, Lower-back portion, Visual analog  
scale, VAS, the cortisol level of blood serum, National examination, laboratory 
technologist. 

1   Introduction 

It is currently well known that various types of stress produce great burdens on 
human lives and behaviors. The objective of this study is to propose lower-back 
hot fomentation care as a method for stress relief. Stress can be measured using 
both psychological and physical methods. The visual analog scale (VAS) of com-
fort-discomfort can be used to psychologically evaluate the stress level of a patient 
according to the degree of comfort or discomfort. The cortisol level of blood se-
rum is used as a stress index to evaluate the physical degree of stress. This study 
reports the result of an attempt to reduce a patient’s stress using a 30-minute hot-
pack hot fomentation for a lower-back care. 

In Japan, all healthcare professionals must obtain national approval to begin their 
careers in medicine. That is, final-year students of medical technology cannot start 
working without passing the national examination, and therefore all of the final-year 
students take the national examination. All of the medical technology students en-
dure a long period of mental stress because of the clinical exercises and internship 
they undertake at a medical care facility and the education program they receive at 
school. Furthermore, universities provide various countermeasures in the education 
program to help ensure that all of the students pass the national examination. The 
number of students who pass the test influences the evaluation of university quality. 
Therefore, university staff helps their students prepare as best as possible. 

Various reports and papers have considered the preparation for the national ex-
amination in Japan, such as support of the students and the educational program 
staff. However, the level of stress endured by a student during his/her preparation 
for the national examination or how a student can be relieved of the various kinds 
of stress is unknown. 
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In this paper, we propose lower-back hot fomentation as a stress relief method. 
This approach to stress relief is validated on senior students from 21 to 22 years 
old who will take a national examination for clinical Medical technologist in a 
month. After a 30-minute hot fomentation care using a hot-pack, the experiment to 
examine the psychological and physical conditions of all the subjects who had felt 
stiffness in their shoulders and in the lumbar region of their backs was undertaken. 
The psychological evaluation used a visual analog scale (VAS), which assesses 
the degree of comfort or discomfort. The physical evaluation used the cortisol lev-
el of blood serum as an index of stress. (1) The experimentally determined VAS 
values outcome indicated that hot fomentation significantly relieved stress. (2) 
The cortisol level of blood serum (a proven neuroimmunological index of stress) 
decreased significantly following the hot fomentation care. (3) However, the 
changes in the VAS values and the cortisol level changes of blood serum are not 
significantly correlated.  

2   Research Method 

2.1   Subjects 

The subjects in this experiment were senior college students, from 21 to 22 years 
old, in the School of Clinical Laboratory Technology, University A, who com-
plained of stiffness in the shoulder and lumbar region of the back. They planned  
to take a national examination for clinical Medical technologist a month after the 
experiment. 

2.2   Ethical Considerations in Primary Research 

\The primary research was conducted with the approval of the ethics review com-
mittee of University A after our submission of the required document (Approval 
Number of Experiment 20-51 of the Ethics Review Committee).  

After initially explaining the objective of the research and experiment to  
the subject students in both oral and written forms, the subjects underwent the  
experiment when the approval and agreement between the subjects and the expe-
riment staff were obtained. Furthermore, in the experiment, we gave sufficient 
considerations to the following requirement: 

(1) The personal information is sufficiently protected so that is cannot  
identify an individual. 

(2) The biographical data are not used for any purpose other than this research. 

2.3   Experimental Method 

The experiment was performed in a laboratory at University A from 18:00 to 
20:00 in the middle of January 2011; the care was provided to students who would 
take the national examination of clinical Medical technologist in a month. While 
the students lay on a bed for 30 minutes, hot-packs were placed on the part of the 
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back corresponding to the second vertebrae cervicales CII to the forth lumbar ver-
tebra. Before and after this care, VAS assessments were given, and blood samples 
were taken. 

(1) The hot-packs used were DeRoyal Sofsorb Absorbent Pads & Sheets 
(Duro-Med Industires, Inc., USA）that are applied when their centers 
reach a temperature of 45 degree Celsius by heating in a microwave 
oven. Each hot-pack, which is 40 degree Celsius on the surface, is cov-
ered with a dry towel. After informing each subject, their entire back 
from the posterior neck and vertebra prominens CVII to both shoulders 
and the third and fourth lumbar vertebrae is covered with the sheet. 

(2) The cortisol level of the blood serum is used as a neuroimmunological 
index to measure physical stress. All of the students had blood samples 
drawn just before and after the care. 

(3) The VAS was used as an index to measure the psychological response of 
the subjects. In the VAS, “the most uncomfortable feeling” was assigned 
to 10 in the scale, and “the most comfortable feeling” was assigned to 1. 

(4) The ambient temperature of the room was set to 25 2±  degrees Celsius 
with a natural sound state and without any conversation. 

2.4   Statistical Analysis 

Using a non-parametric Wilcoxon signed-rank test, the cortisol level of blood just 
before and after the care and the VAS results are tested for significant differences. 
We also calculated the Fisher’s correlation between the cortisol level and the VAS 
to test the significance of their correlation.  

3    Results 

3.1   The Change in Cortisol Levels Caused by a 30-Minute  
Hot-Pack Care 

For the 20 senior students (21 to 22 years old) who experience stiffness in  
the shoulder and in the lumbar region of the back and who will take a national ex-
amination for clinical Medical technologist in a month, the cortisol levels of blood 
serum were 8.4 ± 0.9 dlg /μ and 6.0 ± 0.9 dlg /μ  before and after the 30-minute 

hot fomentation for a lower-back care using a hot-pack, respectively. These data 
were significantly different ( 001.0<p ), as indicated by Figure 1. 

3.2   The Change in Psychological Responses Caused by a  
30-Minute Hot-Pack Care  

For the 20 subjects, the psychological response of the VAS values were 6.3 ± 0.3 
and 4.6 ± 0.5 before and after the 30-minute lower-back hot fomentation care,  
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respectively. These data were significantly different ( 01.0<p ), as indicated by 

Figure 2. 

3.3   Correlation Coefficient between the Cortisol Levels and 
Psychological Responses  

For the 20 subjects, the correlation coefficient of the care-induced changes be-
tween the VAS values of the psychological responses and the cortisol levels of 
blood serum was 0.3, p=0.5. The values are not significantly correlated. 

 

 

Fig. 1 Change in the mean cortisol level caused by a 30-minute hot-pack care 

 

Fig. 2 Change in the mean VAS value caused by a 30-minute hot-pack care 

Points  

 
    Before care           After care 

Cortisol Level ( dlg /μ ) 

 
    Before care           After care 
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4   Discussion 

4.1   The VAS Evaluation of the Psychological Influence of Hot 
Fomentation Care  

Using the VAS, the psychological state of the subject was measured before and af-
ter the hot fomentation care for the 20 subject students who were experiencing 
stiffness in the shoulder and the lumbar region of the back one month before the 
national examination of clinical Medical technologist. The VAS value dropped 
from 6.2 to 4.6. This change indicated that the heat-retaining effect of the lower-
back care relieved the unpleasant emotions and stress and led to a more comforta-
ble psychological response. The hot-pack care relieved stress and pain by thermal 
heating of the back, and the VAS values decreased. Hasebe (2005) [1], Matsushita 
(2008) [2], and Kubo et al. (2011) [3] reported that hot fomentation care using a 
hot-pack increases the blood flow volume of subjects and mitigates shoulder and 
loin stiffness. For psychological aspects, Buttagat et al. (2012) [4] reported that 
hot-pack fomentation care is capable of increasing the feeling of comfort and  
enhancing relaxation. 

4.2   The Stress Index As Determined by the Blood Serum Cortisol 
Level 

Stahl and Dorner (1982) [5] reported that physical stressors increase the cortisol 
concentration of blood serum. As senior students have been preparing for their na-
tional examination of clinical Medical technologist for a long period of time, they 
have experienced continuous psychological stressors. In particular, just before the 
national examination, they must spend many hours in preparation. Students sit in a 
chair for 6 to 8 hours a day, leading to stiffness in the shoulders and the lumbar 
region of the back those results from maintaining this position. Furthermore, they 
endure additional stressors caused by the anxiety around the results of the national 
examination, which causes much psychological and physical burden. 

The lower-back fomentation care by a hot-pack decreased the blood serum cor-
tisol level and significantly affected the national examination stressors. In general, 
the stress response can be understood to involve two response systems: (1) the  
endocrine system of the hypothalamic-pituitary-adrenal cortex axis and (2) the au-
tonomic nervous system of the hypothalamus-pons-medulla oblongata-spinal mar-
row-adrenal medulla axis. The endocrine cortisol level of the blood serum serves 
as an effective index of stress. Pani et al. (2011) [6] reported that the cortisol level 
increases in response to psychological stress but decreases in response to comfort-
able stimuli. Al-Ayadhi (2005) [7] reported that the uncomfortable and tense state 
of sympathetic hyperactivity produced by stressors was changed into a comforta-
ble state using a hot-pack fomentation care and that, furthermore, the biological 
response of the autonomic nervous system was recognized. Fredrickson and Le-
venson (1998) [8] clarified that the heat retention affected activation of the para-
sympathetic nervous system and inhibition of sympathetic hyperactivity. In this 
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paper, we report that a hot-pack fomentation care can increase comfortable stimuli 
and decrease the cortisol level of blood serum, in agreement with the above re-
ports. We believe that the hot-pack fomentation care provides stress relief. 

4.3   The Relationship between the Blood Serum Cortisol Level 
and the VAS Value of Psychological Response  

In this study, the stress relief by lower-back hot fomentation using a hot-pack was 
examined using the cortisol level of blood serum as a stress index and VAS values 
as a measure of the psychological response. After treating the subject with hot-
packs on lower-back portion, the decrease in cortisol level and VAS values are 
recognized but the correlation between both the change of the cortisol level and 
the change of the VAS values was not significant. In general, hot fomentation 
produces relaxation and decreases the cortisol level of blood serum. Pawlow and 
Jones (2005) [9] also observed decreases in VAS values, as did Yamamoto and 
Nagata (2011) [10]. The hot fomentation care of the lower-back promotes the re-
covery from uncomfortable stress and creates a more comfortable state, inhibits 
the activities of skin sympathetic nerves and, as a result, improves the peripheral 
circulatory state. These effects relax the mind and body to rest after the burden of 
stress, as Watanabe et al. (2006) reported [11]. Nevertheless, the correlation be-
tween the cortisol level change and the VAS value change were not significant An 
explanation for this lack of correlation might be that the national examination for 
students causes a greater amount of anxiety and tension than the amount of relaxa-
tion provided by the lower back hot fomentation. Furthermore, statistically, the 
value of the cortisol level is more precise (one tenth of one percent), but the  
psychological VAS values are less precise because they employ discrete values 
from 1 to 10 on a scale of 10. Therefore, another psychological scale should be 
employed. 

5    Conclusions 

This paper reported the result of analysis of relief stress using a 30-minute hot fo-
mentation care with a hot-pack on the lower-back of subjects. This method was 
applied to final-year students of medical technology who cannot begin working 
until they pass their exam. The experiment attempted to examine the psychologi-
cal and physical states of the subjects who were experiencing stiffness in the 
shoulder and the lumbar region of the back. The psychological evaluation was per-
formed using a visual analog scale (VAS) to assess the degree of being comfort or 
discomfort. The physical evaluation consisted of measurements of the blood  
serum cortisol level as an index of stress. The result showed that (1) VAS values 
indicated the effective relief of stress, (2) the cortisol level of blood serum as a 
neuroimmunological index is significantly decreased and (3) but the correlation 
between the VAS value change and the cortisol level change was not recognized 
significantly.  
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of the Restoration of Historical Objects 
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Abstract. As time goes by, every historic object dilapidates and wears out. As the 
result, the values that it used to represent become obliterated and its effete on the 
public is weakened. Conservation and restoration of art works aim at preserving  
the extant matter and, if possible, at bringing the antiques to their former glory in 
historical value; the more so that the historical value of the objects also increases 
with time. Conservators' work, independently of their special fields of interest, 
should be preceded by research whose goal is the determination of the guidelines for 
the conservation efforts and the selection of the best methods of action in interde-
pendence and feedback among dimensions and criteria. A thorough analysis deter-
mines several possibility methods of action, emphasizing various groups of values. 
In this study, a hybrid Multiple Criteria Decision Making (MCDM) model based on 
DNP (DEMATEL-based ANP) is used to assess the historical objects relative values 
viewed by different groups of experts in inter-relationship problem of real world. 
The procedures provide a reference guide of improvement directions and efficient 
art work reservation of historical objects for achieving the aspiration levels. 
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1   Introduction 

As time goes by, every historic object dilapidates and wears out. As the result, the 
values that it used to represent become obliterated and its effete on the public is 
weakened. Conservation and restoration of art works aim at preserving the extant 
matter and, if possible, at bringing the antiques to their former glory; the more so 
that the historical value of the objects increases with time.  

Conservators' work, independently of their special fields of interest, should be 
preceded by research whose goal is the determination of the guidelines for the 
conservation efforts and the selection of the best methods of action. Inventory, do-
cumentation and research efforts are completed by a value analysis whose  
purpose is to precisely define several values of the object so as to emphasize and 
reveal the most important of them. A thorough analysis determines several possi-
ble methods of action, emphasizing various groups of values. The basic value 
groups of historic objects and monuments have been formulated by Walter Frodl 
[2]. These groups, expanded by musical issues, are used in this paper.  

The possibility of a variant-based approach to the issue of the value analysis of 
historic items suggests that the methodology of the multi-criteria decision support 
can be used for the selection of the best variant of conservation method of the in-
dividual item or monument. The possibility of shaping the selected values after the 
reconstruction of the object allows regarding the values as decision criteria. Possi-
ble ways of the instrument reconstruction constitute here decision variants. 

In the 17th- and 18th-century Poland the portable organ, called the positive or-
gan, was a very popular instrument'; almost every parish was equipped with one. It 
was not on1y a church instrument, since the portab1e organ was used a1so to ac-
company dancers in ballrooms. Its popularity was due above all to the ease of 
hand1ing and the possibility of easy transportation. Unfortunately, on1y 18 copies 
of this once so common instrument are nowadays extant in Poland (according to 
current research). One of the extant instruments from this group, found only re-
cently, comes from Sokoły near Łapy in the Podlasie region of Poland. For many 
years the instrument had been stored disassembled, undergoing atmospheric and 
biological damage. Its condition made it impossible to use it either as a visual his-
toric item ("piece of furniture") or as a musical instrument. Such condition is 
called in Polish conservation science terminology a "destrukt". 

The value analysis of historic items is not on1y a theoretical consideration, but 
aims at determining the guidelines of conservation efforts and, in connection with 
experience and conservation science, allows for the selection of the best conserva-
tion methods for individual works of art. The precise estimation of value of the  
extant elements of the instrument became thus a research problem; on this basis 
the determination of several (10 to 20) variants of conservation programs will be  
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made. The purpose of this paper is the joint application of the analysis evaluating 
an historic organ and the MCDM method in the selection of the guidelines for 
conservation efforts in the case of the recently discovered organ. 

This paper consists of five sections. In Section 1 selected problems related to 
the analysis for the evaluation of an historic organ are described. Specified groups 
of values have been used for the construction of decision criteria. The history and 
original condition of the instrument in question have been described in Section 2. 
Possible methods of restoration of this instrument, treated as decision variants in 
multivariate analysis, have been presented in Section 3. Section 4, the hybrid 
MCDM method is described and presents the application of the MCDM method 
proposed for the analysis of the problem in question, and Section 5, conclusions 
following from it.  

2   About the Historical Organ  

The first person to recognize and define the value of a separate group of historic 
objects - historic musical instrument s - was the German scholar and musician  
Albert Schweitzer'. Thanks to his authority the cause of preservation of historic 
organs gained many advocates among musicians as well as conservators and  
researchers. 

The value analysis of historic objects, used nowadays in conservation science 
with respect to all kinds of historic objects and monuments, has been defined by 
Walter Frodl in the middle of the 20th century, and was subsequently expanded 
and completed [3]; in the Polish legislation it resulted in an act concerning the pre-
servation and protection of historic monuments [1]. 

According to this document an "historic monument or object" is "a building or 
an object, its element or subsystem, man-made or related to human activities 
which are an evidence of an epoch or an event from the past, whose preservation 
is of social value due to its historic, artistic or scientific value". Taking into ac-
count the synthetic character of the group of objects dealt with in this paper, his-
toric organs, a precise definition of such values will help improve value analysis. 

2.1   Values of an Historical Organ as Decision Criteria 

In the following discussion suggest a division of the values of historical organs in-
to four groups: historic [6] and [7], artistic, musical and utilitarian values. We will 
now describe the values constituting each of the four groups. 

Historic values determine the character of the object as a document and its in-
fluence on the development of historical knowledge. Among the values of this 
group are scientific values, due to the fact that an organ is an historic object,  
requiring a scholarly description. Also in this group are technical values, deter-
mining the ingenuity of the construction, the quality of the workmanship and the 
scientific value of its current condition. Also historic emotional values, perceived 
not only by scientists and scholars, but also by the public at large, belong here. 
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The ownership values, i.e., values stemming from the ownership of the original 
item (without hypothetical additions) are connected with honest approach of the 
conservators to the historic object, in which that what is preserved should be em-
phasized above all, as opposed to that what we think might have been there. The 
group of artistic values is related to the perception of historic organs as works of 
art, and this is connected with the instrument's case. To this group belong historic-
artistic values, determining whether the solutions chosen by the builders are typi-
cal or atypical as well as the importance of the original, its copy or its hypothetical 
reconstruction. 

Artistic qualities affect the public independently of the current fashion or style. 
The artistic effect of the ease of historic organ should match musical impressions 
received by the audience from the musical compositions heard by it. Musical val-
ues become apparent during a musical performance. This study deals here with the 
issue of style (historical musical value) and of sound (musical quality). All of 
them taken together may reinforce the musical influence on the amateur listener. It 
can happen that the regaining of musical value and the preservation of the original 
technical solutions are conf1icting goals. In such case we face the problem of utili-
tarian values of the historic instrument. The notions of live organ and dead organ 
are related to this group of values. A musically dead organ is an instrument that 
nowadays cannot fulfill its function of a musical instrument. A live instrument is 
an instrument capable of being used in musical performance, affecting the au-
dience in various ways. Like any historic object, an organ as a piece of furniture 
can be also visually dead - not suitable for being exhibited, or else visually alive 
(independently of its musical "vitality") - beautiful, but unplayable.  
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Fig. 1 The Value Structure of Historical Organ 

Therefore, the value structure above (Fig. 1) is constructed and used as decision 
criteria in the problem of the selection of the best conservation alterna-
tives/situations, discussed below. The decision criteria admit the values from 0 
(lowest grade) to 4 (highest grade). The decision situations (alternatives) defined 
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later in the paper will be evaluated by experts, utilizing during the evaluation  
according to his or her expertise of the topic. 

3    The Instrument Undergoing the Restoration  

The basic feature distinguishing a portable organ from a stationary one are its 
small dimensions and a design allowing for placing of all elements characteristic 
for the organ-like instrument s (pipes, wind chest, action, bellows) in a small, easy 
to handle case. The "compression" of the instrument's mechanism is achieved by 
making the dimensions of the wind chest as small as possible, restricting the ac-
tion to the direct transfer of the movement from the key to the pallet and mitering 
(often repeated) of the pipes or the use of common side walls of wooden pipes. 
Bellows of small dimensions always require a certain space for proper function-
ing, and that is why they are located on the instruments, underneath, or next to the 
case wall opposite the keyboard. The placing of the keyboard is also related to the 
localization of the bellows, which follows from the construction of the wind chest. 

The positive organ from Sokoły is an instrument of the two-chamber type, in 
which the lower one (larger) contains two wedge bellows, while the upper one 
(smaller), wind chest, pipes and keyboard. It is characteristic for this instrument 
that the lower chamber cover can be taken out and, after the bellows have been 
blocked, the upper chamber can be inserted into the lower one. Once this "pack-
age" is closed, the instrument is secured and can be transported conveniently.  
After the arrival at its destination, a two-part positive organ, when taken apart, is 
independent and does not require any auxiliary furniture. 

The positive organ from Sokoły is preserved as a non-functional and visually 
unattractive object ("destrukt") - each element was stored separately and individu-
al parts were damaged. About 70% of the case, 90% of the mechanism and  
10% of the sound system have been preserved. In this condition the value of the 
positive organ is recognizable by a narrow group of researchers who are able to 
visualize how to combine the individual parts. 

3.1    Possible Methods of Instrument Restoration 

As this study further work on the possible methods of instrument restoration as 
decision alternatives [8]. On the basis of research and evaluation of the condition 
of the individual parts of the instrument (or their lack) 12 renovation treatments of 
the rediscovered instrument have been suggested.  

− Situation I (S01): Preservation of the instrument as a non-functional, visually unat-
tractive object ("destrukt") and its exhibition in the form of a group of museum  
exhibits. 

− Situation II (S02): Integration of the elements of the instrument using racks neces-
sary to place the individual elements in proper places. 

− Situation III (S03): Integration of the parts of the instrument with full completion of 
the construction elements of the case; completion of the missing parts of the me-
chanism. The pipes remain secured, but do not play. 
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− Situation IV (S04): Integration of the parts of the instrument with full completion of 
the construction elements of the ease according to their former shape. The pipes re-
main secured, but do not play. 

− Situation V (S05): Integration of the parts of the instrument with full completion of 
the construction elements of the case; completion of the missing parts of the me-
chanism. Reconstruction of the polychrome. The pipes remain secured, but do not 
play. 

− Situation VI (S06): Integration of the parts of the instrument with full completion of 
the construction elements of the ease. Bringing the extant pipes to working condi-
tion and reconstruction of the missing pipes, so as to match the sound capabilities of 
the extant pipes. 

− Situation VII (S07): Visually, the object is moderately attractive; utilitarian musical 
value appears, especially for people appreciating the original, historical sound.  
Exhibition of the extant historic pipes in a display ease without giving them their 
former technical functionality. Reconstruction of the entire sound system according 
to preserved models. 

− Situation VIII (S08): Integration of the parts of the instrument with full completion 
of the construction elements of the ease according to their former shape. Bringing 
the pipes to a working condition and reconstruction of the missing pipes, so as to 
match the sound capabilities of the extant pipes. 

− Situation IX (S09): Integration of the parts of the instrument with full completion of 
the construction elements of the ease according to their former shape, Exposition of 
the extant historical pipes in a display eases without bringing them to a working con-
dition. Reconstruction of the whole sound system according to preserved models. 

− Situation X (S10): Integration of the parts of the instrument with full completion of 
the construction elements of the ease according to their farmer shape. Bringing the 
pipes to a working condition and reconstruction of the missing pipes so as to match 
the sound of the sound capabilities of the preserved pipes. 

− Situation XI (S11): Integration of the parts of the instrument with full completion of 
the construction elements of the case according to their former shape. Exhibition of 
the preserved historic pipes in a display case without bringing them to a working 
condition. Reconstruction of the whole sound system according to preserved models. 

− Situation XII (S12): Preservation of the instrument in its non-functional, visually 
unattractive condition (as a "destrukt"). Making of an accurate copy. The evaluation 
focuses on the values of the copy, which is presented to the public. 

The possible actions and results which caused by each different situation, it has 
made under the value evaluation by experts. Although, each of the result from dif-
ferent situation, it may guide different perception on the historic organ to be per-
formed later; and the expectation of the restoration work display in the degree of 
its original states. 

4    Methodologies of MCDM 

This section is aimed to understand the evaluation indexes of the value of restora-
tion historical organ. It is collected, selected, analyzed, simulated and tested by the 
literature and expert questionnaires to find the usefulness and the promotion spots 
as a basis. Lo & Tzeng [4] indicate that MCDM is a methodology that is able to 
consider multiple criteria at the same time and also helps the decision- maker to 
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estimate the best case by sorting cases according to the characteristics or criteria 
([4], [11], [9], [10]) of each from limited available cases.  

4.1    Empirical Analysis 

In this study, according to the literature review and expert experiences, an value 
evaluation system including four dimensions and 12 criteria that will exert an in-
fluence on alternative selection of restoration historical organ is established, as 
given in Table 4.1. A survey was conducted via questionnaires distributed to sev-
eral groups comprised of the experts’ knowledge and background. Their ratings 
for each criterion’s relationship to sustainable development using a five-point 
scale ranging from 0 (no effect) to 4 (extremely influential) were collected. 

This set of criteria provides this study with an overall evaluation system that fa-
cilitates further prioritization by the concept of ANP [5]. According to Table 1,  
the critical factors for value evaluation on restoration of historical organ which is 
including “Musical-utilitarian value (C42)”, “Visual-utilitarian value (C41)”, “His-
torical-musical value (C31)”, “Historical-artistic value  (C21)”, “Artistic quality 
(C22)”,and “Musical quality (C32)” according to the sequence (priority) of these 
factors from the calculation of ANP concept. 

The MCDM model refers to making decisions in the presence of multiple, and 
often simultaneously faced/managed multiple criteria/objectives with critique crite-
ria in real world. This study adopts MCDM approaches subject to calculate the 
weights and ranking that is used to solve the decision problem for the priority of 
value evaluation on restoration historical organ. We applied the influence matrix to 
compromise the trade-off between value aspects and situations’ concerns. The main 
survey objects engage for the value in four phases (such as, values to Historical, 
Artistic, Music and Utilitarian), within related areas of experts or scholars who are 
senior in their domain knowledge and experiences on the evaluations work. 

Table 1 The evaluation criteria 

Aspects/Dimensions  Criteria Weight 

C1 
Historical Values  

C11  Historical-scientific value  0.057  
C12  Historical-technical value  0.064  
C13  Emotional value  0.076  
C14  Ownership value  0.053  

C2 
Artistic values  

C21  Historical-artistic value  0.086  
C22  Artistic quality  0.084  
C23  Artistic influence  0.080  

C3 
Music values  

C31  Historical-musical value  0.093  
C32  Musical quality  0.082  
C33  Musical influence  0.075  

C4 
Utilitarian values   

C41  Visual-utilitarian value  0.111  
C42  Musical-utilitarian value  0.139  
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According to Table 2, the prominence ( + )i id r , “Historical Values (C1)” is the 

highest impact of the strength of relation that means the most important influen-
cing factors; in addition, “Utilitarian Values (C4)” are all the factors that affect the 
least degree of other factors. According to the relation ( )i id r− , we also can find 

“Music Values (C3)” is the highest degree of impact relationship that affects other 
factors directly. These dimensions also have the interact characteristics. Opposite, 
“Historical Values (C1)” is the most vulnerable to impact that compare with other 
dimensions.  

A grade of value from 0 (lowest grade) to 10 (highest grade) has been made by 
the set of experts’ value evaluations, shown as Table 3. Each situation/alternative 
is depending of the values that the instrument would gain after the reconstruction 
according to the given decision situation. 

Table 2 Influence Evaluation by dimension 

 C1 C2 C3 C4 D d+r d-r Rank 
C1 0.067 0.045 0.046 0.049 0.206 0.475 -0.062 4 
C2 0.068 0.048 0.068 0.057 0.242 0.458 0.025 2 
C3 0.067 0.066 0.050 0.065 0.248 0.456 0.039 1 
C4 0.065 0.057 0.045 0.030 0.197 0.397 -0.003 3 
R 0.268 0.216 0.209 0.200 -- -- -- -- 

Table 3 Value Evaluation by Criteria 

Criteria S01 S02 S03 S04 S05 S06 S07 S08 S09 S10 S11 S12

C 11 Historical-scientific value 10 8 6 6 6 6 6 6 6 6 6 0

C 12 Historical-technical value 4 6 10 8 8 6 10 6 10 6 10 0

C 13 Emotional value 10 10 10 8 6 10 6 6 4 4 2 0

C 14 Ownership value 10 10 10 9 5 8 5 9 4 5 0 0

C 21 Historical-artistic value 0 2 4 6 6 4 4 6 6 8 8 0

C 22 Artistic quality 0 0 2 4 8 2 2 4 4 8 8 8

C 23 Artistic influence 2 2 6 8 10 6 6 8 8 10 10 10

C 31 Historical-musical value 0 0 0 0 0 10 4 10 4 10 4 4

C 32 Musical quality 0 0 0 0 0 8 10 8 10 8 10 10

C 33 Musical influence 0 0 0 0 0 8 10 8 10 8 10 10

C 41 Visual-utilitarian value 2 4 6 8 10 6 6 8 8 10 10 10

C 42 Musical-utilitarian value 0 0 0 0 0 8 10 8 10 8 10 10  
 
The value evaluation by situations/alternatives is demonstrated as Table 4. 

Thus, two alternatives, S10 and S11 get the best evaluation. Thus, the sequence of 
performance of value evaluation is S10, S11, S08, S09, S06, S07, S12, S04 and 
then, S03, S05, S02, S01. As continuing lowering the value of the concordance 
threshold does not result in generating more detailed information, so the procedure 
and propose the decision making is recommended, as it has got the best evaluation 
in all rankings that have been constructed. 
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Base on these empirical results, we construct the network relationship map of 
each dimension as shown in Fig.2. It illustrates the critical problems in evaluating 
the restoration work on historical organ which including “Music Values (C3)”, 
“Artistic Values (C2)” and “Utilitarian Values (C4) which are easily impacted by 
other factors. Therefore, this model provides the direction of problem solving 
from “Music Values (C3)”, “Artistic Values (C2)” and “Utilitarian Values (C4). 
Some criteria take more effort on placing strategies are suggested according to ex-
perts’ verification, such as Historical-Artistic Value, Historical Music Values, 
Musical Quality, Artistic Quality, Artistic Influence, Emotional Value, etc. 

Table 4 Value Evaluation by Situations/Alternatives 

 Criteria \ 
Alternatives 

 Local 
weight 

Global 
weight

 Aspired 
Level 

S01 S02 S03 S04 S05 S06 S07 S08 S09 S10 S11 S12

C 1 0.25 8.47 8.52 9.08 7.75 6.30 7.64 6.81 6.64 5.99 5.18 4.53 0.19

C 11 0.23 0.06 10 10.00 8.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 0.00

C 12 0.25 0.06 10 4.00 6.00 10.00 8.00 8.00 6.00 10.00 6.00 10.00 6.00 10.00 0.00

C 13 0.30 0.08 10 10.00 10.00 10.00 8.00 6.00 10.00 6.00 6.00 4.00 4.00 2.00 0.00

C 14 0.21 0.05 10 10.00 10.00 10.00 9.00 5.00 8.00 5.00 9.00 4.00 5.00 0.00 0.90

C 2 0.25 0.64 1.33 3.97 5.97 7.95 3.97 3.97 5.97 5.97 8.64 8.64 5.88

C 21 0.34 0.09 10 0.00 2.00 4.00 6.00 6.00 4.00 4.00 6.00 6.00 8.00 8.00 0.00

C 22 0.34 0.08 10 0.00 0.00 2.00 4.00 8.00 2.00 2.00 4.00 4.00 8.00 8.00 8.00

C 23 0.32 0.08 10 2.00 2.00 6.00 8.00 10.00 6.00 6.00 8.00 8.00 10.00 10.00 10.00

C 3 0.25 0.00 0.00 0.00 0.00 0.00 8.74 7.78 8.74 7.78 8.74 7.78 7.78

C 31 0.37 0.09 10 0.00 0.00 0.00 0.00 0.00 10.00 4.00 10.00 4.00 10.00 4.00 4.00

C 32 0.33 0.08 10 0.00 0.00 0.00 0.00 0.00 8.00 10.00 8.00 10.00 8.00 10.00 10.00

C 33 0.30 0.07 10 0.00 0.00 0.00 0.00 0.00 8.00 10.00 8.00 10.00 8.00 10.00 10.00

C 4 0.25 0.89 1.78 2.67 3.56 4.45 7.11 8.22 8.00 9.11 8.89 10.00 10.00

C 41 0.45 0.11 10 2.00 4.00 6.00 8.00 10.00 6.00 6.00 8.00 8.00 10.00 10.00 10.00

C 42 0.55 0.14 10 0.00 0.00 0.00 0.00 0.00 8.00 10.00 8.00 10.00 8.00 10.00 10.00

TOTAL 5.00 1.00 0.25 0.29 0.48 0.54 0.47 0.69 0.67 0.73 0.72 0.79 0.77 0.60

Performance Ranking 12 11 9 8 10 5 6 3 4 1 2 7  
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Fig. 2 The NRM of each dimension 
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5    Conclusions 

The study described in this paper demonstrates the restoration of historical organ 
is within the realms of possibility. The possibilities of application of multi-criteria 
decision support in choosing an approach to conservation of historical organ have 
been presented. The work resulted in the renovation of a valuable Instrument 
made by Polish organ-builders. It seems that this methodology may be applied al-
so for a wider range of objects of historical value, although this requires complex 
analysis of the set of criteria under consideration. Another issue requiring situation 
analysis would be the course of action in the case when decision alterna-
tives/variants are evaluated by a group of experts. 

This study is including different structure to be overcome. For this purpose, an 
idea generation method has been proposed in which the influence matrix is 
adopted based on many fields knowledge. Here, we employed with an innovative 
method with group expert’s participation and multi-criteria decision making, the 
concept of ANP handling with many potential uncertainty factors which is able to 
evaluate and provide the most suitable guide for evaluating the restoration value of 
historical organ. 
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Immunization of Networks via
Modularity Based Node
Representation

Tetsuya Yoshida and Yuu Yamada

Abstract. We propose an approach for immunization of networks via mod-
ularity based node representation. Immunization of networks has often been
conducted by removing nodes with large centrality so that the whole network
can be fragmented into smaller subgraphs. Since contamination is propagated
among subgraphs (communities) along links in a network, besides centrality,
utilization of community structure seems effective for immunization. How-
ever, despite various efforts, it is still difficult to identify true community
labels in a network. Toward effective immunization of networks, we propose
to remove nodes between communities without identifying community labels
of nodes. By exploiting the vector representation of nodes based on the modu-
larity matrix of a network, we propose to utilize not only the norm of vectors,
but also the relation among vectors. Two heuristic scoring functions are pro-
posed based on the inner products of vector representation and their filtering
in terms of vector angle. Preliminary experiments are conducted over syn-
thetic networks and real-world networks, and compared with other centrality
based immunization strategies.

1 Introduction

Various resources are connected to each other and form networks, including
the Internet, human networks such as social networks [5]. Links among re-
sources makes it easier to exploit other resources by overcoming geographical
or temporal distance. However, fast spreading of information over networks
can have negative aspects, such as computer viruses or epidemics of diseases.
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The spread of epidemics (e.g., virus) can occur through the interaction
between nodes in a network. Removing contaminated nodes (or, vaccinating
nodes) can prevent the spread of epidemics over the whole network. However,
usually the amount of available doze is much smaller than the total number
of nodes. Thus, it is important to selectively utilize the available doze for
removing nodes from a network for the immunization of networks.

Since contamination is propagated among subgraphs (communities) along
links in a networks, the standard approach is to immunize nodes which play
the major role in propagation. Based on the assumption that such nodes are
in some sense “central” nodes in networks, various heuristic immunization
strategies have been proposed based on the notion of node centrality [7]. In
addition, by assuming that community labels of nodes are available, an immu-
nization strategy which utilizes the community labels was also proposed [4]
based on a perturbation approach [10]. However, despite various efforts, it is
still difficult to identify true community labels from networks [2, 7].

Toward effective immunization of networks, we propose to remove nodes
between communities without identifying community labels of nodes. By ex-
ploiting the vector representation of nodes based on the modularity matrix of
a network [6, 11], we propose to utilize not only the norm of vectors, but also
the relation among vectors. Two heuristic scoring functions are proposed
based on the inner products of vector representation and their filtering in
terms of vector angle. Preliminary experiments are conducted over synthetic
networks and real-world networks. Comparison with other centrality based
immunization strategies shows that the proposed approach is promising.

2 Immunization of Networks

2.1 Preliminaries

We use a bold italic lowercase letter to denote a vector, and a bold normal
uppercase letter to denote a matrix. Xij stands for the element in a matrix
X, and XT stands for the transposition of X. 1n ∈ R

n stands for a column
vector where each element is 1.

Let n stands for the number of nodes in a network G, and m stands for
the number of links in G 1. Since most social networks are represented as
undirected graph without self-loops [5], we focus on this type of networks in
this paper.

The connectivity of a network is usually represented as a square matrix A
∈ {0, 1}n×n which is called an adjacency matrix. Aij = 1 when the pair of
vertices (vi, vj) is connected; otherwise, 0. For an undirected graph without
self-loops, the corresponding adjacency matrix A is symmetric and its diag-
onal elements are set to 0. The vector k = A1n denotes the degree vector,
where ki represents the degree (number of links) of i-th node in a network.

1 We also call a network as a graph, a node as a vertex, and a link as an edge.
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2.2 Immunization Strategies Based on Centrality

Various kinds of “node centrality” have been studied and utilized in order to
identify important nodes in social network analysis [5, 7]. A node with large
centrality plays an important role in a network in some sense. Thus, removing
such node has been widely used as a heuristic immunization strategy.

Since nodes with many links can be considered as a hub in a network,
the degree (number of links) of a node is called degree centrality. On the
other hand, betweenness centrality focuses on the shortest path along which
information is propagated over a network. By enumerating the shortest paths
between each pair of nodes, betweenness centrality of a node is defined as the
number of shortest paths which go through the node.

Similar to the famous Page Rank, eigenvector centrality utilizes the lead-
ing eigenvector of the adjacency matrix A of a network, and each element
(value) of the eigenvector is considered as the score of the corresponding
node. Based on the approximate calculation of eigenvector centrality via per-
turbation analysis, another centrality (called dynamical importance) was also
proposed in [10]. By assuming that community labels of nodes in a network
can be specified, perturbation analysis is utilized for approximately calculat-
ing the leading eigenvector among communities in [4].

2.3 Modularity of Networks

Besides immunization, community discovery from networks has also been
studied [5, 7]. Modularity has been widely utilized as a quality measure of
communities based on the identified community labels in a network [6]. Under
the so-called null model, modularity Q of a network G is defined as:

Q =
1

2m

∑
C∈P

∑
i,j∈C

(A−P)ij (1)

where P = kkT /2m, k is the degree vector of G. P stands for the parti-
tion of G, and C runs over the communities in P . Communities with larger
modularity are considered as better partitioning of nodes in a network.

3 Immunization of Networks via Modularity Based
Node Representation

3.1 Community Centrality Based on Modularity

For community discovery, it is shown that maximization of modularity in
eq.(1) can be sought by finding the leading eigenvector of the following matrix,
which is called a modularity matrix [6]:
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B = A−P (2)

By utilizing several eigenvectors ofB in eq.(2) with the largest positive eigen-
values, the modularity matrix B can be approximately decomposed as:

B � UΛUT (3)

where U=[u1, · · · ,uq] are the eigenvectors of B with the descending order of
eigenvalues, and Λ is the diagonal matrix with the corresponding eigenvalues.

A new node score called community centrality was proposed in [6] based
on the above approximated decomposition. First, a new data representation
(data matrix) X was proposed based on eq.(3) as:

X = UΛ1/2 (4)

Each row ofX corresponds to the representation of a node. Hereafter, the i-th
node in a network is represented as a column vector xi based on eq.(4). With
this vector representation, community centrality (CC) was defined as [6] 2:

CC(xi) = xT
i xi (5)

3.2 Community Boundary Nodes Based on
Modularity

As in the heuristic strategies in Section 2.2, removing nodes with large com-
munity centrality seems a reasonable immunization strategy. However, a node
with large community centrality would be around the “center” of a commu-
nity by definition. Thus, although a node with larger community centrality
would be connected to other nodes in the same community, since it would
not be connected to nodes in other communities, it might not be so effective
to fragment communities in a network.

Instead of identifying and removing central nodes in communities, we pro-
pose to remove nodes which reside between communities. If the community
label of each node in a network can be identified, it would be possible to
estimate community centers as well as nodes between communities. However,
although various methods have been proposed for community discovery from
networks [9, 8, 6, 7, 11], it is still difficult to identify the true community
labels. Besides, it is proved that finding the communities with maximum
modularity for a network is NP-complete [2].

Toward effective immunization of networks, we try to identify and remove
nodes between communities without estimating or utilizing community labels
of nodes based on the vector representation in eq.(4) from the modularity
matrix.

2 Both the square sum (xT
i xi) and the absolute sum (norm) (||xi||) were called

community centrality in [6].



Immunization of Networks via Modularity Based Node Representation 37

3.3 A Hyper-Plane Based Filtering Approach

xi
xj

||xi||xj||cos θij

θij

Fig. 1 Modularity
based representation

Although we cannot utilize community labels of
nodes, whether a node reside between communities
still depends on the relation among nodes in a net-
work. The notion of community centrality in eq.(5)
only utilizes the norm (or, square norm) of the vector
representation xi for each node in eq.(4). In order to
identify nodes between communities, we propose to
utilize the relation among nodes in a network as well.

For each node representation xi, we consider the
contribution from another nodes xj , j �= i, and quan-
tify the contribution as the inner product xT

i xj . The inner product represents
to what extent other node xj contributes to the direction xi (see Fig. 1). Note

that θij = cos−1 xT
i xj

||xi||||xj || represents the angle between vectors xi and xj .

We categorize nodes in a network into the following three types:

i) nodes around the center of a community
ii) nodes in the fringe of a community
iii) nodes between communities

If a node xi is in i), it would be “far away” from other node xj in different
communities in terms their angle θij . Thus, x

T
i xj would be small for most

nodes unless xj is in the same community. On the other hand , if a node xi

is in ii), by definition of community centrality, its norm ||xi|| would be small.
Thus, xT

i xj would be small. Finally, if a node xi is in iii), its norm ||xi||
would not be too small, and xT

i xj can be counted from nodes in different
communities.

Based on the above argument, for each node xi, we consider the con-
tribution from another nodes xj as xT

i xj , and sum up the contributions.
However, simple sum over all nodes cannot be utilized from the following
observation [6].

Observation 1. For an undirected network with n nodes, for each node i in
the network,

∑n
j=1 x

T
i xj = 0.

Proof. By the definition of P in eq.(1), for an undirected network G with n
nodes, 1n is the eigenvector of B with eigenvector 0. Since we select several
eigenvectors with the largest positive eigenvalues to construct X in eq.(4), all
the column vectors of U are orthogonal to 1n. Thus, since 1T

nX = 0T
q holds,∑n

j=1 x
T
i xj = xT

i (
∑n

j=1 xj) = xT
i (1

T
nX)T = xT

i 0q = 0. �

From the above observation, instead of all the nodes, it is necessary to se-
lectively consider the contribution from other nodes. Since the inner prod-
uct represents the contribution of other node xj to the direction of xi, if
xT
i xj < 0, xj does not contribute to xi. Thus, we propose the following node

score:
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hpf(xi) =
∑

j: xT
i xj≥0

xT
i xj (6)

xi

Fig. 2 Hyper-plane
based filtering

In eq.(6), only nodes with non-negative contributions
are summed up. As shown in Fig. 2, when we consider
a bisecting hyper-plane perpendicular to xi, contribu-
tions from nodes in the same side with xi are consid-
ered in eq.(6). Thus, we name the node score in eq.(6)
as Hyper-Plane based Filtering (hpf).

3.4 A Conic Filtering Approach

For each node i, the score in Section 3.3 filters out contributions from the
nodes in the opposite side of the hyper-plane. However, since the score is
based on the inner product, a node with large norm (||xi||) tends to have
larger score in eq.(6). Thus, in addition to the nodes between communities,
nodes around the center of a community also tend to have larger score in
eq.(6).

Community centrality in eq.(5) only considers the norm of each vector
separately. In addition to the norm of vectors, we propose to exploit the
relation among vectors in order to identify nodes between communities. Note
that θij represents the angle between vectors xi and xj . Especially, cos θij
has been widely utilized as cosine similarity in text analysis.

xi

θi

xi

θi xi
θi

Fig. 3 Conic-filtering

Based on the above argument, we propose another filtering based scoring
funciton based on a cone around each node. For the modularity matrix of a
network, suppose we use q eigenvectors with positive eigenvalues in eq.(3) 3.
As illustrated in Fig. 3, for each node xi, we consider a (hyper-) cone around
xi in R

q. The tip of the cone is the origin of Rq, the height is hi = ||xi||, and
the conical angle θi (see Fig. 3). By considering a (hyper-) cone for each node
xi, we filter out the nodes with which the angle exceeds θi for each node i.

3 We assume q > 1, since we consider vector representation of nodes.
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The conical angle θi for each node controls to what extent other nodes
are filtered out. When vectors are randomly distributed around the origin in
R

q, the number of vectors (nodes) inside a cone would be proportional to the
volume of the cone. By exploiting the property of vector representation in
eq.(4), we set the conical angle θi so that the volume of the cone is invariant
to all the nodes. To realize this, for each node, we set the conical angle θi as:

θi = arctan(
c

hq
i

)1/(q−1) (7)

where hi = ||xi||, and c is some positive constant.
With the above conical angle θi, the following property holds:

Property 1. When the conical angle θi is set as eq.(7) for each node, the
volume of the cone is invariant to all the nodes.

Proof. Since each cone is in R
q, its volume Vi is proportional to the product

of its height hi (=||xi||) and the volume of its base. Since the base of a cone
in R

q forms a q − 1 dimensional hyper-sphere, by denoting its radius as ri,
the volume of the base is proportional to rqi , i.e., ri ∝ rqi . Furthermore, with
the conical angle θi and hi, we can represent ri as ri = hi tan θi. Thus, the
volume of the cone ∝ hq

i (tan θi)
q−1. By setting hq

i (tan θi)
q−1 = c for some

constant c, we obtain eq.(7). �

For instance, for a node with large norm (i.e., around a community center),
its conical angle gets smaller (middle figure in Fig. 3). On the other hand,
for a node with small norm (i.e., in the fringe of a community), its conical
angle gets larger (right figure in Fig. 3).

The above idea is formalized as the following node scoring function, which
is called a Conic Filtering (cf):

cf(xi) =
∑

j: θij≤θi

xT
i xj

with θi in eq.(7) (8)

The constant c in eq.(7) is a parameter, and we set as c=1 in the experiments.

4 Preliminary Evaluations

4.1 Experimental Settings

Datasets. Preliminary evaluations were conducted over both synthetic net-
works and real-world networks. Utilized networks are shown in Table 1 and
Table 2.

As synthetic networks, an ad hoc random network ER in Table 1 was
generated using Erdös-Rény (ER) model [3]. The link probability was set to
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Table 1 Synthetic Networks

dataset # nodes #links
(ave)

ER 500 1929.7

BA 500 1946.3

Table 2 Real-World Social Networks

dataset #nodes #links

dolphins 62 159

polbooks 115 613

netscience ∗ 379 914

IV’04 ∗ 112 255

0.0155. The scale-free network BA in Table 1 was generated using Barabási-
Albert (BA) model [1] by setting the degree distribution p(k) ∝ k−3, where
k denotes the degree of a node. The initial degree was set to 4. Since these
are random networks, we constructed 10 networks for each type and report
the average result.

The first three real-world networks in Table 2 are available as GML (graph
markup language) format4. The last network (IV’04) is a co-authorship net-
works among researchers5. Since the third and fourth networks (netscience∗

and IV’04∗) are disconnected, we conducted experiments on the maximum
connected component in these networks.

Quality Measures. By following the quality measure in [4], the relative
size S of the largest connected component (LCC) in a network was measured
against the node occupation probability p. After removing some nodes from
a network with n nodes, these are calculated as:

S =
#nodes in LCC

n
, p =

#remaining nodes

n
(9)

The smaller S is, the better a immunization strategy of networks is, since it
can prevent the spreading of contamination over the whole network.

Compared Methods. For comparison, immunization strategies based on
node centrality in Section 2.2 and Section 3.1 were evaluated. The node
with the maximum centrality was repeatedly selected and removed in each
strategy:

D : degree centrality (gray line with “x” in Fig. 4 and Fig. 5)
B : betweenness centrality (black line with “+”)
RB : repeated calculation of betweenness centrality (black dotted line)
EVC : eigenvector centrality (yellow line with square)
CC : community centrality (blue line with upper triangle)

The proposed methods are shown with lower triangle (hpf (green line) and cf
(red line) in Fig. 4 and Fig. 5).

Except for RB, node centrality was calculated only once with respect to the
whole network (including our proposals). On the other hand, since between-
ness centrality (B) is known to be effective (but with huge computational

4 http://www-personal.umich.edu/˜mejn/netdata/
5 http://iv.slis.indiana.edu/ref/iv04contest/
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Fig. 4 Results (synthetic networks)

cost) for immunization of networks, betweenness centrality was re-calculated
in RB whenever a node was removed from a network.

4.2 Results on Synthetic Networks

Although explicit community labels of nodes are not utilized nor identified,
since our methods (hpf and cf) and CC are based on the modularity of a
network, these methods would not be effective for random networks (with low
modularity). Results on synthetic networks (average of 10 runs) are shown
in Fig. 4. The horizontal axis is the node occupation probability p, and the
vertical one is the relative size S of LCC in eq.(9).

As shown in Fig. 4, the results confirmed the above hypothesis, since S
did not decrease (except for the number of removed nodes) with the methods
based on the modularity. On the other hand, although other methods were
also not effective for random networks (i.e. ER model), still RB and EVC
showed a drop of S around p=0.7 for scale-free networks (i.e., BA model).
Since “hub” nodes act as bridges among distant nodes in scale-free networks,
identifying and removing such nodes with RB or EVC contributes to frag-
menting networks.

4.3 Results on Real-World Networks

Results on real world networks in Table 2 are shown in Fig. 5. As ex-
pected, with large computational cost, RB showed the best performance for all
networks. Except for iv04, the performance of EVC (based on the leading
eigenvector of adjacency matrix) was better than that of CC (based on the
leading eigenvector of modularity matrix).

Although the proposed methods (hpf and cf) and CC are based on the the
vector representation in eq.(4), our proposals outperformed CC for polbooks
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and netscience, and were almost equivalent for dolphins and iv04. In addition,
these methods slightly outperformed EVC for polbooks and netscience. How-
ever, not so much difference was observed between the proposed methods: hpf
showed almost equivalent performance with RB for iv04, but cf outperformed
hpf slightly for polbooks. In addition, they were not so effective for dolphins.

4.4 Discussions

Besides the immunization of networks, modularity in eq.(1) has been widely
utilized for community discovery from networks. Although finding the
communities with maximum modularity for a network is NP-complete [2],
toward effective immunization of networks, we proposed to utilize vector
representation of nodes based on the modularity of a network, without iden-
tifying community labels.

The proposed methods (hpf and cf) outperformed CC in most networks in
terms of S in eq.(9). However, despite the difference in the filtering process,
not so much difference was observed between them in the experiments. In
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addition, the performance of proposals was rather similar to that of D for the
real-world networks in the experiment. The utilized networks might be rather
small to reveal the difference of immunization strategies. Larger networks
with heterogenous substructures (e.g., networks with both dense subgraphs
and sparse subgraphs) will bring the difference of strategies.

As shown in [2], generally there exist some trade-offs between the quality
measures (e.g., modularity, relative size S in eq.(9)) and the computational
cost. Proposed methods could not outperform RB in terms of S, albeit the
latter requires much computational cost. We plan to conduct more evalua-
tions over larger networks (with heterogeneous substructures) to investigate
the effectiveness of our proposals in terms of the trade-offs.

5 Concluding Remarks

We proposed an approach for immunization of networks via modularity based
node representation. Since contamination is propagated among subgraphs
(communities) in a networks, we proposed to remove nodes between commu-
nities without identifying their community labels so that the whole network
can be fragmented into smaller subgraphs. By exploiting the vector represen-
tation of nodes based on the modularity matrix of a network, we proposed
to utilize not only the norm of vectors, but also the relation among vectors.
Two heuristic scoring functions were proposed based on the inner products
of vector representation and their filtering in terms of vector angle.

Preliminary experiments are conducted over synthetic networks and real-
world networks, and compared with other centrality based immunization
strategies. The results are encouraging, and indicate that the proposed ap-
proach is promising. We plan to conduct more in-depth analysis of vector
representation and their relations, and extend the proposed method in near
future.

Acknowledgments. This work is partially supported by Casio Science Promotion

Foundation.
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Information Fusion Approach in  
Computer-Aided Detection of Pathological 
Changes 

Mirosław Trzupek and Marek R. Ogiela* 

Abstract. The fusion of information is a domain of research in recent years. One 
of the more important fields in which such techniques could be applied is the 
analysis of medical images showing the complicated morphology of selected 
structures or organs. These techniques allow the image to be analysed 
comprehensively by identifying the most important parameters of given structures 
based on aggregating information obtained at various stages of processing and 
analysing this image. This paper presents a proposal for the semantic analysis of 
coronary vascularisation carried out using 3D reconstructions obtained in spiral 
CT examinations. This will be illustrated by the recognition of pathological 
changes in coronary arteries of the heart. 

Keywords: image understanding systems, intelligent medical image processing 
and analysis. 

1   Introduction 

In recent years, it is observed an intense progress in the field of medical diagnostic 
imaging devices, which significantly increased the number of possible diagnostic 
imaging associated with a given patient, which then must be correctly interpreted 
by the diagnostician. On the other hand, more and more emphasis is put on 
improving the quality and effectiveness of medical care, and in particular to 
minimize possible mistakes that may occur during the evaluation and 
interpretation of medical imaging data. To meet the expectations of reducing 
medical errors, improving the efficiency of interpretation of large imaging data 
sets and to improve access and exchange of information, it is necessary to support 
the use of advanced methods of computer-aided medical image diagnosis. In this 
field the authors of this paper have conducted research and systematically put 
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forward various proposals of new solutions improving the capability to support 
medical image diagnostics [1, 2, 5, 7, 11]. 

Previous publications by the authors focused on images acquired by 64-slice 
spiral computed tomography (CT) [1, 7, 9, 11], whereas this article describes 
attempts to adapt information aggregation techniques and image recognition 
methods to the semantic analysis of coronary vascularisation reconstructions 
acquired by a 128-slice spiral CT apparatus. 

A look at the capability of carrying out computer analyses of such medical 
images shows that the set of tools supporting the visual assessment of coronary 
vascularisation reconstructions can be considered satisfactory. This is not, 
however, true of the availability of tools supporting the assessment and the right 
semantic interpretation of a given image. Such algorithms, which would imitate 
the thought processes taking place in the mind of the physician and thus support a 
comprehensive description of the analysed image and formulating the appropriate 
diagnosis, are not available yet. Nevertheless, attempts made in this regard (also 
by the authors of this article) are beginning to produce systems of varied 
effectiveness and support range [1, 2, 11, 12]. What is more, the rapid 
development of medical computer technologies observed in recent years means 
that when a new generation of diagnostic apparatuses appears, those quite recently 
used in everyday clinical practice become obsolete and are rarely used. This  
fact should be borne in mind when developing systems for medical image 
interpretation, as adapting existing solutions to apparatuses of a newer generation 
may require elaborating completely new solutions, which frequently becomes yet 
another scientific challenge. For this reason it is worth emphasising that the 
scientific proposals of the authors of this article are highly universal in this regard  
 

 

Fig. 1 Main stages in computer image understanding 
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and represent a set of advanced techniques allowing various medical images to be 
semantically analysed, regardless of their quality or other characteristics caused by 
the technical, hardware properties of the diagnostic apparatuses used [1, 4, 5, 9, 
11]. These techniques allow the image to be analysed comprehensively by 
identifying the most important parameters of given structures, and then analysing 
their meaning by aggregating various information obtained at the stage of pre-
processing or classifying individual structures. This operation produces a semantic 
description in the form of a semantic record which the specialist can use when 
formulating his/her diagnosis. This research is motivated by statistics showing that 
recent years have seen an increase in the incidence of diseases connected with the 
patency of arteries, including the coronary arteries, which are particularly 
important for the health and life of the patient [12]. 

To structure further considerations, Fig. 1 shows the basic stages and purposes 
of advanced semantic image analysis. 

2   Computer-Aided Detection of Pathological Changes Based 
on the Example of Coronary Arteries 

Canvas for the solutions presented below are the research efforts, which have 
already been successfully undertaken by the authors for planar images acquired by 
traditional angiography to diagnose patients [4, 5]. Such images showed coronary 
arteries with a contrast medium in them, allowing the lesions present in them to  
be visualised. Then, mathematical linguistic methods were used to create a 
generalised description of the image, and the application of sequential attributed 
grammars allowed lesions to be detected in the analysed coronarography images. 

The transition to analysing images acquired using spiral computed tomography, 
particularly the 64-slice or 128-slice types, requires the use of new tools, as images 
of this type, unlike those from traditional angiography, have the form of a three-
dimensional structure of coronary vessels visualised in 3D space. The additional 
degree of freedom caused by the transition from a 2D to a 3D visualisation requires 
the use of more advanced tools, as these images feature a greater number of visible 
details, and thus contain more differences due to individual patient characteristics 
[8]. For this reason, instead of sequential grammars, the 3D structure of coronary 
vascularisation has to be described using more powerful (in the sense of the 
description power) formalisms, i.e. graph grammars. Such grammars represent tools 
that are definitely more powerful in describing images than tree or sequential 
grammars [4]. To make it possible to represent the analysed structure of coronary 
vascularisation from tomograms with a graph, it is necessary to execute a number of 
pre-processing operations of the image. One of them is skeletonising the structure in 
order to find the points in which main vessels branch into collateral ones. Points 
found in this way become the vertices of the graph modelling the 3D structure of 
coronary arteries, while the edges within the graph thus produced, which connect 
individual vertices, represent the spatial relationships between individual arteries. 
This yields a graph model of the analysed coronary arteries which precisely maps 
the topological characteristics of the analysed 3D structure. For the above model, the 
authors proposed independent graph grammars for the left and the right artery, and 
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with a suitably defined set of productions, these grammars generate languages in the 
form of graphs modelling the analysed 3D structures of coronary vascularisation. 
This method has been described in detail in the article [11] using visualisations 
acquired with a 64-slice spiral CT apparatus as examples. It is worth noting that, 
additionally, the set of image data was divided into three subsets depending on the 
topology of the coronary vascularisation (balanced distribution of arteries, right 
artery dominant, left artery dominant). This differentiation aimed at obtaining 
additional information about the significance of the danger to the patient’s health 
depending on the location of the lesion in a given type of coronary vascularisation 
(e.g. a stenosis found in the left coronary artery constitutes a greater danger to the 
life of a patient with a dominant left artery than if he/she had a dominant right 
artery). At the following stages, the graph thus produced, modelling the examined 
structure, undergoes detailed analyses to detect pathological locations in particular 
arteries represented by different edges of the graph. Sequential attributed grammars 
are used for this purpose, and the methodology applied is similar to how the 
locations of stenoses were detected in planar images acquired during diagnostic 
examinations using traditional angiography [4, 5]. Once a stenosis has been detected 
in a given artery, its magnitude, size and type (concentric or eccentric) have been 
determined, and this information has been confronted with the graph model 
representing the entire coronary vascularisation structure, it is known in which artery 
the stenosis is found, so therapeutic premises can be established about the threat to 
the examined patient’s life. 

All the above information also makes it possible to create a semantic record 
containing the semantic description of the examined structure. What is more, such 
descriptions can form a kind of indexing key, allowing image data to be archived 
and searched for. The described methodology, making use of advanced 
mathematical linguistic mechanisms, has been described in detail in the authors’  
 

 

Fig. 2 Main stages in the analysis and recognition of morphological changes for the right 
and the left coronary artery 
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articles dealing with this subject [1, 7, 9, 11]. Below (Fig. 2), a visualisation 
acquired by 128-slice spiral CT is used as an example for a step-by-step 
presentation this methodology. 

3   Summary and Further Work 

The obtained results prove the universality of the proposed approach and great 
opportunities for using the previously proposed solutions to analyse images acquired 
with a 128-slice CT apparatus as well. The set of test data was small but 
experimental results reveal that the proposed approach can successfully detect 
pathology changes in coronary arteries including the determination of locations, 
their number, extend and the type (i.e. concentric or eccentric). Moreover, thanks to 
using comprehensive analysis consist in aggregating diagnostically significant 
information about the morphology of individual vessels, their topological relation-
ships and functional condition, it is possible to obtain additional information about 
the significance of the danger to the patient’s health depending on the location of the 
lesion. However, further advanced standardisation work in this regard as well as the 
verification and improvement of the presented solutions using a much larger set of 
image data will be necessary in the future. 

What is more, the research work also covers the application of the proposed 
solutions for indexing and quickly finding specialised image data in distributed 
medical databases. Such searches could use semantic keys and would thus allow 
finding cases meeting specified substantive conditions related to image contents. 
This would make it possible to solve at least some of the problems of intelligently 
archiving this type of data in medical multimedia databases and finding semantic 
image data fulfilling certain semantic criteria defined using example image 
patterns. Such patterns would significantly extend the presented concept  
of semantic interpretation of a given image, which is based on aggregating 
information obtained at various stages of processing and analysing this image. The 
final semantic interpretation would also be dependent on previously correctly 
interpreted patterns stored and found in specialised image repositories. 
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Manufacturing Intelligence to Forecast the 
Customer Order Behavior for Vendor Managed 
Inventory  

Chen-Fu Chien, Chia-Yu Hsu, and Sheng-Chiao Lin* 

Abstract. As semiconductor foundry is built-to-order, the variation of demands of 
various customers affect the total quantity of customer order directly, and thus 
create variability on inputted wafer start on wafer fabrication facility (fab), which 
will affect the WIP bubble and cycle time as well as the capacity utilization and 
profitability. This research aims to develop a manufacturing intelligence metho-
dology to predict customer demands based on their behaviors and historical data to 
extract useful information to support the decision maker for manufacturing strate-
gy and production plan in light of demand uncertainty and market fluctuation. In 
particular, we proposed a manufacturing intelligence framework in which distri-
buted lags structure and neural tree were employed to analyze the relationships 
among customer finished goods, order, and other decision factors. An empirical 
study was conducted for validation. The derived empirical rules can effectively 
help the decision maker to make timely production decisions given different order 
situations while maintaining fab utilization and cycle time well. 

Keywords: manufacturing intelligence, vendor managed inventory (VMI), neural 
tree, distributed lags structure, forecast, semiconductor manufacturing. 

1   Introduction 

The semiconductor companies rely on competitive advantages different from other 
industries. Similar advanced equipment and processes are applied to produce a va-
riety of semiconductor products including microprocessors, memories, digital  
signal processor, and application-specific logic. Many semiconductor companies 
compete on selling interchangeable products or providing foundry services with 
                                                           
Chen Fu Chien · Sheng Chiao Lin 
Department of Industrial Engineering and Engineering Management,  
National Tsing Hua University, 30013, Hsinchu, Taiwan  
e-mail: cfchien@mx.nthu.edu.tw 
 

Chia-Yu Hsu 
Department of Information Management, Yuan Ze University, 32003, Chungli, Taiwan 



52 C.-F. Chien, C.-Y. Hsu, and S.-C. Lin
 

 

similar process technologies to customers worldwide. When the lots finish the 
manufacturing process, the downstream customers decide to take the lots right 
away or to be held in the fab’s warehouse according to the trend of market and ca-
pacity collocation. VMI (Vendor Managed Inventory) is defined as the quantity of 
finished goods that would be stored in the warehouse which could help the engi-
neer to distribute the capacity to customers. This kind of inventory could regard as 
the buffer for the customers. In supply chain management, the upstream and 
downstream can make a contract for inventory level of the finished good by ex-
changing the information of sales data and inventory level. If the upstream and 
downstream do not have this kind of contract, the upstream vendor has to forecast 
the downstream customers’ behavior of queuing finished goods. With the ad-
vanced information technology, data mining approaches have been applied to ex-
plore the huge database automatically or semi-automatically and extract useful 
rules or patterns for improve the decision quality [2]. Furthermore, manufacturing 
intelligence approaches have been developed to derive decision rules for en-
hancement of operation efficiency and effectiveness [1, 3, 4, 9]. Although there 
are a number of data mining approaches to extract rules or patterns to manage cus-
tomer relationship, little research has been done on exploration of customer beha-
vior in semiconductor industry.  

This study aims to develop a manufacturing intelligence framework, in which 
the data mining methods are developed to explore the behavior of customers for 
VMI from historical transactions in semiconductor foundry. First, this study con-
ducts the distributed lags structure in the pattern extracted model. The previous  
attributes might have extended effect on the performance of customer in latter pe-
riod. The distributed lags structure could detect the delay effect of previous period 
on recent period. Next, The VMI with similar performance will be clustered to 
build different performance clusters. Then, the neural tree is constructed to im-
prove the understandability by back-propagation (BP) algorithm. In particular, 
Taguchi method is used to determine the parameters of BP algorithm. Further-
more, the proposed framework is validated by the empirical data which were con-
ducted from a semiconductor fabrication and examined by the domain experts. 

2   Fundamental  

The semiconductor fabrication produces the wafers according to the production 
plan to meet the delivery targets, while enhancing the quality, maintaining capaci-
ty utilization, and reducing the cost [5]. The customers’ shipping quantity are  
different to the wafer out because of the order modification of the customers, fab 
yield gain or loss, customers close the order, fab abnormal event impact, manufac-
turing capability of fab, customers design issue, extra service of IC assembly and 
IC Final test, other special requirement of the customers. VMI is one kind of in-
ventory management method to control the sales data and quantity of inventory. 
After the vendor receiving the sales data from downstream customers and the in-
ventory level, the vendor replenish the stocks according to the pre-set inventory 
level. Base on the sharing of important information between the vendor and the re-
tailer, both of them can improve demand forecasting, replenish stock planning and 
promotion management.  
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The key to VMI’s success is good connectivity between the customer and the 
supplier through which the suppliers have direct access to consumption informa-
tion in order to make better forecast and better respond to the customers’ invento-
ry needs in terms of quantities to ship and locations to replenish [8]. Thus, it could 
be known that to construct a good VMI forecasting model needs a connection  
between the vendor and the retailer, or needs an operation research model to op-
timize the VMI quantity. This study develops a manufacturing intelligence 
framework by adapting the vendor’s historical data which obtained inside the ven-
dor to forecast the VMI. This framework could help the decision maker to allocate 
the capacity and reduce the inventory cost. 

3   Proposed Framework for VMI Forecast 

3.1   Problem Definition  

To forecast VMI of semiconductor fabrication is a complex task because VMI is 
influenced by several complex economical and manufacturing factors such as 
semiconductor industry market, customer demand, fab manufacturing capability 
and company sales policy. The variation of prosperity and the production strategy 
of customers often affect the quantity of fabrication output. In addition, the de-
mand is higher than supply in high season, the fabrication often shifts the surplus 
order to latter period to balance production rate and increase capacity for extra or-
der. In low season, the fabrication allocates the order equally to every period for 
capacity balance and reduction of the capacity waste. Therefore, VMI needs to be 
managed and forecasted accurately through the key performance indices (KPIs).  

3.2   Data Preparation 

The distributed lags method is used to explore the influence of considered 
attributes in former period to current VMI. Some surplus columns of useless lags 
of predictors are removed. For example, there are seven data firstly in Fig. 1 and 
assume x is one predictor for y. The lags period is determined to be three, then one 
predictor x become three predictors, x1, x2 and x3. After the data shift, the number 
of data decreases to four. Therefore, the number of data for analyzing is deter-
mined by the total number of data and the lags periods.  
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Fig. 1 Distributed lag structure  
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Next, a two stage clustering method is applied to divide training data into sev-
eral groups based on the similarity of VMI quantity. The clustering results are set 
for the classification target for neural tree construction. First, Ward’s method is 
used to determine the appropriate number of clusters [11]. In each step of the clus-
tering process, the nearest two clusters will be combined to minimize the variance 
within clusters. Then, Self Organizing Map (SOM) [7] is applied to reallocate the 
data based on the determined cluster number. The SOM network provides advan-
tages over classical pattern-recognition techniques because it utilizes the parallel 
architecture of a neural network and provides a graphical organization of pattern 
relationships [6]. Furthermore, Kruskal-Wallis (KW) test is applied to screen the 
non-significant attributes among the VMI groups according to the user define dis-
tributed lag periods.  

3.3    Neural Tree Construction 

This study uses neural tree structure with back-propagation (BP) learning to con-
struct the VMI forecast model. Neural tree could solve the disadvantage of unders-
tandability for neural network. In particular, the connections between input layer 
and hidden layer in neural tree can be reduced, in which could identify the respon-
sibility and significance of each input factor and its relative descended factors eas-
ily. Each node in the hidden layer represents the attributes that influence the VMI 
and the descended nodes of each attribute in the input layer is the significant for-
mer period of the attribute.  

BP is a supervised algorithm for learning appropriate weights of a multilayer 
feed-forward network [10]. The activation function for a non-input unit is 
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where c is a constant, e.g., c = 0 or c = -0.5. The BP algorithm involves a forward 
pass and a backward pass. In the forward pass, the output of unit i for pattern p is 

pinetpi
e

a −+
=

1

1
                                                  (3) 

In particular, the net input to node i for pattern p is 
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where pja  is the activation value of unit j for pattern p, and ijw  is the weight 

from unit j to i, and ib  is a basis associated with unit i. In the backward pass, BP 
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algorithm revises the weight based on gradient descent or the least square error 
function as follows. 

∑=
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22
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where pt  is the target output for the pth pattern, and po  is the actual output for 

the pth pattern. The generalized delta rule is based on clever use of the chain rule 

for differentiation, pjpiijp aw ηδ=Δ  ( ijpwΔ  is the change of ijw  when pattern p 

is presented) where η  is the learning rate and 

)()( pipipipi netfot ′−=δ    if unit i is an output unit                    (7) 

∑
∈

′=

layer
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kipkpipi wnetf δδ )(  if unit i is a hidden unit                     (8) 

However, the larger of the learning rate, the larger of the changes in the weights 
for BP network training. A larger learning rate may lead to oscillation of weights. 
One way to increase the learning rate without leading to oscillation is to modify 
the back propagation learning rule according to the following equation: 

)()1( nwanw ijpjpiij Δ+=+Δ αηδ                                   (9) 

where n is the number of iterations and α is a constant (momentum coefficient) 
that determines the effect of past weight changes on the current direction of 
movement in weight space.  

Before modeling neural tree, the Taguchi parameter design is used to decide the 
best combination parameter setting including learning rate (η), momentum (α), 

and maximum training iterations. An )3( 4
9L  orthogonal array is used to deploy 

the experiment of parameter design. The inner orthogonal arrays represent the 
control factors and outer orthogonal arrays represent the noise factors. The root 
mean of sum of square error (RMSE) can be used for the performance of the  
neural tree model by the different parameter settings. To consider the result for 
training RMSE and testing RMSE, the signal to noise (S/N) ratio under smaller-
the-better (STB) is used and estimated under different combinations of parame-
ters. The design with biggest S/N value is selected for neural tree construction. 
Furthermore, the neural tree can be pruned according to the weights on each 
branch which are represented the magnitude and significance of each period from 
the attributes. The importance of each factors are ranked by the Pareto chart and 
thus the selected factors are used to re-build model for VMI forecast.  
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4   Empirical Study 

4.1   Background and Problem Definition 

In order to validate the proposed MI framework, an empirical study was conduct 
from a leading semiconductor company in Taiwan. In practice, the customers 
sometimes queue the finished goods in fab without asking for the extra service in 
IC assembly and IC final test, these finished lots become VMI. In addition, if the 
extra services are done but the lots receive immediately, the lots also become 
VMI. Indeed, the VMI is the majority of Backend WIP. In order to control VMI 
and provide a basis of capacity allocation for reduction of inventory cost, the VMI 
needs to be forecast and to identify the important attributes for decision making.  

After discussion with the domain experts, five attributes including fab utiliza-
tion, customer hold rate, SEMI B/B ratio, and Company A’s B/B ratio, pull-in rate 
are selected. In particular, SEMI B/B rate reflects next season’s customers’ beha-
vior and Company A’s B/B rate reflects next month’s customers’ behavior. The  
delay of these two attributes will be considered in model construction step. In ad-
dition, the lags period is determined to be six because they are interesting that how 
the attributes in former half year affect recent VMI. The definitions and observed 
period of each attribute are listed in Table 1.  

Table 1 Definition and explanation of attributes 

Attribute Definition Period 

Utilization 
(the real production time of wafer) ÷ (the effective produc-
tion time of wafer) × 100% 

t-1 ~ t-6 

Customer Hold 
Rate 

(quantity of customers hold the material) ÷ (customers allo-
cated support demand (CASD)) 

t-1 ~ t-6 

SEMI B/B Rate 
(fab booking equipments) ÷ (facility vendor provide to sem-
iconductor fab) 

t-3 ~ t-8 

Company A’s B/B 
Rate 

(quantity of customers booking wafers) ÷ (quantity of fab
provide wafers to customers) 

t-2 ~ t-7 

Pull-in Rate 
(difference between output and customers allocated support 
demand (CASD)) ÷ (CASD) 

t-1 ~ t-6 

•VMI% (quantity of VMI) ÷ (CASD)• - 
 

P.S. For Company A, CASD represents the initial quantity of customer order which an-
nounced by the sales department. 
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4.2    Data Preparation 

There are total 58 transactions collected by monthly. All transactions are trans-
formed into distributed lags format with six months, and then the available num-
ber of transactions for analysis becomes 52. According to the time period, the first 
46 transactions (90%) are used for model construction and the remaining 6 trans-
actions (6%) are used to evaluate the model validity. Next, VMI with similar per-
formance is grouped by two stage clustering method. In first stage, the Ward’s 
method is applied to determine that the number of cluster is three. In second stage, 
the cluster number is set as three and the transactions are re-grouped by SOM 
neural network as shown in Fig. 2. These three groups perform with different level 
of VMI%. As shown in Fig. 3, VMI% tends to be higher (G3) in the initial period 
because of everything in this company is unstable and Company A doesn’t have 
deep partnership with the customers. In the latter period, Company A becomes 
steady, the VMI level tend to be lower (G1). In G2, it could be explained as the 
transition stage or the change of operation strategy. 

Furthermore, K-W test is used to test the significance of each factor among dif-
ferent VMI% levels. The non-significant one is eliminated to decrease the noise 
and simplify the model. Based on the significance level is 0.05, the utilization in 
period (t-5), (t-6) and SEMI B/B rate in period (t-7), (t-8) are non-significant.  

4.3   Neural Tree Construction 

BP neural tree is adopted to construct the VMI% forecast model based on the re-
maining 26 factors. Before training the neural tree, the input data value is norma-

lized into interval 0.15~0.85. A )3( 4
9L  Taguchi orthogonal array is shown as in 

Table 2. The fifth parameter design with the highest S/N value is selected first. 
The 12 factors which have 80% importance are selected to re-build the neural tree 
model as shown in Fig. 4. The Taguchi parameter design of η, α, and maximum 
iteration is applied again. Fig. 5 shows that the seventh parameters design has the 
highest S/N value. It means this model performs best with lowest error and varia-
bility, and the seventh model is selected to forecast the VMI%. 
 

 

 G1

G3

G2

G1

G3

G2

  

Fig. 2 SOM result Fig. 3 VMI trend chart with three groups 
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Table 2 )3( 4
9L  Orthogonal array 

 

Inner Orthogonal Array 

Outer Orthogonal Array 

 
mode of test data / 

number of test data  

Random/ 10 End/ 15 

No. 

factors data 
S/N 

  iteration Y1 Y2 

1 0.2 0.9 5000 0.074716  0.010757  25.45287  

2 0.2 0.925 10000 0.074704  0.010756  25.45430  

3 0.2 0.95 15000 0.074711  0.010754  25.45356  

4 0.225 0.9 10000 0.074709  0.010756 25.45377  

5 0.225 0.925 15000 0.074699  0.010755  25•45496  

6 0.225 0.95 5000 0.074719  0.010756  25.45261  

7 0.25 0.9 15000 0.074709  0.010755  25.45379  

8 0.25 0.925 5000 0.074709  0.010756  25.45378  

9 0.25 0.95 10000 0.074720  0.010754  25.45251  
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Fig. 4 Pareto chart of input contribution Fig. 5 S/N result for different parameter setting 

4.4   Result Evaluation and Discussion 

The model can provide information for the engineer that VMI% level is going up 
or down. The remaining 6 testing data also can be classified correctly. If the 
VMI% rises, the model can remind the engineers to re-allocate the capacity to 
avoid extra waste. According to the result of neural tree model as listed in Table 3, 
three attributes including customer hold, utilization and pull-in are mainly influ-
enced VMI%. This means when customers hold the material and stop process in 
fab, the customers change the lots delivery quantity, or Company A’s utilization 
shifts, the VMI% raises.  



6   Manufacturing Intelligence to Forecast the Customer Order Behavior  59
 

 

Table 3 The importance of attributes 

Attribute Items Percent Importance of attribute 

C/H% 

C/H%(t-1) 21.3292

30.7166C/H%(t-3) 6.6309

C/H%(t-6) 2.7565

U% 

U%(t-1) 10.3287

23.0026
U%(t-2) 6.0756

U%(t-3) 3.2338

U%(t-4) 3.3645

P% 
P%(t-1) 10.9721

15.7113
P%(t-4) 4.7392

Co. A B/B 
Co. A B/B(t-5) 2.8034

7.1002
Co. A B/B(t-6) 4.2968

SEMI B/B SEMI B/B(t-5) 4.8018 4.8018
 

5   Conclusion 

The demands variation of various customer orders affect the total loading of the 
fab directly, and thus create variability on inputted wafer start, which will affect 
the WIP bubble and cycle time as well as the capacity utilization and profitability. 
With knowing the information of customer behavior, the decision maker can ef-
fectively control the quantity of productions and optimize production allocation 
decisions in light of involved uncertainty of customer behaviors and thus be able 
to reduce the waste of material and cost of inventory. The extracted attributes are 
useful to track the root cause of variation of VMI and forecast the VMI% next 
month. The empirical study results showed the practical viability of this approach 
and thus manage VMI effectively to adjust the capacity allocation. Further re-
search can be done to develop a real time update model by every unit period and 
discuss the interaction between each factor. 
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MCDM Method for the Behavior of Innovative 
New Product Development 

Mei-Chen Lo1 

Abstract. In the highly competitive environment, new product development 
(NPD), technology, equipment and materials have applications progress rapidly by 
promoting the concept of innovation. The manager not only intends to achieve the 
highest customer satisfaction, product value and product continuity, but also 
requires in low cost, high quality, mass production and time to market in 
customization. In this paper, we propose an effective approach for promoting 
innovative new product development by multiple-criteria decision making 
(MCDM) method. The proposed hierarchy structure is applied to provide the 
priority for improving the high-tech product development. The results of this study 
provide a guidance to continuously improve, track and meet the quality assurance 
of production, research and development consequently; the customer needs can be 
responded. 

Keywords: New Product Development (NPD), Multiple Criteria Decision Making 
(MCDM), Analytic Network Process (ANP). 

1   Introduction 

In the highly competitive environment, new product development (NPD), 
technology, equipment and materials have progressed rapidly. It is a gradual trend 
that competitors continuously innovate on their product and product life-cycle 
becomes shorter [8]. Innovative technology is critical to nation’s economic 
development and prosperity. Econometric studies identify technological 
advancement as perhaps the major contributor to modern economic growth, 
attributing more growth to technology. Technological innovation also has 
facilitated a rise in the standard of living for millions of consumers.  

Innovation comprises combinations of knowledge that result in new products, 
processes, input and output markets, or organizations that include not only tech-
nical innovations, but also organizational and managerial innovations, new  
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Department of Business Management, National United University, No.1, Lienda Rd., 
Miaoli 36003, Taiwan 
e-mail: meichen_lo@nuu.edu.tw 
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markets, new sources of supply, financial innovations, and new combinations. 
Clark and Guy [3] mentioned that innovation is a critical factor in enhancing a 
firm’s competitiveness, which generally is understood to refer to the ability of a 
firm to increase in size, market share, and profitability at the firm level [3]. The li-
terature distinguishes different types of innovation: incremental, radical, technolo-
gical, process, product, organizational, operational, managerial, social, or institu-
tional (e.g., [5,12,18]). Innovation processes therefore can be viewed as a 
sequence of exploration (in which existing products and processes are adapted in-
crementally or radically through the search for and application of new assets) and 
exploitation (in which the variety of products and processes decreases while their 
efficiency increases) [18]. 

2   The Framework of NPD 

Traditional, companies strengthen their competence to innovate by developing the 
capabilities of employees within the organization [6]. However, this approach  
began to change in the 1980s [9]. A company’s competitiveness increasingly de-
pends on its capabilities beyond its internal boundaries. Promoting the firm’s in-
novative activities integrate both resources from internal and external inputs in a 
managed way enables companies to realize radically new product innovation. 

Although, a high-tech company’s competitiveness has increasingly depends on 
its capabilities beyond its internal boundaries. Promoting innovation, the use of 
purposive inflows and outflows of knowledge to accelerate internal innovation, 
and expand the markets for external use of innovation [2], has emerged as a model 
where firms commercialize both external and internal ideas/technologies and use 
both external and internal resources. In terms of R&D, the leverage of external 
R&D ideas, technologies as well as resources to achieve a firm’s goals of innova-
tion, has already become an important concept for achieving the activities of  
promoting innovation. Opportunities in fields like micro-electronics, communica-
tions, information systems, bio-technologies, and energy technologies will provide 
products that now exist only in the imagination.  

2.1   Technological Innovation 

The potential for technology to enhance further the consumers’ quality of life is 
thus enormous. Realization of this potential of technological change lies to a sig-
nificant extent in the capacity of our economic and legal systems to encourage 
such change and utilize its benefits fully. Society’s concern with consumer and 
environmental protection has led to a variety of regulations affecting products sold 
in consumer markets.  

As Fig. 1, a strategy that companies may adopt is to delight customers and to 
exceed their satisfaction. Through the use of products with attractive quality, ser-
vice, cost, user friendly design, customers may be retained and thereby market 
share can be captured and sustained. Essentially, customer requirements and ex-
pectations can be satisfied and exceeded with such products.  
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Fig. 1 Interrelations on Promoting NPD (Internal concerns) 

2.2   New Product Development Project 

NPD process may be accepted as a dynamic process in which each decision-
making on each stage must be evaluated, selected, and prioritized. All the stages 
of the process are affected by uncertain, changing information and dynamic 
opportunities [1]. Hence, much attention should be paid to attractive quality 
creation when managing a product development project. Another important 
implication we concerns the timely delivery of innovative products. According to 
the model, attractive attributes over time become one-dimensional attributes and 
then further on become basic attributes. In other words, those products that were 
perceived as innovative and attractive are not considered to be innovative at the 
present time, and consequently customer satisfaction may not be achieved and 
exceeded. Timely development and introduction of products with innovative 
features are, thus, important. Swink [14] believes the quality and up to 80% of 
NPD costs that has decided in the product design stage. 

2.3   Environmental Concerns 

The development of technology plays a crucial role in modern economic growth, 
but it is also the key factor of environmental crisis. Manufacturers usually  
emphasize the novelty and economic usefulness of their innovative products but 
neglect its environmental impact [4]. As it becomes the competitive issues to 
companies, those issues and trends are already affecting many businesses. Envi-
ronmental performance is increasingly a determinant of a company’s reputation, 
among employees, customers, and stakeholders alike. A poor environmental repu-
tation can harm recruitment, retention, and morale, damage sales, and threaten a 
company’s “license to operate.” Good performance can have the opposite effect. 
And the visibility of both is increasing as legislation, stakeholder, and peer pres-
sures require more and more external reporting on the topic and media coverage 
becomes ever more global and instantaneous.  
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2.4   Process Model 

The initial product idea generation and identification stages have received consi-
derable attention. Product ideas may arise from various sources, e.g. technology, 
market needs, competitors and user solutions [7]. For an initial product idea, po-
tential customers should be identified before collecting their requirements and 
conducting further analysis. As a consequence, segments probably exist among 
customers. It is useful to identify possible customer segments for maximizing 
market share. After knowing who the potential customers are, the project team 
then proceeds to collect their specific needs and requirements based on the initial 
product idea. As Fig. 2, the process model of innovative products, five develop-
ment stages were found to impact their performance significantly and positively, 
namely (i) idea generation, (ii) concept and screening, (iii) internal activities and 
analysis, (iv) external environmental analysis (v) technical development and strat-
egy deployment. 
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Fig. 2 Process Model of Innovative Product Development 

According to above issues of existing innovative NPD, we explored the devel-
opment characteristic of the high-tech product and the structure of NPD (as Fig. 3) 
in order to find the optimization of problem-solving.  
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Fig. 3 Assumptions of Promoting Innovative product 
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3   Methodologies of MCDM 

This section is aimed to understand the evaluation indexes of promoting innova-
tive product development related to high-tech sectors. It is collected, selected, ana-
lyzed, simulated and tested by the literature with expert questionnaires to find the 
usefulness and the promotion spots as a basis. We used the existing high-tech 
product nature [10, 11] and the characteristics of the high-tech industry to explore 
the related issues of promoting activities. Lo & Tzeng [10] indicate that Multiple 
Criteria Decision-Making (MCDM) is a methodology that is able to consider mul-
tiple criteria at the same time and also helps the decision- maker to estimate the 
best case by sorting cases according to the characteristics or criteria [15, 16, 17] of 
each from limited available cases.  

In this study, according to the literature review and expert experiences, a evalu-
ation system including six dimensions and 24 criteria that will exert an influence 
on promoting NPD is established, as given in Table 1. A survey was conducted via 
questionnaires distributed to several groups comprised of the experts’ background 
from marketing, research and development (R&D), management, engineering, 
finance, procurement, production, planning and facilities. Their ratings for each 
criterion’s relationship to sustainable development using a five-point scale ranging 
from 0 (no effect) to 4 (extremely influential) were collected. 

Table 1 The Evaluation Criteria of Promoting New Product Development 

Dimen-
sions  

Criteria 
Weight 

Rank 

D1 
Technology 
Integration 

C1 Integration capability 0.041 18 
C2 Compatibility 0.043 3 
C3 Technology diffusion speed 0.042 13 
C4 Core technology 0.041 16 

D2 
Production 
Capability 

C5 Capacity allocation (configuration)   0.040 23 
C6 Production integration and structure 0.042 10 
C7 Efficiency and yield 0.043 4 
C8 Cost control 0.042 14 

D3 
Marketing 

C9 Complementary/alternative 0.041 20 
C10 Time-to-market (market timing) 0.042 12 
C11 Marketing practices 0.043 2 
C12 Opponents simulation - market response   0.041 17 

D4 
Customer 
Needs 

C13 Installation base   0.042 8 
C14 Customer response   0.040 22 
C15 Customization 0.043 5 
C16 Training-knowledge platform 0.041 15 

D5 
Market Po-
tentiality 

C17 Competence position 0.040 24 
C18 Related supporting industries 0.042 11 
C19 Infrastructure environment (built)   0.043 6 
C20 Product/industry life cycle   0.043 7 

D6 
Strategy 
deployment 
and timing 

C21 Product development project 0.042 9 
C22 Product mix and match   0.043 1 
C23 Technology acquisition (Obtaining)   0.040 21 
C24 Alliances and partnerships 0.041 19 
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This set of criteria provides this study with an overall evaluation system that fa-
cilitates further prioritization by the concept of ANP [13]. According to Table 1, 
the critical factors for promoting NPD which is including “Consistency for the 
product mix and match (C22)”, “Marketing practices (C11)”, “Compatibility (C2)”, 
“Efficiency and yield (C7)”, “Customization (C15)”,and “Infrastructure environ-
ment (C19)” according to the priority sequence of these factors from ANP. 

4   Empirical Analysis 

The MCDM model refers to making decisions in the presence of multiple, and  
often simultaneously faced/managed multiple criteria/objectives with critique cri-
teria in real world. The problems of MCDM can be broadly classified into two 
categories including multiple objective decision making (MODM) for plan and 
multiple attribute decision making (MADM) for evaluation and selection. We use 
the related literatures and experiment to summarized and discussed. MCDM ap-
proaches subject to calculate the weights and ranking that is used to solve the  
decision problem for the priority of promoting new product development. We ap-
plied the influence matrix to compromise the trade-off between innovative product 
promoting and development concerns. The main survey objects engage for the 
NPD in six phases (such as, technology integration, production capability, market-
ing, customer needs, market potentiality, strategy deployment and timing), within 
related areas of experts or scholars who are senior in their domain knowledge and 
experiences on project management in high-tech industry. 

Table 2 Evaluation Index of Total Influence by Dimension 

 D1 D2 D3 D4 D5 D6 
Influence 

(D) d+r d-r Weight Rank 

D1 0.035 0.043 0.040 0.040 0.040 0.044 0.157 0.314 0.000 0.170 2 

D2 0.042 0.032 0.038 0.042 0.041 0.040 0.154 0.313 -0.005 0.166 3 

D3 0.040 0.040 0.029 0.038 0.041 0.042 0.147 0.293 0.001 0.159 6 

D4 0.041 0.044 0.040 0.029 0.039 0.040 0.153 0.303 0.004 0.166 4 

D5 0.038 0.038 0.040 0.037 0.029 0.040 0.152 0.313 -0.009 0.164 5 

D6 0.038 0.042 0.041 0.042 0.042 0.033 0.162 0.329 -0.004 0.175 1 
Influenced 

(R) 
0.157 0.159 0.146 0.149 0.161 0.167 -- -- -- -- -- 

 
According to Table 2, the prominence ( + )i id r , “Strategy deployment and  

timing (D6)” is the highest impact of the strength of relation that means the most 
important influencing factors; in addition, “ Marketing (D3)” are all the factors 
that affect the least degree of other factors. According to the relation ( )i id r− , we 

also can find “Market Potentiality (D5)” is the highest degree of impact relation-
ship that affects other factors directly. These dimensions also have the interact 
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characteristics. Opposite, “Customer Needs (D4)” is the most vulnerable to impact 
that compare with other dimensions.  

Base on these empirical results, we construct the network relationship map of 
each dimension as shown in Fig. 4. It illustrate the critical problems in promoting 
NPD including “Production Capability (D2)”, “Market Potentiality (D5)” and 
“Strategy deployment and timing (D6) which are easily impacted by other factors. 
Therefore, this model provides the direction of problem solving from “Productivi-
ty (D1)”, “Marketing (D3)” and “Customer Needs (D4)”. Some strategies are  
suggested according to experts‘verification, such as technology leading devise, 
product diversification, deploy market share, strategy alliance and efficiency  
improvement, etc. 
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Fig. 4 The NRM of each dimension 

5   Conclusion 

The research described in this paper demonstrates the development of innovative 
high-tech product is within the realms of possibility. This study is including differ-
ent structure to be overcome. For this purpose, an idea generation method has been 
proposed in which the influence matrix is adopted based on many fields know-
ledge. Here, we employed with an innovative method with group expert’s participa-
tion and multi-criteria decision making, the concept of ANP handling with many 
potential uncertainty factors which is able to evaluate and provide the most suitable 
guide for promoting the innovative product. Finally, this study provide a guidance 
to project team a continuous improvement, track for achieving the quality assur-
ance of production, consequently, the customer needs can be satisfied. 
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Medical Decision Support System for
Assessment of Dermatoglyphic Indices and
Diagnosis of Down’s Syndrome

Hubert Wojtowicz and Wieslaw Wajs

Abstract. The paper describes design of an intelligent information system for as-
sessment of dermatoglyphic indices of Down’s syndrome in infants. The system
supports medical diagnosis by automatic processing of dermatoglyphic prints and
detecting features indicating presence of genetic disorders. Application of image
processing and pattern recognition algorithms in pattern classification of fingerprints
and prints of the hallucal area of the sole is described. Application of an algorithm
based on multi-scale pyramid decomposition of an image is proposed for ridge ori-
entation calculation. A method of singular points detection and calculation of the
ATD angle of the palm print is presented. Currently achieved results in dermato-
glyphic prints enhancement, classification and analysis are discussed.

1 Introduction

Certain genetic disorders in infants manifest themselves through the unusual com-
binations of dermatoglyphic patterns. Early detection of these patterns can help to
establish the diagnosis and start a treatment as first demonstrated in the case of
Down’s syndrome [6]. Dermatoglyphics are the dermal ridge configurations on the
digits, palms, and soles. Dermal ridges begin to develop at about the 13th week
of prenatal life as the fetal mounds on the digit tips and the interdigital, thenar,
hypothenar, and corresponding areas of the foot begin to regress. The pattern for-
mation is complete by the 19th week. Factors disturbing normal development of fe-
tus may also influence formation of dermal ridges structures. There are a number of
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dermatoglyphic patterns that occur more frequently in certain syndromes than in the
general population. Detection of the characteristic differences in frequency of der-
mal configurations between affected and normal children requires a simultaneous
analysis of dermatoglyphic prints of fingers, palms and soles. For the detection of
Down’s syndrome a diagnostic index was developed called dermatoglyphic nomo-
gram [7]. Successful detection of Down’s syndrome in infants using this index relies
on a correct recognition of dermatoglyphic patterns by an anthropologist.

2 The Aim of the Work

The scientific aim of the project is development of new method used for problem
solving of pattern recognition and understanding of the classification process of
the Down’s syndrome symptoms. The new method is based on the combination
of text knowledge found in the scientific literature describing Down’s syndrome
with knowledge obtained by the analysis of dermatoglyphic indices characteristic
for Down’s syndrome using digital pattern recognition techniques. A scientific goal
is design of a classifier realizing statistical comparison of knowledge included in
the text description with knowledge provided by the mathematical methods of the
analysis of indices present in dermatoglyphic patterns. This approach is similar to
the approach used by an anthropologist, which the system realizes by juxtaposing
knowledge described in the form of natural language sentences and information
provided by the appropriate digital equipment and on the basis of this juxtaposition
performs arbitral classification of the investigated pattern. The conception of the
project assumes development of a prototype of the telemedical system, in which data
in the form of dermatoglyphic images is transferred through the telecommunication
networks from the distant hospital database centers and processed. The aim of the
telemedical system is screening analysis of incoming data. Another goal is a support
of the diagnosis process conducted by medical personnel in cases of ambiguous
classification of the telemedical system.

The aim of the research conducted is creation, based on gathered data and domain
knowledge described in medical literature, of an automatic system supporting the
diagnosis process and detecting infants’ genetic disorders as follows:

1. The system recognizes characteristic combinations of particular patterns of soles,
palms and fingers and on that basis infers the occurrence of genetic disorders. It is
expected, that the application of this system improves treatment’s effectiveness,
i.e. the number of complications caused by the treatment in the later years of
infants’ life is going to be lower.

2. The system supports doctor’s work by the analysis of large amounts of patients’
data and decreases the probability of a mistake in strenuous biometric analysis
such as counting number of ridges, determining ridges width or calculating the
ATD angle.
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Fig. 1 Example of the dermatoglyphic nomogram. Abbreviations: TbA - tibial arch; SDL -
small distal loop; LDL - large distal loop; FL - fibular loop; W - whorl; UL - ulnar loop; A -
arch; TA - tented arch; RL - radial loop.

3 Description of Dermatoglyphic Nomogram

Dermatoglyphic nomogram is based upon four pattern areas and uses four dermato-
glyphic traits chosen for their high discriminant value. These traits include: pattern
types of the right and left index fingers, pattern type of the hallucal area of the right
sole and the ATD angle of the right hand.

Figure 1 presents an example of the nomogram. In order to determine the di-
agnostic value of the index three lines must be constructed. The first of the lines
connects particular determined type of pattern of the hallucal area of the sole with
the selected value on the scale of the diagnostic line representing the determined
value of the ATD angle of the right palm. In the case shown in the diagram it is the
connection of the tibial arch pattern with the angular value equal to 70. The plotted
line intersects with line A at the point marked (1). The second line connects the
determined type of the pattern of the index fingerprint of the right hand with the
pattern of the corresponding index fingerprint of the left hand. In this case it is the
connection of the pattern type called plain arch (PA) with the pattern type called
ulnar loop (UL). The plotted line intersects with line B at the point marked (2). The
last third line connects the point of intersection labeled as (1) with the point of in-
tersection labeled as (2) and crosses main diagnostic line. The point of intersection
of the third line with the diagnostic line determines the diagnosis. There are three
diagnostic cases, which correspond to the particular intervals of the diagnostic line.
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The first case corresponds to the intersection of the lines in the interval denoted
as ”Down’s” - an infant according to the determined value of the nomogram has
Down’s syndrome. The second case corresponds to the intersection of the lines in
the interval denoted as ”Normal” - an infant according to the determined value of
the nomogram is healthy. The third case corresponds to the intersection of the lines
in the interval between ”Down’s” and ”Normal” - it cannot be determined whether
the infant has a genetic disorder or not.

Designations referring to the anatomy of the hand are used in describing palmar
dermatoglyphics and in presenting methods of interpreting them. Terms of anatom-
ical direction (proximal, distal, radial, ulnar) are employed in describing the loca-
tions of features and in indicating directions toward the respective palmar margins.
Fingerprint pattern left loop is called ulnar loop when found on any of the fingers of
the left hand and it is called radial loop when found on any of the fingers of the right
hand. Pattern right loop in the left hand is called radial loop and in the right hand is
called ulnar loop [2].

4 Classification Method of Fingerprint Patterns

Fingerprint classification is one of the tasks of dermatoglyphic analysis. Many clas-
sification methods were developed and described in the literature. Classification
method used in dermatoglyphic analysis is called the Henry method. It classifies
fingerprints into five distinct classes called: left loop (LL), right loop (RL), whorl
(W), arch (A) or plain arch (PA) and tented arch (TA) (Fig. 2).

Classification scheme based on the Henry method is a difficult pattern recogni-
tion problem due to the existence of small interclass variability of patterns belonging
to the different classes and large intraclass variability of patterns belonging to the
same class. In the Henry classification scheme the whorl pattern has large intraclass
variability. In this scheme term ”whorl” has a very broad sense and any pattern hav-
ing two or more triradii would be assigned to the class of whorls. Small interclass
variability results from the natural transitions between patterns and applies to the
group of patterns, which include: reduced ulnar loops, plain arches, reduced tented
arches, reduced whorls and reduced radial loops. In the paper we present a classi-
fication scheme based on the extraction of fingerprint ridge orientation maps from
the enhanced images. Vectors constructed from the directional images are used for
training of SVM multi-class algorithms. For the induction process of SVMs we use
RBF and triangular type kernels.

5 Classification of the Hallucal Area of Sole Patterns

Classification of the patterns in the hallucal area of the soles is another task of der-
matoglyphic analysis. The patterns in the hallucal area are classified into five distinct
classes called: large distal loop (LDL), small distal loop (SDL), whorl (W), tibial
arch (TA) and tibial loop (TL) (Fig. 3).
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Fig. 2 Example fingerprints: (a) left loop; (b) right loop; (c) whorl; (d) plain arch; (e) tented
arch

Classification of the patterns in the hallucal area of the soles is also a difficult
pattern recognition problem due to the existence of small interclass variability of
patterns belonging to the different classes and large intraclass variability of patterns
belonging to the same class. The whorls of the hallucal area of the sole, similarly
as the whorls of the fingerprints, are characterized by a very large variability. The
main types of this class in the hallucal area are: a typical concentric or spiral whorl;
a whorl presenting an S-shaped central design; seam, a whorl showing abrupt inter-
ruption of the concentric circuit; lateral pocket or two interlocked loops; a central
pocket loop. Small interclass variability occurs in this dermatoglyphic area between
the classes of small distal loop and tibial arch.

6 Method of the ATD Angle Calculation

The ATD angle of the right palm is calculated by finding locations of digital tri-
radii labeled A and D and location of axial triradius labeled t. Four triradii labeled
A, B, C and D are located at the base of the palm. An axial triradius, labeled t is
most often located near the point where the palm is connected to the wrist. Two
percent of normal infants and all of infants with Down syndrome have the axial tri-
radius positioned near the center of the palm. Triradius in this elevated location is
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Fig. 3 Example patterns in the hallucal area of the soles: (a) large distal loop , (b) small distal
loop, (c) tibial arch, (d) whorl, (e) tibial loop

termed t”. A triradius t’ located approximately halfway in between these two ex-
treme positions is found on twenty-one percent of the normal population. The mean
value of the ATD angle for normal female infants is ∼ 39◦ and for normal male in-
fants is ∼ 43◦. The mean value of the ATD angle for infants with Down’s syndrome
is ∼ 81◦. Locations of palmprint’s singular points are calculated from the orienta-
tion map. The orientation map is computed using algorithm based on the principal
component analysis and multi-scale pyramid decomposition of the image. Principal
Component Analysis is applied to the image to calculate maximal likelihood esti-
mations of the local ridge orientations and the multi-scale pyramid decomposition
of the image helps to improve the accuracy of the calculated orientations. Algorithm
calculating ridge orientations is robust to noise and allows for reliable estimation of
local ridge orientations in the low quality areas of images. After the process of es-
timation of ridge orientations a Poincare index is calculated, which in turn allows
extraction of singular points from the palmprint image. Basing on the locations of
singular points the ATD angle of the palmprint is calculated. A two stage algorithm
is applied in order to reliably estimate positions of singular points. In the first stage
improved formula of Poincare index is used to calculate candidate locations of sin-
gular points [9]. In the second stage a coherence map of the palmprint image is
calculated. The coherence map is calculated for each pixel in the image on the ba-
sis of its eigenvalues. Pixel eigenvalues are calculated from the confusion matrix
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Fig. 4 Singular points of the palmprint located using two stage algorithm taking advantage
of improved Poincare index and Gauss-Hermite moments

containing values calculated for each pixel (i,j) by applying the combination of two
dimensional orthogonal Gaussian-Hermite moments to the segment of the image
centered in pixel (i,j). The proposed approach combines information about singular
points obtained from the improved Poincare index calculated from the orientation
map and the information obtained from the coherence map calculated from the pixel
map of the image. The two stage approach allows for reliable detection of only true
singular points even in low quality areas of the palmprint image [9]. Example of the
calculation of palmprint’s singular points using the proposed algorithm is presented
in Fig. 4.
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Fig. 5 Image of the fingerprint impression belonging to the whorl class preprocessed using
contrast enhancement algorithm CLAHE (a), and then by filtration algorithm STFT (b)

7 Feature Extraction

Accurate extraction of features and classification of fingerprints depends on the
quality of the images containing the impressions. Determination of the quality of
the impressions partly depends on subjective criteria. It corresponds to the clarity
of the dermal ridges structure. Impressions of good quality are characterized by
high contrast and clearly discernible structure of ridges and valleys, poor quality
impression are of low contrast and ill-discernible structure of ridges and valleys.
The overall approach used for extraction of the dermatoglyphic features is divided
into several stages. In the first stage removal of the background noise from the im-
ages is accomplished by application of the segmentation algorithm, which separates
background from the parts of the image where ridges are present. The region mask
representing the foreground area is used to remove background area from the image.
The image is truncated according to the coordinates of the boundary points of the
foreground area and then resized to the square frame. Contrast enhancement is per-
formed in the next stage using locally adaptive contrast enhancement algorithm (Fig.
5a). In the last stage of pre-processing image quality enhancement is carried out us-
ing a contextual image filtration STFT (Short Time Fourier Transform) algorithm
[1], which generates information about ridges flow directions, frequency of ridges
and local image quality estimation (Fig. 5b). Ridge orientation maps are computed
using algorithm based on Principal Component Analysis and multi-scale pyramid
decomposition of the images [3]. The multi-scale method provides robustness to the
noise present in the image. Examples of the estimation of the ridge local orientations
in the distorted areas of the fingerprint impression from Fig. 5 are shown in Fig. 6a
and Fig. 6b.
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Fig. 6 Local values of ridge orientations in the noised areas of fingerprint impression: (a) top
area of the impression above the upper core of the whorl, (b) left bottom area of impression
containing left triradius and the lower core of the whorl

8 Fingerprint Classification with SVM Algorithm

The data set used in the experiment consists of 600 fingerprint 8-bit grey scale im-
ages. The size of the images is 512 x 512 pixels. The classes of left loop, right loop,
whorl, arch and tented arch are uniformly distributed in the data set and consist of
120 images each. Images were in the first stage pre-processed using CLAHE al-
gorithm and then filtered using STFT. Ridge orientation maps were computed for
the filter enhanced images using PCA and multi-scale pyramid decomposition algo-
rithm [3]. Feature vectors extracted from the images are used as input to an ensemble
of SVM classifiers trained with one vs one voting method. RBF and triangular [4]
types of kernel functions are used by the classifiers. Training and testing datasets
each consist of 300 ridge orientation maps calculated from the fingerprint images.
Both datasets contain 60 maps for each of the five classes. Cross-validation and grid
search were used to obtain kernel parameters for the training of the SVM algorithms.
Both the SVM trained with the RBF kernel and the SVM trained with the triangular
kernel achieved classification accuracy of 91,3 % on the test data set.

9 Summary

In the paper a medical decision support system is proposed for the diagnosis of
Down’s syndrome. The system infers the occurrence of genetic disorder using an
expert system. Sets of rules required for the creation of the expert system’s clauses
originate from the text description of the problem found in the medical literature.
Premises of the conditions for the created expert system are the features obtained
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using image processing and pattern recognition methods. Automatic analysis of der-
matoglyphic prints of fingers, palms and soles using pattern recognition methods is
required for the determination of patients’ diagnostic score. Currently achieved re-
sults of fingerprint classification allow a reliable determination of the left and right
index finger patterns, which are two of the traits used in the nomogram diagnos-
tic index. The most common pattern types in Down’s syndrome which are left and
right loops are classified with a 95.0% accuracy for the left loop type and a 96.7%
accuracy for the right loop type when using the triangular kernel function in the
SVM algorithm. Available data estimate that around 60000 people living in Poland
were diagnosed with Down’s syndrome. From this fact stems the importance and
advantage of screening tests conducted using low cost non invasive methods over
the limitations of costly genetic tests. Development and implementation of the de-
cision support system proposed in the paper may lead to extension of research to
other genetic syndromes, i.e. Turner syndrome, and in the later perspective to other
syndromes’ patterns.
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Parallel Servers Scheduling with Dynamic 
Sequence-Dependent Setup Time 

Thanh-Cong Dinh1 and Hyerim Bae 

Abstract. This paper deals with task scheduling problem in industrial consulting 
companies with dynamic sequence-dependent setup time by considering parallel 
servers (or multiple servers). The problem is transformed to multi-depot multiple 
asymmetric traveling salesman problem (MmATSP). A mixed integer program-
ming model is formulated to minimize sum of tardiness time and sum of setup 
time. 

Keywords: Dynamic sequence-dependent setup time, task scheduling, parallel 
servers, multiple servers, mixed integer programming, multi-depot multiple 
asymmetric traveling salesmen (MmATSP). 

1   Introduction 

Main business related to software in industrial consulting companies is software 
sales and daily maintenance. Maintenance tasks in these companies involve soft-
ware customization and troubleshooting to avoid unnecessary error because of  
different operating system (OS) and software environment with customers’. For 
example, customers who use different software or different versions of given 
software may request numerous maintenance tasks. Thus, the company should 
keep all software in its testing server. However, due to the incompatibility of 
software and OS with customer request, this company may have to uninstall the 
incompatible software (or OS) and then reinstall the suitable one. This kind of 
tasks require significant cost such as analyzing time, working time (setup time), 
and an effort to keep the due date. Therefore, reducing the setup time and assuring 
on-time delivery becomes an important issue for this kind of company. 

Dinh et al. (2011) introduced an approach to solve task scheduling problem in 
industrial consultant companies considering a single testing server. They ad-
dressed the case “dynamic sequence-dependent setup time” which means that  

                                                           
Thanh-Cong Dinh · Hyerim Bae 
Business & Service Computing Lab., Industrial Engineering, Pusan National University, 
30-san Jangjeon-dong Geumjong-gu, Busan 609-735, South Korea 
e-mail: cong.dinh@pusan.ac.kr, hrbae@pusan.ac.kr 



80 T.-C. Dinh and H. Bae
 

 

setup time between two tasks not only depends on their sequence, but also on the 
previous sequences. The model was described as single-machine scheduling prob-
lem and transformed to Asymmetric Traveling Salesman problem (ATSP). A ma-
thematical model using integer nonlinear programming (INLP) was formulated 
with objective function is to minimize sum of squared tardiness. Due to the diffi-
culty of NP-hard problem, the authors developed two heuristics based on Genetic 
Algorithm (GA) and Tabu Search (TS) to find an appropriate solution for this kind 
of problem.  

This study, as an extended version of Dinh et al. 2011, has two additional sa-
lient features compare to previous version. First, the current research considers m 
servers run parallel. The problem is transformed to MmATSP which is a generali-
zation of well-known multiple TSP. Second, the INLP model from Dinh et al. 
2011 is extended and linearized to a mixed integer linear programming (MIP) 
model which objective is to minimize sum of tardiness and sum of setup time. 

The paper is organized as follows. Section 2 reviews related works. Section 3 
presents formulation of the problem. Numeric experiments are shown in section 4. 
Then, conclusion and future works are given in section 5. 

2   Related Works 

Multiple machines (or parallel machines) scheduling has been studied in the field 
of manufacturing. Chung et al. (2006) introduced a branch and bound algorithm to 
solve m-machine permutation flowshop problem with the total tardiness objective. 
Plateau and Rios-Solis (2010) considered unrelated parallel machines scheduling 
problems where jobs have earliness and tardiness penalties. The author used qua-
dratic programming to minimize the sum of earliness and tardiness costs. Howev-
er, to the best of our knowledge, there is no research about parallel servers sche-
duling in industrial software consulting company with dynamically sequence-
dependent setup time. Therefore, this study is considered as the first research work 
in this field. In addition, research by Cirasella et al. (2001) has shown that ATSP 
solution is the most useful method for machine scheduling problem. Thus, ATSP 
is a suitable model to apply in this research. 

3   Formulation of Problem 

3.1   Problem Transformation 

The m servers scheduling problem firstly is transformed to MmTSP in which sa-
lesmen and cities represent servers and tasks, respectively. Then, one of the ap-
proaches used for solving the MmATSP is to transform the problem to ATSP 
(Bektas 2006). Hence, in this paper, we convert the MmATSP with m salesmen 
and n cities into previous work ATSP (Dinh et al. 2011) by adding (m-1) home ci-
ties into the graph (Fig. 1). As mentioned above, a task can be considered as a city 
in ATSP and the initial status is the home city where salesman is located. Each 
server has its own initial status different from others; hence salesmen start at  
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different home cities (depots). Completion of all tasks means the salesman visits 
all cities in his tour and then returns to his home city.  The setup time is distance 
from one city to another and the processing time of task is the travel time in the 
city. Note that if cij is the distance between city i and city j, then cij ≠ cji (asymme-
tric) and the triangle inequality cij ≤ cik + ckj  i, j, k, k ≠ i, j is satisfied. 

 

Fig. 1 An example of MmATSP with two salesmen start at two depots 

3.2   MIP Model 

The model considers eight assumptions: (1) the start time t is at zero. (2) For each 
task, the expected processing time and due date are known. (3) Software will be 
uninstalled immediately if it is incompatible with other required software. (4) Task 
is processed only one time without preemption. (5) Customer can require only one 
kind of OS for the task, and any OS is accepted if there is no requirement of a spe-
cific OS. (6) If there is a reinstall OS event, all current software in the server will 
be uninstalled without additional time consumption. (7) The setup time for return-
ing back to the start node is zero. (8) The number of server is at least two, and all 
servers are idle at start time. 

Let consider a graph in which nodes present cities (or tasks) and arcs are travel 
distances (or completion time) between cities. The model is describes in detail as 
follows. 

Sets 

V set of nodes 
D set of home nodes, D ⊂ V 
T set of target nodes, T ⊂ V     
K set of software 
N set of OS 
S set of servers 
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Parameters 

ik install time of software k 
uk uninstall time of software k 
rn reinstall time of OS n 
pi expected processing time of task i 
mkl 1 if software k and l are incompatible, otherwise 0 
sik 1 if task i requires software k, otherwise 0 
oin 1 if task i requires OS n, otherwise 0 
M a relative big number 
w working hours per day 

Decision variables 

Eik 1 if the software k exists in the server when task i is handled 
Qin  1 if the OS n exists in the server when task i is handled 
xij 1 if there is a directed arc from node i to node j, otherwise 0. It means 

that task j is the successor of task i 
vi 1 if server i is chosen, otherwise 0 
eij  1 if there is no OS reinstall event, otherwise 0 

 
Let α and β are weighted numbers that are associated with sum of tardiness time 
and sum of setup time, respectively. If Wi expresses tardiness time of task i, and Sij 
is setup time during the changeover between task i and task j. Then the objective 
function of this model is presented as follows. 

                            ,
i ij

i T i V j T

Min Z W Sα β
∈ ∈ ∈

= +∑ ∑  (2.1) 

Wi can be calculated by: 

                                 i i iW C wD i T≥ − ∀ ∈  (2.2) 

Where Ci and Di express completion time of task i and its expected due date (in 
hours), respectively. Suppose Ci can be determined by following constraints: 

                
(1 ) , ,j j i ij ijC p C S M x j T i V i j− − − ≥ − − ∀ ∈ ∈ ≠  (2.3) 

                                     0iC i D= ∀ ∈  (2.4) 

Let Uij, Iij, Rij are the times required to uninstall software, to install software and to 
reinstall OS during the changeover from task i to task j, respectively. Following 
constraints are to calculate Sij: 

                     
, ,ij ij ij ijS U I R i V j T i j= + + ∀ ∈ ∈ ≠  (2.5) 

                      
0 ,ij ij ijI U R j D i T= = = ∀ ∈ ∀ ∈  (2.6) 

              
( ) (1 ) , ,n jn in ij ij ijr Q Q M x R Mx j T i V i j− − − ≤ ≤ ∀ ∈ ∈ ≠  (2.7) 
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(1 ) , ,ij ijR M e j T i V i j≤ − ∀ ∈ ∈ ≠  (2.8) 

                 
1 max(0, ) , ,ij jn in

n N

e Q Q j T i V i j
∈

≥ − − ∀ ∈ ∈ ≠∑  (2.9) 

max(0, ) (2 ) , ,k ik jk ij ij ij ij
k K

u E E M e x U Me j T i V i j
∈

− − − − ≤ ≤ ∀ ∈ ∈ ≠∑
  

(2.10) 

      
max(0, ) (2 ) , ,ij k jk ik ij ij

k K

I i E E M e x j T i V i j
∈

≥ − − − − ∀ ∈ ∈ ≠∑
    

(2.11) 

             
( 1 ) , ,k jk ij ij ij ij

k K

i E M e x I Mx j T i V i j
∈

− + − ≤ ≤ ∀ ∈ ∈ ≠∑
    

(2.12) 

                 
0, 0, 0, 0, 0 ,i i ij ij ijW C R U I i j V≥ ≥ ≥ ≥ ≥ ∀ ∈

            
(2.13) 

Suppose that for an expression F, the function max(0, F) can be linearized by in-
troducing a new binary variable y, then following constraints should be included 
in the model for each corresponding expression in constraints (2.9), (2.10) and 
(2.11): 

                                    max(0, )F F≥                        (2.14) 

                                    F My≤                          (2.15) 

                                 max(0, )F My≤                          (2.16) 

                                  (1 )F M y> − −                          (2.17) 

Note that the constraint (2.17) should be changed to suitable form of MIP by add-
ing a new parameter λ which is a relative small number enough to satisfy the con-
dition in constraint (2.17). Hence, constraint (2.17) is transformed to equation as 
follow:  

                               (1 )F M yλ≥ − −                           (2.18) 

Constraints (2.7) and (2.10)  are to calculate reinstall time and uninstall time. 
Constraints (2.8) and (2.9) are to ensure the occurrence of reinstall OS event. If 
there is no reinstall OS event occurs then reinstall time has to be zero, otherwise 
reinstall time will greater than zero and all current software will be uninstalled 
without any additional time. In the same context, if there is no reinstall OS event, 
the install time during changeover between task i and task j is calculated by con-
straint (2.12), otherwise constraint (2.11) has to be satisfied. 

In order to ensure there is always one OS installed in the servers, following 
constraints are used: 

                               ,in inQ o i V n N≥ ∀ ∈ ∈                    (2.19) 

                               
1in

n N

Q i T
∈

= ∀ ∈∑
                        

(2.20) 
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The assumption software will be uninstalled immediately if it is incompatible with 
other required software is expressed by constraints (3.21) and (3.22)  

        If mkl = 1 then 2 , , ,ik ik il ilE s E s i T k K l K k l+ + + ≤ ∀ ∈ ∈ ∈ ≠     (2.21) 

        If mkl = 0 then 4 , , ,ik ik il ilE s E s i T k K l K k l+ + + ≤ ∀ ∈ ∈ ∈ ≠    (2.22) 

The requirement of software for performing any task i is described by constraint 
(3.23) 

                                         ik ikE s≥                          (2.23) 

Finally, constraints of MmATSP are added: 

 1 ,ij
i V

x j T i j
∈

= ∀ ∈ ≠∑  (2.24) 

 1 ,ij
j V

x i T i j
∈

= ∀ ∈ ≠∑  (2.25) 

 ij j
i T

x v j D
∈

= ∀ ∈∑  (2.26) 

 0 ,ijx i D j D= ∀ ∈ ∈  (2.27) 

Constraints (2.24) and (2.25) are to enforce each node has degree two (one arc 
in, and one arc out). And, constraint (2.26) is to ensure that each home node 
(server) which is chosen has to have one arc out. Constraint (2.27) enforces that 
there is no connection between home nodes. 

4   Numerical Experiments 

We generated 6 problem instances that have different number of tasks, number of 
software, number of OS and number of servers. For weighted values of the objec-
tive we considered α = β = 1. The list of problems is shown in 

Table 1 List of problem instances 

Problem 
instance 

Problem size   No. of variables 
No. of 
constraints No. of 

tasks 
No. of 
software 

No. 
of OS 

No. of 
servers  

Integer Total 

1 4 2 20 3 2332 2466 4958 

2 4 3 15 2 1434 1549 3019 

3 6 2 7 3 1662 1906 3581 

4 6 2 20 2 3068 3285 6909 

5 15 2 7 2 5898 6970 14164 

6 15 3 15 3   12561 13696 28297 
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All experiments are conducted on a computer with an Intel Core i5 2.27GHz 
and 4.00GB of RAM. Fig. 2 shows the computation times of the problems listed in 
Table 1. 

 

 

Fig. 2 Computation time of problem instances 

Fig. 3 illustrates two best solutions of problem instance number 5. The unfilled 
nodes correspond to the home nodes, the other filled nodes are target cities (or 
tasks need to be performed). Although the two solutions give different tours, the 
objective results are the same at 77.76 hours. Fig. 4 illustrates a possible solution 
of problem instance number 6. 

 

(a) (b) 

Fig. 3 Two best solutions of problem instance number 5 
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Fig. 4 A best solution of problem instance number 6 

5   Conclusion 

This research proposed a method to deal with parallel servers scheduling including 
dynamic sequence-dependent setup time in industrial consulting companies. A MIP 
model which objective is to minimize sum of tardiness time and sum of setup time 
is developed. However, the MIP model performed inefficiently when the problem 
becomes more complex. Experiments showed that as problem is larger, the compu-
tation time rapidly increases. Hence, heuristics should be developed to overcome 
this issue. Our future work is to apply Lagrangian relaxation based heuristic to 
work out the lower bound and approximate solution for this kind of problem. 
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Research on Complexity and Evolution of 
Business Model Innovation  

Wang Qian1, Li Chaoyang, Jiang Qian, and Qi Jiangna 

Abstract. Business models have become the focus of enterprises as the result of 
an increasingly fierce environment of market competition, with business model 
innovation becoming the most important way for enterprises to gain a competitive 
advantage. In this paper, we study the complexity of business model innovation 
from a systemic viewpoint, exploring the evolution rules of different complexities. 
This knowledge can help enterprises make better decisions to ensure the success 
of their business model innovation. 

1   Introduction 

Business model innovation is becoming the most important way for enterprises to 
gain a competitive advantage. In fact, because of increasingly fierce market com-
petition, business model innovation has taken an increasingly prominent role with-
in enterprise business activities. Businesses such as DELL, Amazon.com, and 
Amway have achieved great success due to business model innovation. 

Most business model research focuses more on interpretation of the connotation 
and elements, believing that innovation of the business model are simply a matter 
of changing its constituent units. However, there are numerous factors covering  
a series of business activities, which can affect business model innovation. These 
factors include target customers, customer processes, business processes, products 
and services, distribution channels, logistics management processes, and so  
on. Obviously, the process of business model innovation is difficult to interpret 
because of this conclusion, or even to determine its characteristics and laws.  
As research in the topic has broadened, a number of scholars now believe that a 
business model is the comprehensive integration of a series of elements by the en-
terprise; elements such as economic logic, operational structure, strategic direc-
tion, and so on. The process of business model innovation, with its complex and 
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systematic features, is affected not only by the specific morphology of its consti-
tuent units, but also by the contact between them [1~5]. Therefore, determining 
business model complexity, the interaction between component units, and the 
combined effects, will reveal the mechanisms of business model innovation and 
should provide a theoretical basis [6,7]. In this paper, we build a business NK 
model based on the "3-4-8" system from a value perspective. We then simulate the 
evolution process for business models of different complexity using statistical me-
chanics and random numbers. Finally, we summarize three rules of business mod-
el innovation by analyzing the simulation results. 

2   Reviews 

Initial business model research has mainly focused on model definition and com-
position elements from economic, operational, and strategic points of view. From 
the economic perspective, some scholars think it is the model that obtains the  
economic profit, while the model’s definition and composition are related to eco-
nomic indicators. There are some advantages to describing the definition and 
composition of a business model from an economic perspective: the method easily 
obtains actual data related to compositions; it further expands more quantitative 
research on business models; and it highlights the importance of the business 
model by emphasizing profits and the profit model.  

Research that focuses on business model innovation mechanisms and driving 
forces can be a useful way to help enterprises find the right business model when 
under fierce competition. In innovation mechanism research, scholars treat the 
business model as a process of value creation through internal process and basic 
structure design, based on value chain theory. Meanwhile, in researching the  
driving forces of business model innovation, scholars are trying to determine the 
core force that encourages enterprises to carry out business model innovation [8]. 
Kagerma and Weiying Zhang believed that a new business model was the  
driving force behind enterprises maintaining a competitive advantage. Future 
business model innovation has the following trends: 1) innovation changes from 
product-oriented to consumer-oriented; 2) the operating model changes from en-
terprise-centric to customer-centric; and 3) the business model changes from 
product-driven to services and solution-driven. Meanwhile, Qian Wang [9] ana-
lyzed the mechanisms of an IT-driven business model and the selection of its  
innovation path from an IT-driven perspective, believing it would become an  
endogenous force for business model innovation. 

The business model is a functional organic system serving as a carrier of the 
enterprise. The various component units possess a complex and close relationship, 
while the core is the effective integration of resources. Therefore, some scholars 
research business model systems and the impact of the constitute units from an 
operational perspective. Di Xu [7] studied business model system complexity and 
built the NK model, providing a theoretical basis for the application of business 
model innovation using complex system theory. Yuan lei [10] believe that  
business model is the value creation logic of corporations at all. Basing on thus 
cognition, he brings forward the’3-4-8’ structure system of business model. The 
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’3-4-8’structure system is a three dimensional framework seeing about the busi-
ness model from “far-midst-near” in the round. The business model innovation 
may change the business model core logic on different degree, which was applica-
ble to the different environmental dynamic characteristic and industrial lifecycle 
respectively. 

These studies on business model innovation have mainly focused on the theory 
of connotation and the business model elements. Research to date has rarely ana-
lyzed the interactions between those elements, or the mechanisms of innovation. 
In actual operations, any change of status and interaction of the component units 
can be considered a new business model innovation for the whole business opera-
tion. However, the traditional NK model cannot objectively reflect business model 
innovation evolution, nor does it provide a theoretical basis for business model in-
novation, as the model is constructed based on the ideal assumption that compo-
nent units are homogeneous and provide an equal contribution.  

3   The Business NK Model 

3.1   Modified NK Model 

In order to better study the complexity and innovative evolution of business mod-
els, the traditional NK model was improved based on the value creation logic of a 
given business model. This new model relaxes the ideal assumptions and consid-
ers the heterogeneity and different contributions of the component units. Within 
the framework of the value chain, the value creation logic of the business model 
has three contact interfaces in the system: customer value, partner value, and en-
terprise value. Each contact interface consists of four units—the value proposition, 
the value network, value maintenance, and value realization—with each unit  
consisting of a further factors: target customer and value content for the value 
proposition, network configuration and business location for the value network, 
partnership and isolating mechanisms for value maintenance, and revenue model 
and cost management for value realization [10]. This system is referred to as the 
"3-4-8" system, and its specific structure is shown in Fig.1. In the modified NK 
model, N represents the number of component units in the complex system of the 
business model, while K represents the complexity of the relationship between the 
component units. A large number of simulation results have shown that the fitness 
distribution is mainly affected by the parameters N and K, but not the quantity of  
factors. 

Therefore, in this model, each unit can be simplified by using a binary set for 
each factor, respectively given by 0 and 1; meanwhile, the inter-relationship of 
each unit is defined by the host relationships. If changes in a unit do not refer to 
other units, then the relationship is represented by a 0, otherwise the relationship is 
represented by 1. If the change refers to multiple units, then the number of host re-
lationships is cumulative. 
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Fig. 1 Business model system based on the value creation logic (as the model of "3-4-8") 

Definition 1: If component unit x is affected by unity, then there is a host rela-
tionship between x and y, given as  ; 

Definition 2: In the business model, there should at least be a direct host rela-
tionship between two component units, such that  is the minimum 
complexity. 

Definition 3: The sum of the number of host relationships among component 
units in the business model is called the complexity scale. 

In order to simplify the computational complexity of the simulation, we assume 
that the host relationships are different but that the sum of its number is the same; 
i.e. seems to have the same complexity. 

Set class A to represents the component units of the business model. Then 
A={a, b, c, d}, where a represents the value proposition units, b the value network 
units, c the value maintenance units, and d the value realization. The function of 
the host relationship within the component units is then 

, where K=1221, …, 3333,  and each host rela-
tionship corresponds to a different complexity of the business model. 

We can write the host relationship , and its matrix as 

                           ,          (1) 

Definition 4: The overall system fitness is the advantage of a specific environ-
ment. We set the overall system fitness for the business model as W, where 

                                                                 
(2)

 

Here, represents the system fitness of each unit and indicates the contribution of 
each unit for overall system fitness, where 

                                                 (3) 

In order to reduce computational complexity, this paper divides each component 
unit into two types: an intermediate link and a terminal link. When we consider 
the effects of the different contributions of the component units, this refers to the 

Customer value

Value proposition

Target customer;
Value content

Value network

Network configuration;
Business location

Enterprise value

Value maintenance

Partnership;
Isolating mechanism

Value realization

Revenue model;
Cost management

Partner value
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same contribution of the value proposition and value realization, and it is the same 
as the value network and value maintenance.   

3.2   Model of Business 

For this study, we analyzed the business model complexity for K=1221, …, 3333, 
or a total of 21 cases. However, we only discuss some typical cases within the ar-
ticle, as a treatment of each individual case would be far too lengthy and would 
not really add any significant value in terms of demonstrating the results of this 
paper.  

Case 1: complexity K=1231 
When the model complexity is K=1231 according to the “3-4-8” business model 

system, the value proposition is directly affected by the value network. This means the 
value proposition must change when the value network innovates. At the same time, 
the value network is affected by the value proposition and value maintenance; if one of 
those values changes, it may affect the value network. The NK model is 

 , , ,
},and its relationship matrix is 

 In this model, the value maintenance unit is affected by other units. Any innova-
tion of others units will change the value maintenance unit, which is the most flex-
ible part of the business model. This business model usually occurs in larger en-
terprises with strong bargaining power, which can easily adjust partnership and 
isolating mechanisms according to their value proposition. 

Case 2: Complexity K=2332 
If complexity is K=2332 within the ‘3-4-8’ business model system, the value 

proposition and value realization are affected by the value network and value 
maintenance, respectively. On the other hand, the value network and value main-
tenance are affected by any component units of the business model, and are more 
supportive and flexible. This case’s NK model is 

,
}and its relationship matrix is 

 

With this business model, enterprises typically exhibit operating characteristics 
according to the value proposition and value realization. The company’s value 
network and maintenance value are relatively simple, changing according to the 
value proposition and value realization. An example is emerging internet  
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companies, such as Facebook, who provide customers with a wide variety of In-
ternet products. These companies do not charge users directly, but instead charge 
the enterprises which provide embedded advertising and provision of user data. 
This model provides a new value content and explores a new way for companies 
to profit.  

Case 3: Complexity K=3223 
When complexity is K=3223, the two component units of the business model 

system, the value network and value maintenance, also affect each other, as in the 
previous case. However, in contrast with the K=2332 case, the two values can on-
ly affect either value proposition or value realization at any given time, while 
these same values can still both be affected by any units at the same time. This 
case’s NK model is  

, } and its relationship matrix 
is 

 

In this business model, the value network and value maintenance are closely inter-
related and influence each other; any innovation of either unit greatly changes the 
whole business model. At the same time, the value proposition and value realiza-
tion are very flexible, and need to be adjusted to constantly adapt to changing sce-
narios. This business model exists in monopoly enterprises, which are good at 
dealing with partnerships. These enterprises are sensitive to any change in the in-
dustry chain, adjusting their value proposition and value realization when there is 
any change of the value network or value maintenance because of service location 
or new partnerships.  

Case 4: K=3333 
The most complex business model occurs when complexity K=3333 with the 

“3-4-8” business model system. In this model, there is a direct inter-relationship 
between each unit, and every unit is affected by all the other units in the system. In 
this business model, all units change when any one unit changes. Therefore, a va-
riety of factors should be considered in the process of reform in this case. The 
case’s model is ,  , }, and its relationship 
matrix is 

。 

Enterprises that use this business model may be doing so due to operating in a 
perplexing market environment, or if its service relationship is complicated. In 
short, any simple innovation affects the whole business model, and there is consi-
derable difficulty and high risk involved in any business model innovation.  
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4   Experiment 

4.1   Principle and Index 

To analyze the importance of complexity, we can simulate business model evolution 
using random numbers and describe the business model using a fitness function. 
When a business unit change, we assign a random number as its new fitness, and the 
same is done for the units which are affected by the unit with the initial change. This 
results in a change in the total fitness for the business model, corresponding to the 
innovation of the business. At the same time, the nonlinearity and uncertainty of the 
simulation correspond to the uncertain profit which business innovation brings. Ac-
cording to statistical mechanics of complex systems, a single simulation is just one 
possible potential business model evolution. To get a more stable result, a significant 
number of simulations are required. Experiments show that the minimum number of 
iterations is 500,000 to achieve statistically meaningful results.  

We observe business model evolution by looking at the total fitness of the 
model, including the mean fitness of local optima (MFLO) and the mean fitness of 
global optima (MFGO). The mean fitness of local optima is the mean fitness of all 
local optima in the evolution; MFGO is the mean fitness of the global optima 
which is the highest fitness in the evolution, such that 

                                        (5) 

                                              
(6)

 

Here,  is a set of four binary neighbor numbers from 0 to 15, 
, is the average fitness of each set, and n=500,000. 

4.2   Process 

Experiment 1: Units are heterogeneous but share the same weight 
In this experiment, we determine the evolution of business model innovation for 

 as follows, without considering the different weights of the 
units. Figure 2(a) and Figure 2(b) show that MFLO and MFGO become larger as 
the model becomes more complex. 

      
 

Fig. 2(a) ＝0.25, 1,2,3,4 Fig. 2(b) MFGO α 0.25, i 1,2,3,4  
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Experiment 2: Units are heterogeneous and have different weights 
In some cases, weights are different for the business models units which are hete-
rogeneous. According to definition 4, we divided the units into two types accord-
ing to their positions. One set of units became the intermediate units and the other 
set the extremity units. We then performed experiments for five different trials us-
ing two different cases. 

  

For this case, we observed the evolution of business model innovation for three  
different trials: ；  ， ； and  

 ， . The trial will be the reference trial. 
As seen in Figure 3(a) and Figure3(b), we can see that the MFLO and MFGO 

trends are almost the same for all three trials. The curve of is smoothest but its 
value (the overall fitness) is lowest of the three trials. In contrast, the curve of 
fluctuates the most and its value is highest. 

 

   

Fig. 3(a)                   Fig. 3(b)  

  
In the second case, the intermediate units of the business model are more im-

portant than the extremity units, such that . Again, we use as the 
reference to observe the evolution of business model innovation for three different 
trials: ； ， ； and , . When ,  or  and , 
shows that MFLO and MFGO both increase with increasing business model com-
plexity. When one unit becomes more complex as others stay the same, MFLO 
and MFGO increase slightly, consistent with the results of Experiment 1. The val-
ue of is larger than, but their fluctuations are almost in opposite directions. For ex-
ample, when the business model complexity changes from  to , 
MFLO and MFGO decrease in the trial but increase in the trial. 



Research on Complexity and Evolution of Business Model Innovation 97
 

   

Fig. 4(a)                    Fig. 4(b)  

5   Rules of Business Model Innovation 

Our experiments show that business model evolution is different when the weights 
of the business model units changes. 

Rules 1: MFLO increases with increasing complexity of the business model. 
That is, business benefits will be better when the units become more closely tied 
together. Actually, the closer the units get, the more successful the business be-
comes because the contact between each unit can create overall benefits for the 
business model far greater than the sum of the benefits of the individual units. 
This allows a company to gain a significant competitive advantage over other 
companies. 

Rules 2: For business models of the same complexity scale, models which have 
intermediate units with more contact amongst themselves, rather than with ex-
treme units, achieve a greater total profit. In business models, intermediate units 
always play a supporting role. Less contact with other units of the business model 
means less restriction by others so that business innovation will be easier. Many 
companies rely on product or technology innovation to gain more profit. 

Rules 3: When business models are of the same complexity scale, if units of 
larger weight have less contact with other units within the business model, and 
units of lighter weight have more contact with other units, the total profit of the 
business model will be greater. This result is obtained because an adaptable value 
network unit and value maintenance unit can help the company gain a competitive 
advantage. Actually, an adaptable value network and value maintenance units with 
independent value propositions and value realization units can make a business 
model more successful. Similarly, those units which a company pays more atten-
tion to in terms of removing restrictions also bring success. 

6   Conclusion 

This paper constructed a new NK model for business innovation based on value 
theory. We determined typical business models of different complexity, and then 
simulated the evolution of those business models using a random number analysis, 
allowing us to explore the laws of business evolution in different scenarios.  
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However, to provide a more detailed understanding of business innovation, more 
work needs to be done to study the different disciplines for specific business cases. 
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Research on Emergency Crowd Behavior Based 
on Epidemic Dynamics 

Yingchao Pei1 and Guangmou Wu 

Abstract. Emergency crowd behavior has become an important factor affecting 
social stability. According to the crowd is whether affected by unexpected events, 
it is divided into susceptible group and infectious group. Based on the characteris-
tics of crowd behavior, an epidemic dynamic model of emergency group behavior 
is built in this paper to investigate the conditions for crowd behavior as well as in-
fection among individuals. It gives systematical quantitative analysis of group be-
havior. The results indicate that infection capability is the determinant of infection 
among individuals, while infection rate and cure rate are the necessary conditions 
for the group behavior. Furthermore, preventive measures, such as reducing infec-
tion capability, lowering infection rate and improving cure rate, are provided at 
last, which is strongly in practical. 

1   Introduction 

A large number of unexpected events have occurred in recent years. With the in-
crease of emergencies, worldwide countries have grown concerns about them. It’s 
all known that abruptness, destructiveness and durative are the key characteristics 
of unexpected events, while they will easily affect individual’s decision-making in 
panic and further lead to crowd behavior. Emergency crowd behavior may cause 
large numbers of deaths or drastically destroy local social stability. For example, 
the severe stampede happened at Cambodian capital in 2010 eventually led to 
painful results that more than 400 people were killed and over 700 were injured. 
Therefore, study of emergency crowd behavior is worthy practically exploring. 
Typical research on emergency crowd behavior primarily focuses on evacuation 
and escape. A simple, rapid method for calculating evacuation time estimates that 
was compatible with research findings about evacuee’s behavior in hurricanes was 
described by Lindell [1]. Ren et al presented an agent-based model to construct 
crowd evacuation for emergency response from an area under an explosion and 
tested the model effect by iterative simulations [2]. Oguz et al simulated virtual 
                                                           
Yingchao Pei · Guangmou Wu 
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crowds in emergency situations caused by an incident, and employed an offline 
occlusion culling technique to speed up the animation and visualization [3]. Wendt 
et al provided a crowds behavior model to investigate the dispersal of crowds and 
proved some factors had an impact on the simulation [4]. Enrico et al focused on 
the human behavior during an evacuation of a motorway tunnel and an innovative 
simplified approach was been applied to study how people behave in case of 
emergency [5]. Capote et al used egress modeling to explore the impact that crew 
procedures had on evacuation two high-speed trains under different fire scenarios 
[6]. A scenario in which secondary users can access unused spectrum vacated by 
idle primaries was considered by Liu and Ding [7]. Cheng proposed an optimiza-
tion method for dynamic evacuation route based on improved ant colony algo-
rithm [8]. Hao et al studied the evacuation technology based on risk theory and 
how to rescue people in the fire situation [9]. Pérez et al proposed a dynamic es-
cape route system for emergency evacuation of a naval ship, and built a mixed-
integer nonlinear programming model to optimize the evacuation process[10]. 

Current research mainly pays attention to the characteristics of escape and 
evacuation, while it is lack of deep exploration to the group behavior generation 
process which is the basis of further study. Some essential problems are ignored 
though more scholars focus on this field. First of all, the crowd will generate in-
fection and imitation under panic or surroundings in emergencies, then, what’s the 
key factor to decide existence of these behaviors becomes an important problem. 
The second one, with the generation of imitation, conformity and infection among 
individuals, how is the crowd behavior to produce and develop in emergencies be-
comes a crux. This is the necessary to avoid crowd behavior. Finally, what effec-
tive preventive measures should be adopted to avoid infection and imitation as 
well as emergency crowd behavior is worthy of consideration in practical. 

In this paper, we focus on a class of public emergencies that are difficult to 
predict in advance and will have a wide influence afterwards, such as influenza A/ 
H1N1, Yushu earthquake, nuclear leakage in Japan and so on. The contribution in 
this paper can be unfolded as following aspects: we pay attention to the essential 
problems mentioned above, and propose an emergency crowd behavior model 
based on epidemic dynamics to analyze the generation and development process 
of emergency crowd behavior. Then, we consider the infection among individuals 
is how to produce after occurrence of unexpected events, that is, the key factor to 
decide the production of infection is given based on the model. Next, we emphas-
ize on analyzing the conditions for emergency crowd behavior. Finally, preventive 
measures are suggested on the basis of combining dynamic model and practice. 

The remainder of this paper is organized as follows. Section 2 analyzes feasibil-
ities and proposes the behavior model. Section 3 introduces the conditions for in-
fection and emergency crowd behavior based on the model. Then, preventive 
measures are given in Section 4. Finally, conclusions and future research direc-
tions are reported in Section 5. 
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2   Emergency Crowd Behavior Model 

2.1   Feasibilities 

Lux proposed a relevant model to describe the price changes in stock market with 
dynamics[11]. It believed that emergency of bubbles was resulted from equili-
brium prices which deviated from fundamental values and were led by imitation 
traders. Hence, it emphasized on the imitation among traders was how to influence 
the price changes in stock market. 

Though its research focused on imitation traders in stock market, this paper has 
some certain similarities in research ideas with his. The emergency crowd beha-
vior refers that individuals affected by the behavior strategy of others are produc-
ing conformity, imitation or over-reliance so as to adopt the same behavior strate-
gy as others. The nature of crowd behavior is the impact of others’ behavior on 
individual behavior decision-making. American sociologist Park proposed the de-
finition of group behavior most early, that is, “Group behavior is a kind of indi-
vidual behavior under the collective promotion and influence, and it’s also a mood 
fluctuation” [12]. The research philosophy of emergency crowd behavior is mainly 
analyzing the formation and propagation conditions quantitatively to reveal the 
development of crowd behavior. It also exists imitation or infection among indi-
viduals in the development of crowd behavior, and it’s no doubt that the two be-
haviors will importantly affect the process of crowd behavior. 

According to the research object classification and characteristics of emergency 
crowd behavior, the crowd can be divided into susceptible group and infectious 
group to reveal if an individual is affected by the impact of others or environment 
around. While in Lux’s study, the crowd is divided into optimistic and pessimistic 
investors to indicate people’s attitude to stock prices. Because of imitation among 
investors, optimistic investors may become the opposite ones, so do the pessimis-
tic investors. While in our research, the two crowds will transform mutually. 

Based on the above comparative analysis, we can see that both have a certain 
consistency in research ideas and classification of research object. Therefore, ap-
plying the research thoughts of Lux in emergency crowd behavior has certain fea-
sibility and be consistent with the research purpose of crowd behavior. 

2.2   Emergency Crowd Behavior Model 

We’ll build the following model under Lux’s  thoughts. 

Assume the population is a constant 2N . The crowd is divided into two 
groups: ( )S t  is the susceptible number at t , ( )I t  means the infected number at 

t .We suppose the infection probability among individuals is equal, then the con-
version rate between two states is: 

                   
' ( ) ( )+ ( )S t S t I tα β= −                           (1) 

                
' ( ) ( ) ( )I t S t I tα β= −                             (2) 



102 Y. Pei and G. Wu
 

 

Where, α is infection rate and β is cure rate. Eq. (1) represents the net change 

rate of population from infectious crowd to susceptible crowd, and Eq. (2) 

represents the opposite net change rate. We set the average state index kp N= , 

where ( )1
( ) ( )

2
k S t I t= − . We know that: 1 0p− < <  means the number of 

infectious crowd is more than that of susceptible crowd, i.e., most of people have 
been infected; 0 1p< <  is the opposite; 0p =  means the crowd’s state is in 

equilibrium; 1p = −  or 1p =  refers to the extreme condition that the crowd is 

completely affected or unaffected respectively. According to the definitions 
of k and p , we can get: 

                  
( )1

'( ) '( ) '( )
2

p t S t I t
N

= −                        (3) 

( )S t , ( )I t  can be expressed with N , k : 

                     

( )

( )

S t N k

I t N k

= +⎧
⎨ = −⎩

                             (4) 

Eq. (3) can be described as followings according to (1), (2), (4): 

( )1
'( ) ( ) ( )p t I t S t

N
β α= −  

 (1 ) (1 )p pβ α= − − +                       (5) 

The imitation and infection lead to mutual conversion between susceptible crowd 
and infectious crowd, that is, the generation of infection rate α  and cure rate β  
largely depend on the mutual conversion. While p  is the quantitative reflection 

of mutual conversion. So it’s obvious that α  and β are decided by the actual 

distribution of p . 

                     
( ) ( )kp Nα α α= =                          (6) 

                  
( ) ( )kp Nβ β β= =                          (7) 

Considering the definition of α and β as well as practice, we suppose they are 

only related to infection capability γ and changing speedη  between two crowds. 

So we denote that  
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                   ,d dp d dpβ β γ α α γ= = −                     (8) 

The above equations respectively indicate the relative change probability of popu-
lation from infectious crowd toward to susceptible crowd increases linearly 
with p , and the relative change probability of population from susceptible crowd 

to infectious crowd increases linearly in the opposite direction with p . Then 

                        = peγβ η                                    (9) 

                        
pe γα η −=                                 (10) 

Therefore, the dynamic model of emergency crowd behavior based on epidemic 
can be described as followings: 

'( ) 2 (sinh( ) cosh( ))p t rp p rpη= −                   (11) 

3   Emergency Crowd Behavior Based on Epidemic Model 

3.1   Infection Conditions among Individuals 

Considering practice, the infection capability γ  is mainly subjected to the fol-

lowing factors: influence of others 1γ , result of group behavior 2γ  and the initia-

tive infection led by deviation 
3γ . The relationship among them is as shown  

below: 
 

 

Fig. 1 Releationship of Infection Capability 

Result of crowd 

behavior 2γ  
Influence of 

others 1γ  
Initiative infec-

tion 3γ  

Infection capa-
bilityγ  
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(1) If 1 2 3= + + 1γ γ γ γ <  Eq. (11) has the unique stable solution =0p , and 

= =β α η . The crowd behavior is in stable dynamic equilibrium and the  

infection among individuals is weak and will eventually disappear, which  
indicate the three parts that influence of others, result of crowd behavior and 
initiative infection will not show the cumulative amplification and increase 
twofold. It may exist infection among individuals in the crowd at first, but the 
result of group behavior would not change much so the infection is weaker 
and will disappear in the end.  

(2) If 1 2 3= + + 1γ γ γ γ >  it will have accumulated infection among individuals, 

because =0p  is unstable. That is, the infection rate will be higher with the 

growth of γ . The crowd dynamic equilibrium is unstable at this moment, and 

the three parts will show cumulative amplification. Crowd behavior would 
change a lot since partial individuals imitate others. Then the other individuals 
are inspired to imitate each other and the mutual imitation will spread in 
crowd. 

Therefore, the superposition of three factors that influence of others, result of 
crowd behavior and initiative infection is the basic condition for the infectious in 
crowd. 

3.2   Conditions for Emergency Crowd Behavior 

We set 'α  as the number of individuals infected by each infectious person per 
unit time. Then Eq. (1) can be described as 

' ( ) ' ( ) ( )+ ( )S t S t I t I tα β= −                     (12) 

And we have the followings 

            

'

0

( ) ' ( ) ( )+ ( )

( ) ( ) 2

(0)

S t S t I t I t

S t I t N

S S

α β⎧ = −
⎪ + =⎨
⎪ =⎩

                (13) 

According to equations (13), we can get 

      

' ( ) '(2 )( )
'

S t N S S
βα
α

= − −                 (14) 

We suppose 
'

βψ
α

= . Eq. (14) will have a unique balance point 2S N=  when 

2Nψ ≥ . For any given solution belonged to ( ]0, 2N , ( )S t  increases monoto-

nously and tends to 2N  while ( )I t  decreases monotonously and tends to zero, 
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which shows that it will not form emergency crowd behavior. When 
2Nψ < , ( )S t  will tend to ψ while ( )I t  tends to 2N ψ−  with t . Then 

emergency crowd behavior will be formed in this case. Therefore, 1
2 ' N

β
α

=
 
is 

the threshold of emergency crowd behavior. 

4   Preventive Measures for Emergency Crowd Behavior 

With the model analysis, we know that 1γ =  and 1
2 ' N

β
α

=
 
respectively are 

the thresholds of infection and emergency crowd behavior. To do well the preven-
tive work of crowd behavior in emergencies, the followings are suggested. 

(1) Lowering the infection capabilityγ . This value is directly related to the infec-

tion degree, and it will lead to emergency crowd behavior when the degree 
reaches a certain level. We know that the infection capability is affected by in-
fluence of others, result of crowd behavior and initiative infection. According 
to the relationship in Fig.1, lowering the infection capability should start with 
reducing the influence of others as well as initiative infection. 
The corresponding measures are suggested as followings: One is to do well 
psychological propaganda and popularize psychological knowledge through a 
variety of ways to improve the psychological quality. And it should also con-
sciously exercise the crowd’s psychological sensitivity facing pressures as 
well as do psychological counseling work in time to avoid bad mood. The oth-
er one is to strengthen the learning of counter measures for emergencies and 
do necessary emergency drill to exercise crowd’s reaction and coping ability. 

(2) Reducing the infection rateα . Due to emergencies after the occurrence of un-
expected events, the crowd easily generates blind conformity behavior, and ei-
ther emotional infection or language infection easily leads to crowd behavior. 
The main reason for the crowd blind conformity is that the crowd can’t obtain 
the accurate information timely and exactly. Therefore, the officials should 
investigate the nature and sources of unexpected events in time and determine 
response measures. At the same time, they should public relative information 
through effective way to stabilize the crowd’s mentality and to keep their 
sense of trust in government. 

(3) Improving the cure rate β . The average infection period can be expressed as 

1 β . The improvement of cure rate will greatly reduce the infection cycle 

and the number of crowd infected. After the occurrence of emergencies, on 
one hand the officials should immediately take emergency measures to mi-
nimize contact among individuals. On the other hand, they should timely 
make appropriate psychological counseling to eliminate the panic and to avoid 
long-term harm to people’s mental caused by emergencies. 
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5   Conclusions 

This paper proposes a dynamic model to reflect the average state of emergency 
crowd behavior combined with characteristics of crowd behavior. The result 
shows that infection capability decides the infection behavior among individuals, 
while infection rate and cure rate are the keys to the emergency crowd behavior by 
the dynamic analysis of model. Under the development process of emergency 
crowd behavior revealed by the model, preventive measures are suggested at last, 
namely, from the key aspects of infection capability, infection rate and cure rate, it 
respectively gives the corresponding measures, which is significant in practical. 

There are some limitations in this paper. The crowd is divided into susceptible 
crowd and infectious crowd without considering the recovery crowd as well as 
embryonic crowd. Therefore, taking the two crowds into consideration for the 
model is worthy of further study. 
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Strategies for Promoting Tourism 
Competitiveness Using a Hybrid MCDM Model 

Kua-Hsin Peng1 and Gwo-Hshiung Tzeng 

Abstract. Numerous studies have focused on measuring tourism destination com-
petitiveness (TDC). However, few studies have attempted to identify strategies for 
improving TDC, preventing decision makers from obtaining valuable cues for 
making accurate decisions to improve competitiveness. This study thus explores 
strategies for improving tourism competitiveness using a new hybrid MCDM 
model combined with DANP (DEMATEL-based ANP). An empirical case is pre-
sented to demonstrate the effectiveness of a new hybrid MCDM model combining 
DANP and VIKOR for evaluating tourism competitiveness to identify competi-
tiveness gaps and explore strategies for improving tourism competitiveness based 
on the influential relation map. Decision makers should increase the priority of  
the cause criteria in advance, to successfully create a high TDC to achieve the  
aspired/desired levels. 

Keywords: Tourism destination competitiveness (TDC), improvement strategy, 
MCDM (multiple criteria decision making), DEMATEL, DANP (DEMATEL-
based ANP), VIKOR. 

1   Introduction 

Tourism has undoubtedly become the leading leisure activity [1]. UNWTO [2] re-
ported that international tourist arrivals reached 935 million globally in 2010, in-
creasing 6.7% from 2009, with positive growth reported in all regions of the 
world. International tourism has recovered faster than expected from the global fi-
nancial crisis and economic recession of late 2008 and 2009. Consequently, the 
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tourism industry has contributed significantly towards economic growth. The re-
cent literature is increasingly focused on tourism industry and its related issues, 
especially competitiveness issue. 

Hovinen [3] indicated that the success of tourism destinations depends on their 
competitiveness. According to other researchers, destination competitiveness is 
associated with the economic prosperity of the residents of a country [4], [5]. Con-
sequently, the recent literature is increasingly focused on measuring tourism desti-
nation competitiveness (TDC) [6], [7]. For example, Zhang et al. [8] used TOPSIS 
and information entropy to assess TDC in the Yangtze River Delta of China. 
Moreover, Kozak and Rimmington [9] presented a method of establishing the 
competitiveness criteria of international tourist destinations based on both quantit-
ative and qualitative data. Furthermore, Cracolici and Nijkamp [10] used various 
multidimensional statistical techniques to estimate the competitive attractiveness 
of Southern Italy. Additionally, the World Economic Forum [11] presented the 
global Travel & Tourism Competitiveness Index (TTCI). However, few studies 
have explored strategies for improving TDC, and preventing decision makers from 
obtaining valuable cues for making accurate decisions to improve TDC.  

A hybrid MCDM method has been developed and is widely used in numerous 
fields. Ou Yang et al. [12] combined DEMATEL and ANP to solve the depen-
dence and feedback problems to suit the real world. Furthermore, Hung et al. [13] 
used the hybrid MCDM model to solve this knowledge management systems 
adoption problem. Additionally, Kuan et al. [14] used the hybrid MCDM model to 
assess the total performance of the new product development (NPD) process. Ad-
ditionally, Yang and Tzeng [15] demonstrated how the DEMATEL method clari-
fied the direct/indirect influential relationship of criteria. Based on the above dis-
cussion, this study attempts to explore the strategy for improving TDC using a 
new hybrid MCDM model that is combined with DANP. An empirical case is also 
presented to demonstrate the effectiveness of a new hybrid MCDM model com-
bining DANP, and VIKOR is used to assess TDC to identify the competitiveness 
gaps and explore strategies for improving TDC based on the influential relation 
map. 

2   Methodology 

A list of criteria that can enhance TDC was gathered based on a report dealing 
with tourism competitiveness from World Economic Forum in 2009. These di-
mensions and criteria included: (1) regulatory framework( 1D )-policy rules and 

regulations( 1C ), environmental sustainability( 2C ), safety and security(  3C ), 

health and hygiene(  4C ), prioritization of Travel & Tourism( 5C ); (2) business 

environment and infrastructure( 2D )-air transport infrastructure( 6C ), ground 

transport infrastructure(  7C ), tourism infrastructure( 8C ), Information and Com-

munication Technology (ICT) infrastructure( 9C ), price competitiveness(  10C ); 
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and (3) human, cultural, and natural resources( 3D )-human resources(  11C ), affin-

ity for Travel & Tourism(  12C ), natural resources( 13C ), cultural resources(  14C ).  

The survey targeted experts or scholars engaged in travel and tourism areas. 
First, this study used a four-point scale ranging from 0 (no influence) to 4 (very 
high influence) to identify the criteria and their influence on one another. Five ex-
perts were then asked to assess the influence of the criteria on one another, and the 
consensus rates of the dimensions and criteria were 96.89% and 96.71% (both ex-
ceeding 96% in confidence), respectively. Finally, this study gathered secondary 
data on tourism competitiveness from the tourism competitiveness report pub-
lished in 2009. Furthermore, this study used VIKOR to assess TDC, identify the 
gaps in competitiveness, and explore the strategy for improving tourism competi-
tiveness based on the influential relation map. 

DEMATEL is an analytical technique for building a structural model. 
DEMATEL is mainly used to solve complex problems to clarify their essential na-
ture. DEMATEL uses matrix of direct influence-relation and indirect influence-
relation to calculate the cause and effect relationships involved in each element. 
This technique is widely used to solve various complex studies, and particularly to 
understand complex problem structures and provide viable problem-solving me-
thods [16]; [17]; [18]; [19]; [20]; [21]; [22]. Additionally, DEMATEL is based on 
the concept of influential relation map, which can distinguish the direct/indirect 
influential relationship of the criteria, allowing decision-makers to identify the key 
criterion for developing strategies for improving TDC. 

This study not only uses the DEMATEL technique to confirm the interaction 
(interdependence and feedback) among the various factors/criteria, but also seeks 
the most accurate influential weights. This study found that ANP can serve this 
purpose. This study used the basic concept of ANP [23], which eliminates the li-
mitations of Analytic Hierarchy Process (AHP) and is applied to solve nonlinear 
and complex network relations. ANP is intended to solve interdependence and 
feedback problems of cluster criteria. This study thus applies the characteristics of 
influential weights ANP and combines them with DEMATEL (call DANP, 
DEMATEL-based ANP) to solve these kind of problems based on the basic con-
cept of ANP. This approach yields more practical results.  

Opricovic and Tzeng [24] proposed the compromise ranking method (VIKOR) as 
a suitable technique for implementation within MCDM ([25], [26], [27], [28], [24], 
[29]). VIKOR uses the class distance function [30] based on the concept of the Posi-
tive-ideal (or the Aspired level) solution and Negative-ideal (or the Worst level) so-
lution and puts the results in order. For normalized class distance function it is better 
to be near the positive-ideal point (the aspired level) and far from the negative-ideal 
point (the worst value) for normalized class distance function ([31]; [32]).  

3   An Empirical Case of Taiwan 

This section presents an empirical case involving Taiwan to explore strategies for 
improving TDC based on a new hybrid MCDM model.  
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This study finds expert cognition and opinion in three dimensions, and also 
identifies the relationship between the extents of the impact, which is compared 
with other dimensions, as shown in Table 1. According to the total influential 

prominence ( )r +di j , “Regulatory framework ( 1D )” is the highest impact of the 

strength of relation that means the most important influencing factors; additional-

ly, “Human cultural and natural resources ( 3D )” is all the factors that affects the 

least degree of other factors. According to the influential relation ( )r - di j , “Reg-

ulatory framework ( 1D )” is the highest degree of impact relationship that affect 

other factors directly. Otherwise, “Business environment and infrastructure ( 2D )” 

is the most vulnerable to impact that compare with other dimensions. 
Table 2 lists the relationship between the extents of the direct or indirect im-

pacts and compares them with other criteria. “Prioritization of Travel and Tourism 

(  5C )” is the most important consideration criteria; additionally, “Safety and se-

curity (  3C )” is the impact of all criteria in the least degree of other criteria. Fur-

thermore, Table 2 shows that “Policy rules and regulations ( 1C )” is the highest 

degree of impact relationship in all the criteria. Otherwise, “Tourism infrastructure 

(  8C )” is the most vulnerable to impact of criteria that compare with other  

criteria. 
This study builds the assessment model using DEMATEL, which is combined 

with the DANP (DEMATEL-based ANP) model to obtain the influential 
weights of each criterion, as shown in Table 2. Furthermore, the influential 
weights combine with the DEMATEL model to assess the priority of problem-
solving based on the competitiveness gaps identified by VIKOR and the influen-
tial relation map. 

Table 1 Total influential matrix of T and the sum of the effects on the dimensions 

Dimensions 1D  2D  3D  ir  id  i ir d+  i ir d−  

 1D  Regulatory framework 0.305 0.825 0.782 1.912 0.916 2.828  0.996  

 2D  
Business environment and infrastruc-

ture 
0.321 0.237 0.332 0.891 1.497 2.388  -0.606 

 3D  Human cultural and natural resources 0.290 0.435 0.208 0.932 1.322 2.254  -0.389 

Note: average gap = 
1

1 1

1
100%

( 1)

n nn n
ij ij

n
i j ij

g g

n n g

−

= =

−
×

− ∑∑ =3.11% < 5%, n denotes the samples 

of 5 experts and the consensus rate is 96.89%. 
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Table 2 The sum of the effects, weights and rankings of each criterion 

Criteria ir  jd  i jr d+  i jr d−  Degree of importance 
(Global weight) 

Ranking 

 1D      0.2866 3 

 1C  1.750 0.882 2.633 0.868 0.0544 3 

 2C  0.865 0.933 1.798 -0.068 0.0546 2 

 3C  0.716 0.846 1.562 -0.131 0.0500 5 

 4C  0.764 0.886 1.651 -0.122 0.0537 4 

 5C  1.857 1.192 3.048 0.665 0.0739 1 

 2D      0.3803 1 

 6C  0.726 0.935 1.661 -0.209 0.0744 3 

 7C  0.735 0.936 1.670 -0.201 0.0739 4 

 8C  0.754 1.020 1.774 -0.266 0.0809 1 

 9C  0.734 0.884 1.618 -0.150 0.0717 5 

10C  0.690 1.014 1.704 -0.325 0.0794 2 

 3D      0.3332 2 

11C  1.103 0.778 1.881 0.325 0.0769 4 

12C  0.729 0.930 1.659 -0.202 0.0837 3 

13C  0.884 0.896 1.780 -0.013 0.0841 2 

14C  0.803 0.977 1.781 -0.174 0.0885 1 

 

A real case involving Taiwan is used to assess the total competitiveness using 
the VIKOR method, as listed in Table 3. The scores of each criterion and the total 

average gap ( )kS  of Taiwan are obtained, using the relative influential weights 

from DANP to multiply the gap ( )kjr . Consequently, this study obtains the total 

performance gap of Taiwan based on the scoring value. The DEMATEL technique 
(Fig. 1) can obtain valuable cues for making accurate decisions. This system struc-
ture model illustrates that Taiwan suffers significant gap in the “Human cultural 

and natural resources ( 3D )”dimensions, making it necessary to pay significant 

attention to the “Regulatory framework ( 1D )” dimensions for improving TDC of 

Taiwan. Furthermore, for improving the regulatory framework ( 1D ) dimension, 

this study finds that the criterion of “Health and hygiene ( 4C )” prioritizes im-

proving the maximal competitiveness gap. Figure 1 shows that the criteria of “Pol-

icy rules and regulations ( 1C )”, “Prioritization of Travel ＆ Tourism ( 5C )” 

and Environmental sustainability ( 2C ) are the most important and influential cri-

teria because they are most closely related to other criteria in the ( 1D ) dimension. 



112 K.-H. Peng and G.-H. Tzeng
 

 

Table 3 The performance evaluation of the case study by VIKOR 

Dimensions 
/ Criteria 

Local  
weight 

Global weight 
(by DANP) 

Case study of Taiwan 

Score Gap ( )kjr  

 1D    0.2866(3)     4.40    0.433  

 1C  0.1898  0.0544(3)  4.80  0.367  

 2C  0.1905  0.0546(2)  4.20  0.467  

 3C  0.1745  0.0500(5)  5.50  0.250  

 4C  0.1874  0.0537(4)  3.30  0.617  

 5C  0.2579  0.0739(1)  4.20  0.467  

 2D    0.3803(1)     4.90    0.357  

 6C  0.1956  0.0744(3)  3.80  0.533  

 7C  0.1943  0.0739(4) 5.70  0.217  

 8C  0.2127  0.0809(1)  4.40  0.433  

 9C  0.1885  0.0717(5) 5.30  0.283  

10C  0.2088  0.0794(2) 5.10  0.317  

 3D    0.3332(2)     3.90    0.517  

11C  0.2308  0.0769(4)  5.70  0.217  

12C  0.2512  0.0837(3) 4.60  0.400  

13C  0.2524  0.0841(2) 2.40  0.767  

14C  0.2656  0.0885(1) 2.90  0.683  

Total performances    4.40  - 

Total gap ( )kS   -  0.437  

 

Additionally, for improving the human cultural and natural resources ( 3D ) di-

mension, this study finds that the criterion of “Natural resources ( 13C )” is the 

maximal performance gap. Furthermore, the criteria of “Human resources ( 11C )” 

is the most important and influential criteria, and thus can be considered the critical 
criteria for improving natural resources. Thus, the criteria of “Human resources 

( 11C )”can be considered the critical criterion for improving the regulatory frame-

work. Additionally, the comprehensive indicator ( )kR can be obtained, which value 

of v can make decisions by the expert that is defined as 0.5v =  in this paper. This 

study obtains the result of the comprehensive indicator ( )kR as 0.602, representing 

that the Taiwanese government must improve the gap of TDC. Furthermore, the 
government can find the problem-solving points according to the DEMATEL tech-
nique combined with DANP and VIKOR (called the hybrid MCDM model). 
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Fig. 1 The influential relation map of each dimension and criteria 

4   Conclusions 

This study can help decision-making to improve TDC. Furthermore, this study 
uses the DEMATEL method to develop network relationships, then, calculates the 
importance degree using DANP. Finally, this study uses VIKOR to assess total 
competitiveness. 

The human cultural and natural resources dimensions exhibit a significant gap, 
and the regulatory framework dimensions may need to be considered to improve 
TDC. Furthermore, to improve the regulatory framework dimension, this study 
finds the criterion of health and hygiene is the maximal gap. Therefore it is neces-
sary to improve the priorities of the cause criteria, namely policy and regulations, 
environmental sustainability, and prioritization of travel. Additionally, to improve 
the human, cultural and natural resources dimension, this study finds that the crite-
rion of natural resources exhibits the maximal competitiveness gap. Furthermore, 
it is necessary to consider the need to improve human resources, to enhance  
natural environment quality (natural resources). Based on the above, the govern-
ment should increase its prioritization of the cause criteria, allowing it to success-
fully increase TDC to achieve the aspired levels. 
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Symbolic Hierarchical Clustering for Pain
Vector

Kotoe Katayama, Rui Yamaguchi, Seiya Imoto, Keiko Matsuura,
Kenji Watanabe, and Satoru Miyano

Abstract. We propose a hierarchical clustering in the framework of Symbolic Data
Analysis(SDA). SDA was proposed by Diday at the end of the 1980s and is a new
approach for analysing huge and complex data. In SDA, an observation is described
by not only numerical values but also “higher-level units”; sets, intervals, distribu-
tions, etc. Most SDA works have dealt with only intervals as the descriptions. We
already proposed “pain distribution” as new type data in SDA. In this paper, we
define new “pain vector” as new type data in SDA and propose a hierarchical clus-
tering for this new type data.

Keywords: Visual Analogue Scale, Distribution-Valued Data.

1 Introduction

Conventional data analysis usually can handle scalars, vectors and matrices. How-
ever, lately, some datasets have grown beyond the framework of conventional data
analysis. Most statistical methods do not have sufficient power to analyse these
datasets. In this study, we attempted to extract useful information from such datasets.

Symbolic data analysis (SDA) proposed by Diday [3] is an approach for analysing
new types of datasets. “Symbolic data” consist of a concept that is described by in-
tervals, distributions, etc. as well as by numerical values. The use of SDA enriches
data description, and it can handle highly complex datasets. This implies that com-
plex data can be formally handled in the framework of SDA. However, most SDA
works have dealt with only intervals as the descriptions and are very few studies
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based on this simple idea. The case that concept is described by intervals is simple,
but ignores detailed information in the intervals. We already proposed a hierarchical
clustering for the visual analogue scale (VAS) in the framework of Symbolic Data
Analysis (SDA)[8].

In this paper, we define “pain vector” and propose a hierarchical clustering for
this vector. The “pain vector” is consist of distributions and categories.

2 Transform the Visual Analogue Scale into “Patient
Distribution”

We already proposed a hierarchical clustering for the visual analogue scale (VAS) in
the framework of Symbolic Data Analysis (SDA)[8]. In the paper, we transformed
the Visual Analogue Scale into distribution valued data. The VAS is a method that
can be readily understood by most people to measure a characteristic or attitude that
cannot be directly measured. VAS is of most value when looking at change within
a same people, and is of less value for comparing across a group of people because
they have different sense. It could be argued that a VAS is trying to produce inter-
val/ratio data out of subjective values that are at best ordinal. Thus, some caution is
required in handling VAS. We described VAS as distribution and handle it as new
type data in SDA.

2.1 The Visual Analogue Scale

The visual analogue scale (VAS) has developed to allow the measurement of in-
dividual’s responses to physical stimuli, such as heat. The VAS is a method that
can be readily understood by most people to measure a characteristic or attitude
that cannot be directly measured. It was originally used in the field of psycho-
metrics, and nowadays widely used to assess changes in patient health status with
treatment.

A VAS consists of a line on a page with clearly defined end points, and normally
a clearly identified scale between the two end points. For guidance, the phrase “no
pain” and “worst imaginable pain” are placed at the both side of the line, respec-
tively. Minimum value 0 of the VAS means “no pain” and maximum value 100
means “worst imaginable pain”.

These scales are of most value when looking at change within patients, and are of
less value for comparing across a group of patients because patient have a different
sense of pain. It could be argued that a VAS is trying to produce interval/ratio data
out of subjective values that are at best ordinal. Thus, some caution is required in
handling such data. Many researchers prefer to use a method of analysis that is
based on the rank ordering of scores rather than their exact values, to avoid reading
too much into the precise VAS score.
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2.2 Transform the Visual Analogue Scale to Distribution-Valued
Data

We transform the VAS to distribution-valued data to compare across a group of
patients . VAS varies according to patients, because sense of pain varies a great
deal depending on people. Changing VAS score within patients means their sense
of pain. If they have big change of VAS score, their expression of sense of pain is
rough. On the contrary, if they have small change, their expression is sensitive. We
suggest that these sense of pain is described by normal distribution and call it “pain
distribution(PD)”.

Let VAS score of patient’s first time be x1 and second time be x2. We define the
middle point of x1 and x2 as mean of PD μ , and (μ − x1)

2 = (μ − x2)
2 as variance.

We describe PD as N(μ ,σ2). In case that the number of VAS score is d, PD is d-
dimensional normal distribution. In this case, a diagonal matrix is used as a variance-
covariance matrix of d-dimensional normal distribution.

Fig. 1 Transform the Visual Analogue Scale to Distribution-Valued data

3 Medical Questionnaire in Keio University School of Medicine

Center for Kampo Medicine, Keio University School of Medicine, have a question-
naire to patients to help medical decision. The questionnaire includes one set of
questions about their subjective symptoms. There are 244 yes-no questions, for ex-
ample, ”Are you constipate?”, and 118 visual analogue scale questions, for example,
”How do you feel pain with urination?”. Patients answer these questions every time
when they come to Keio University. Doctors can understand patients’ fluctuate in
severity.

4 Pain Vector

The Medical Questionnaire in Keio University School of Medicine is consist of
”Yes-No” questions and ”VAS” questions. To compare ”VAS” questions among
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patients, we already proposed “pain distribution(PD)”. In the case, we only use
”VAS” questions and didn’t use ”Yes-No” questions.

Now we propose Pain Vector by using both questions. Let ”Yes-No” question
be YNa (a = 1, . . . ,A). If patient answer ”Yes”, YNa = 1, otherwise 0. Let ”VAS”
question be PDb (b = 1, . . . ,B). The i-th patient’s Pain Vector is

PPPVVV i = [YNi1, . . . ,Y NiA,PDi1, . . . ,PDiB]
′.

5 Hierarchical Clustering for Pain Vector

Cluster analysis groups data objects only on the bases of information found in the
data that describes the objects and their relationships. The goal is that the objects
within a group should be similar (or related) to one another and different from the
objects in other groups.

In this section, we propose a hierarchical clustering for Pain Vector.

5.1 The Clustering Algorithm

We extend the idea of a hierarchical clustering in the framework of conventional
data analysis. Let n be the number of PV and K be the number of cluster.

<Step1> Begin with K clusters, each containing only a single PV, K = n. Calculate
distance between PV.

<Step2> Search the minimum distance in K clusters. Let the pair the selected clus-
ters. Combine PVs into a new cluster, it is described by new Vector. Let
K be K − 1. If K > 1, go to Step3, otherwise Step4.

<Step3> Calculate the distance between new cluster and other cluster, and go back
to Step2.

<Step4> Draw the dendrogram.

5.2 Distance between PVs

In our method, PVs consist of binary and distribution valued data. Let i-th patient’s
vector be PPPVVV i and j-th be PPPVVV j.

PPPVVV i = [YYYNNN′
i,PPPDDD′

i]
′ = [Y Ni1, . . . ,Y NiA,PDi1, . . . ,PDiB]

′,
PPPVVV j = [YYYNNN′

j,PPPDDD′
j]
′ = [Y Nj1, . . . ,Y NjA,PD j1, . . . ,PD jB]

′.

The sum of distance between YYYNNN and distance between PPPDDD is distance between PPPVVV i

and PPPVVV j.

5.2.1 Distance between YNs

YNs are binary data. We define distance between YNia and Y Nja as

||YNia −YNja||.
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Distance between YYY NNNi and YYY NNN j is

A

∑
a=1

||YNia −YNja||.

5.2.2 Distance between PDs

We use symmetric KL-divergence as distance between PDs. Kullback-Leibler diver-
gence is the natural way to define a distance measure between probability distribu-
tions [9], but not symmetry. We would like to use the symmetric Kullback-Leibler
(symmetric KL) divergence as distance. The symmetric KL-divergence between two
distributions s1 and s2 is

D(s1(xxx),s2(xxx)) = D(s1(xxx)||s2(xxx))+D(s2(xxx)||s1(xxx))

=

∫ ∞

−∞
s1(xxx) log

s1(xxx)
s2(xxx)

dxxx+
∫ ∞

−∞
s2(xxx) log

s2(xxx)
s1(xxx)

dxxx, (1)

where D(s1||s2) is KL divergence from s1 to s2 and D(s2||s1) is one from s2 to s1.
Let PDs be d dimensional N(μμμ ib,ΣΣΣ ib) and N(μμμ jb,ΣΣΣ jb). Symmetric KL-

divergence is

D(p(xxx|μμμ ib,ΣΣΣ ib), p(xxx|μμμ jb,ΣΣΣ jb))

= tr(ΣΣΣ ibΣΣΣ−1
jb )+ tr(ΣΣΣ jbΣΣΣ−1

ib )

+ tr((ΣΣΣ−1
ib +ΣΣΣ−1

jb )(μμμ ib − μμμ jb)(μμμ ib − μμμ jb)
T )− 2d. (2)

Let PDs be d = 1,

D(p(x|μib,σib), p(x|μ jb,σ jb))

=
1
2

{
log

σ2
jb

σ2
ib

+
σ2

ib +(μib − μ jb)
2

σ2
jb

}
+

1
2

{
log

σ2
ib

σ2
jb

+
σ2

jb +(μ jb − μib)
2

σ2
ib

}
− 1.(3)

Distance between PPPDDDi and PPPDDD j is

B

∑
b=1

D(p(x|μib,σib), p(x|μ jb,σ jb)).

5.3 New PV in Clustering Algorithm Step 2 and Their Distance

In Clustering Algorithm Step 2, we combine PPPVVV i and PPPVVV j into a new cluster and it
is described by new vector. This new vector, NNNPPPVVV , is described by using distance
between Y Nia and YNja and Gaussian mixture distributions of PDib and PD jb.

NNNPPPVVV = [YNi1 −YNj1, . . . ,YNiA −YNjA,mgd(PDi1,PD j1), . . . ,mgd(PDiB,PD jB)]
′,
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where mgd(PDi1,PD j1) means mixture distribution of PDi1 and PD j1, and mixture
weight equal 0.5.

After Section 5.1 Step2, we need symmetric KL-divergence between Gaussian
mixture distributions. However, it cannot be analytically computed. We can use, in-
stead, Monte-Carlo simulations to approximate the symmetric KL-divergence. The
drawback of the Monte-Carlo techniques is the extensive computational cost and the
slow converges properties. Furthermore, due to the stochastic nature of the Monte-
Carlo method, the approximations of the distance could vary in different computa-
tions.

In this paper, we use unscented transform method proposed by Goldberger, et
al[5].

We show approximation of D(s1||s2) in (1). Let cluster c1 contains d-dimensional

distribution Nd(μμμ
(1)
m ,ΣΣΣ (1)

m ), (m= 1, . . .M). Expression formula of c1 is s1(xxx)=∑M
m=1

ω(1)
m p(xxx|θθθ (1)

m ), where ω(1)
m is a mixture weight, p(xxx|θθθ (1)

m ) is m-th probability density

function of Nd(μμμ
(1)
m ,ΣΣΣ (1)

m ) and θθθ (1)
m = (μμμ (1)

m ,ΣΣΣ (1)
m ). Simmilary, cluster c2 contains

d-dimensional distribution Nd(μ
(2)
l ,Σ (2)

l )(l = 1, . . .L). Expression formula of c2 is

s2 = ∑L
l=1 ω(2)

n p(xxx|θθθ (2)
l ).

Approximation of KL-divergence from s1 to s2 by using unscented transform
method is

D(s1||s2)≈ 1
2d

M

∑
m=1

ωm

2d

∑
k=1

log
s1(ooom,k)

s2(ooom,k)
, (4)

where ooom,t are sigma points. They are chose as follows:

ooom,t = μμμ (1)
m +

(√
dΣΣΣ (1)

m

)
t
, (5)

ooom,t+d = μμμ (1)
m −

(√
dΣΣΣ (1)

m

)
t
,

such that

(√
ΣΣΣ (1)

m

)
t

is t-th column of the matrix square root of Σ (1)
m . Then,

ooom,t = μμμ (1)
m +

√
dλ (1)

m,t uuu(1)m,t (6)

ooom,t+d = μμμ (1)
m −

√
dλ (1)

m,t uuu(1)m,t ,

where t = 1, . . . ,d, μμμ (1)
m is mean vector of m-th normal distribution in s1, λ (1)

m,t is t-th

eigenvalue of ΣΣΣ (1)
m and uuu(1)m,t is t-th eigenvector. If d = 1, the sigma points are simply

μ (1)
m ±σ (1)

m .
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We can calculate approximation of D(s2||s1). Substituting these approximations
into (1), we obtain the symmetric KL-divergence. We set the divergence as distance
between PD in cluster c1 and PD in c2.

6 An Application

In this section, we apply our proposal method to real data from Keio University
School of Medicine. This is masked data and is not be tied to any information that
would identify a patient. For our analysis, we use the 2316 patients’ result of med-
ical questionnaire. There are 244 yes-no questions, and 118 visual analogue scale
questions.

Fig. 2 Dendrogram for 2316 patients

7 Concluding Remarks

We already proposed a hierarchical clustering for the visual analogue scale (VAS)
in the framework of Symbolic Data Analysis (SDA). To compare ”VAS” questions
among patients, we already proposed “pain distribution(PD)”. In the case, we only
used ”VAS” questions and didn’t use ”Yes-No” questions. In this paper, we use both
questions and define new “pain vector” as new type data in SDA. The “pain vec-
tor consist of binary and distribution valued data. We also propose a hierarchical
clustering for this new type data. Through the simulation, we verified our model.

References

1. Billard, L., Diday, E.: Symbolic Data Analysis. Wiley, NewYork (2006)
2. Bock, H.-H., Diday, E.: Analysis of Symbolic Data: Exploratory Methods for Extracting

Statistical Information from Complex Data. Springer, Berlin (2000)



124 K. Katayama et al.

3. Diday, E.: The symbolic approach in clustering and related methods of Data Analysis. In:
Bock, H. (ed.) Proc. IFCS Classification and Related Methods of Data Analysis, Aachen,
Germany. North-Holland (1988)

4. Diday, E.: The symbolic approach in clustering and related methods of Data Analysis. In:
Bock, H. (ed.) Classification and Related methods of Data Analysis, pp. 673–684. North-
Holland, Amsterdam (1988)

5. Goldberger, J., Gordon, S., Greenspan, H.: An efficient image similarity measure based
on approximations of KL-divergence between two gaussian mixtures. In: Proceedings of
CVPR, pp. 487–494 (2006)

6. Gowda, K.C., Diday, E.: Symbolic clustering using a new dissimilarity measure. Pattern
Recognition 24(6), 567–578 (1991)

7. Katayama, K., Suzukawa, A., Minami, H., Mizuta, M.: Linearly Restricted Principal Com-
ponents in k Groups. In: Electronic proceedings of Knowledge Extraction and Modeling,
Villa Orlandi, Island of Capri, Italy (2006)

8. Katayama, K., Yamaguchi, R., Imoto, S., Matsuura, K., Watanabe, K., Miyano, S.: Clus-
tering for Visual Analogue Scale Data in Symbolic Data Analysis. Procedia Computer
Science 6, 370–374 (2011)

9. Kullback, S.: Information theory and statisticsh. Dover Publications, New York (1968)



J. Watada et al. (Eds.): Intelligent Decision Technologies, Vol. 2, SIST 16, pp. 125–135. 
springerlink.com                                              © Springer-Verlag Berlin Heidelberg 2012 

Temporal Perspective for the Software Testing 
Decision Support Framework 

Masoud Mohammadian, Bala M. Balachandran, and Deane Larkman* 

Abstract. The development of the Decision Support Framework (DSF) for software 
testing provides a solid basis for assisting the software test manager in assessing the 
risk of achieving successful software testing. To further enhance the DSF, the DSF 
has been expanded beyond its static and dynamic analysis perspectives. 

It has been observed that any activity or process has some type of inherent 
temporal perspective. Thus the adding of a temporal perspective to the DSF static 
and dynamic analysis perspectives is a step forward. The temporal information is 
derived and integrated utilizing the test manager’s experience and his/her software 
test plan. This provides an additional analysis on successful software testing and 
the consequences of influences that affect software testing.  An explanation of 
why the framework needs a time perspective and other associated changes is 
provided.  The details of the temporal perspective and the other relevant changes 
to the framework are described. The total decision support framework, with an 
integrated temporal perspective, is presented and discussed. 

1   Introduction 

It has long been recognized that the software testing industry is and will continue 
to grow (Gelperin, D, and Hetzel, B. 1988). Software testing is still emerging into 
a healthy industry and an established discipline. Over recent years software testing 
has been examined from various perspectives – such as market size, growth 
potential, the cost of errors, and the number of testing staff employed. The global 
software testing market in 2006 was said to be worth US$13 billion (Amitysoft, 
2006). The market opportunity for offshore software testing companies in India 
alone was estimated in 2006 to rise from US$2 billion to US$8 billion by 2008 
(Amitysoft, 2006). The 2009 Ovum report projected that the worldwide market for 
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software and systems testing services would reach US$56 billion by 2013, despite 
taking a hit from the global economic crisis (Physorg.com, 2009; Lesnikov, S. 
2009). The Ovum report also predicted that software testing services will grow at 
a compound annual growth rate of 9.5% from 2008 to 2013. This is considered to 
be much faster than other information technology services (Physorg.com, 2009; 
Lesnikov, S. 2009).  

Inadequate software testing infrastructure is estimated to cost the US economy 
an estimated US$59.5 billion annually (National Institute of Standards and 
Technology [NIST], 2002).  This cost represented about 0.6% of the US`s US$10 
trillion dollar GDP (NIST, 2002).  Software developers accounted for about 40% 
of the total impacts on the testing infrastructure, whereas software users accounted 
for the about 60% (NIST, 2002).  

Research conducted by Technavio indicates that the software testing services 
market is expected to grow at an annual growth rate of 11% per year from 2010 to 
2014. “The software testing industry is witnessing significant changes both 
technology-wise as well as in the business process. Technology changes in testing 
have been continuous and are being driven by business needs such as cost 
reduction and improvement of quality and time-to-market.  Further, evolving 
software technology is also compelling enterprises to implement testing right from 
the product development stage which is increasing the adoption of software testing 
services,” reports Technavio analyst (Infiniti Research Limited, 2011).  

2   Software Testing Decision Support Framework (DSF)  

The DSF consists of three primary directly influence the goal of successful 
software testing. The primary elements are: Test Management, Test Information, 
and Test Environment. There is a secondary element is: Technical Support, that 
transitively influences the goal via the Test Environment.  

The software test manager assumes the decision making role of filling in the 
information needed in influence weightings in the software testing decision 
support framework.  He/She are expected to have an understanding of the type and 
extent of the software that is to be tested, and they expected to do element 
evaluation in accordance within the organisational context and the type of 
software to be tested. The software test manager needs to apply that information to 
the primary and secondary elements in the framework in arriving at the assigning 
of influence weights. Each of these is briefly discussed as follows.  

Test Management considers which test approach, method, test tool or technique 
does the software test manager have experience in using, and can be used to 
support the type of software to be tested.   

Test Information considers the test strategy that supports the test requirements 
and is an integral component in the testing process.  An understanding of the basic 
elements of test design underpins the design of test cases; irrespective of the way 
those test cases are generated (manually or automatically).  
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The Test Environment is the physical and logical set up configured to support 
the full functionality of the software under test, and to support the tests to be 
executed on that software.  This support includes any element required to ensure 
that the testing of the software provides accurate results, based on the software 
operating within a specific customer environment.  

Technical Support is the underlying foundation necessary to develop and 
maintain the test environment. The efforts of technical support have a central 
focus; to minimise unforeseen side effects and disruptions to the testing process, 
while aiming to improve the overall quality, stability, and fitness for purpose of 
the software being tested. To construct a suitable test environment a set of 
technical support elements is needed. These elements entail relevant technical 
support for the test infrastructure – the test environment, testers’ workstations and 
any facilities dedicated to testing.   

Each element in the DSF consists of three or more supporting factors. The 
factor contribution percentages are as follows:  

• for each factor, its contribution percentage is in the range of 0% to 100%;  
• for each element, its total factor contributions percentage must initially be 

equal to 100%; and  
• factor contribution percentages are derived by the software test manager as 

the best estimate for the given type of software to be tested.  
The DSF model would look like the one in Figure 1 below before the influence 
weightings and factor contribution percentages have been added.  
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Fig. 1 Decision Support Framework Illustrated 
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Influence weightings and directional signed relationships work together. For 
each relationship there is assigned one and only one influence weighting. For each 
element a relationship is drawn to the goal or other elements it supports and 
influences. Influence weightings are stated as percentages. Influence weights are 
determined by the software test manager based on their knowledge of the type of 
software to be tested, underpinned by their software testing experience, and within 
the organisational context.  

Real world software testing can be complex and complicated in order to include 
all the possible elements in testing software (Borysowich, 2005).  Research into 
software testing needs to be directed and the research area needs to be well defined. 
The DSF was developed based on extensive research and is directed at assisting the 
software test manager. The concepts and the foundation upon which the Decision 
Support Framework was developed have been well researched and defined. A more 
detailed discussion of the DSF has been done and is not included in this paper 
(Larkman et. al., 2010a, Larkman et. al., 2010b, Larkman et. al., 2011).  

3   Additional Framework Component  

There are several other components that could be added to the DSF. However, one 
of the primary additional analysis components for the DSF is the inclusion of a 
temporal aspect. Temporal consequences are critical to successful software testing 
and the release of the software.  This needs to be added to the framework to assist 
the test manager in the decision support activities before and during software 
testing. The term framework has been loosely applied to research that addresses 
situations of related issues that do constitute a framework but rather are supportive 
to the framework, as defined for the DSF (Larkman et. al., 2011).  

3.1   Temporal 

The purpose of the DSF is to assist software test managers in their planning and 
risk management for successful software testing before and during software 
testing (Larkman et al., 2010b). Two evaluative perspectives (static and dynamic) 
were identified that could be used to evaluate the DSF (Larkman et al., 2011; 
Larkman et al., 2010a). The two evaluative perspectives include several analytical 
techniques. The static techniques are:  

• risk path analysis (which includes total path weight analysis and critical 
path analysis) (Larkman et al., 2010a); and  

• event path analysis (unpublished analytical technique).  
 
 

The dynamic techniques are: 

• fuzzy cognitive map analysis (Larkman et al., 2010a); and  
• factor contribution analysis (Larkman et al., 2011).  
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Software testing involves a time dimension – estimates of time for each software 
testing task are important for project success (Rani, 2007), and periods of use for 
each test resource (such as facilities, tools and staff) have to be specified (Institute 
of Electrical and Electronics Engineers, 2008).  Decision making also involves a 
time dimension – relevant aspects of the time dimension are: the outcomes of a 
decision potentially involve time delays (Alter, 2002), and decisions must be made 
by a certain time (Harris, 2009).  The previous information suggests that the DSF 
needs to include a time dimension for the software testing domain.  However, the 
current structure of the DSF infers that the time dimension is implicitly within the 
framework elements. Therefore, this implied temporal implication has directed 
two questions. First: How can the implicit temporal perspective of the DSF be 
made explicit? And once the first question is addressed then: How can the 
temporal perspective be analysed?  

The DSF is a useful tool in analysing and evaluating the risk on meeting 
successful software testing; often conditions provide a successful outcome at the 
expense of temporal consequences. To address temporal consequences, the DSF 
approach needs to explicitly incorporate the temporal perspective such that it can 
be integrated with other dynamic analytical techniques. The dynamic analytical 
techniques are given the focus herein because they are used to identify the 
consequences of change in the DSF, such as risk consequences that accompany 
changes in total factor contributions of one or more elements. The verb change is 
used in the sense of to become different. The DSF has an initial state, defined by 
the properties of its components (irrespective of whether the properties are base 
properties or derived properties).  As the software testing situation changes, the 
DSF undergoes corresponding changes, from its current state to a new state, 
reflected by change to one or more of its properties. Change to the DSF 
establishes the basis for analysis of the consequences of that change. 

By adding a temporal perspective to the DSF it will provide additional 
information for the software test manager and any subsequent organisation 
reporting. The DSF, enhanced with a temporal perspective, provides the software 
test manager with a more encompassing tool that can be used to both support risk 
management of successful software testing, and to analyse the temporal 
consequences on successful software testing. The organisation can identify the 
consequences of reduced support or the temporal effects of decisions on successful 
software testing.  

4   Framework with a Temporal Perspective  

The DSF model can be used to evaluate different types of software testing. 
Software testing has the potential to affect many aspects in the organisation, 
customers, management decisions, and other projects. To this end, a temporal 
perspective added to the DSF can provide a great deal of additional information to 
assist the test manager and the organisation.  
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4.1   Temporal Perspective 

The test manager is ultimately responsible for the test plan. During the software 
testing life cycle, step one is planning and step two is design. Included in the 
planning and design steps is the development of a test plan. The test plan, in 
general (comes in many formats), may include such information as: Scope and 
Objectives, Testing Approach / Methodology, Test Series / Phases / Cycles, 
Resources, Test Schedule, Roles and Responsibilities, Bug Tracking, Reporting 
Requirements, and other information (Borysowich, 2005: Test Plan 2011).  

In analysing the business and / or software testing requirements, resources 
needed and the test schedule work together in creating the estimated number of 
hours to conduct the software testing. The test plan includes some type of series of 
tests to be conducted. The software test manager reviews the software (or system) 
requirements specifications and determines that the following test series are to be 
done:  

 
Table 1 Testing Series 
 

Test Series Description 
100 System Administration Testing 
200 Functional Testing 
300 Load and Stress Testing 
400 User Interface Testing 
500 Security Testing  
600 Other types of testing (such as, installation, online help and 

documentation…) 

 
This list is not meant to be a totally encompassing series list. Each list and 

series would depend on the type of software is being tested, if it is new, an 
upgrade, or a new version, system requirements, customer requirements, and many 
other factors.  

The software test manager, based on his/her information and experience, 
provides an estimate of the number of person hours it will take to successfully 
complete each test series. Generally the estimate includes the number of testers, 
approximate number of hours each will spend each day doing the tests, how many 
days each will be involved in doing the testing for the particular software, test 
environment setup and operation, and reporting. Then the organisation can 
determine when the software can be released.   

It is not unusual for a release date to be set and software testing then develops a 
schedule to fit within that release date. In many circumstances the test manger  
thus has to work backwards. The organisation or customer, sets a due date for  
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the release of the software and then the software test manager has to determine 
how long all testing will take in order to meet any milestones and final release 
deadline.  

This example is based on an ideal situation, i.e. the test manger makes his/her 
estimate and the organisation then computes a release date for the software 
application.  

Using the DSF model in Figure 4 the test manager comes up with the following 
estimate: 

 
4 people x 5 hours / day, working 5 days a week, for 8 weeks = 800 hours 
(assume that only the information in Table 1 will be tested)  

 
In other words, in order to achieve C0 (Successful software testing), it is estimated 
to take 800 hours.  

In applying the temporal condition to the DSF, only primary elements and their 
influences weightings are considered.  Thus C3.0 and C3.1 are considered together 
with only the 80% being applicable to the overall analysis.  

The estimate considers the factors for each element shown in Figure 4. Thus:  

 
Table 2 Normalised Weightings 

 
 C1 C2 C3 

Influence Weighting 75% 65% 80% 
Normalised Percentage *  34% 29.5% 36.5% 
    

* Normalised to 100%.  
 
 

Thus:  

 
Table 3 Element Hours Calculation 

Element Calculation Hours 
C1 34% * 800 272 
C2 29.5% * 800 236 

C3 w/C3.1 36.5% * 800 292 
 

 

With the temporal considered, the completed DSF model now looks like Figure 2.  

4.2   Temporal What-If Analysis 

Let us begin with C1 and see what temporal affects a factor has on the overall 
successful software testing, i.e. the goal.  
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Fig. 2 Temporal DSF Model 

4.2.1   Example 1 

Something happens and the amount of test manager support goes from 20% to 
15% - a reduction of 5%. The factors of C1 equal 272 hours. To achieve the 
continued influence weighting of 34% based on C1  C0 something has to 
account for the 5% loss. 5% in this case is equal to 13.6 hours (.05 * 272). Thus 
800 + 13.6 = 813.6 hours is needed to meet the goal due to the decrease in test 
manager support for test management.  

Rounding up to the nearest time divisible by 5, (rounding up = 15 hours) 3 
additional days are needed to achieve the goal.  Another way of putting it, the goal 
of successful software testing will be delayed by 3 days. This is based on the 
original estimate of a person testing 5 hours per day.  

There are a number of ways that the test manager can use to deal with the 
potential delay of 3 days.  They could try to find additional resources, they could 
look at what other adjustments in other element factors could be used to offset or 
make up the delay, or they could apportion the delay to all elements.   

For example, the number of hours distributed among the elements can be done 
in various ways. For example, each element could have an appropriately portioned 
number of increased hours as shown in Table 4.  

 
 



Temporal Perspective for the Software Testing Decision Support Framework 133
 

Table 4 Delay Distribution 
 

Element Percentage Est. Hours Variance 

C1 34% 276.5 4.5 
C2 29.5% 240.0 4.0 
C3 w/C3.1 36.5% 297.1 5.1 

4.2.2   Example 2 

Suppose that the technical support of setting up the user environment has some 
issues. These issues cause that factor to decrease from 30% to 15%. Since C3 & 
C3.1 together equal 292 hours of the 800, the factors for the two must be taken 
together. As follows: 

 
Table 5 Delay Example 2 

Factors 
Before 

Normalisation 
After 

Normalisation 

With 15% 
decrease in 

support 
Acqu & Maint.  20 10 10 
User Environ. 30 15 7.5 
Infor T E 30 15 15 
Other Support 20 10 10 
T E Issues 30 15 15 
Other  10 5 5 
Test Support 20 10 10 
Test Data 10 20 20 

Totals 200 100 92.5 

 
A reduction in User Environment Technical support equates (.075 * 292) to 

21.90 hours delay in the project. Again, rounding up 21.90 hours would be 
considered a 5 day delay. Remember this is based on a person testing 5 hours per 
day.  

5   Decision Support Framework Software Testing Life Cycle 

Figure 5 illustrates the evaluation process for the DSF. This process includes the 
Temporal Evaluation step as defined in this paper. Furthermore this process shown 
in Figure 5 now provides the flow between the software testing life cycle and the 
DSF steps.  
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Fig. 4 Revised DSF process with temporal evaluation  

6   Summary 

The DSF has been expanded to include a temporal perspective as well the 
analytical static and dynamic perspectives for analysing the DSF’s model. This 
now provides the software test manager with additional information to assessing 
the risk and its components of successful software testing.  



Temporal Perspective for the Software Testing Decision Support Framework 135
 

References 

Alter, S.: Information systems: Foundation of e-business, 4th edn. Prentice Hall, Upper 
Saddle River (2002) 

Amitysoft, Vibrant trends in software testing (2006), 
http://www.amitysoft.com/press27.aspx (retrieved from the Amitysoft 
Technologies website) 

Borysowich, C.: Testing: A Sample Test Plan. Toolbox.com. (2005),  
 http://it.toolbox.com/blogs/enterprise-solutions/testing-a-

sample-test-plan-3283 (February 24, 2005) 
Gelperin, D., Hetzel, B.: The Growth of Software Testing. Special Edition. 

Communications of the ACM 31(6) (June 1988); The need for and potential growth 
needed is the software testing industry has long been recognized 

Harris, R.: Introduction to decision making (2009),  
 http://www.virtualsalt.com/crebook5.html (retrieved from the 

VirtualSalt website) 
Infiniti Research Limited. Global Software Testing Services Market 2010-2014, pages 23 

(June 2011) 
Institute of Electrical and Electronics Engineers. IEEE standard for software and system 

test documentation (IEEE Std 829-2008) (2008), doi: 10.1109/IEEESTD.2008.4578383 
Larkman, D., Mohammadian, M., Balachandran, B., Jentzsch, R.: General Application of a 

Decision Support Framework for Software Testing Using Artificial Intelligence 
Techniques. In: Phillips-Wren, G., Jain, L.C., Nakamatsu, K., Howlett, R.J. (eds.) IDT 
2010. SIST, vol. 4, pp. 53–63. Springer, Heidelberg (2010), doi:10.1007/978-3-642-
14616-9_5 

Larkman, D., Mohammadian, M., Balachandran, B., Jentzsch, R.: Fuzzy Cognitive Map for 
Software Testing Using Artificial Intelligence Techniques. In: Papadopoulos, H., 
Andreou, A.S., Bramer, M. (eds.) AIAI 2010. IFIP AICT, vol. 339, pp. 328–335. 
Springer, Heidelberg (2010), doi:10.1007/978-3-642-16239-8_43 

Larkman, D., Jentzsch, R., Mohammadian, M.: Software testing – factor contribution 
analysis in a decision support framework. In: Watada, J., Phillips-Wren, G., Jain, L.C., 
Howlett, R.J. (eds.) IDT 2011. SIST, vol. 10, pp. 897–905. Springer, Heidelberg (2011) 

National Institute of Standards and Technology, The economic impacts of inadequate 
infrastructure for software testing (Planning report 02-3) (2002), 
http://www.nist.gov/director/planning/upload/report02-3.pdf 
(retrieved) 

Physorg.com (2009), Software testing market resilient despite crisis: Report, 
http://www.physorg.com/news155992141.html (retrieved) 

Lesnikov, S.: Software testing market will growth despite the crisis (March 12, 2009), 
http://software-testing-
ukraine.blogspot.com/2009/03/software-testing-market-will-
growth.html 

Rani, N.S.: Software test estimation – 9 general tips on how to estimate testing time 
accurately [Web log post] (2007),  

 http://www.softwaretestinghelp.com/software-test-
estimation-how-to-estimate-testing-time-accurately/ (retrieved) 



Toward Learning Support for Decision Making:
Utilization of Library and Lecture Data

Toshiro Minami and Yoko Ohura

Abstract. Supporting students’ learning is very important for a university as an edu-
cational organization. It is highly expected to give supports individually according to
each student’s situation such as his or her knowledge, study skills, learning history,
preferences, etc. Due to the development of information and communications tech-
nology including Web and Internet, it becomes popular and easy to automatically
collect data, and to analyze them and extract knowledge and information about the
users’ behavior and preferences. For example, the net-companies, such as the ones
proving e-commerce services, utilize the customers’ behavior data for extracting
marketing information. Quite a lot of universities that provide institutional reposi-
tory (IR) service try to analyze the log data in order to understand and evaluate what
the service means for them. The data relating to library services are also useful for
library marketing, which aims to provide better user, or patron, services and to im-
prove management. In this paper, we discuss the importance of data analysis of the
data relating to lecture data of university classes together with library data.

1 Introduction

Due to the popularization of ICT (Information and Communications Technology)
our society is rapidly changing, mainly by the Internet and mobile terminals.
The Internet has been well accepted in our society because of good-to-see and easy-
to-use of Web. The popularization of Web started with net-surfing as an enjoyment
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of net-surfing. With Web 2.0, even ordinary people can submit information to the
world quite easily. We can communicate with other people not only in face-to-face
but also online with PCs, mobile phones and other such equipment whenever we
want. At the same time, our society is getting more and more complicated. We have
to keep learning as long as we live. We live in a life-long-learning age.

Have universities changed themselves sufficiently with using the ICT, changing
the curricula and the lectures? Mission of university is to educate students so that
they are to become well-trained working personnels in the society as they graduate.
Therefore, most universities have already introduced courses for knowledge and
skills relating to computer technology in the name of information literacy. Also class
lecturers are learning how to use the digitized lecture tools such as word processors
and presentation softwares so that they can deliver well-ICTized lectures.

It is a matter of course for many companies to collect customers’ behavior data
and analyze them for marketing [1]. For example, the net-companies utilize the
customers’ behavior data for extracting marketing information [11]. It is well known
that convenience stores collect POS data and utilize them for predicting the sales
of the next day. In these years quite a lot of universities that provide institutional
repository service try to analyze the log data in order to understand and evaluate the
services. The data relating to library services are also useful for library marketing,
which aims to provide better user, or patron, services and to improve management.

In this paper we emphasize on a new approach to utilization of ICT with data
analysis for better lectures. In Section 2, we demonstrate the potential usefulness
of data analysis by showing some case studies in library data analysis. Circula-
tion records are quite useful and have been analyzed from various points of views
[2][3][12]. We also take circulation records for analysis. In Section 3, we present the
concept of learning support system, which utilizes the lecture data in addition to li-
brary data. We also show some analysis examples which are considered to be useful
for extracting tips and knowledge for better lectures as well as providing supports
to students in their learning. Finally in Section 4, we conclude our discussions.

2 Library Data Analysis

Library data analysis methods [4][5] are applicable to lecture data analysis in two
ways. First, the extracted knowledge/information is applicable as additional knowl-
edge/information to those extracted from lecture data analysis, thus both types can
be used for better support of students’ learning. It is because supporting students’
learning is an important service for libraries and is the essential part of lecturing. In
this point of view, libraries and lecturers share a lot in their missions.

Second, the lecture data do not directly link to the knowledge and tips for better
learning support in the similar meaning as the library data. In order to utilize these
data for effective improvements in their eventual goal, we have to investigate deeply
into mining the data. So we might need a lot of trial and error processes before
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finding something valuable. Thus the lecture data analysis and library data analysis
should share a lot in their methodologies.

Book and patron profiling by circulation data analysis
We use the term “profiling” as a description of the target, or a series of attributes to-
gether with values for some of them. What important in profiling is not just describ-
ing the target book and patron but with showing its position among other targets.
Book profiling, or characterization of book, is also quite useful in learning assistant,
not only for library marketing with data analysis [9]. We enumerate some of their
attributes that are considered to be useful.

Usage Type: As typical patterns on usage of books we consider two types; refer-
ence and textbook. A reference book is one that is used occasionally when needed,
whereas a textbook is one that is used continuously in a period of time.

Usage Season: In what season the book is borrowed much? Is it borrowed in the
period when the students take classes, in vacation seasons like summer, winter, or
spring, or during the examination periods? Such seasonal variation might be inter-
esting to know and might be usable for library marketing.

Expertise Level: The feature that describes if the book is used for introductory
purpose in the subject area or it is read only by those who know much about the
subject field; i.e. experts. We deal with this feature in the next section.

Borrowed Length of Days: Is the book borrowed for a long period of time, or
just for a short period? Such difference may indicate some characteristic features of
books and provides with some interesting information and tips in library marketing.

Co-Usage: Is the book used alone or is used together with other book(s)? What
books are used together? This is a typical market basket analysis on library’s circu-
lation records [2] and it provides us with information about books to be read or to
be studied together with the borrowed one.

These profile information can be used to help the library with choosing the books
to be purchased by the library, with comparing the libraries’ collection policy mak-
ing, recommendation services to patrons.

Book Expertise Level Estimation
Estimation of the expertise level of books has a very high usefulness in library ser-
vices and for library management. Possible applications include:

(i) Recommendation and Information Provision to Students
It is quite interesting for students to know about themselves in comparison with
other students such as what are the books they are reading in terms of the levels of
the books and differences from other books, how useful the books might be for the
students, the appropriateness of the books, and so on. It must be very helpful for
students if their library provides them with services that recommend learning mate-
rials, estimate the day-length needed to learn the material, what are the performance
of the students in comparison with other students, and something like these.
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(ii) Helping Academic Staff with Teaching
Professors should be very pleased if they are able to get information that helps with
recognizing the students’ knowledge level and thus they are able to let their students
catch up with their classes. If the students’ level does not match the assumed level,
lecturers will adjust the lectures’ level with students’. For example they decide to
explain more precisely about the material if the students’ level is lower than their
expectation. Also professors are able to recommend reference books to the class
students by considering the students’ knowledge level.

(iii) Providing Reference Information to Faculties
The information about the knowledge of students is valuable for faculties as well.
Such information might be very helpful for them when they (re-)consider the ap-
propriateness of the courses they provide to students. By considering the knowledge
levels of students in accordance with the subjects they are teaching, they can modify
syllabuses, add new courses, delete inappropriate courses, and other such actions.

Experiment on book expertise level estimation from circulation data
The circulation records we use are obtained in the Central Library of Kyushu Uni-
versity, Japan from April 2007 to March 2008. The whole data contain 67,304 circu-
lation records. A record item consists of the book ID, book’s classification number,
call number, borrower’s patron ID, borrower’s affiliation, borrower’s type (under-
graduate student, master’s student, Ph.D. student, professor, staff, others), and the
timestamps for borrowing and returning, etc.

We investigate the expertise level of a book in two values; t-value and a-value
[6][7]. The assumption on the definition of t-value is, if a book is borrowed more by
the borrowers with high expertise knowledge then the book has a high expertise level
value. We assign expertise level from 1 to 10 to borrowers according to the borrower
types; from 1 to 6 to the undergraduate students from the 1st year to 6th, respectively,
and 8 to the master’s students, 9 to the Ph.D. students, and 10 to professors.

The frequencies of books according to the expertise level in t-value have two
peaks; one is at 3 (year 3 undergraduate level) and another is at 8 (master’s level).
Considering the borrower’s ratio for the 3rd year student is the maximum among all
the student borrowers, the peak value of 3 seems to come from the books borrowed
mainly by undergraduate students. On the other hand, the peak value 8 probably
comes because these books are borrowed by the graduate students and professors.

For another definition of expertise level of a book, i.e. a-value (affiliation based
expertise level), we assume that if a book is borrowed only by those in a limited area,
the book’s expertise level is high, and if a book is borrowed by patrons in a wide
range of expertise fields, the book’s expertise level is low. We choose the faculties
as the expertise fields. Kyushu University consist of the faculties for undergraduate
students and some number of research centers, library, communications center, and
others. We will take 12 faculties together with the graduate schools for graduate
students relating fields and research organizations for professors; namely SC for
sciences, AG for agriculture, TE for engineering, MD for medicine, DD for dental,
PS for pharmaceutical, LA for law, LT for letter, EC for economy, ED for education,
DS for design, and 21 for special faculty called 21st century program.
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Fig. 1 Distribution of Faculties with t- and a-values

The frequencies of a-value, which varies from 0 to 10, have two peaks; at 1
and 10. Actually all the values belong to 1 are 0, i.e. these 5,686 books (26%) are
borrowed by the patrons not affiliated with the nominated faculties. 13,194 books
(61%) have value 10, i.e. they are borrowed only those belonging to one faculty
group. The average a-value of all data is 6.8 and the average without zero is 9.2.

We define the expertise level of a faculty as the average value of that of books
borrowed by the members of the target faculty group in the circulation record. Fig. 1
shows how faculties are distributed in terms of t- and a-values. It is easy to see that
7 faculty groups are located in the range from 3.7 to 4.2 in t-value and from 7 to
9 in a-value. The faculty group MD (medical) is located at the right side of this
central region, which probably means more graduate students and maybe more pro-
fessors affiliated in MD group borrow books from the central library than other
faculty groups. PS (pharmaceutical) is located under the central region, which indi-
cates that the members of PS borrow more books that are borrowed by more faculty
members than other faculty groups. The faculty group 21 (21st century program)
has the similar character more clearly. It is located far lower from the central region,
which means the borrowers of this faculty borrowed books that are borrowed by
many faculty members. This comes from that the students in this faculty have no
specific subject field at the beginning. They can choose lectures from any faculties.
The faculty groups LT (letter) and DD (dental) locate left side of the central region,
which indicate more undergraduate students borrow books in these groups. Further-
more the a-value for DD is lower than those in the central region like PS, which
means the borrowers in these faculties prefer to choose the books that are common
to some other faculties than to the books specific to their faculty matters.

3 Learning Support System

3.1 Outline of the Learning Support System

The aim of the learning support system (LSS) we consider in this paper is to provide
the user with environment for (automatically) collecting various data relating to the
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Fig. 2 Overview of Learning Support System

user’s learning including classes, self studies, and library usage, analyzing them,
and feedbacking the results for better learning. We are expecting that the libraries
provide such a learning support service because they have been playing the role of
helping the patrons with learning.

Fig. 2 shows the general idea of LSS in this paper. Let, for example, the user be a
university student. The LSS server collects his learning data in various ways. A data
source is the class he is taking. The class data include syllabus information such
as aim of the class, textbook, learning schedule, etc., attendance record, exercise
problems during the class and the student’s achievements, score of the term-end
examination, and so on. The achievement data for other students are expected to be
included in the class data because they are valuable to recognize the position of the
target student in the class by comparing his data with other students’ data.

The student makes connection to the LSS at home, too. He manages his schedule
under the support from LSS server, and provides it with the data about his learning.
He can access the LSS server as he needs any kinds of information with his mobile
equipment such as his smart phone. The server can collect access data such as search
keywords, access log data with access timestamp and location data from the user’s
mobile environment. Library will also play an important role in LSS. As has been
shown in the previous sections, library is able to collect useful data for helping
its patrons with studying. It can provide the LSS server with circulation record,
entrance/exit data, profile information about books and the patron user of the system.
The LSS server may collect such data, analyze them, and utilize the result as a
support to the users in their study planning, evaluating the study performance, advise
the users based-on the comparisons with other users, and many others.

Our LSS is similar to LMS (Learning Management System) [10] such as Moodle
[8] in the sense that their goal is to provide the learners with better learning environ-
ment, and the teachers with better teaching environment as well. They are somewhat
different in the sense the information provided by LMS are rather about the overall
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status of the learners and each student, whereas the major intention of LSS in this
paper is to provide with more individual, or personalized, information based on the
learner’s personal profile data. Thus these two approaches are not competitive each
other but complementary for providing better learning/teaching environment.

3.2 Lecture Data Analysis for Learning Support

There are a lot of data in the lecture that are potentially useful for making each class
more effective in learning for students.

Grade Record: The class lecturer has to evaluate the achievements of the class
students by giving a score to each student at the end of the term. The score could
be the result of the term-end examination or a combination of such a score and the
rating score for the student’s class participation, the amount of efforts, etc.

Achievement Test Score: The lecturer might give tests for evaluating the achieve-
ments of students. The frequencies may be rarely, occasionally or frequently accord-
ing to the lecturer. Some lecturers give achievement test in every lecture not only
for recognizing the class students’ achievements but also for taking attendance data.
The results of such test will provide a very good source for the lecturer in order to
capture the strongs and weaks of students in learning the lecture’s subject.

Homework Score: Homeworks are another good source for recognizing the class
students’ achievements. Not only they provide with students’ learning levels but
also how serious they are in studying the materials taught in the lectures.

Notebook Score: Students who are poorly achieved in the class often do not willing
to take notes during lectures. Thus the ratings if a student keeps a notebook and tries
to record what are taught in the lectures, and how good are the records give good
source for evaluating the performance of him/her in the class.

Others: Some classes may give extra exercises depending on the class’s special
purpose. One example of such exercise is typing lessons. In our “information liter-
acy” class, every lesson start with typing exercise using a type-lesson software. The
achievement scores of such special exercises also gives information how eagerly the
students are participating in the class.

3.3 Analysis on Information Literacy Course’s Score Data

We take up the score data for the “information literacy” (IL) class in the second
semester (from October 2006 to March 2007) of the fiscal year 2006. Fig. 3 shows
the numbers of students according to the score ranges among the 64 students who
took this class. The average score of all students is 58.4, which is slightly lower than
the pass score of 60. There are two peaks in the class. The largest one is at 80 (i.e.
from 80 to 89) and another one is at 0 (i.e. 0 to 9). Quite a number 26 of students
(41%) got more than 79, which is the highest grade in this class. On the other hand
13 students (20%) got score 0, which means that 1 out of 5 students did not attend
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the classes at all and they also did not take the term-end examinations. This is a very
high ratio and thus it is a big issue for not only the class but for the university.

We show in detail in Fig. 4 for further investigation. A total score of the IL class
consists of that of term-end examination and that of class participation evaluation.
In the term-end examination, several topics for writing are announced in advance
and each student chooses two of them and he/she writes the answers in the one
hour examination. So the students are able to get high scores if they prepare for it
sufficiently. The two answers are evaluated with maximum score 20 for each and
thus the total score for term-end examination is of maximum of 40. Therefore the
term-end examination score can be called the achievement score (a-score), which
reflects the preparedness and furthermore ability to plan and carry out.

On the other hand, the class participation score reflects the student’s effort in
his/her diligence; regular attendance of the class, doing exercises, doing homeworks,
and others. Thus we call this score as effort score (e-score) in Fig. 4, and it is eval-
uated by 60 as maximum. In such a way, the total scores in Fig. 3 is divided into
two components, i.e. e- and a-scores, in Fig. 4. The average value 58.4 for the total
scores is divided into 40.7 (68% of full score) for e-score and 17.7 (44%) for a-score.
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The big difference of these percentages inspires that many students just attend the
classes without thinking of learning as much as they can. Thus it suggests that we
need more efforts in letting them recognize that they are to study in order to learn,
and just to attend the class is a waste of time. If the scores of a student locate on
diagonal line from (0,0) to (60,40), it means the student takes proportional scores,
or the percentages of the full e- and a-scores). The students plotted in the right tri-
angular area of this line are those who have lower achievements in comparison with
efforts. Most students are located in this area.

On the other hand, the ones in the left triangular area have achieved more than
their efforts. We can see just 4 students (6%) are located in this area. The left-most
one has 14 (35%) in e-score and 27 (45%) in a-score. Even though the student
has higher potential than average students in terms of learning abilities including
preparing and planning, he/she did not do much in every class. Lecturers have to put
more efforts on inspiring them the importance of diligence in learning and doing
everyday exercises seriously, and keep putting efforts continuously.

It is also a big problem for us lecturers to encourage the students in the low-
achievement area. Actually the linear approximation line from the data locates at
much lower position than the diagonal, i.e. proportional scores, line, Comparing the
slopes, the approximation line has 0.42 and the diagonal line has 0.67, thus the ap-
proximation value is about 0.63 of the proportional value. So quite a lot of students
seem to attend and (seemingly) study but not learn sufficiently in the classes.

This finding from the data does support our observations in our classes. Quite a
lot of students just hear what are told in the class. Often they are operating their PCs
when they are supposed to listen carefully what the lecturer is talking about. So they
might believe they can do such different things quite well at the same time. But they
are wrong because they can not remember what are told when the lecturer asks them
about what he/she have talked about in the previous classes.

Improving such class situations is quite a big and very important issue in order
to let them learn as much as possible. However, it is a pity indeed, that we have not
an effective idea yet. It must be a key to let them recognize what situation they are
in and start thinking seriously that they need to change their way of studying, and
let them start improving their attitudes to learning. We have to keep our efforts in
exploration on finding a solution or even a tip toward solving this problem.

4 Concluding Remarks

We have discussed about the concept of learning assistance of students with data
analysis in this paper. Especially we put special emphasis on the lecture data analy-
sis, which intends to help lecturers with various decision making in the class such as
choosing learning materials, deciding lecture level, making homeworks, and many
others. In order to make appropriate decisions it is necessary to capture exactly
about the students and the materials used in the class together with their matching
in various ways.
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In this paper we showed a case study of lecture data analysis by taking the simi-
lar approach of that for library data. The approach taken in this paper is in its very
beginning stage and thus we have to pursue more case studies at the moment, find
effective methods, and automate them. Our LSS and LMSs are common in their
eventual goal; to maximize the effectiveness and efficiency of the users’ learning
processes. They are different in the sense our LSS puts more emphasis on recog-
nizing the personal profile, whereas most LMSs provide facilities to capture overall
status of the class and summarized information about each learner such as study
time, scores of exams, access time logs, etc. Thus these two systems are rather com-
plementary in their functions.

We have to keep on going toward this direction in order to improve our ability
in learning assistant of students. Our future plans on this direction include, (1) to
estimate the students’ knowledge and skill levels more precisely by giving more
sophisticated expertise level estimation tools by analyzing the relationship between
leaning materials and students in the similar way to the analysis method of expertise
level estimation using the relationship between books and borrowing patrons with
libraries’ circulation records, (2) to install a support function in the learning assistant
system that suggests the students with creating study groups and project teams, and
(3) to recommend the students of learning materials using the collaborative filtering
method in such a way like “the students similar to you take such textbooks.”
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Using a Hybrid MCDM Model Combining 
Fuzzy DEMATEL Technique to Examine the 
Job Stress of Coach Driver 

Chui-Hua Liu, Gwo-Hshiung Tzeng, Ming-Huei Lee,  
Hao-Lin Tseng, and Po-Yan Lee* 

Abstract. In the competitive travel-transport field of coach tourism, coach drivers 
are far more commercially sensitive and susceptible to job stress than common bus 
drivers or professional drivers. However, few studies have discussed this issue or 
proposed strategies for alleviating job stress for coach drivers. The purpose of this 
study is to address the problem of job stress, using fuzzy MCDM (multiple criteria 
decision making) to examine the relationships between the various aspects of 
coach driver job stress and, ultimately, to suggest an optimal improvement plan 
according to the network relationship map (NRM). 
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Making Trial and Evaluation Laboratory), network relationship map (NRM). 

1   Introduction 

Coach tourism, with its core elements of high mobility and location change, is an 
effective way for travellers to visit the largest number of sites on a trip of given 
duration (Lue et al., 1993; Enoch 1996: 601). The coach tour is therefore the most 
popular travel mode, and coach drivers are significant because they are responsi-
ble for the safety of coach tour travellers (Lee, 2009; Wang, 2011). 

According to the Tourism Bureau of Taiwan, the number of coaches and coach 
drivers is rapidly growing to meet the increasing demand for domestic and in-
bound tourism in Taiwan. However, such growth cannot satisfy the demands of 
the current tourism market. Coach drivers are reportedly rushing day and night on 
journeys and loading and unloading tourist groups at almost the same time (China 
Times, 2011). A series of deadly accidents has occurred as a result of human error 
– most notably driving while fatigued, which has been linked to job stress (Wang, 
2011; Kao et al., 2010). According to the Directory of General of Highways of 
Taiwan (2010), from 2002 to Nov of 2010, there were 79 serious coach accidents, 
resulting in 87 deaths and 818 injuries. Nevertheless, very little literature has ex-
amined coach drivers and job stress or proposed strategies for improvement. 

Based upon the Occupational Stress Index (OSI) of Cooper and Baglioni 
(1988), the pressure is measured with regard to eight job stressors: workload, rela-
tionships, home-work balance, managerial role, personal responsibility, daily has-
sles, recognition, and organisational climate. Using these actual work variables, 
Wang (2011) successfully developed a self-reported measurement of 22 items,  
using a five-point scale to measure 300 coach drivers’ job stress. Finally, the re-
search successfully extracted three stressor factors – job nature, social-economic 
problems, and relationship – with highly reliable Cronbach's α values (respec-
tively, 0.880, 0.903, 0.856). However, this research does not go on to propose any 
improvement models. Further research by Huang (2012) has produced DEMATEL 
models, but this research lacks the management of linguistic uncertainty.  

The purpose of the present study is to address this problem, using fuzzy 
MCDM (fuzzy multiple-criteria decision making, FMCDM), which takes fuzzi-
ness into consideration (Wu, 2007) and also using the Decision-Making Trial and 
Evaluation Laboratory (DEMATEL) method (Fontela and Gabus, 1976) to justify 
the interrelationship between the different coach driver job stress criteria and to 
present the improvement models for alleviating coach driver job stress. 

2   Methodology 

2.1   Establishing MCDM Evaluation System 

Tzeng & Huang (2011) indicate that MCDM is a methodology that considers mul-
tiple criteria at the same time and helps the decision maker to estimate the best 
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case by sorting cases according to the characteristics or criteria of each of the 
available cases. Based upon the job stress theories (Cooper & Baglioni, 1988; 
Brief et al., 1988; Mackay et al., 2004), a coach driver evaluation system, includ-
ing four dimensions and twelve criteria within the context of the coach tour, The 
dimensions are:(1)Job intrinsic nature(D1), including the criteria of Insufficient 
family interaction(C1), Fatigue driving(C2), and On alert(C3);(2)Socioeconomic 
problems(D2), including the criteria of little extra incomes(C4), Meager salary(C5), 
and Lack of social recognition(C6);(3)Unbounded Relationship(D3), including 
Shallow company relationships(C7), Lack of social & recreational activities(C8), 
and Conflict with tour partners(C9). 

2.2   Constructing the Fuzzy DEMATEL Questionnaire and 
Clarifying Interrelationship 

The Fuzzy DEMATEL is used to clarify the interrelations between the criteria and 
confirms the criteria of the evaluation system (Yang & Tzeng, 2011). The 
DEMATEL technique is an analytical method that uses a structural model to solve 
complex problems, utilising a matrix and related mathematical theories to calcu-
late the cause and effect of each element (Huang, Shyu & Tzeng, 2007; Yang & 
Tzeng, 2011; Hung, Chou & Tzeng, 2011). Combined with the fuzzy theory, the 
fuzzy DEMATEL method is applied in following specific steps: 

1. Evaluation criteria are selected and assigned using the fuzzy rating scale.  
A survey was conducted utilising questionnaires distributed to an expert group 
comprised of 30 coach drivers, each with at least 15 years’ experience in coach 
tourism. The survey collected the respondents’ ratings for each criterion using a 5-
point scale ranging from 0 (no effect) to 4 (extremely influential). To handle the 
uncertain/vague property of human assessment, fuzzy set theory is incorporated 
into the original DEMATEL. Five linguistic terms – VH (very high), H (high), M 
(medium), L (low), and VL (very low) – are adopted to assign the impact of the 
specific attribute on the corresponding aspect. 

2. Linguistic information in interpreted into a fuzzy linguistic scale. Using linguis-
tic information to convert fuzzy numbers into a crisp may score, the fuzzy assess-
ments are defuzzied and aggregated as a crisp value. 

3. The criteria are analysed into a cause-and-effect diagram. The crisp value is 
composed within the initial direct-relation matrix. The normalised direct-relation 
matrix and a cause-and-effect diagram can then be constructed. 

3   Empirical Case Analysis for Coach Driver Job Stress 

This section assesses the overall coach driver job stress to propose improving 
strategies using an empirical case, expert coach drivers in Taiwan. The data col-
lected from these drivers are analysed by a fuzzy DEMATEL method, and the  
results are presented in useful models for decision-making. 



152 C.-H. Liu et al.
 

3.1   Computing Fuzzy DEMATEL to Obtain Total Influential 
Effect 

According to the opinions of expert drivers, the research used the steps of Fuzzy 
DEMATEL in subsection 2.2 to compute the data. Based upon the initial matrix 
A, the defuzzied matrix and the total effect matrix T of criteria (Table 1) was  
obtained with reliable agreed rate of 0.048 % (< 5%), and then serve to derive the 
influential relation ( ri-si) in Table 2. It can be seen that Unbounded relationship 

3( )D  with larger influential value of 0.035 has the strongest direct effect on other 

dimensions. Job intrinsic nature 1( )D  with smallest influential value of -0.058 is 

the most vulnerable to impact.  

3.2   Constructing the Network Relation Map by Fuzzy DEMATEL 

This effect is further illustrated in Figure 1, Network Relationship Map (NRM). 
The priority of influence can thus be sequenced as D3 _ D2 _ D1. 

 
Table 1 Total influential effect matrix T of criteria  
 

T C1 C2 C3 C4 C5 C6 C7 C8 C9 

C1 0.11 0.19 0.14 0.14 0.16 0.18 0.15 0.22 0.14 

C2 0.16 0.14 0.21 0.19 0.15 0.2 0.22 0.15 0.19 

C3 0.18 0.19 0.11 0.15 0.13 0.16 0.18 0.14 0.21 

C4 0.25 0.24 0.18 0.16 0.23 0.26 0.25 0.24 0.24 

C5 0.22 0.17 0.14 0.15 0.11 0.19 0.22 0.21 0.15 

C6 0.13 0.17 0.12 0.16 0.12 0.1 0.13 0.12 0.13 

C7 0.2 0.21 0.15 0.22 0.21 0.21 0.14 0.16 0.19 

C8 0.17 0.21 0.17 0.14 0.13 0.15 0.14 0.1 0.14 

C9 0.15 0.25 0.21 0.22 0.12 0.23 0.16 0.12 0.12 

 
When considering improvement, the expert-drivers all regarded interpersonal 

relationships as most important and agreed that the first priority for improvement 
should be the Unbounded relationship , which can have an influential effect 

on the remaining dimensions, Job nature  and Socioeconomic problems 

. These results suggest that the drivers’ primary concern is interpersonal rela-

tionships, including their relationships with the company bosses, tour guides and 
escorts, and social and recreational interaction. Experts believe that improving 
these relationships would have a direct effect on improving work conditions and 
socioeconomic status. 

3( )D

1( )D

2( )D



Using a Hybrid MCDM Model Combining Fuzzy DEMATEL Technique 153
 

Table 2 The sum of the effects, weights and rankings of each criterion 

Dimensions/ 
criteria ri si ri+si     ri-si /ranking  

1( )D  0.475 0.533 1.008 -0.058 (3) 

1( )C
 0.445 0.449 0.895 -0.004 

2( )C
 0.513 0.528 1.040 -0.015 

3( )C
 0.479 0.460 0.938 0.019 

2( )D  0.527 0.504 1.031 0.023 (2) 

4( )C
 0.654 0.468 1.123 0.186 

5( )C
 0.458 0.464 0.922 -0.007 

6( )C
 0.383 0.562 0.946 -0.179 

3( )D  0.506 0.472 0.978 0.035 (1) 

7( )C
 0.491 0.442 0.934 0.049 

8( )C
 0.381 0.383 0.764 -0.003 

9( )C
 0.409 0.455 0.864 -0.046 

 

 
 
Fig. 1 The influential relation map of each dimension and criteria 
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The network relation can also be observed as influencing each dimension. For 
example, within the category of Unbounded relationship , Shallow company 

relationships  has a direct effect on the remaining criteria, Lack of social & 

recreational activities  and Conflict with tour partners . Drivers agree that 

improved company relationships, including increased personal interaction and a 
more considerate leadership style, would allow them to participate more in social 
and recreational activities and would ease the tension with their tour guides and 

escorts. Thus, the improvement priority in this dimension is - - . 
These findings are valuable to decision makers for improving coach drivers’ job 
stress. For the decision makers, this solution is not only intelligent, but it makes 
improvement priorities easily identifiable based on complex criteria. 

4   Conclusions and Implications 

For the empirical case study, the dimensions and criteria of influence are calcu-
lated and illustrated using an NRM (Fig. 1). According to the degree of influence 
shown in Figure 1, the improvement priorities are sequenced as Unbounded rela-
tionship, Socioeconomic problems and Job intrinsic nature. This priority sequence 
is an important point for decision makers. The expert-coach drivers recognise that 
interpersonal relationships must come first. Efforts in that direction will produce 
network effects on the remaining dimensions and will spontaneously resolve mul-
tiple issues. This finding is consistent with previous research that has identified 
coach drivers as skilled but lonely outsiders who are focused on mechanical opera-
tion and short-term goals, lacking interpersonal interaction and opportunities to 
develop relationships (Huang, 2012; Wang, 2011). Moreover, this new finding 
improves upon previous causal findings with regard to the linear relationships be-
tween Unbounded Relationship, Socoeconomic problems and Job intrinsic nature 
(e.g., Wang, 2011; Kuo et al., 2010). The strength of the NRM presented here is 
that it allows us to illustrate influential networks beyond a linear relationship from 
the perspective of the dimensions or the criteria.  

The stressor criteria, such as Shallow company relationships 7( )C , Little extra 

incomes 4( )C and On alert 3( )C , are confirmed to have a more influential effect on 

the other criteria in the individual dimension (Figure 1). Notably, improved com-
pany relationships would produce more organisational commitment and is the first 
priority because the lack of communication between employees or between em-
ployees and employer results in negative commitment to the organisation and a 
high level of frustration for employees (e.g., Cooper & Baglioni, 1988; Brief et al., 
1988; Mackay et al., 2004). Little extra incomes 4( )C  also deserves further atten-

tion. As mentioned, because of a lack of security and protection of the coach 
driver’s income, benefits, and employment status (Kuo et al., 2010), a little extra 
income could significantly impact drivers’ life expenses and cause deep distress. 
A reasonable share of commissions, tips and broker fees should be negotiated 
through constructive dialogue with employers (Huang, 2012). Furthermore, more 

3( )D

7( )C

8( )C 9( )C

7( )C 8( )C 9( )C
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attention should be given to On alert 3( )C
 because an appropriate break from con-

tinuous driving is necessary and helpful for reducing tension and fatigue. Both the 
authorities of the coach companies and the government should keep this point in 
mind to require scheduled breaks to refresh the mind, body and spirit of drivers 
and ultimately achieve safe driving.  
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Using Fuzzy MCDM Method to Exploring the 
Influence Degree of Project Team Effectiveness 
Maturity 

YaoFeng Chang and Hiroaki Ishii* 

Abstract. The Project Team Effectiveness Maturity (PTEM) refers to the goal 
achievement level of a project team to achieve its anticipated results on time and 
within budget. This including supports the project team or organization through 
evaluate the key processes and implementation of team. Therefore, the purpose of 
this paper is Using Fuzzy MCDM method to exploring the Influence Degree of 
Project Team Effectiveness Maturity. The results found that there were interactive 
relations between all the criteria, where the dimension of “Capacity management” 
was the most influential dimensions; on the contrary the “Organization manage-
ment” was the least dimensions. Furthermore, criteria “Authority”, “Capacity nur-
turing”, ”Conflict management” and “Performance management” have the higher 
influences among each dimension, so we suggest to consider them as the major 
steps to promote the capacity of project team. 

 
Keywords: PTEM (project team effectiveness maturity), Fuzzy DEMATEL 
(fuzzy decision making trial and evaluation laboratory), ANP (analytical network 
processes). 

1   Introduction  

Now, more and more organizations and enterprises have begun to rely on project 
teams to fulfill assignments which are hard to be accomplished by a single branch 
or by branches in hierarchical organizational structure. The major manner to trans-
form an organization is “Team”, especially means project team. The “project 
team” already became the most effective and universal organization pattern to  
integrate knowledge and capacity under the indefinite environment. 

Besides, more and more business operations have begun to focus on projects 
instead of organizational structures. However, the high failure rate of projects re-
mains high even till now. Through analysis of the causes of failure of projects, it 
has been found out that the key of success or failure of a project lies in the project 
                                                           
YaoFeng Chang · Hiroaki Ishii 
School of Science and Technology, Kwansei Gakuin University, 2-1gakuen,  
Sanda-shi, Hyogo 669-1337, Japan 
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team. Therefore, the dissertation puts forward the concept of Project Team Effec-
tiveness Maturity (PTEM) and makes some explorations into it theoretically and 
practically. 

PTEM refers to the goal achievement level of a project team to achieve its an-
ticipated results on time and within budget. Taking PTEM as its object; the coupl-
ing relationship between system composing factors of PTEM as its basis and the 
advancement system of PTEM as its approach, through the implementation of ef-
fectiveness advancement process corresponding to different maturity grades, the 
research on PTEM aims to realize the development of project team effectiveness 
from lower maturity grades to higher ones so as to improve the success rate  
of projects. The research flowchart is shown as Figure1 on the basis of above 
statement. 

 

 
Fig. 1 Research flowchart 

2   The Components of Project Team Effectiveness Maturity 
Research 

Taking PTEM as its object; the coupling relationship between system composing 
factors of PTEM as its basis and the advancement system of PTEM as its ap-
proach, through the implementation of effectiveness advancement process corres-
ponding to different maturity grades, the research on PTEM aims to realize the 
development of project team effectiveness from lower maturity grades to higher 
ones so as to improve the success rate of projects. 

Most businesses are at level one grades, the ad hoc/chaos stage, where there is 
no standard project management process and no defined project steering process. 
(The project steering process is the process that the management team uses to se-
lect, prioritize, allocate resources and oversee the portfolio of projects.) In order to 
move to level two, Standardization, the project team needs to do the following: 
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1. Chose a standard PM method. 
2. Make sure project leaders are using basic project management skills. 
3. Make sure sponsors are writing charters for all new projects. 
4. Have project teams use basic project management templates. 
 

Level two grades create the basis for developing a core competency in project man-
agement across the organization. As you begin to move to level three, Core Compe-
tency, you'll to need spread the training process for basic project management skills 
to project team members, and continue the development of your project leader's 
skills. In addition, you'll need to establish the rudiments of a project steering 
process, which should be run by the project steering council (a subset of the man-
agement team). At level three, every manager in the organization accepts accounta-
bility for the effectiveness of the organization's portfolio of projects.  

Figure 2 shows the content of theses 4 management process dimensions includ-
ing all 16 criteria of project team capacity maturity. Besides, it fits to the system 
operation structure of project team capacity maturity. We discuss each manage-
ment process dimension as following. 

 

 

Fig. 2 Structure of project team effectiveness maturity 

3   Research Method 

A hybrid MCDM model combined with fuzzy DEMATEL, FDANP and VIKOR, 
for evaluating and improving problems is more suitable in the real world than the 
previously available methods. This study used the fuzzy DEMATEL technique to 
acquire the structure of the MCDM problems. 
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3.1   Fuzzy DEMATEL Method 

The application of the fuzzy DEMATEL method expresses different degrees of in-
fluences or causalities obtained from crisp DEMATEL using five linguistic terms 
(Very high, High, Low, Very low, No) and their corresponding positive triangular 
fuzzy numbers (Lin &Wu, 2004). The linguistic terms and corresponding fuzzy 
numbers are shown in Table 1. 

Table 2 Fuzzy DEMATEL linguistic terms and fuzzy numbers 

Linguistic terms Fuzzy number 
Very High Influence (VH) (0.75, 1.0, 1.0) 

High Influence (H) (0.5, 0.75, 1.0) 
Low Influence (L) (0.25, 0.5, 0.75) 

Very Low Influence (VL) (0, 0.25, 0.5) 
No Influence (No) (0, 0, 0.25) 

 
Tzeng et al. (2007) indicate that DEMATEL can help understand special prob-

lems, collaborate with problem groups, and provide feasible ideas. The method 
can be applied as follows: 

Step 1: Calculate the initial average matrix A  by using scores. 
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Step 2: Calculate the initial influence matrix X.  
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Step 3: Derive the full direct/indirect influence matrix T.  

T = 132 −−=++++ )( XIXXXXX q  

Proof: 

T = 112 ))()(( −− −−++++ XIXIXXXIX q  

= 1))(( −−− XIXIX q  
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when ,q → ∞  nn
qX ×= ][0 , 

then  

1)( −−= XIXT                              (4)
 

where [ ]ij n nt ×=T , , 1, 2,..., .i j n=   

Step 4: Build the Network Relation Matrix based on the vectors r and c.  
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where r denotes the sum of the row “i” in matrix T ,and c denotes the sum of the 
column “j” in matrix T.  

3.2   Combining Fuzzy DEMATEL and ANP for Calculating the 
Weights of Criteria 

ANP is the general form of the analytic hierarchy process (AHP) (Saaty, 1980), 
which has been used in MCDM to relax the restriction of hierarchical structure. 
Within ANP, there is an outer dependence among clusters and an inner depen-
dence within the criteria of clusters, as illustrated in Figure 3. 

 

Fig. 3 Relation of clusters 

 
According to Ou Yang et al. (2008), a supermatrix normalizes the matrix by  

assuming each pair of criteria has the same weight. Although such a method can 
easily normalize it, it also neglects the fact that different groups have a different 
degree of impact. In this study, the following steps are used: 
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Step 1: Compare the criteria in the supermatrix.   
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Step 2: Obtain the weighted supermatrix by multiplying the normalized matrix, 
which is derived according to the DEMATEL method.  
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where if α<ijt , then 0=α
ijt  else ijij tt =α

, and ijt  is an ij criteria of the  

total-influence matrix T. Dividing by the following value makes the α-cut total-

influence matrix αT  normalized.  
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Therefore, we normalize the α-cut of the total-influence matrix and denote it as nT . 
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where iij
n
ij dtt /α= .This study adopts the normalized α-cut total-influence matrix 

nT . The unweighted supermatrix W is changed in the weighted supermatrix wW  

through Equation (11), which shows the level of influence values in the weighted 
supermatrix. 
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Step 3: Limit the weighted supermatrix by raising it to a sufficiently large power p, 

as shown in Equation (12),  

p
w

p
W

∞→
lim                                  (12) 

This formula is limited the weighted supermatrix, when ∞→p , the wW has 

converged and become a long-term stable supermatrix. 

4   Empirical Analysis  

4.1   Constructing the Fuzzy DEMATEL 

We discussed the effectiveness of project team through dividing them into 4 di-
mensions, totally 16 criteria (as shown in Fig.2), to analyze the interrelation 
among them by questionnaire survey. We request 25 experts, who have joined in 
projects over two years, to fill out the questionnaires. Then, accounting and ana-
lyzing the interrelatedness among each dimension and criterion according to the 
recycled 20 questionnaires. 

We calculated with Fuzzy DEMATEL method to confirm the question structure 
then obtain above result. We got total-relation matrix T shown as Table 2, and we 
may understand, between each dimension all has its reciprocity.  

By Table 3 demonstrated its influence, we may see Team Performance Man-
agement Process has the strongest relatedness with other processes. (value of the 
 
Table 2 Project Team Effectiveness Maturity Total Relation Matrix 

T D1 D2 D3 D4 
D1 0.51 0.50 0.51 0.53 
D2 0.52 0.47 0.50 0.52 
D3 0.54 0.47 0.48 0.55 
D4 0.55 0.51 0.52 0.55 
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r+d to be highest); but Team Capacity Management Process has the weakest  
relatedness with other processes (value of the r+d to be lowest). Team Capacity 
Management Process has the greatest influence to other dimensions. (value of the 
r-d to be highest). On the contrary, Team Organization Management Process has 
the smallest influence to other processes (value of the r-d to be lowest). 

Table 3 Project Team Effectiveness Maturity Influence Degree 

Dimension r d r+d r-d 
Team Organization 

Management Process 
2.05 2.12 4.17 -0.07 

Team Capacity 
Management Process 

2.01 1.94 3.95 0.07 

Team Culture Management 
Process 

2.04 2.01 4.05 0.03 

Team Performance 
Management Process 

2.13 2.17 4.30 -0.04 

 
We can draw up the dimension relationship mapping shown as Figure 4 based 

on Table 1 and Table 2, in which r+d (X axis) represents the relation degree 
among each dimension; r-d (Y axis) represents the influence degree among each 
dimension, r-d>0 means the dimension could be comparatively considered as a 
cause factor; r-d>0 means the dimension could be comparatively considered as an 
effect factor.  

  

 
Fig. 4 The Dimensions impact-direction map of PTEM 
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4.2   Calculating Weights of Criteria by ANP 

After getting Dimension Relationship Mapping, we follow the calculating steps of 
ANP method for acquiring Table 4 to explain the weight. It means the degree of 
impact of these dimensions and criteria.  The primary survey experts included 
scholars of project and managers of project. The level of importance (global 
weights) of 16 criteria can be calculated by ANP shown as Table3. 

Table 4 The weights ranking of each criteria 

Dimensions Criteria 
Weight 
of Di-

mensions

Weight 
rank-

ing 

Weight 
of  

criteria 

Weight 
ranking 

D1 Team  
Organization  
Management 
Process 

C1 Team Unity Co-ordination

0.26 2 

0.260 2 
C2 Authority 0.217 4 

C3 Establish Work Team 0.252 3 
C4 Team Members  
Arrangement 

0.271 1 

D2 Team Capacity 
Management 
Process 

C5 Promote Capacity  
Continually 

0.24 3 

0.253 2 

C6 Integrate Capacity 0.264 1 
C7 Nurture Capacity 0.236 4 
C8 Training and  
Development 

0.246 3 

D3 Team Culture 
Management 
Process 

C9 Team Commitment 

0.23 4 

0.235 4 
C10 Team Decision 0.249 3 
C11 Conflict Management 0.252 2 
C12 Communication and  
Co-ordination 

0.264 1 

D4 Team  
Performance  
Management 
Process 

C13 Integrate Team  
Performance 

0.27 1 

0.251 2 

C14 Performance Manage-
ment Quantification 

0.252 1 

C15 Control Project Risks 0.250 3 
C16 Performance  
Management 

0.247 4 

 Sum 1.00  4  

 
According to the data on Table 4, we find Dimension 4 (Team Performance 

Management Process) has the highest weight. The second one is Dimension 1 
(Team Organization Management Process), Dimension 2 (Team Capacity Man-
agement Process) and Dimension 3 (Team Culture Management Process) have 
lower weight than above. However, Dimension 2 and Dimension 3, which have 
the lower weight, are both effect factors displaying on Figure 4 – Dimension  
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Relationship Mapping. For this reason, improving Dimension 2 and Dimension 3 
to influence Dimension 4 and Dimension 1 for promoting all is the best way. 

5   Conclusion and Discussion 

This research adopts a Fuzzy MCDM method, including Fuzzy DEMATEL and 
ANP, for exploring project team effectiveness maturity. This research provides 
leaders the suggestions for improving team’s management process and increasing 
team efficiency. 

In evaluating the PTEM model, experts considered and recognize the dimen-
sion with the greatest influence among 4 dimensions is Team Capacity Manage-
ment Process. And, Criterion A2（Authority）, Criterion B3 (Nurture Capacity), 
Criterion C3 (Conflict Management), and Criterion D4（Performance Manage-
ment） are with the greatest influence on each dimension. For this reason, we 
suggest leaders to improve above dimension or criteria at first to have the advan-
tage of promoting team capacity management process. 

In the future, we advise to keep in researching about the dimension of external 
environment which is including some criteria like human, finance, resources, and 
organization supports. Then, to recognize the relative superiority and degree of 
maturity in the cross-sectional domestic enterprises after they adopt project team 
management method for providing a reference to domestic enterprises targets 
about team promoting and team management methods.  
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A Model Study on Emotional Communication  
in a Mono-brand Fashion Store Application of 
the Lens Model in the Fashion Industry 

Zhiqing Jiang and Shin’ya Nagasawa* 

Abstract. The purpose of this paper is to propose a model that analyzes the visual 
efficiency of emotional communication from brand manager to consumers in a 
mono-brand fashion store. Before setting up the model, an investigation of rele-
vant literatures in marketing and psychology was done in order to put forward a 
hypothesis of the model. Based on recommendations of the extant research, the 
scale used to measure emotional communication in this study mainly relied on 
measuring brand personality. Then, an empirical, statistical study was conducted 
of Tod’s in China for verifying the feasibility of the emotional-communication 
model. The results show that the emotional-communication model works to ex-
plain the visual efficiency of emotional communication in a mono-brand fashion 
store; a set of regression equations of estimated expectation is also provided on 
both brand manager and consumers’ part. This research has presented a new pers-
pective on fashion brands and on managers, consumers, and brand stores as a sin-
gle mechanism. 

1   Introduction 

In recent years, one important symbolic brand association in marketing research 
has been brand personality, which is defined formally as “the set of human charac-
teristics associated with a brand”, and human perceptions are the basis of individual 
behavior, attitudes and beliefs, as well as physical and demographic characteristics 
(Aaker, 1997). Unlike “product-related attributes” serving a utilitarian function for 
consumers, brand personality tends to serve a symbolic or self-expressive function 
(Keller, 1993), which contributes to the emotional effects of the brand. Emotion  
arguably provides the means to coordinate the diverse mental and physical compo-
nents required to respond to the world in a coherent fashion (Cosmides and Toody, 
2000). Meanwhile, on the part of consumers, it is the store rather than the brand 
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that acts as the activation area. Different groups of consumers prefer different types 
of retail stores (Finn and Louviere, 1990). In the fashion industry, this phenomenon 
is extremely significant because the industry has undergone a slow, general shift in 
the last decade away from production towards retailing and services. This has been 
one of the most important aspects of the fashion sector’s evolution (Tartaglione, 
2005). 

The communication of emotion in a mono-brand fashion store has been chosen 
as the subject of this thesis because the perceived emotional essence of a brand  
influences the degree of consumer brand loyalty; in other words, the emotional 
experience can contribute to the brand’s development, while, conversely, brand 
personality can offer consumers various emotional experiences. Therefore, how 
consumers feel about a brand in a mono-brand fashion store is worth discussion. 

2   Theoretical Framework 

There is no universally accepted definition of emotional communication. In psy-
chology, Bucci (2001) stated that the phenomena characterized clinically as “un-
conscious communication” may be accounted for systematically as emotional 
communication, which occurs both within and outside of our awareness. In mar-
keting, Clow and Baack (2007) defined the communication process that is part of 
any advertising or marketing program as “senderencodingtransmission de-
vicedecodingreceiver.” They explained that encoding the message is the 
second step in the communication process, which first requires a creative idea. 
Decoding occurs when the message reaches one or more of the receiver's senses. 
And Henderson (1996) noted that environmental psychology draws from the sti-
mulus–organism–response (S-O-R) paradigm, which finds its roots in psychology. 

In order to explain the complex cognitive process of emotional communication 
in the context of a mono-brand fashion store, we introduce the “lens model” of 
Brunswik(1956), which indicates the possibilities available to any cognitive 
progress over time. Furthermore, particular attention was paid to the “lens” func-
tion, which acts as multi-mediation and is the most important part of the model, 
and to the sensory cues inside of it. After outlining a summary of the application 
of the lens model, we were inspired by Juslin (2000), who has generalized the 
model for the first time in research on emotional response to music. Juslin took the 
music itself as the “lens” and set up a theoretical model to explain the emotional-
communication process of music. However, a mono-brand fashion store, despite 
the instability of human factors, involves all the sensory variables, and from an 
examination of the marketplace, it is clear that not all the cues outlined in the lens 
model will be necessary for all fashion stores. 

Visual brand language is branding terminology for a unique "alphabet" of de-
sign elements which directly and subliminally communicate a company's values 
and personality through compelling imagery and design style. This "alphabet", 
properly designed, results in an emotional connection between the brand and the 
consumer (Brunner and Emery, 2009). Visual brand language is a key ingredient  
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necessary to make an authentic and convincing brand strategy that can be applied 
uniquely and creatively in all forms of brand communications to both employees 
and customers (Lockwood and Walton, 2008). Thus, in this research authors focus 
on the visual variables, which act as the visual cues in mono-brand fashion store. 

3   Hypothesis and Methodology 

– Hypothesis 

Using the lens model as our core idea, we put forward the hypothesis. This model 
has five components: initial focal variable (brand manager), terminal focal varia-
ble (consumer), lens: a multiple mediation (mono-brand fashion store), areas of 
non-specificity (surrounding environment) and functional arc (feedback from focal 
variables). (See Fig 1) 

The hypothesis is: 

• The dependent variable has an actual value; each brand has its own emotion-
al content expressed in a certain way in a mono-brand store. (Brand value in 
context is shown as Ye in Table 1.) 

• The participant makes a judgment about an object given information through 
cues. (This judgment is represented as Ys in Table 1.) 

 

 

Fig. 1 The emotional-communication model in a mono-brand fashion store 

• There are things in the environment that relate to our dependent variable. 
These things (independent variables) are called cues in lens-model terminol-
ogy. (In our research, cues might be the objects in a mono-brand fashion 
store that can contribute to visual information. The cues are shown in the 
center of the diagram above, and labeled from X1 to X9.) 
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• There is a functional relationship between each cue and each dependent vari-
able. (In the lens model, it is customary to talk about the linear correlation 
between each cue and the judgment, Ys, and also between each cue and the 
environment.) 

• It is customary to talk about the correlation between the judgment and the 
environment as the achievement index, ra 

Table 1 Variables and parameters of the emotional-communication model in a mono-brand 
fashion store 

Mathematical 
symbols 

Description 

Ye´ 
Predicted criterion value; the brand personalities that the brand manager expects 
to communicate 

Ye 
Actual criterion value; the brand personality that the manager actually commu-
nicates 

Ys´ 
Estimated value of consumer or observer expectation of the brand’s personality 
in a mono-brand fashion store 

Ys 
Actual value of the brand’s emotional content judged by consumers or observers 
in a mono-brand fashion store 

Xi Sensory cues carrying emotional content in a mono-brand fashion store 

Re 
Correlation between actual and predicted criterion value, indicating how pre-
dictable the effect of emotional communication through the cues in a mono-
brand fashion store is 

Rs 
Correlation between actual and predicted judgment of the brand’s emotional
content communicated through the cues in a mono-brand fashion store 

ra 
Achievement of the organism which indicates how well consumer or observer
judgment matches manager expectations 

G Matching index; correlation coefficient of Ye´ and Ys´ 

C Configurable index 

– Visual cues in the mono-brand fashion store 

After verifying the feasibility of the lens model by interviewing experts and pro-
fessionals working in fashion and marketing, we committed to summarize all the 
visual cues in a mono-brand fashion store through study and interviews. With re-
gard to the concept of visual cues, Berman and Evans (1995) divided atmospheric 
stimuli or elements into four categories: external variables, general interior  
variables, layout and design variables and point-of-purchase and decoration  
variables. Jianliu Yang (2008) discussed the visual merchandising variables of 
luxury brands in China. He divided visual variables into 11 categories: lighting, 
architectural style, size, design and allocation of space, color theme, materials, 
display, composition, identification marks, shop assistants, and audience. Howev-
er, the human variables (the final two), especially audience, are too active and 
changeable for the present study, and may always differ between individuals and 
over time. As well, the shop assistant variable contains information mostly related 
to interpersonal communication and too complex for the present work. The re-
maining nine visual cues are broken down into 43 items (See Table 2.) 



A Model Study on Emotional Communication 175
 

 

– Methodology 

Previous research has suggested that brand personality evokes emotions in con-
sumers (Biel, 1993). The signal effect of a brand can be based on the image of a 
generalized user of the brand or on the personality of the brand itself. When using 
a brand, consumers come to associate it with these signals. A unique brand perso-
nality can help create a set of unique, favorable associations in the minds of con-
sumers and thus build and enhance brand equity (Keller, 1993; Johnson et al., 
2000; and Phau and Lau, 2000). Thus, in the present research, Aaker’s (1997) 
“Brand Dimensions Scales” (BDSs) have been introduced to describe the emo-
tional content communicated in a mono-brand fashion store. In order to describe 
brand personalities as concretely and accurately as possible, the semantic differen-
tial method has been utilized in the interview and consumer questionnaires. Each 
brand dimension scale is described by a set of traits which are measured by a 
range from 1 (strongly not agree) to 5 (strongly agree). 

Table 2 Visual cues in mono-brand fashion store 

Variable Category Item description 

X1 Lighting Basic lighting, highlight lighting, decorative lighting 

X2 Architectural style 
Shopping-district architecture, surrounding stores, exterior 
structure, internal structure 

X3 Size 
Exterior walls, exterior signs, display windows, decorative 
props, POP (Point-of-Purchase) posters

X4 
Design and allocation 
of space 

Height of ceiling, width of entrance, product density 

X5 Color theme 
exterior walls, floor, display props, decorative props, accessory 
props, mannequins, products, POP posters 

X6 Materials 
Exterior walls, floors, display props, decorative props, acces-
sory props, mannequins, products, POP posters 

X7 Display 
Display props, decorative props, accessory props, mannequins, 
products, POP posters 

X8 Composition 
Division of store, window mix, organization of entrances and 
exits, product  

X9 Identification marks Brand labels, functional signs (price labels, etc.) 

 
Fashion is considered a general term for any currently popular style or practice, 

especially in clothing, footwear, or sartorial accessories (Cumming, 2004). And 
this theoretical model has been applied to a fashion brand—Tod’s, which is an 
Italian brand dedicated to building up a strong brand identity in Asia. Question-
naires were utilized for interviews with Tod’s brand managers, their assistants, 
and 67 consumers or observers in Shanghai to obtain relevant information. 

4   Findings and Analysis 

We gathered information on expected and actual value of the brand’s emotional 
content from these interviews and questionnaires. Meanwhile, statistical methods  
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Table 3 Weight of Visual Variables 

Variable Category Visual cues 
Secondary 
index (Wij) 

Primary 
index 
(Wi) 

X1 Lighting 
X11 Basic lighting  0.023521 

0.068845 X12 Highlight lighting 0.023463 
X13 Decorative lighting 0.021861 

X2 
Architectural 
style 

X21 Shopping-district architecture 0.022049 

0.092975 
X22 Exterior structure 0.024134 
X23 Surrounding stores 0.021078 
X24 Internal structure 0.025713 

X3 Size 

X31 Exterior walls  0.020577 

0.130647 

X32 Exterior signs 0.020815 
X33 Display windows 0.022148 
X34 Display props 0.02301 
X35 Decorative props 0.021684 
X36 POP posters 0.022413 

X4 
Design and 
allocation of 
space 

X41 Height of ceiling 0.020204 
0.065413 X42 Width of entrance 0.020813 

X43 Product density 0.024396 

X5 Color theme 

X51 Exterior walls  0.023424 

0.185899 

X52 Floors 0.023557 
X53 Display props 0.021314 
X54 Decorative props 0.022661 
X55 Accessory props 0.020652 
X56 Mannequins 0.022693 
X57 Products 0.027298 
X58 POP posters 0.0243 

X6 Materials 

X61 Exterior walls  0.020594 

0.17684 

X62 Floor 0.020843 
X63 Display props 0.021473 
X64 Decorative props 0.021324 
X65 Accessory props 0.021721 
X66 Mannequins 0.021765 
X67 Products 0.027295 
X68 POP posters 0.021826 

X7 Display 

X71 Display props 0.022354 

0.136087 

X72 Decorative props 0.021011 
X73 Accessory props 0.020892 
X74 Mannequins 0.022213 
X75 Products 0.025883 
X76 POP posters 0.023734 

X8 Composition 

X81 Division of store  0.02204 

0.094119 
X82 Window mix 0.023696 
X83 Organization of entrances and 
exist 

0.022383 

X84 Products display 0.026001 

X9 
Signs and 
cards 

X91 Brand labels 0.024709 
0.049174 

X92Functional signs (price labels) 0.024465 
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and tools (Microsoft Excel 2007 and SPSS 13.0) were used to analyze the data to 
form the estimating regression equation of consumer judgments and manager ex-
pectations and calculate the weight of visual cues (Table 3).  

The value of emotional communication in the Tod’s mono-brand stores is 
shown in Table 4. 

Table 4 Value of emotional communication in a Tod’s mono-brand store 

Brand dimension scale Ye´  Ye Description Ys´  Ys 

)(α Sincerity 25 36 Down-to-earth, honest, wholesome, cheerful 42.31 43.66 

)(β Excitement 33 48 Imaginative, spirited, up-to-date, daring 48.79 45.17 

)(γ Competence 37 32 Reliable, successful, intelligent 50.74 45.21 

)(ε Sophistication 54 38 Upper-class, charming 38.93 43.38 

)(μ Ruggedness 60 64 Tough, outdoorsy 47.29 46.83 

 
Then, according to the answers, emotional-communication content was as-

sessed through consumer and observer interviews using the five categories above. 
The results show that: 

1. Color, material and style, especially color, are the most important visual 
cues; 

2. The final assessed values are listed below: 
3. Ecological validity (consumers/observers):  

737.0' == YsYsrRs  

1. Ecological validity (managers):  

558.0' == YeYerRe  

1. Matching index:  

168.0'' −== YeYsrG  

1. Configurative index: 

204.0]']['[ −== −− eess YYYYrC  

1. Functional validity:  

184.011R 22
e −=−−+= essa RRCGRr  

1. From these results, it is obviously that Rs gains more value than Re, which 
means that the correlation coefficient of consumers is higher than that of 
managers. Matching index and functional validity are both low, indicating 
that emotional communication through visual cues in the mono-brand store  
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2. involves imperfect communication between managers and consumers, 
which might be mostly due to managers’ decision-making processes. 

4. Furthermore, the regression equations of the expectation on both sides of 
“the lens” have been calculated below. With these equation any changes in 
the visual cues of Tod’s mono-brand may lead to the different value of the 
expecation. 
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5   Conclusion, Limitations and Future Directions 

The use of a lens-based emotional-communication model in a mono-brand fashion 
store has been demonstrated here. This model focuses strongly on the need to re-
spond to cognitive differences between managers and consumers and, for manag-
ers, emphasizes achieving efficient emotional communication with consumers. 
One fashion brand has been analyzed, and the feasibility of this emotional-
communication model has been shown. 

This research provided a new approach to analyzing the effectiveness of visual 
communication from both brand and consumer perspectives, and calculated the es-
timated regression equations of consumer expectation of fashion brand personality. 

However, the future of fashion branding will be far fiercer than ever before. The 
emotional-communication model should be modified to include all five sensory 
channels and should be applied to other brands to get more general constants for 
the regression equation. In addition, the rhetoric used in this research was de-
signed with a certain research group in mind, so the accuracy of their descriptions 
of brand personality might be influenced. And since in this research only one fa-
shion brand was assessed, more brands should be analyzed so as to get a more 
general regression equation. 



A Model Study on Emotional Communication 179
 

 

References 

1. Aaker, J.L.: Dimensions of brand personality. Journal of Marketing Research 35, 347–
356 (1997) 

2. Berman, B., Evans, J.R.: Retail management: A strategic approach. Prentice-Hall, En-
gle-wood Cliffs (1995) 

3. Brunner, R., Emery, S.: Do you matter? How great design will make people love your 
company. FT Press, Upper Saddle River (2009) 

4. Brunswik, E.: The conceptual framework of psychology. The University of Chicago 
Press, Chicago (1952) 

5. Brunswik, E.: Perception and representative design of experiments. University of Cali-
fornia Press, Berkeley (1956) 

6. Bucci, W.: Pathways of emotional communication. Psychoanalytic Inquiry 21, 40–70 
(2001) 

7. Clow, K.E., Baack, D.: Integrated advertising promotion and marketing communica-
tions, 3rd edn., Upper Saddle River (2007) 

8. Cosmides, L., Toody, J.: Consider the source: The evaluation of adaptations for coupl-
ing and metarepresentation. In: Sperber, D. (ed.) Metarepresentations, pp. 53–115. Ox-
ford University Press, New York (2000) 

9. Cumming, V.: Understanding fashion history. Costume & Fashion Press, Hollywood 
(2004) 

10. Finn, A., Louviere, J.: Shopping-center patronage models fashioning a consideration 
set and segmentation solution. Journal of Business Research 21, 259–275 (1990) 

11. Hawkins, D.I., Coney, K.A.: Consumer behavior: Building marketing strategy. 
McGraw-Hill College, New York (2004) 

12. Henderson, P.W., Spangenberg, E.R., Crowley, A.E.: Improving the store environ-
ment: Do olfactory cues affect evaluations and behaviors? Journal of Marketing 60(2), 
67–81 (1996) 

13. Simon, J., McMillan, J., Woodruff, C.: Why do Firms Hide. Journal of Public Eco-
nomic 76, 495–520 (2000) 

14. Juslin, P.N.: Cue utilization in communication of emotion in music performance: Rela-
tion performance to perception. Journal of Experimental Psychology: Human Percep-
tion and Performance 26, 1797–1813 (2000) 

15. Keaveney, S.M., Hunt, K.A.: Conceptualization and operationalization of retail and 
store image. Journal of Marketing Science 20(2), 165–176 (1992) 

16. Keller, K.L.: Conceptualizing, measuring, and managing customer-based brand equity. 
Journal of Marketing 57, 1–22 (1993) 

17. Lockwood, T., Walton, T.: Building design strategy. Allworth Press, New York (2008) 
18. McDaniel, S.W., Burnett, J.J.: Consumer religiosity and retail store evaluative criteria. 

Journal of the Academy of Marketing Science 18(2), 101–113 (1990) 
19. Mehrabian, A., Russell, J.A.: An approach to environmental psychology. MIT Press, 

Cambridge (1974) 
20. Phau, I., Lau, K.C.: Conceptualising brand personality: A review and research proposi-

tions. Journal of Targeting, Measurement, and Analysis for Marketing 9(1), 52–69 (2000) 
21. Tartaglione, C.: Il sistema Moda verso il rinnovamento strategico in un mercato dove 

sono strutturalmente cambiate le leve della competizione, Mimeo, Rome (2005) 
22. Yang, J.: Visual merchandising for luxury brand store based on visual communication. 

Donghua University, MA (2008) 



 

J. Watada et al. (Eds.): Intelligent Decision Technologies, Vol. 2, SIST 16, pp. 181–189. 
springerlink.com                             © Springer-Verlag Berlin Heidelberg 2012 

A Proposal of a Japanese Input System for 
Mobile Terminals Enhanced by the Word 
Forecast Function Based on the Location 
Information 

Ken Tarusawa, Jun Sawamoto, Eiji Sugino, and Norihisa Segawa* 

Abstract. Mobile terminals are now very familiar electronic devises for our daily 
life. Especially, the usage of the mobile phone keeps expanding year by year. And, 
the use of e-mail function came to the first place surpassing the call function on 
the present mobile phones. The importance of the Japanese input system increased 
in connection with it. In this paper, the speed of the character input is accelerated 
by increasing the predictive accuracy of the Japanese characters input function. 
The purpose of our research is to display words frequently input in the present lo-
cation in the high rank of the forecast candidate's list, and improve the character 
input efficiency. The system is composed of two component systems. One is the 
Japanese-language input system "CocoIME" that operates on the user’s Android 
terminal. Another one is the automatic dictionary generation system "KNDS" that 
operates on the server. We conduct a preliminary experiment to evaluate the effi-
ciency of the proposed CocoIME input system and discuss analyses and remaining 
future works. 

Keywords: Japanese input system, Mobile phone, Word prediction, Location  
information, GPS. 

1    Introduction 

Mobile terminals are now very familiar electronic devises for our daily life. Especial-
ly, the usage of the mobile phone keeps expanding year by year. The diffusion rate 
increased to 91.6% as of December, 2010 in Japan [1]. And, the use of e-mail func-
tion came to the first place surpassing the call function on the present mobile phones 
[2]. The importance of the Japanese input system increased in connection with it. 
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In this paper, the speed of the character input is accelerated by increasing the 
predictive accuracy of the Japanese characters input function. Up to now, the 
words input had been predicted from the past operation record and the text con-
text. However, researches that change the prediction candidate according to the 
user’s situations are carried out recently. These days, mobile phones became mul-
ti-functional and it became easy to understand user's situation by using various 
sensors. There are existing systems that generate forecast candidate words from 
location information [3][4]. However, it is not widely used because the dictionary 
creation is very time-consuming, and the size of the dictionary tends to be large. 
Moreover, the possibility of "words related to the location or place" is exactly 
"words that the user wants to input" is low. 

The purpose of our research is to display words frequently input in the present 
location in the high rank of the forecast candidate's list, and improve the character 
input efficiency. The existing system [4] displays shop names and landmarks etc. 
in the surrounding of the present location as the forecast candidates. On the other 
hand, the words of the high frequency input in the present location in the past are 
displayed as the forecast candidates in this research. Moreover, the volume of data 
to read is suppressed to the minimum by efficiently managing huge dictionaries 
based on location information, and choosing selecting dictionaries to be read very 
selectively. 

2   System Configuration 

Japanese is a language that needs many kinds of characters compared with other 
languages. For example, 83 hiragana, 86 katakana, 10 figures, 52 Roman alpha-
bets, and 6355 Kanji characters or more are used. When the user inputs a Kanji 
character, the pronunciation is input first. Next, the user pushes the conversion 
button. Then, words are displayed in the order of high possibility that fits the us-
er’s input request in the conversion candidate field. Finally, the user chooses a 
word from the conversion candidates. This work is very cumbersome. Candidates 
forecast are displayed even if all the pronunciations are not completed if the sys-
tem has a smart capability. However, when the forecasting algorithm is poor, the 
word requested is not displayed in the high rank location of the candidate field. 

In this research, the system tries to display words that user intend to input in 
higher rank of forecast candidate field. The system is composed of two component 
systems. One is the Japanese-language input system "CocoIME" that operates on 
the user’s Android terminal. Another one is the automatic dictionary generation 
system "KNDS" that operates on the server. 

2.1   The Japanese-Language Input System and the Automatic 
Dictionary Generation System 

CocoIME is enhanced by adding the function that the forecast conversion candi-
dates are displayed according to the present location, to the existing ordinary  
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Japanese-language input system. First, when the user inputs the character with 
CocoIME, "Location information" and "Input words" are output as a log. Logs are 
regularly up-loaded to the server on which KNDS is installed. KNDS collects 
logs, and examines whether there are relations in "Location information" and "In-
put words". The dictionary is automatically generated as a result. CocoIME regu-
larly downloads the generated dictionary. Fig. 1 shows the system overview. 

 

1. The present location is
measured with GPS. 

A large amount of 
dictionaries are 
managed. 

1. Logs are
acquired.

3. Dictionaries are
distributed.

2. Dictionaries are 
generated from logs.

2. A dictionary corresponding 
to the piece of the present 
location is read. 

A dictionary is allocated
to each piece on earth. 

CocoIMEKNDS

3. The forecast conversion 
candidates are displayed 
according to the present 
location. 

 

Fig. 1 CocoIME is enhanced by adding the function that the forecast conversion candidates 
are displayed according to the present location, and logs are regularly up-loaded to the 
server on which KNDS is installed. KNDS collects logs, and examines whether there are 
relations in "Location information" and "Input words". CocoIME regularly downloads the 
generated dictionary from KNDS. 

2.2   Relation of Location Information and Input Words 

We explain location and input words' relations. First, we draw lines on the earth 
by the spacing of latitude and the longitude 0.0005 degrees. We call this work 
"Gridding". Then, quadrangle and triangular shapes are made. These shapes look 
rather like trapezoidal figures. We call this figure "a piece" hereafter. This system 
can make dictionaries up to the number of pieces in the mobile phone. In the first 
state, the number of dictionaries in the terminal is 0. This system makes 532.9 bil-
lion dictionaries maximum in theory. However, the number of dictionaries is 
usually small, because a person's moving range is limited to some degree. 
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Next, we explain the flow that registers words to dictionaries. First, the system 
regularly measures location information with GPS. As a result, the system gets  
latitude and the longitude of the user’s location continuously. The user inputs  
the character string through CocoIME interface, and the input character string is 
recorded in the dictionary of the corresponding peace which covers the present lo-
cation. The system keeps location information and input character string as a log. 
The system regularly up-loads logs to the server KNDS. 

The user can change the interval of acquisition of location information at any 
time. In the default state, the update interval is one minute. The reason to assume 
the default interval to be one minute is that it is thought that this value is appropri-
ate considering the speed along which man walks and the system specification. 
The speed on foot is 4.8 kilometers per hour according to the real estate rule. The 
distance between the center of the piece and the center of the next piece is about 
55 meters. The time necessary for the movement from a center to the next center is 
41.25 seconds. And, the time the portable terminal is taken out, and the time the 
mail screen is started are added, the total is about one minute. Therefore, we 
thought that one minute interval for location update is reasonable. 

2.3   Decision of Forecast Candidate's Priority 

In the following, the flow of the system when characters are input is described. 
First, CocoIME downloads latitude and the longitude at the present location every 
minute by using GPS built in the mobile phone. It downloads, from KNDS server, 
dictionaries corresponding to pieces which are located within latitude and longi-
tude ±0.01 degrees from the present location. Only when the update timestamp of 
the dictionary on KNDS is newer than that of the previously acquired dictionary, 
CocoIME acquires the new dictionary. As a result, CocoIME can keep dictionaries 
of pieces within about 1.1 kilometers in the radius on the map in each terminal at 
any time. When KNDS cannot be used, dictionaries from KNDS are just ignored 
and not used. 

When the user inputs characters, the system uses dictionaries on the terminal. 
The system regularly measures the current location, and reads pieces' dictionaries 
corresponding to the present location and the surrounding areas. Authors are now 
examining optimal ranges of dictionaries of pieces that the system should read in. 
In this paper, the system reads 13 pieces. Words and the frequency values (value 
that shows how often the word is input) are registered in dictionaries. The system 
displays the forecast candidate words of 1.0 or more the value which is derived by 
multiplying the frequency value and the constant value determined by forecast 
candidate's priority as shown in Table 1. As shown in Figure 2, the priority value 
changes depending on the distance from the piece of the present location. Figure 2 
and Table 1 show the image of priority assignment and the constant value as-
signed to each priority value. 
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Fig. 2 An example view of the “Gridding”. The priority value changes depending on the 
distance from the piece of the present location. 

Table 1 Forecast candidate's priority assignment and associated constant definition 

Priority Place of read dictionary Constant 

1 Piece at present location（①） 1.0 

2 
Pieces that are located one up and down and 
right and left from the present piece（②） 

0.7 

3 
Pieces that are diagonally located from the 
present piece（③） 

0.4 

4 
Pieces that are located two up and down and 
right and left from the present piece（④） 

0.1 

2.4   Automatic Dictionary Generation 

KNDS is a system that automatically generates new dictionaries from logs of Co-
coIME. Dictionaries are generated using words that a lot of users input frequently. 
As a result, CocoIME can display words that other people have input as forecast 
candidates. In this paper, an experiment only on CocoIME is discussed and the de-
tailed explanation of KNDS is omitted. 

3   Accuracy of the Location 

3.1   Accuracy of GPS 

The portable terminal used by the experiment is "GALAXY S SC-02B" made by 
Samsung Electronics Co., Ltd. The career is NTT DoCoMo. Inside a room, the ac-
curacy of GPS of the terminal is from about 10 to 50 meters and it is from about 2 
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to 10 meters outdoors. The accuracy of GPS depends on the terminal device and 
the environment, etc. Therefore, we consider the accuracy of GPS in this research. 

3.2   Difference of Length of the Longitude 

When the longitude is delimited at an interval of 0.0005 degrees, the width of a 
piece becomes about 55 meters on the equator, and the piece is almost square. 
However, when the absolute value of latitude increases, it becomes a trapezoidal 
figure because the length of longitude shortens when the absolute value of latitude 
increases. Present CocoIME disregards this phenomenon. The solution of this 
problem is left as one of the future tasks. 

3.3   Error Margin by Centrifugal Force of the Earth 

The earth is almost the same as the shape called the earth ellipsoid instead of a 
perfect sphere. Therefore, even if the latitude of the earth is simply delimited at an 
interval of 0.0005 degrees, it never becomes constant length. However, the cost 
performance worsens very much when the system changes the sizes of pieces by 
the location in consideration of the earth ellipsoid. Therefore, the error margin is 
understood, and the system doesn't reflect it in the specification in this research. 

3.4   Error Margin by Elastic Deformation of Celestial Body 
Gravitation 

The earth figure is not a globe (Refer to 3.3). However, even if the delimitation in-
terval between latitude and the longitude is changed according to the earth ellipso-
id, length is not constant because the earth is deformed by the gravitation of the 
moon and the sun. This problem can be solved by calculating the amount of the 
horizontal change on the surface of the earth called Shida’s number. However, this 
error margin is not reflected in the system in consideration of the cost performance 
just like 3.3. 

4   Experiment 

4.1   Experimental Method 

In this experiment, KNDS is not used, and only CocoIME is used. The dictionary 
is not shared with other terminals, and the experiment is carried out with only one 
terminal.  

Experimental conditions are as follows. 

1) The test subject (testee) is one person.  
2) The testee inputs Japanese mail of about 50 characters (error margin ± ten 

characters) written in kanji and kana. 
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3) A group of 100 mails; 50 of them are mails that the testee inputs during a 
trip and 50 of them the testee inputs at home.  

4) First, learning function of the dictionary is initialized. Then, the testee in-
puts 100 mails without using the function to display the word forecast  
based on the location information. Afterwards, the testee inputs 100 mails 
by using the function to display the word forecast based on the location  
information.  

5) The input mode is a character circulation specification method.  
6) The terminal used to experiment is GALAXY S SC-02B.  
7) The contract career of the terminal is NTT DoCoMo. 

 
The testee inputs 100 mails of about 50 characters. Among 100 mails, 50 mails 
seem to be related to the location. The testee input the mails that had been input at 
the school (University), dining out (Miyagi Prefecture Sendai City), shopping 
(Tokyo Taito Ward, Akihabara Ward), job hunting (Aichi Prefecture Nagoya 
City), and the concert (Sapporo City, Hokkaido), etc. with the terminal used for 
the experiment. These mails are called "Travel mails". The other 50 mails seem 
not to be related to the location. The testee input the mail at home. These mails are 
called "Home mails".  

The input mode uses the character circulation specification method that is the 
most general input mode in recent mobile phones. Location information is not a 
value from an actual GPS receiver. Location information was specified directly. 
Therefore, there is no margin of error by the GPS receiver in this experiment.  

Here, we describe the method of counting the number of key strokes. First, the 
testee inputs the first character. If the word to be input is displayed as the forecast 
conversion candidate, it is selected. The number of key strokes changes by on 
what position of the forecast conversion candidate is displayed. If displayed on the 
Nth, N will be added to the number of key strokes. Otherwise, the testee inputs the 
second character, and looks up at the word from among the forecast conversion 
candidates. The testee counts the number of key strokes while repeating this oper-
ation. GALAXY S mounts a physical button (home button, back button, menu 
button, volume control button, and power-on/off button). However, these buttons 
are not used while experimenting. The testee chooses the word displayed as the 
forecast conversion candidates with the touch panel. And the testee actually does 
the tap once for choosing the candidate. However, it is important to be displayed 
on the higher rank of the forecast conversion candidate as the experiment. There-
fore, the count of the number of key strokes is decided according to the candidate's 
turn. Signs, such as pictographs are not used in this experiment. A number or the 
change of input mode is counted as one key stroke. Authors experimented in the 
above-mentioned environment. 

4.2   Experimental Results 

Table 2 and Table 3 show the result of the experiment. Forecasting words by using 
location information decreases and the number of key stroke and the input time  
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Table 2 Comparison of Numbers of Key Strokes. Forecasting words by using location in-
formation decreases and the number of key stroke and the input time have improved. But 
the value of the standard deviation increased by using location information. 

Home mails Travel mails All mails

Not using location information 133.7 138.7 136.2

Using location information 123.2 122.0 122.6

Not using location information 13.50 16.49 15.20

Using location information 21.24 27.97 24.72

Average(times)

Standard deviation

 

Table 3 Comparison of Input Times. Forecasting words by using location information de-
creases and the input time have improved. But the value of the standard deviation increased 
by using location information. 

Home mails Travel mails All mails

Not using location information 73.9 77.9 75.9

Using location information 62.0 56.1 59.0

Not using location information 9.18 10.38 9.94

Using location information 21.94 24.50 23.34

Average(second)

Standard deviation

 
 
 

have improved. However, input efficiency did not improve in all mails, and input 
efficiency has decreased in some of the mails. That is the reason why the value of 
the standard deviation increased by using location information. 

4.3   Considerations 

It was expected that the proposed system is effective when the words that relate to 
the location was input. Travel mails correspond to it. On the other hand, it was ex-
pected that it has the opposite effects for home mails. However, the system was ef-
fective in both travel mails and home mails in the result of the experiment. It could 
be thought that the reason for the home mails is that there is a problem in the con-
tent of the home mail. The testee stays home very little and the contents of mails 
at home are restricted to some extent. In such a situation it is thought that a house 
is a one of the trip destinations. Therefore, it is thought that the system was able to 
forecast words that the testee inputs to some degree. It is expected that the con-
tents of mails become varied, and input efficiency decreases if the tetee stays at 
home longer. 

The number of key strokes has decreased on a large scale many times for travel 
mails. However, it has rarely happened for home mails. The reason why the num-
ber of input key strokes sometimes increased by the travel mails is that there are a 
lot of proper nouns. Therefore, when a proper noun is input for the second time 
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and afterwards, the number of key strokes is decreased easily if the function to 
forecast the word from location information is used. 

Moreover, the standard deviation was high when the proposal technique was 
used. Words forecast by the proposal technique were occasionally inappropriate. 
As a result, input efficiency improved greatly, or it fell and the value varied by 
that cause. 

5   Conclusion 

It has been understood that it is useful to use position information when the word 
is forecast in the Japanese-language input system. The system displays not only 
names of places and landmarks but also words frequently input as the forecast 
candidates. As a result, it is effective for E-mails which seem not to be related to 
the place either. However, the function to forecast words from location informa-
tion can not necessarily put out the great result. It is expected that input efficiency 
improves further if the forecast function can be turned on and off according to the 
situation.  

There is a problem with sizes of pieces generated from the gridding. To cope 
with this problem, it is necessary to change the way to delimit the longitude in 
proportion to latitude. A concrete solution is to lengthen the delimitation spacing 
of the width of the piece away from the equator. As a result, the size of a piece is 
always made the shape near the square.  

In this experiment, only CocoIME is used, so the dictionary is not ready in the 
place visited for the first time. Therefore, input efficiency is the same as the usual 
input system in the place first visited. Other users' input histories are displayed by 
the forecast system by simultaneously using KNDS. As a result, it is expected that 
more efficient input can be achieved even in the place first visited. 

As the future works, authors will aim at a further improvement of input effi-
ciency by improving CocoIME, and at the same time conducting the experiment 
that introduces KNDS. 
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Activity Recognition by Fuzzy Logic System in 
Wireless Sensor Network for Physical Therapy 

Shu-Yin Chiang, Yao-Chiang Kan, Ying-Ching Tu, and Hsueh-Chun Lin* 

Abstract. The physical therapy for geriatrics training or stroke patients requires 
incessant and routine rehabilitation during the cure period. The physiatrists hereby 
refer feedback from clinical records to offer necessary assistant programs. The 
ubiquitous health care (UHC or u-healthcare) becomes the most concern of the 
successful treatment that needs to ensure patients following the therapeutic as-
signment continuously. This study proposes a facile activity recognition procedure 
to interact patients and computation for measuring essential movements of human 
body with privacy concern through wireless sensor network (WSN) body motion 
sensors that involves the accelerometer and gyroscope. At this initial stage, sensor 
data of static postures and dynamic motions are recognized by the fuzzy algo-
rithm. According to the proposed process, the fuzzy parameters are calibrated by 
the adoptive feature sets and are verified by a blind test. The overall recognition 
accuracy for regularly steady activities achieves over 96%. Two simple rehab 
postures of physical therapy were discussed and the recognition rate can imply the 
threshold of specific rehab activity. The approach may support the interface to 
monitor privately remedy process for patients with non-imaged and non-invasive 
u-healthcare of physical therapy. 
 
Keywords: Accelerometer, Gyroscope, Fuzzy Logic, Activity Recognition, Ubi-
quitous Health Care, WSN. 
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1   Introduction 

The activity detection is one of the most important issues of the ubiquitous health 
care (UHC) system, particular for monitoring daily motions of aged people or  
hemiplegia patients who could unintentionally fall down. Based on the physical 
therapy and medicine, routine and continuous repeats of the specific motions are 
typically assigned for geriatrics training or stroke patients during the remedy  
period of rehabilitation treatment. If the physiatrists can completely acquire the 
rehabilitation records of patients during the cure process through UHC (or u-
healthcare) with ambulatory measurement, they must be more aware of designing 
assistant programs. The activity recognition therefore can be a prospective  
technique to achieve this scope. Human beings essentially take some typical 
movements such as “lie,” “sit,” “stand,” “walk” and so on. These activities can be 
captured and recognized in different circumstance by appropriate techniques [1]. 
In general, the methodology to identify movements of human body can be classi-
fied by image [2] and non-image [3] procedures. By considering the privacy of 
human right, the cost of equipments, and convenience in an open environment, it 
is preferred to adopt the non-image technology for u-healthcare. The u-healthcare 
related to rehabilitation requirement is conceptually extended from the homecare 
personal area network that provides intelligent monitoring and supporting hospital 
functions with ad hoc network [4-7]. In the past decade, due to rapid advances of 
technology in micro-electro-mechanical systems (MEMS), integrated circuit (IC), 
and radio frequency (RF), the wireless sensor network (WSN) [8] has been widely 
spread out for different types of healthcare because it can be applied for detecting 
various physiological signals such as blood pressure, impulse, motion as well as 
variation of the home environment [9]. Many studies approved this emerging 
technique on a variety of the home health care systems [10] since it provides 
wearable, portable, and mobile functionalities for usage to ubiquitously combine 
patients’ healthcare information with clinical data in hospital [11]. For this ap-
proach on the physical therapy and fundamental rehabilitation, the activity recog-
nition procedure of WSN data can be studied to measure the basic motions such as 
“lie,” “sit,” “stand,” “walk,” and “run” for further application. 

In this study, we design the wearable sensor by integrating the accelerometer 
and the gyroscope with the WSN devices to detect signals of body movements. 
For the measurement, the testers wear two self-developed WSN inertial sensors 
node (ISN) on chest and thigh to transport required signals [12]; thus the fuzzy  
algorithm is applied for advanced data calibration. The proposed procedure is fur-
ther promoted for measuring two fundamental rehabilitation activities. Herein, the 
configuration of WSN devices will be designed in the next section followed by 
necessary methodology that can adopt feasible feature sets of body movement due 
to the data acquired by the sensors. Successively, the strategy of activity recogni-
tion based on the fuzzy algorithm is explained to calibrate sensed data and obtain 
output movement. Finally, the test results are discussed and conclusion remarks 
are addressed. 
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2 System Implementation 

2.1   Hardware Implementation 

One of the primary assistance of u-healthcare for the physical therapy is allowing 
physiatrists to continuously trace clinical data of rehabilitation for stroke patients 
or training aged people so that patients’ disability can be surely rehabilitated in  
the cure. Essential motions of rehab patients usually include “lie,” “sit,” “stand,” 
“walk,” and “run” which imply spatial coordinates of the specific movement dur-
ing a period thus the gyroscope and accelerometer can reach this scope. Both of 
the MEMS-enabled chips are increasingly embedded in the portable electronic  
device to detect the position of the user and make the ambulatory measurement 
possible by transporting data through the WSN to approve the u-healthcare for 
physical therapy. 

The WSN mote shown in Fig. 1 (left) supports embedded micro control unit 
(MCU), radio frequency (RF) and antenna to process and deliver the sensor sig-
nals wirelessly. The accelerometer and gyroscopes shown in Fig. 1(right) can 
detect the acceleration and angular velocity, respectively, corresponding to the lo-
cal coordinate system of sensor. In addition, a flash memory is installed to store 
sensed data temporarily prior to transportation. Based on this design, the proposed 
WSN sensor provides wireless modules that enable low energy consumption for 
surveillance safety of human body behavior. It is compliant with the TinyOS em-
bedded system [13] and adapts typical network protocols to the backend interface 
for remote control and data analysis with convenience and efficiency. 

 

 

Fig. 1 WSN mote (left), Accelerometer and gyroscope modules (right) 

2.2   Data Calibration 

In this study, two WSN sensors are considered for measuring specific body mo-
tions. The tester can wear the sensor A and B on the right chest and the left thigh 
shown in Fig.2, respectively, to measure the relevant data including acceleration 
and angular velocity. In which, the global coordinate system defines z axis as the 
forward direction while the directions of vertical to ground and lateral to body are 
represented by x and y axes, respectively. Meanwhile, six data streams of accele-
ration and angular velocity along the 1, 2, and 3 axes of the sensor can be obtained 
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corresponding to the local coordinate system of sensor. Herein the static posture 
“stand” is set as the initial status, i.e. the axis-1 of sensor A and B are approx-
imately vertical and horizontal, respectively, to the ground in the beginning. Let 
gA, gB, ωA, and ωB denote the vectors of acceleration and angular velocity meas-
ured by the sensor A and B, respectively, at an arbitrary moment. In which, each 
vector consists of three components in three axes, i.e. gA = (gA1, gA2, gA3), gB = 
(gB1, gB2, gB3), ωA = (ωA1, ωA2 , ωA3) and ωB = (ωB1, ωB2, ωB3). The variation of ac-
celeration and angular velocity can be retrieved as diagrams in Fig.3.We hence 
gather a set of sensed data distributed during a period, e.g. one second, and take 
their mean value as the acceleration or angular velocity per unit period. 

 

 

 

 

Fig. 2 Location of the sensors at the body and relationship of tilt angles 

 

Fig. 3 Variations of acceleration in gravity (left) and angular velocity in degree/sec (right) 
detected by mote A 

2.3   Feature Extraction 

The parameters for feature extraction may not be the original raw data from the 
accelerometer and gyroscope. For recognizing the activity variation, the modified 
parameters below are extracted for the fuzzy activity recognition [14]. 

(1) Acceleration vector: gA and gB indicate the acceleration vectors of the sen-
sor A and B, respectively. 

(2) Angular velocity vector: ωA and ωB are the angular velocity vectors of the 
sensor A and B, respectively. 
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(3)  Tilt angle: θA and θB mean the tilt angles of the sensor A (at the chest) 
and B (at the thigh), respectively.  

(4) Standard Deviation: σgA, σgB and σωA, σωB indicate the standard deviation 
of acceleration and angular velocity of the chest and thigh, respectively. 

(5) νgAR and νgBR: the difference rate of relative acceleration of the chest and 
thigh, respectively. 

(6) γgA, γgB and γωA, γωB: the gradient of acceleration and angular velocity of 
the chest and thigh, respectively. 

3   Proposed Fuzzy Inference System 

The above features will be selected for different rules of the fuzzy algorithm reci-
procally to calibrate measured data as well as compare their feasibility. The proper 
features are firstly classified as fuzzy sets and became the input features of the 
fuzzy system [1, 14-16]. After fuzzification, we then induced the fuzzy rules 
which yield the activity recognition patterns in the future. Consequently, with de-
fuzzification, we may carry out the output features that stand for static postures or 
dynamic motions, and create the patterns for activities. The procedure of the fuzzy 
algorithm is described by the following steps: Fuzzification, Rule Evaluation, and 
Defuzzization and discussed in the next subsection. 

3.1   Fuzzification 

In the fuzzification, the input parameters, tilt angles, gradient of acceleration and 
angular velocity and standard deviation of acceleration are fuzzified using pre-
defined input membership functions as shown in Figures 4, 5, 6 and 7, respectively. 
 

 

Fig. 4 Membership Function of θA and θB 

  

Fig. 5 Membership Function of σgAx 
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Fig. 6  Membership Function of γgBx 

 

Fig. 7 Membership Function of γωAx 

3.2   Rule Evaluation 

In this work, we use fuzzy rules for the activity recognition pattern. These rules 
are generated by the fuzzy logic with “if-then-else” syntax to recognize the input 
features and carry out the output features; e.g., if (θA = “low-angle”, θB = “high-
angle”, γgBx = “low” and γωAx =“low” with neglect of σgAx) then output = “sit”. The 
set of fuzzy rules is listed in Table 1. Herein, the membership function of output 
feature for activities such as “lie,” “sit,” “stand,” “walk,” and “run” can be quanti-
fied by using the triangle distribution as shown in Fig.8.  

Table 1. Fuzzy rules for defuzzification 

θA θB σgAx γgBx γωAx Output 

L L - L L Stand 
L H - L L Sit 
H H - L L Lie 
- - L M H Walk 
- - H H H Run 

3.3   Defuzzification 

It is necessary to convert the resultant fuzzy decision sets into a precise quantity. 
We use Centroid Of Area (COA) to perform the defuzzification. The correspond-
ing membership of the output is defined in Fig.8.  
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Fig. 8 Membership Function of output 

4   Performance Evaluations 

In this study, ten laboratory members wore the developed WSN sensors on their 
chests and thighs to deliver body motion data to test the procedure above. In the 
test, seven of them obeyed the specific order of activities to determine the mem-
bership functions and fuzzy rules and these recognition parameters were verified 
by the rest ones for the blind test. 

The samples of acceleration and angular velocity components corresponding to 
various movements are detected by the sensor A and B. The input feature sets in-
cluding {θA, θB, σgBx, γgBx, γωAx} are extracted for the fuzzy rules which determine 
the output features to represent “lie,” “sit,” “stand,” “walk,” or “run”. The testers 
are trained to follow the same postures and motions orderly for calibrating neces-
sary fuzzy parameters and creating the recognition logics in Table 1. These para-
meters can detect the regular activities perfectly excluding irregularly changing 
status. By substituting this pattern in a blind test, the recognition results are shown 
in Table 2. 

By comparing output data and real motions in the blind test, we found good 
recognition rate for static postures and lose accuracy for dynamic motions, ave-
ragely 99% versus 93%; but imperfection as changing the status which is not  
our scope though in this study. It is observed that most of stable and routine 
movements can be recognized successfully; for instance, the static postures and 
dynamic motions that obey the identical sample actions. If the testers are restricted 
completely by expected rules, their movements can be well recognized. These re-
sults approve the accuracy of the developed devices and the proposed procedure in 
this study. 

Table 2 The successful rate (%) of activity recognition 

Lie Sit Stand Walk Run Average 

Sample Test 

100 100 100 100 100 100 

Blind Test 

98 100 100 96.31 90.48 96.96 

static posture dynamic motion  
99 93 
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movements such as non-routine “walk,” “run,” or “sway the elbow” those involve 
sophisticated personal habitual behaviors, more types of specific membership 
functions or machine learning algorithms are suggested for the available solution. 

5   Conclusions 

In this study, we proposed a recognition procedure to detect the essential body ac-
tivity including static postures and dynamic motions by using the self-developed 
wearable WSN sensor. The required movement data are transported to backend 
via wireless sensor network when the user wears two sensors on the specific loca-
tions of body. The fuzzy algorithm is applied to calibrate WSN measurement data. 
In which, the membership functions are based on distribution of the input features 
such as the tilt angles, the standard deviation and difference rate of acceleration 
and angular velocity; then the output features of activities can be ruled by the 
fuzzy-based logic for recognition. With processes of fuzzification and defuzzifica-
tion, the patterns are yielded and output movements can be obtained. The patterns 
are verified by a blind test that two typical feature sets are adopted in the study to 
perform good recognition rate for steady and regular movements. Thus the pro-
posed procedure is approved by two rehabilitation activities to recognize qualified 
postures. It can be concluded that the recognition rate is available to be a threshold 
of the restricted postures in rehabilitation. This fundamental study prior to hospital 
practice contributes the facile and feasible process with the convenient device for 
the ubiquitous healthcare in physical therapy. 
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Adaptive Reinforcement Learning for
Dynamic Environment Based on
Behavioral Habit

Akihiro Mimura, Shota Sumino, and Shohei Kato

Abstract. In our previous works, we proposed the adjustment method for
learning rate of reinforcement learning: ALR-P. In this method, the learning
rate can be adjusted adaptively considering learning progress using a simple
and general value TD-error. And we confirmed that the adaptive learning can
be realized with the proposed method through a maze problem as dynamic
environment. In this paper, we propose the additional ability for this method
to realize the learning agent taking behavioral habit into the consideration.
The behavioral habit has been taken in human consideration for important
decision making in real world. We believe that the learning agent also should
have the behavioral habit and take action considering it. We applied ALR-P
with the some behavioral habits (ALR-BH) to dynamic maze problem. The
experimental results show that the adaptively adjustment of the learning rate
is effective for dynamic environment and ALR-BH enabled the learning agent
to behave appropriate actions based on the behavioral habit.

1 Introduction

Recently, there are a lot of researches about robotics [4][7] using the rein-
forcement learning [8] that the learning agent learns and acquires appro-
priate control rules autonomously through the trial and error. In the rein-
forcement learning, there are some meta parameters that affect the learning
behavior. If these meta parameters of the learning such as learning rate and
the discount rate are inappropriate, the learning agent cannot behave suffi-
cient performance. In general, the optimal value does not exist in these meta
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parameters, and the designer should properly adjust them according to the
target task. In addition, it is difficult for the learning agent to adapt to the
real world in which environmental changes occur, because a lot of the general
reinforcement learning methods using fixed meta parameters premises on the
static environment. Thus, in our previous works, we proposed ALR-P [3] in
order to realize the robust learning for the real world problems (e.g., environ-
mental change and noise), in which the learning rate is adaptively adjusted
considering the learning progress. And we suggested that ALR-P enabled the
leaning agent cover real world problem through the maze problems in which
environmental changes occurred.

Meanwhile, we believe that the characteristics of the problem also should
be taken into the consideration. The objective of an agent in the reinforce-
ment learning is generally to maximize the sum of the rewards. However this
objective is not entirely appropriate. The objective of agent in the reinforce-
ment learning is generally to maximize sum rewards, however it can be not
entirely appropriate. For instance, in motion acquisition of robot, the robot
possibly breaks down by repeating tumbles in the trial and error for the learn-
ing. Under such the situation, the learning should be progressed carefully for
avoiding tumble in order to prevent the most critical accident: break down
and loss of control. That is to say, it is thought that the risk management
meeting the characteristics of the problem (e.g., risk of failure) is important.

In this paper, we propose the behavioral habit as the additional ability of
the ALR-P. We define the index which determines “which is emphasized the
learned solution or the new one” as the behavioral habit in this paper. In
ALR-P, the learning rate approaches 0 as the learning converges, and the
agent becomes negative for the learning. Then, immediately after the envi-
ronmental change, the agent tends to select the action that is expected to
be suitable through the previous learning, and this is the behavioral habit
emphasizing the “past success.” On the other hand, “finding the new action”
can be demanded in other problems, especially in a problem with dynamic en-
vironment, and then the positiveness for the learning should be maintained in
a high level throughout the learning. In this paper, we propose the reinforce-
ment learning agent that can cover dynamic environment by using ALR-BH
that is adjustment method for the learning rate considering the behavioral
habit.

2 Reinforcement Learning

The reinforcement learning agent takes an action and receives the reward for
the action, and intend to maximize sum rewards throughout an episode. The
agent learns control rule by repeating a sequence of taking an action based
on action-value (Q-value) and receiving a reward. The reward indicates what
is good in an immediate sense. Q-value is predicted value of the total amount
of reward that the agent will receive over the future.
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The agent dynamically updates the action-value function based on the re-
ceived rewards. In this paper, we use Q(λ)-learning [9] as learning algorithm.
In Q(λ)-learning, the action-value of the action a in the state s, Q(s, a) is
updated according to the following equation.

Q(s, a) ← Q(s, a) + αδ(s, a)e(s, a), (1)

where α, δ(s, a), and e(s, a) show the learning rate, the TD-error of action
a in the state s, and the eligibility trace, respectively. TD-error is calculated
by the following equation.

δ(s, a) = r + γ max
a′∈A′

Q(s′, a′)−Q(s, a), (2)

where r, γ, s′, and A′ show the reward, the discount rate, the following
state after the action a, and set of actions that the agent can select in state
s′, respectively. Roughly, TD-error indicates the difference of the predicted
value and the observed value in the state-action pair. The eligibility trace is
the index that shows whether the updating is proper when the action-value
function is updated. As shown the following equation, the eligibility trace of
a state-action pair become 1 when the state-action pair is selected, and ones
of other state-action pairs decrease.

e(s, a) ←
{
1 (s, a) is current state-action pair
γλe(s, a) otherwise

, (3)

where λ shows the discount rate of trace.

3 Learning Rate

As shown in the Equation (1), a learning rate is a meta parameter which
determines updating width of action-value function. Generally, in the case
of that the learning rate is high, the progress of learning is fast although
the learning is not steady. On the other hand, the learning progresses slowly
though the learning is steady in the case of that the learning rate is low. This
means that the learning rate is a parameter that balances trade-off between
speed and stability of the learning.

In our previous works, we proposed adjustment method named adaptive
learning rate considering learning progress: ALR-P [3]. ALR-P adjusts learn-
ing rate according to each state (or state-action pair) for every step. The
learning in the early stage or environment changes should be progressed
speedy even if it can be roughly, because the learning agent have to acquire
more proper action-value function as soon as possible in that cases. Mean-
while, the learning in the end stage should be progressed more precisely in
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order to converge action-value on optimal value in high accuracy. From the
above things, the learning rate should be adjusted considering the learning
progress; the learning rate should be high to value the learning speed in a
state that the action-value cannot be correctly estimated, while the one in a
state that the action-value can be correctly estimated should be low to value
the stability.

And the learning rate can be considered as the index which determines
positiveness for the learning. The high and low learning rates are positive and
negative for the learning, respectively. It is thought that addition behavioral
habit to the learning agent is possible by using this characteristic of the
learning rate.

4 Learning Agent Covering Dynamic Environment

4.1 ALR-P

ALR-P is a method of adjusting learning rate for every step based on the
degree of learning progress. The learning agent can adapt to dynamic envi-
ronment by using ALR-P. In this method, we focus on TD-error which can
be thought a difference of predicted and observed rewards. In a state such
as early stages of learning and environmental change, TD-error is high be-
cause prediction of reward is not proper. On the other hand, in a state such
as converging stages of learning, TD-error is low and approaches 0 because
prediction of reward is proper. Thus, we define the expected value of ab-
solute TD-error approximated by exponential moving average as the degree
of learning progress, and use the degree of learning progress to adjust the
learning rate. The degree of learning progress in state s and action a, d(s, a)
is defined by the following equation.

d(s, a) ← d(s, a) + ω[|δ(s, a)| − d(s, a)], (4)

where ω shows updating width. The maximum d(s, a) in each state-action
pair is saved as dm(s, a). Using the calculated values from Equation (4), the
learning rate α is adjusted by the following equation for every steps.

α =
d(s, a)

dm(s, a)
. (5)

Because the learning rate is adjusted based on the degree of learning progress
that each state-action pair has, so the learning rate can be adjusted according
to the each state-action pair.

In ALR-P, only TD-error is used to calculate the degree of learning
progress. Because the TD-error is a simple value generally calculated in ex-
isting reinforcement learning methods, it is easy to build ALR-P into almost
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all reinforcement learning methods such as Q-learning, Sarsa, Actor-Critic
and so on.

4.2 Behavioral Habit

In above, we proposed ALR-P which can adjust the learning rate in a step,
and the agent can adaptively learn the appropriately under dynamic environ-
ment. Meanwhile, the objective of agent in the reinforcement learning is to
maximize the total reward it receives in the long run (i.e., throughout many
steps), and the learning should be realized based on the behavioral habit. For
example, in the robot control where mistakes such as tumbles cannot be al-
lowed, the learning should be carefully progressed for less mistakes even if it
takes a lot of times. This concept is not for only the reinforcement learning
agent but also humans, the behavioral habit has been taken in human con-
sideration for important decision making in real world. The behavioral habit
is not taken into consideration in ALR-P, and the agent prioritizes to maxi-
mize total reward even if the above-mentioned environment where mistakes
cannot be allowed and a risk is involved in order to maximize total reward.
In this paper, we propose the ability for adding behavioral habit to the agent
in ALR-P.

In ALR-P, dm(s, a) which is reference value for adjusting the learning rate
increases monotonically, and the learning rate approaches 0. Approaching
the learning rate to 0 means that the action-value function is hardly updated
and the learning becomes negative. Thus, the learning rate is maintained
with a certain amount of level by multiplying dm(s, a) by a persistence rate
0 < κ ≤ 1 as shown the following equation.

dm(s, a) ← κdm(s, a). (6)

This value dm(s, a) is updated for each step the state-action pair (s, a) is
selected. In case of κ is large, dm(s, a) is not decreased much, and the learning
rate tends to transition in relatively low level (i.e., the agent values learned
solution and becomes negative for the learning). On the other hand, in case of
small κ, the learning rate tends to transition in relatively high level (i.e., the
agent values new solution and becomes positive for the learning). Therefore,
the learning agent can have various behavioral habit by adjusting degree of
the positiveness based on κ. The method ALR-P added the ability which
determines the behavioral habit is named Adaptive Learning Rate based on
Behavioral Habit: ALR-BH. In ALR-P, the value dm(s, a) is not updated by
the equation (6). Therefore, ALR-P is considered as a special case of ALR-BH
such that persistence rate κ = 1. Q(λ)-learning applying ALR-BH is shown
in Table 1. Although there are some methods for adjustment the learning
rate [5][2], the objective of these methods is not addition of the behavioral
habit like ALR-BH.
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Table 1 Q(λ)-learning applying ALR-BH

Initialize Q(s, a) arbitrarily for all s, a
Initialize e(s, a) = 0 and d(s, a) = 0 for all s, a
Repeat (for each episode):

Initialize s, a
Repeat (for each step of episode):

Choose a′ from s′ using policy derived from Q (e.g., softmax-method)
δ(s, a) ← r(s, a) + γmaxa′ Q(s′, a′)−Q(s, a)
d(s, a) ← d(s, a) + ω[|δ(s, a)| − d(s, a)]
If d(s, a) > dm(s, a):

dm(s, a) ← d(s, a)
α = d(s, a)/dm(s, a)
e(s, a) = 1
For all s, a:

Q(s, a) ← Q(s, a) + αδe(s, a)
e(s, a) ← γλe(s, a)

dm(s, a) ← κdm(s, a)
s ← s′

until s is terminal

5 Adaptive Learning Experiment

5.1 Maze Problem with Environmental Changes

To verify the effect of behavior on the learning agent by addition of the
behavioral habit, we apply ALR-BH to the maze problems (Fig. 1) in which
the environmental changes occur. Each cell shows state, and the coordinates
are defined as follows: left-uppermost is (0, 0), right-uppermost is (0, 16), left-
lowermost is (16, 0), and right-lowermost is (16, 16). An initial state and a
goal state are set to (15, 15) located in lower-right part of the maze and (1, 15)
located in upper-right part, respectively. The environmental change in this
experiment is defined as follows; until 100th episode (Fig. 1(a)), agent can
reach goal state by passing through (10, 15), from 101st episode (Fig. 1(b)),

(0,0) (0,16)

(16,0) (16,16)

S

G

(a) Until 100th episode

(0,0) (0,16)

(16,0) (16,16)

S

G

(b) From 101st episode

Initial state

Goal state

It is possible to move to this cell

It is impossible to move to this cell

It is possible to move to this cell 
with a probability 1/7

S

G

It is possible to move to this cell 
with a probability 1/14

Fig. 1 Maze problem
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(10, 1) and (10, 8) is opened up, and the states which are (10, 8) and (10, 15)
change whether transition is possible or not with a fixed probability for every
steps. The agent can move on to the state (10, 8) with the probability 1/7
and the state (10,15) with the probability 1/14, respectively. Thus, after
environmental changes, the agent can reach goal state by passing along one
of the three paths. Each expected sum rewards of these three paths are large
in order of the right side path which contains (10, 15), the center path which
contains (10, 8), and the left side path which contains (10, 1). From above
things, it can be said that the right side path is high-risk-high-return and the
left side path is low-risk-low-return.

Comparative methods are the conventional general methods that learning
rate is each fixed to 0.3 as negative behavioral habit for the learning, 0.6 as
neutral behavioral habit for the learning, and 0.9 as positive behavioral habit
for the learning. Q(λ)-learning is used as learning algorithm, and softmax
method is used as action selection rule. Each parameter is set as follows; the
discount rate γ = 0.95, the discount rate of trace λ = 0.95, and the update
width of the degree of learning progress ω = 0.1. This experiment consists
of 300 episodes, and one episode is that learning agent reaches in goal state
or passes over 100 steps. The agent moves to top, bottom, right, or left cell,
and receives reward that is -1 in a step.

5.2 Experimental Results

Success Rate of Task. The above-mentioned experiments were conducted
100 times for each method. The results shown in Table 2 indicates that success
rate of the task and selection path at the success episode after environmental
changes. From the result in case of using conventional methods that the
learning rates are fixed, we confirm that the rates of the selection probabilities
of each path are different. The learning agent with low learning rate selects
the right (risky) path which contains a state (10, 15) mainly (item of negative
behavioral habit in Table 2) and the agent with high learning rate selects

Table 2 Success rate of the task and selection path at the success episodes after
environmental changes

Setting Learning rate
Success rate

(%)

Selection rate
of each path (%)

(10, 1) (10, 8) (10, 15)

Negative
behavioral habit

α = 0.3 (fixed) 61.10 2.19 44.51 53.30
ALR-BH (κ = 1.0) 81.76 10.08 33.08 56.84

Neutral
behavioral habit

α = 0.6 (fixed) 66.22 34.81 46.03 19.16
ALR-BH (κ = 0.98) 74.95 32.40 45.81 21.79

Positive
behavioral habit

α = 0.9 (fixed) 73.29 66.76 25.71 7.53
ALR-BH (κ = 0.90) 74.67 72.82 20.53 6.65
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the left (safety) path which contains a state (10, 1) mainly (item of positive
behavioral habit in Table 2). It is thought that in case of low learning rate, the
agent becomes insensitive to environmental changes and tends to select the
right side path along which the agent was able to pass before environmental
changes even though the path is blocked off. On the other hand, the agent
with high learning rate is sensitive to the changes and tends to select the left
side path which is opened up newly. From above things, the agent whose the
behavioral habit is positive for the learning has the tendency to avoid the
state including uncertainty.

In the proposed method, each behavioral habit’s persistence rate κ which
determines positiveness was set such that the each selection rate of paths
becomes mostly equivalent to one of the conventional methods. And the per-
sistence rate κ was set as followings; κ = 1.0 as negative behavioral habit
for the learning, κ = 0.98 as neutral behavioral habit for the learning, and
κ = 0.90 as positive behavioral habit for the learning. From Table 2, we con-
firm that the selection rates of both methods are approximately equivalent,
and the success rates of ALR-BH are higher than conventional methods in
the all behavioral habits. This result suggests that the learning agent could
adjust the learning rate appropriately and adapt to this problem by using
ALR-BH.

Addition of the behavior habit to the agent seems to be possible by using
fixed learning rate, however the success rate of the task becomes low as the
risk increases. On the other hand, ALR-BH not only adjusts adaptively the
learning rate, but also maintains high success rate. The results suggest that
ALR-BH was able to take action appropriately according to corresponding
the behavior habit.

Transition of Sum Rewards. The results shown in Fig. 2, Fig. 3, and
Fig. 4 indicate that the transition of sum rewards in case of the negative, the
neutral, and the positive behavioral habit for the learning, respectively. Be-
fore the environmental changes, the proposed method have learning converge
more quickly than the conventional methods. The reason why this results is
that the learning progressed roughly and speedily by adjusting the learning
rate high in the early stage of the learning, and the learning rate was low-
ered gradually as the learning progressed by using ALR-BH. Also, after the
environmental changes, we confirm that the proposed method could relearn
quickly. Especially, in case of the negative behavioral habit for the learning,
the difference of convergence speed between ALR-BH and the conventional
method is a lot.

Transition of Learning Rate. Fig. 5 shows an example of transition of
learning rate in the state-action pair that state is (11, 15) and action is mov-
ing to up. From this figure, we confirm that after environmental changes
learning rate was adjusted high again. Because the location of state (11, 15)
was near the state in which environmental changes occurred, it is thought
that the state was profoundly affected by the environmental changes. ALR-
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Fig. 2 Transition of sum rewards in case of the negative behavioral habit for the
learning
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Fig. 3 Transition of sum rewards in case of the neutral behavioral habit for the
learning

-100

-90

-80

-70

-60

-50

-40

-30

-20

-10

 0  50  100  150  200  250  300

S
u

m
 r

ew
ar

ds

Episode

α =0.9 (fixed)
ALR-BH

Fig. 4 Transition of sum rewards in case of the positive behavioral habit for the
learning

BH could promote relearning by adjustment of the learning rate according
to the variation of TD-error. Fig. 6 shows a typical example of transition
of learning rate in state-action pair that state is initial state (15, 8) and ac-
tion is moving to right. From this figure, we confirm that the learning rate
was not high even though it was after the environmental changes. Because
the location of state (15, 8) was far from the state in which environmental
changes occurred, it is thought that the state is not seriously affected by the
environmental changes. From these results, it was confirmed that ALR-BH
could adjust learning rate to appropriate value on each state.

Fig. 7 shows a typical example of transition of learning rate in the episode
in which the agent selected right side (the shortest) path. In the states except
the state (10, 15) in which environmental changes occurred, the learning rate
is changing with low level. On the other hand, the learning rate is enlarged
in the state in which environmental changes occurred, when the state was
passed. In this state, the learning is not converged in the first place because
of the environmental changes, so TD-error also varied widely and the learning
rate was adjusted according to the changes. In this way, updating of action-
value function which reflected having succeeded greatly is possible, then the
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Fig. 5 A typical example: transition of learning rate in state-action pair that state
is (11, 15) and action is moving to up
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Fig. 6 A typical example: transition of learning rate in state-action pair that state
is (15, 8) and action is moving to right
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Fig. 7 A typical example: transition of learning rate in the episode in which the
agent selected right side path

agent become prone to also select the path which contains (10, 15) in the next
episode. On the other hand, in conventional method, action-value function
does not reflect the success because the learning rate is stationary regardless
of success or failure. It is thought that this thing mentioned above is a factor of
difference of the success rates (Table. 2) between proposed and conventional
methods.

6 Conclusion and Future Works

In this paper, we proposed the behavioral habit as the additional ability of
the ALR-P [3] which is proposed in our previous works. We applied ALR-
P with the behavioral habit (ALR-BH) to dynamic maze problem having
some paths whose expected sum rewards were different to goal. Through the
experiment, we confirmed that the adaptively adjustment of the learning rate
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was effective for environmental changes and ALR-BH enabled the learning
agent to take suitable actions based on the behavioral habit.

In this paper, we used the fixed behavioral habit (i.e., the persistence rate
κ), however the behavioral habit should be changed based on the situation in
order to realize more effective learning. Therefore, we will describe the recog-
nition method for the characteristics and situation of a problem, and realize
the dynamic behavioral habit change. And the behavioral habit can be con-
sidered as the characteristic of a learning agent. In recent years, it has been
studied that the relation between the influence of the meta parameters in the
reinforcement learning and the influence of the neurotransmitter in human
behavior [1][6]. Thus, we believe that the reinforcement leaning considering
the behavioral habit possibly enables to help the development of more hu-
manly communication robot, and presentation of the novel opinion for the
human learning progress through a perspective of the computer science.
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An Exploration of Individual Level Tacit 
Knowledge Integration 

Dao Cheng Hong, Hong Ling, and Cheng Hong Zhang* 

Abstract. With the advanced knowledge economy, much attention has been 
placed on knowledge integration because of human beings’ cognitive limits. As a 
spread phenomenon, tacit knowledge integration has becoming a hot topic because 
of the embedness in social activities and interactions. Previous literatures have ad-
vocated the direct effect of social networks (SNs) on knowledge integration de-
spite the fact that most social relations eventually lead to the integration action 
mediating individual intentions. Given this apparent gap, this paper investigates 
integrative process of tacit knowledge based on social networks and proposes a 
novel theory of tacit knowledge integration (TKI) drawn on SNs perspective, 
technology acceptance model (TAM) and theory construction methodology. The 
explorative study demonstrates several findings. 

1   Introduction 

With the advanced knowledge economy, few works can be done only by a single 
person in modern organization. Individuals developing and possessing different 
knowledge especial tacit knowledge do their best to communicate and cooperate 
with each other in working toward the same goal. Much more attention has been 
increasingly paid on knowledge which is power and one of most valuable assets in 
organization. Researcher further asserted that without the adequate management of 
organizational knowledge, the consequences for organizations could be devastat-
ing [1]. Therefore, much more research and practice of knowledge management 
has been conducted in an effort to capture, store, and disseminate knowledge ef-
fectively and efficiently for organizational performance.  

Furthermore, knowledge especial tacit knowledge being recognized as the 90 
percent of organization knowledge capacity which resides in human beings is crit-
ical to organization’s competitiveness [2,3]. Researchers have begun to pay much 
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more attention on integration for fragmented pockets of tacit knowledge, such as 
expertise, specialized knowledge. Tacit knowledge integration leverages individu-
al and organization’s performance and attracts more attentions because of human 
beings’ cognitive limits and knowledge dispersancy. Therefore, tacit knowledge 
integration of many different individuals in the process of producing goods and 
services is playing a critical and constructive role for organization.  

However, with the approaching of information booming era, someone has prov-
en more amenable to being inquired about tacit knowledge than others within the 
same social networks (SNs). In other words, individuals have many obstacles or 
resistance to acquirement of tacit knowledge from others of their social networks. 
These practical observations lead to main research questions: what factors of SNs 
influence the integration of tacit knowledge? How do factors impact on the inte-
gration of tacit knowledge? 

Technology acceptance model (TAM) posits that perceived usefulness and per-
ceived ease of use towards objects determine an individual's intention to actual 
behavior with intention serving as a mediator of action [4]. Thereby, this article 
focuses on individual activities and analyses the factors influencing on tacit know-
ledge integration (TKI) from TAM perspective. In other words this paper explores 
influences on the integration of tacit knowledge and develops TKI theory drawn 
on SN, TAM and theory construction methodology [5, 6]. The contributions of 
this research are focusing on a hot topic and proper integration, which provide a 
novel and integrated perspective both for academia and practice neglected by most 
researchers. The most important but not the last one is that under the theoretical 
framework most of TKI phenomenon can be explained properly. 

2   Theoretical Concepts 

In the booming society it’s unnecessary and impossible for one person to master 
and apply all knowledge and technology properly. Researchers of knowledge col-
laboration have asserted that individuals mostly develop and rely on their social 
networks in deciding with whom to collaborate and how to collaborate with part-
ners [7]. With the increasing number of evidence, tacit knowledge integration is 
conducted by people and embedded in their social activities and interactions. 
People are known to acquire knowledge from their own interpersonal networks 
which extend beyond the formal organizational structures for knowledge collabo-
ration [8, 9]. Knowledge integration depending on how members know, synthesize 
and apply current their individually owned knowledge is ultimately about micro-
social interactions among individuals [10, 11]. Researchers presumed that tacit 
knowledge integration is conducted by actors and determined by social connec-
tions or ties; obstacles to an effective integration include lack of familiarity among 
individuals, unfamiliar language, disparities in verbal skill, distinctive thought 
worlds, insufficient conflict, and status differences [10]. Withal, knowledge inte-
gration has been recognized as “in essence a process of the management of social 
networks” [12].  

As a much more widespread phenomenon of modern society, knowledge inte-
gration is a hot topic and has been studied both in research and industry. Two 
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main research streams of knowledge integration include organizational capability 
perspective [11, 13-17] and process perspective [18-22]. Anyway, tacit knowledge 
is what the actor knows, and is derived from experience and embodies beliefs and 
values. Mostly, tacit knowledge residing in human minds can only be shared 
through up-close demonstration, observation, or hands-on experience [23]. Inte-
gration of pocketed and dispersed tacit knowledge emphasizes the economic value 
of specialization and the effectiveness for both organization and individuals. Tacit 
knowledge which is the most important basis for the generation of new knowledge 
is action-oriented knowledge and even more the most valuable assets for both in-
dividual and organization. For the purpose of research, tacit knowledge integration 
is defined as an ongoing collective process of promoting individual tacit know-
ledge development by transferring and sharing tacit knowledge through communi-
cation and interaction for a successful project, task in organization [21, 24].  

3   TKI Theory 

Practically, individuals are known to acquire knowledge depending on their own 
personal networks which extend beyond the formal organizational structures. Re-
search on knowledge collaboration presumed that tacit knowledge integration is 
embedded in social interactions., individuals often develop and rely on their social 
networks in deciding with whom to collaborate and how to collaborate with each 
other. Additionally, perceived usefulness and perceived ease of use towards know-
ledge accession determine an individual's intention to actual behavior [4]. 

In TKI theory, the dependent variable is tacit knowledge integration and the 
main constructs are expressive richness of ties, ties strength, individual hetero-
geneity and intention of integration. Each of main constructs is posited to have a 
positive effect on tacit knowledge integration mediating individual intention. In 
other words, as each of constructs increases, the tacit knowledge becomes more 
amenable to integration. It doesn’t mean that a tacit knowledge integration process 
with low degree of social networks can’t be conducted; rather, it means that it 
would be more amenable to being steered if these characteristics degrees are high. 
The dependent variable of tacit knowledge integration is continuous rather than 
discrete, and should be thought of as a matter of degree, not of kind. This is a crit-
ical distinction. The propositions of TKI theory would not be interpreted as on/off. 

3.1   Knowledge Integration 

Three dimensions of knowledge integration have been presented in existent litera-
tures which are efficiency, scope and flexibility [14, 25, 26]. Researchers have 
discussed these contents as follow. Firstly, flexibility of knowledge integration is 
the extent to which organization can access additional knowledge and reconfigure 
existing knowledge. Secondly, scope of knowledge integration refers to the 
breadth of tacit knowledge that the project draws upon. Knowledge integration  
efficiency, finally, is the extent to which organization accesses and utilizes the ta-
cit knowledge held by individual members. In order to utilize the specialized 
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knowledge stored within every individual, it is vital that all members have a good 
understanding of each other’s capability. As the statement of previous session, we 
take tacit knowledge integration as a continuous rather than discrete process, and a 
matter of degree, not of kind. In this research, we can measure tacit knowledge in-
tegration using efficiency, scope and flexibility. 

3.2   Intention of Tacit Knowledge Integration 

An individual's positive or negative feelings about performing the target influence 
behavioral intention and further lead to actual behavior [4]. Attitudes towards 
usage and intentions about performing the target behavior may be ill-formed or 
lacking in conviction or else may occur only after preliminary strivings to evolve. 
Thus, actual performance may be a direct or immediate consequence of such atti-
tudes and intentions. Individuals may integrate tacit knowledge when they have 
clear intention of tacit knowledge integration within their social networks. 
 
Hypotheses 1. The greater (lower) the intention of tacit knowledge integration, the 
higher (lower) level of tacit knowledge integration is to being developed. 

3.3   Social Networks 

Social network is a powerful theory to explain social interaction and knowledge 
integration especially, which asserts that the world is made up of relationships;  
individuals and organizations are encircled by social connections [27]. Social ac-
tivities promote interaction between people/objects and form multi-dimensional 
relationships in daily lives [28]. Most previous researches emphasized the struc-
ture dimension of social networks and neglected ties dimension and nodes dimen-
sion with the essence of interaction and the mechanism of knowledge integration.  
 
Social ties. Two broad extreme types of social ties have been distinguished in so-
cial networks theory [29-33]. One end is expressive tie involving expressions of 
interpersonal affect which are sources of social support and provide a sense of 
identity and personal belonging, and serve to transmit normative expectations, 
such as friendships. The other end is instrumental ties involving gathering infor-
mation, advice, and resources necessary for accomplishment, such as work-
related-advice ties. In general, expressive ties are normative and affection based, 
whereas instrumental ties are information and cognition based [34, 35]. The im-
portance of social interaction and connections between individuals should be 
stressed in order to promote effectiveness of tacit knowledge integration, because 
integration of tacit knowledge requires high level of personal interaction through 
reciprocity exchange relationships. 

Tacit knowledge is a highly personal knowledge and hard to formalize which is 
rooted in action, commitment, and involvement in a specific context [36]. Re-
search in social networks suggests that individuals who have mutually expressive 
ties provide support and assistance to one another [7]. Social ties facilitate tacit 
knowledge integration through the expressive richness of ties. Expressive ties 
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promote tacit knowledge integration by providing a sense of organizational identi-
ty and personal belonging which are perception and motivations to assist a  
contact. Therefore, much more expressive richness of ties facilitates identity and 
personal belonging with individual intention of tacit knowledge integration. 
 
Hypotheses 2. Expressive richness of ties promotes intention of tacit knowledge  
integration. 
 
Referring to social ties, the strength of ties is necessary and has been attracting 
more attention. Tie strength, a concept ranging from weak ties at one extreme to 
strong ties at the other, characterizes the closeness and interaction frequency of a 
relationship between two partners [37, 38]. At the dyadic level, theories have ari-
sen around both extremes of the tie-strength concept, with research findings to 
both strong and weak ties. Researcher studied strong ties and demonstrated the 
importance of it in transferring tacit, complex knowledge across departmental 
boundaries [39]. Moreover, strong ties bind cliques of individuals and primarily 
convey affluent news. Strong ties develop the relationship-specific heuristics and 
specialized language which is conducive to conveying complex chunks of know-
ledge [7, 40]. People who interact with each other regularly are more likely to 
have similar perceptions than people who do not interact [41]. Withal, strong ties 
promote the creation and maintenance of social connections because of individual 
obligation and responsibility sense. Strong ties cultivate the individual obligation 
and responsibility perceptions leveraging trust and coordination of intention.  
Hypotheses 3. Ties strength promotes intention of tacit knowledge integration. 
Network Nods. Diversity of participants in workplace has been investigated in 
depth, such as social category diversity, value diversity, and informational diversi-
ty [42]. Value diversity is the fundamental dimension of nodes heterogeneity in 
social networks. As the basic diversity of individuals, value diversity provides var-
ious ideas and perceived knowledge which are useful for tacit knowledge integra-
tion. Value diversity exists when individuals differ with each other in terms of 
what they think of real task, goal, target, or mission should be. In other words,  
individuals’ similarity in goals and values enhances the same voice and prevent 
creative mind and behavior. Furthermore, considerable evidence points to the de-
trimental effects of value diversity on coordination. Consequently, we draw out 
the final hypothesis:  
 
Hypotheses 4. Value diversity of individuals promotes intention of tacit knowledge 
integration. 

4   Quantitative Assessment of Research Model 

4.1   Survey Sample 

We conducted this study involving a random survey of individuals with works in 
the mainland of China. The survey continued over a period of three months and 
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raw data were collected from volunteers. In our study all of the respondents are 
full-time professionals in a variety of industries. In order to decrease misunders-
tanding, we provided the definition and several explanations in the questionnaire 
(Chinese version). The context of team/project work also has been emphasized to 
match the definition of tacit knowledge integration. Table 1 lists the characteristics 
of the pilot investigation sample. 

4.2   Survey Measures 

Tacit knowledge integration. Within existent literatures [14, 25, 26], efficiency, 
scope and flexibility have been adopted to measure knowledge integration. In or-
der to develop proper measures (TKI), we adopt prior research items and modify 
several ones to adapt this research aims under team-work condition focusing on 
individual tacit knowledge integration.  
 
Intention of tacit knowledge integration. We measured intention of tacit know-
ledge integration [INT] with adapted classic-item scale developed by Davis [4]. 
We asked individuals to rate their intentions based on their own personal interac-
tions with others during the latest project or task in organization.  

Table 1 Description of the sample 

N=157 Frequency Percent Valid Percent 
Gender  
Male 106 67.5 67.5 
Female 51 32.5 32.5 
Age  
≤25  20 12.7 12.7 
26-35 115 73.2 73.2 
36-45 22 14.0 14.0 
Tenure of current job  
≤1 11 7.0 7.0 
1-3 30 19.1 19.1 
3-5 36 22.9 22.9 
5-7 27 17.2 17.2 
≥7 53 33.8 33.8 
Education level  
College 18 11.5 11.5 
Bachelor 102 60.5 60.5 
Master or PhD 37 23.6 23.6 
Job position    
Staff 77 49.0 49.0 
Junior manager 48 30.6 30.6 
Middle manager 29 18.5 18.5 
Senior manager 3 1.9 1.9 
Total 157 100.0 100.0 
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Social ties. We measured expressive richness of ties using three-item scales (ET) 
in this study [43-46]. Respondents were inquired to recall and evaluate their social 
ties within knowledge networks during their latest project or task in workplace. 
The strength of social ties (ST) has been measured with frequency, intimacy, and 
reciprocity proposed by Granovetter [45]. 
 
Value diversity. After our preliminary analysis, in order to promote reliability, we 
developed a three-item scale for value similarity (VAL) based on the measurement 
of Jehn et al.[42].  

In our research, all items were measured using a 7-Likert scale, ranging from 1 
to 7 (strongly disagree to strongly agree). Next part, we conduct confirmatory fac-
tory analyses and analysis hypotheses by testing the proposed path model with 
structural equation modeling tool (LISREL 8.70). 

4.3   Test Results 

The empirical study requires that the reliability and validity of variables in study 
should be rigorously tested. All of the adopted multiple items in this study have 
established acceptable reliability and validity level from past research. However, 
in an effort to improve the appropriateness of instrument items, some questions 
were slightly altered in wording and style in Chinese. Factor analysis was con-
ducted to establish convergent and discriminant validity of the constructs. Each 
multi-item construct was modeled as reflective of the latent variable rather than 
formative because we expected the items measuring each constructs to covary. 
Overall, factor analysis results indicate strong support for the construct validity  
of the structural variables. The value of Cronbach’s alpha for all the extracted  

 
Table 2 Reliability and Validity of Measurement Model 
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0.97 0.98 

 
 
 
 
 
 
 
 
 

0.88 0.08 

ET2 

ET3 

Tie Strength ST1  
.892 ST2 
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Diversity 

VAL1  
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Individual  
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INT1  
.899 INT 2 

INT 3 

Tacit  
Knowledge 
Integration  

TKI1  
.925 TKI2 

TKI3 
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Table 3 Correlation Matrix of Latent Variables 

 ET ST VAL INT TKI 
ET 1.00     
ST 0.65 1.00    

VAL -0.69 -0.56 1.00   
INT 0.75 0.63 -0.78 1.00  
TKI 0.74 0.59 -0.69 0.87 1.00 

 

 

Fig. 1 Results 

constructs and the measurement model fits also are presented in Table 2, and the 
correlation of latent variables is described as shown in Table 3. 

Fig.1 is an adjusted and optimal graphical depiction of the LISREL analysis re-
sults which shows details of structure model testing of our study. The hypothe-
sized path between intention and TKI is significant, and H1 has been supported. 
As expected, expressive richness of tie and tie strength have a significant impact 
on individual intention of performance (H2, H3). Contrary to previous prediction, 
the hypothesized path between value diversity and intention of tacit knowledge in-
tegration is negative prominence (H4). It means that the main effect of value di-
versity is hampering tacit knowledge integration through individual will. As the 
basic diversity of individuals, value diversity decreases satisfaction, intent to re-
main and commitment to organization. In addition, the results verify that the  
impact of tie expressive richness on tacit knowledge integration is partially  
mediating individual intent to performance. Therefore, hypotheses 1, 2 and 3 are 
supported, but hypotheses 4 are not supported in this empirical research. 

5   Discussion 

Our research discusses the effect of individual social ties and personal intention 
when conducting tacit knowledge integration to solve problems or create new 
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knowledge in workplace. The main contribution of this study includes identifying 
ways to increase integrative capabilities of individuals who must draw on social 
ties and individual intention.  

First of all, we propose a theoretical model of tacit knowledge integration. This 
framework is constructed based on a review of the social networks, TAM, and 
knowledge management literatures, along with the results of a previous qualitative 
study. Secondly, TAM is a new perspective for knowledge integration and attracts 
more and more attention in individual tacit knowledge integration domain. Third-
ly, we pay more attentions on social ties and value diversity of nodes heterogenei-
ty for exploring the mechanism of tacit knowledge integration. It is a complement 
to previous research that has emphasized the structure of social networks. We find 
that the main effect of value diversity is hampering tacit knowledge integration. 
Especially, a point of interest in this work is the finding that value diversity is 
harmful to tacit knowledge integration mediating individual intent. As the basic 
diversity of individuals, value diversity decreases satisfaction, intent to remain, 
and commitment to organization. That’s to say, with high value similarity, indi-
viduals will have the same believes and criterions beneficial for specialization and 
communication with each other [24, 47]. Consequently, tacit knowledge integra-
tion can’t be conducted smoothly and reach the objective level. Finally, the pre-
liminary research also verifies that expressive richness of tie, tie strength and val-
ue similarity advance tacit knowledge integration mediating the individual 
intention of performance. The finding also illuminates us the importance of social 
networks and reminds us that we should cultivate and develop higher level of in-
tent for tacit knowledge integration. 

This research demonstrates the mechanism of tacit knowledge integration based 
on social networks from TAM perspective and provides some implications for 
both academia and practice. In the first place, this study is a novel perspective to 
explain and predict factors of social networks during knowledge integration pro-
cedures for researchers. This research apparently emphasizes the tie dimension 
and nodes dimension of social networks and intention for performance which are 
playing a critical role in knowledge integration. This aspect of the study will help 
researchers better understand what and how social networks continue to have pro-
found effects on tacit knowledge integration. In the second place, this study is also 
a practical framework for managerial activities in which tacit knowledge integra-
tion is conducted. The results provided by this study will help managers with abili-
ty to distinguish and evaluate expressive richness of ties for development of strong 
intention and tacit knowledge integration. The preliminary results suggest that af-
fection-based expressive ties should be encouraged and promoted through social 
activities during work time. The kernel value and train for staff in organization 
should be encouraged and cultivated carefully. Social interactions and activities 
among individuals should be promoted which facility performance intention and 
further tacit knowledge integration. 

Definitely, the new theoretical framework that constructs socio-technical factors 
of social ties and intent of performance affecting knowledge integration is limited 
by certain properties. First, to theorize this work, we mainly draw on social net-
works and TAM theories. All framework constructs come from our interpretation 
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with integrative perspective and more practice should test this framework to  
improve and perfect this TKI framework. Second, the theoretical framework is 
constructed with TAM perspective which is power for explanation of knowledge 
share, transfer and integration but not enough. Other factors effect on tacit know-
ledge integration may be explicitly examined, such as managerial factors. Certain-
ly, this research just is conducted from a specific perspective and other new views 
will be adopted in the next research schedule. 

6   Conclusions 

Individuals are known to acquire knowledge from their own social networks 
which extend beyond the formal organizational structures, and will develop inten-
tion of performance in social interactions which has been recognized as the me-
chanism of knowledge integration. Tacit knowledge integration is defined as a de-
veloping collective process of promoting individual tacit knowledge development 
through social activities for a successful project, task or work. This study illumi-
nates knowledge integration based on social networks from TAM perspective, and 
tentatively suggests that expressive richness of ties, strength of ties and similar 
value of individuals should be encouraged and promoted for high level of tacit 
knowledge integration. The empirical results provide a novel mechanism for re-
searching tacit knowledge integration which is a hot topic and is playing a pivotal 
role in this turbulent business. Practically, this theoretical framework makes con-
tributions by providing strong potential guidance for management, such as under-
standing and predicting tacit knowledge integration in practice. 
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Analysis of Tourist Subjective Data in
Smartphone Based Participatory Sensing System
by Interactive Growing Hierarchical SOM

Takumi Ichimura, Shin Kamada, and Kosuke Kato

Abstract. A self organizing map (SOM) is trained using unsupervised learning to
produce a two-dimensional discretized representation of input space of the training
cases. Growing Hierarchical SOM is an architecture which grows both in a hierar-
chical way representing the structure of data distribution and in a horizontal way
representing the size of each individual maps. The control method of the growing
degree by pruning off the redundant branch of hierarchy in SOM has been proposed
and the criteria were designed by the adjustment of parameter settings according
to the quantization error and the size of map. Moreover, the interface tool for the
proposed method called interactive GHSOM has been developed. A mobile phone
participatory sensing system in tourist subjective data collection has been developed
with Android smartphone. In this paper, we examined to classify the subjective data
by interactive GHSOM and the results were compared with knowledge extracted
by C4.5.

1 Introduction

The current information technology can collect various data sets because the recent
tremendous technical advances in processing power, storage capacity and network
connected cloud computing. The sample record in such data set includes not only
numerical values but also language, evaluation, binary data such as pictures. The
technical method to discover knowledge in such databases is known to be a field of
data mining and developed in various research fields.
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The data mining is seen as an increasingly important tool by modern business
to transform unprecedented quantities into business intelligence giving an infor-
mational advantage. Some data mining tools are currently used in a wide range
of profiling practices such as marketing, fraud detection and medical information.
The traditional method in data mining tools includes Bayes’ theorem and regression
analysis. As data sets have growth in size and complexity, automatic data processing
technique in the field of computer sciences is required. The data mining in the field
of neural networks(NNs), clustering, genetic algorithms, decision trees and support
vector machines come into existence in the research of innovative soft computing
methodologies.

Data mining is the process of applying these methods to data with the intention of
uncovering hidden patterns. An unavoidable fact of data mining is that the subsets
of data being analyzed may not be representative of the whole domain, and therefore
may not contain examples of certain critical relationships and behaviors that exist
across other parts of the domain. Moreover, the probability of inclusion of missing
data and/or contradictory data becomes high because the means or instrumentality
for storing information is to store the raw data in the storage by the automated
collecting process.

Self organizing map (SOM)[1] is a type of artificial neural network that is trained
using unsupervised learning to produce a low dimensional, discretized representa-
tion of the input space of the training samples, called a map. SOM is known to be
an effective clustering method because it can learn regardless of data size and can
intuitively show clustering results visually using maps. However, the clustering re-
sult by SOM has ambiguity because the boundary of clusters is not clear. In order
to improve the clustering capability, Rauber et al. proposed a basic algorithm of
the growing hierarchical self organizing map (GHSOM)[2]. The algorithm has been
chosen for its capability to develop a hierarchical structure of clustering and for the
intuitive outputs which help the interpretation of the clusters. However, GHSOM
divides a data set into sub clusters immoderately if the distribution of samples is
complex. There is a trade off for human designers between the investigation of the
shape of a partial detailed cluster and the entire distribution of samples. In order
to grasp an overview of tree structure of GHSOM, we propose an interactive GH-
SOM [3] to restrain the growing of hierarchy in GHSOM by reforming the map in
each layer interactively. The criteria for interactive GHSOM are designed by the
adjustment of parameter settings according to the quantization error and the size of
map.

Mobile phone based Participatory Sensing (MPPS) systems involve a commu-
nity of users sending personal information and participating in autonomous sensing
through their mobile phones. Sensed data can be obtained from sensing devices
present on mobiles such as audio, video and motion sensors, the latter available in
high-end mobile phones. Sensed data can also be obtained from external sensing
devices that can communicate wirelessly to the phone. For example, the technol-
ogy for determining the geographic location of cell phones and other hand-held
devices is becoming increasingly available. The tourist subjective data collection
system with Android smartphone has been developed [4]. The application can
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collect subjective data such as pictures with GPS, geographic location name, the
evaluation and comments in real sightseeing spots where a tourist visits and more
than 500 subjective data are stored in the database. In this paper, we examined to
classify them to investigate the effectiveness of interactive GHSOM and the results
of interactive GHSOM are compared to the knowledge extracted by C4.5 [5].

The remainder of this paper is organized as follows. In section 2, the original
algorithm of GHSOM is explained briefly. Section 3 describes the algorithm of in-
teractive GHSOM and its interface tool. Experimental classification results of MPPS
data by interactive GHSOM and C4.5 were investigated in Section 4. In Section 5,
we give some discussions to conclude this paper.

2 Growing Hierarchical SOM

This section describes a basic algorithm of GHSOM [2]. The algorithm has been
chosen for its capability to develop a hierarchical structure of clustering and for
the intuitive outputs which help the interpretation of the clusters. These capabili-
ties allow different classification results from rough sketch to very detailed grain of
knowledge. This technique is a development of SOM, a popular unsupervised neural
network model for the analysis of high dimensional input data [1]. Fig.1 shows the
overview of hierarchy structure in GHSOM. Fig.2 shows the algorithm of GHSOM.

M
11

M
21

M
22

M
23

M
24

M
25

M
26

M
32

M
31

Layer 0

Layer 1

Layer 2

Layer 3

Fig. 1 A Hierarchy Structure in GHSOM
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Step 1) All parameters are initialized.
Step 2) The mean quantization error of a unit i is calculated in the layer 0 in Fig.1.

mqe0 =
1
nI

∑
xi∈I

‖ m0 − xi ‖, nI = |I|, (1)

where m0 is the average of input samples, nI is the number of input data
set I, and xi is an input vector for a sample.

Step 3) Let M
,v(v = 1,2, · · ·) be a map in the layer 
(= 1,2, · · ·). The initial size
of M
,v is u0(= 2× 2). The SOM clustering algorithm is employed in
each map. The samples are divided into subcategories I and let k be an
each winner unit in a subcategory.

Step 4) Calculate the mean quantization error for each winner unit k in M
,v by
using Eq.(2) and Eq.(3).

mqek =
1

nC
∑

x j∈Ck

‖ mk − x j ‖,

nC = |Ck|, Ck �= φ , (2)

qek = ∑
x j∈Ck

‖ mk − x j ‖,nC = |Ck|, Ck �= φ , (3)

where mqek is the mean quantization error and qek is the quantization
error. The mk is the reference vector of winner unit k, Ck is the samples
which are allocated to the unit k, and x j belongs to Ck.

Step 5) Let e be a unit representing the largest error between input and reference
vectors among winner units in M
,v. Compare the reference vector of the
unit e and its neighbor units, let d be the unit with largest difference in
the neighbor units.

Step 6) Calculate the mean quantization error mqeM
,v for the subset u of a winner
unit k in M
,v by using Eq.(4)

mqeM
,v =
1
nu

∑
k∈u

qek, nu =| u | (4)

Step 7) If the mean quantization error is satisfied with Eq.(5), units are inserted
in row/column as shown in Fig.3.

mqeM
,v ≥ τ1qew, (5)

where w is the unit in the map of the layer 
− 1.
Step 8) The initial weights are given as the average of d and e.
Step 9) If the mean quantization error is not satisfied with Eq.(5), the insertion

process of unit stops and returns to the map in the above layer and SOM
is employed in the clustering in the map.
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Step 10) After Step 9), if the quantization error is larger(Eq.(6)), then add a new
layer to the map.

qek ≥ τ2qe0 (6)

Fig. 2 The algorithm of GHSOM

d

e

d

e

(a) generation pattern (1)

d e ed

(b) generation pattern (2)

Fig. 3 Unit Generation Process in GHSOM

3 Interactive GHSOM and Its Android Smartphone Tool

3.1 Control of Growing Hierarchies

The process of unit insertion and layer stratification in GHSOM works according to
the value of τ1 and τ2. Because the threshold of their parameters gives a criterion
to hierarchies in GHSOM, GHSOM cannot change its structure to data samples
adaptively while training maps. Therefore, only a few samples are occurred in a
terminal map of hierarchies. In such a case, GHSOM has a complex tree structure
and many nodes(maps). As for these classification results, the acquired knowledge
from the structure is lesser in scope or effect in the data mining. When we grasp the
rough answer from the specification in the data set, the optimal set of parameters
must be given to a traditional GSHOM. It is very difficult to find the optimal values
through empirical studies.

We propose the reconstruction method of hierarchy of GHSOM even if the deeper
GHSOM is performed. A stopping criterion for stratification is defined. Moreover,
if the quantization error is large and the condition of hierarchies is not satisfied, the
requirement for redistribution of error is defined.

Case 1) If Eq.(7) and the hierarchies are satisfied, stop the process of hierarchies
and insert new units in the map again.

nk ≤ αnI, (7)

wherenk, nI mean the number of input samples for the winner unit k and of the
all input samples I, respectively. The α is a constant.

Case2) If Eq.(6) is not satisfied, the addition of layer is not executed, the quan-
tization error of a unit is larger than the quantization error in an overall map. If
Eq.(6) is satisfied, then a new unit is inserted.
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qek ≥ β τ1 ∑
y∈Sk

qey, (8)

where Sk is the set of winner units k.

3.2 Android Smartphone Based Interface of GHSOM

We developed the Android smartphone based interface of interactive GHSOM to
acquire the knowledge intuitively. Android consists of a kernel based on the Linux
with middleware, libraries and APIs. Smartphone and Tablet are equipped the em-
inent human computer interface with easy operations such as tap, flick, drag, and
pinch. This tool was developed by Java language and was porting it to Android.
Fig. 4(a) shows the clustering results by GHSOM. When we touch a unit in a map,
the other window as shown in Fig. 4(b) is displayed and the samples in allocated
in the corresponding unit is listed in the table. The color of unit shows the pattern
of sample represented in Munsell color system [7], which consists of three inde-
pendent dimensions: hue, value, and chroma. The similar color of units represents
an intuitive understanding of similar pattern of samples. If the number of units in a
map are increased, only a few samples could be classified into a new generated unit.
Once the unit connected to the map is selected, the method re-calculates to find an
optimal set of weights in the local tree structure search and then a better structure is
depicted.

Figs. 5(a) and 5(b) show the clustering results of Iris dataset [6] by using interac-
tive GHSOM. The left side as shown in Fig.5(a) is first representation of calculation
result by GHSOM. The right side as shown in Fig.5(b) was the calculation result

(a) Simulation Result (b) A Detailed Description

Fig. 4 Simulation Result for Iris data set
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(a) Classification samples with unclear data (b) Re-classification by interactive GHSOM

Fig. 5 Simulation Result by Interactive GHSOM

by interactive GHSOM, when a user pushes the unit: [R][01][02][00]. The notation
represents the location of unit in the connection from the top level.

4 Experimental Results

4.1 Tourist Subjective Data in MPPS

Participation of mobile phone users in sensorial data collection both from the indi-
vidual and from the surrounding environment presents a wide range of opportuni-
ties for truly pervasive applications. For example, the technology for determining
the geographic location of cell phones and other hand-held devices is becoming
increasingly available. Our developed Android smartphone application [8] can col-
lect the tourist subjective data in the research field of MPPS. The collected subjec-
tive data consist of jpeg files with GPS, geographic location name, the evaluation
of {0,1,2,3,4} and comments written in natural language at sightseeing spots to
which a user really visits. The application must obtain GPS data before taking a pic-
ture so that the pictures provide evidence to prove that the tourist visited there. More
than 500 subjective data are stored in our developed database through MPPS. Be-
cause most of user comments are short messages within 256 letters such as Twitter,
the supplement information should be retrieved from web such as tourism associ-
ation websites [9, 10, 11, 12, 13, 14, 15] and tourism blogs [16, 17]. The words
in the websites are extracted and numerical value evaluated by TF-IDF (term fre-
quency inverse document frequency) method [18] are added to the subjective data.
The TF-IDF calculates a weight often used in information retrieval and text min-
ing. In this paper, the partial information except comments and images are analyzed
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Table 1 Sample records in our developed MPPS

Lat. Lon. Alt. Name Eva. Date Time

34.363369 132.470307 32.30 Oyster Street 2 2011-04-29 14-36-42
34.484011 132.269203 258.8 Fishing Lake 3 2011-04-30 12-06-17
34.484362 132.269326 272.6 Fishing Lake 4 2011-04-30 12-38-04
34.473791 132.240430 356.2 Rodge 1 2011-04-30 13-09-42
34.367706 132.175777 357.5 Futae Yaki(Cake) 4 2011-04-30 14-24-05
34.388838 132.103882 575.7 Spa Rakan 4 2011-04-30 14-57-39
34.393745 132.436148 41.4 Game spot 3 2011-05-06 20-26-58
34.410682 133.197108 174.8 Onomichi 4 2011-07-16 15-23-42
34.387643 132.430239 50.7 Tomato noodle 4 2011-07-20 20-56-38
34.393464 132.459653 52.3 High quality Japanese Restaurant 4 2011-07-22 18-49-54

(a) First classification of MMPS

(b) Re-classification

Fig. 6 Simulation Result by Interactive GHSOM
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(a) Tree structure of C4.5 (before) (b) Tree structure of C4.5 (after)

Fig. 7 Knowledge part changed by interactive GHSOM

by interactive GHSOM, because the extracting method should be discussed on the
technologies in web intelligence and we will describe in near feature [19]. Table 1
shows some samples of sightseeing spots collected by our developed MPPS.

4.2 Data Representation in Interactive GHSOM

Fig. 6 shows the classification results for tourist subjective data by interactive
GHSOM. Fig. 1(a) was a result of classification. When the node on the map,
[R][00][11][00] was clicked, GHSOM calculated to classify samples in the node
and the connected upper map again and depicted Fig. 1(a).

Fig. 7 shows a part of tree structure of knowledge extracted by C4.5. The prior
structure as shown in Fig. 7(a) became simple knowledge as shown in Fig. 7(b) by
GHSOM implementation. The result represents that the GHSOM tool can give the
intuitive graphical comprehension for real world data such as tourist subjective data
in MPPS.

5 Conclusive Discussion

We proposed an interactive GHSOM to restrain the growing of hierarchy in GH-
SOM by reforming the map in each layer interactively. The interactive GHSOM
and its graphical tool on Android smartphone can give intuitive comprehension
of multi dimensional data. In order to verify the effectiveness of our proposed
method, we developed Android smartphone based Participatory Sensing system for
Hiroshima tourism information which can collect the tourist subjective data in sight-
seeing spots. As computational results, the tree structure by GHSOM almost equals
the knowledge extracted by C4.5. The differences between classification results as
shown in Fig.7 are represented knowledge in If-Then rule. The GHSOM analysis
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tool on the Android smartphone is expected to be solved the problems in real world
and within real time.

Located in Hiroshima, which is remote from big cities, it is well-known widely
as a sightseeing spot of World Heritage Site and a lot of guests seem to come all
the way from Kyoto, Osaka, and Tokyo. Certainly, Hiroshima has two spots of UN-
ESCO World Heritage Site. However, the recent utilization of local resources for
tourism makes no difference to our desire to travel, because the means of transport
has been developed from downtown to peripheral suburbs. Not only tourism asso-
ciation but the local citizens should give the innovative and attractive information
in sightseeing to visitors. Our developed clustering system and MPPS for tourism
information can discover valuable information in the unknown user subjective data.
However, the analysis of the main subjective data such as pictures does not im-
plemented. We will develop the image analysis method in tourism information in
future.
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Framework on the Innovative Education System 
for Entrepreneurship 

Mei-Chen Lo* 

Abstract. Education is the comprehensive activity in which we come to know 
ourselves and the world around us. The education system change is a huge issue in 
any country as of their multi-level education concerns. Since the technology lead 
our way of behavior change even to our thinking of life are gradually move in 
adoption new tool assistance for education. Therefore, a great deal of activity in 
what might be broadly termed the field of enterprise and entrepreneurship educa-
tion in schools and colleges are important. This study presents the concepts for  
innovative education system (IES) and enterprising characteristics for fitting the 
requirement of high-tech enterprise activities. The framework is built to link each 
causal-factor for structure study and tasks involvement which gives the ideas of 
forming an IES to be worked and usefulness. 
 
Keywords: Innovation management, Innovative education system (IES),  
Entrepreneurship. 

1   Introduction 

Education is the comprehensive activity in which we come to know ourselves and 
the world around us. It is the activity in which a society transmits its traditions, its 
values, its hopes and its fears from one generation to the next. Throughout the 
world there is currently a great deal of activity in what might be broadly termed 
the field of enterprise and entrepreneurship education in schools and colleges. In 
the Taiwan, a substantial number of different programs are developed with support 
of a variety of private and public organizations. Although, there are many activi-
ties at the local, regional and national levels aimed at different target groups and 
which involve, in their delivery, many types of institutions. Moreover, they dem-
onstrate deferent levels of innovation and degrees of national penetration. 
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Many of the programs for enterprise or entrepreneurship education throughout 
the world take place within, or as an adjunct of, the innovative education system 
(IES). In this respect a number of important issues arise in relation to:  

− acceptance of this form of education by schools, education advisers and 
indeed the formal educational system as a whole;  

− the degree to which the programs can link with the mainstream school 
curriculum and form part of it;  

− and the degree to which the education system ought to be involved in the 
development of particular personal competencies or skills hitherto rather 
more associated with training than education.  

These issues are important in understanding the attitudes of teachers, education 
authorities and pupils towards the entrepreneurship and enterprise education curri-
culum. The issue of enterprise and entrepreneurship education is controversial in a 
number of respects. 

Entrepreneurship education is focused upon the development of personal 
attributes. It does not necessarily embrace the context of the ‘for profit’ small 
business or indeed the entrepreneur although arguably it is substantially linked 
with the development of an enterprise culture within which the entrepreneur will 
flourish [8]. 

2   Entrepreneurship Education in the IES  

The lecture has been praised as a cost-effective method for providing new infor-
mation to a large audience. For example, some reports have suggested that stu-
dents who are satisfied with the quality of lectures and teaching perform better on 
tests of knowledge and measures of learning. On the other hand, other studies 
have criticized the lecture as being passive and ineffective. This is consistent with 
educational theory, which suggests that learning must be an active and an innova-
tive process where new concepts are incorporated into an individual’s existing 
knowledge. One potential strategy to improve the lecture is to increase interactivi-
ty—for example, by using a computerized audience response system, which 
enables the teacher to pose specific questions and immediately assess the student’s 
level of knowledge.  

2.1   Entrepreneurial Culture and Education System 

Entrepreneurship course features considered most important were development of 
a business plan project and entrepreneurs as speakers and role models. Cases 
ranked next in importance followed by lectures and assigned readings. Besides, an 
interactive lecturing has been shown to enhance students’ attention, test scores, 
productivity, and interaction.  
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2.1.1   Interactive Lecturing  

Lectures as a method of teaching and transmitting information have come under 
increasing criticism [1], [11],[12].  One of the major reasons for this critique is 
the observation that lectures are less effective than other methods when instruc-
tional goals involve the application of information or facts, the development of 
thinking skills, or the modification of attitudes [6], [14], [15]. In addition, students 
are frequently seen as passive recipients of information, and as a result, not en-
gaged in the learning process. 

Interactive lecturing involves an increased interchange between teachers, stu-
dents and the lecture content. The use of interactive lectures can promote active 
learning, heighten attention and motivation, give feedback to the teacher and the 
student, and increase satisfaction for both. The value of interactive lecturing rests 
on the premise that active participation and involvement is a prerequisite for learn-
ing beyond the recall of facts, and that students must be attentive and motivated in 
order for learning to occur. For the reason of coping with the change in innovative 
technology development, some new technology devises to be adopted in class ac-
tivities are encouraged; for example, the audience response system is a wireless 
technology in which each course attendee can respond to questions posed by the 
speaker on an individual keypad that registers an anonymous response. Each re-
sponse is collected and summarized into aggregate statistics that can then be dis-
played to the entire group virtually instantaneously. (Interactive technology such 
as audience response system has been available for more than 30 years.)  

2.1.2   Interactive Techniques  

Some commonly used interactive techniques, such like [20]: (1) Breaking the class 
into smaller groups; (2) Questioning the audience; (3) Straightforward questions 
(e.g. Brainstorming, Rhetorical questions); (4) Surveying the class; (5) Quizzes 
and short answers; (6) Using audience responses; (7) Use of empirical cases; (8) 
Use of written materials; (9) Organizing debates, reaction panels and guests; (10) 
Using simulations and role plays; (11) Using films and videotapes; (12) Audiovi-
sual aids; (13) Using effective presentation skills. 

However, while many teachers accept the notion that other teaching methods 
might be better than lectures for encouraging students to be more actively in-
volved in learning, and for promoting the application of knowledge, few have the 
time, resources or opportunity to use the small group methods that promote such 
involvement and application [19]. Also, when done effectively, the lecture can 
transmit new information in an efficient way, explain or clarify difficult notions, 
organize concepts and thinking, challenge beliefs, model problem solving, and 
foster enthusiasm and a motivation for learning [7], [4], [5], [18]. 

Much has been written about entrepreneurship and a growing literature is 
emerging in entrepreneurship education and graduate entrepreneurship [10], [3]. 
Dainow  [3] conducted a survey (1985-1994) of the entrepreneurship education li-
terature for a ten-year-period, up to 1984. His goal was “to assess the current state 
of the art, based on published articles, with a view to identifying the strengths and 
weaknesses that can guide future efforts”.  
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2.2   Education and Training Concerns for Small Business and 
Entrepreneurship  

Some study [3] and [9] presents a marked increase in the empirical research, par-
ticularly in the area of educational process and structure. Results indicate consi-
derable consensus that entrepreneurship can be taught and that teaching methods, 
can be enhanced through active participation. In addition, there is a clear indica-
tion of considerable growth in entrepreneurship courses and programs, although 
there is very little consistency in approach. There is also preliminary evidence that 
entrepreneurial attributes can be positively influenced by educational programs 
and that much entrepreneurship. Nonetheless, there is also strong evidence of re-
sistance by small business owner/managers to education and training. Overcoming 
this barrier will require recognition of the need to develop programs tailored to the 
specific needs of target markets. 

Training as an entrepreneur, the work content may involve complex tasks which 
require certain degree understanding of the fields of their domain knowledge. 
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Fig. 1 Capabilities concerns for Start up a business – Entrepreneur 

It may need to realize how the daily task is able to handle as self-employment. 
And the flow can be divided as two major aspects as of external and internal’s, 
which the highlighted details can be recognize as Fig.1. 

3   Characteristics of Education on Innovation Management for 
Entrepreneurship 

For some time there has been widespread recognition that entrepreneurship is the 
engine that drives the economy of most nations. This has lead to an increasing in-
terest in the development of education programs to encourage and enhance entre-
preneurship and a recognition that much research needs to be carried out into what 
makes an entrepreneur and how these characteristics may best be imparted. 

Overall, the current state of data in Taiwan has been insufficiently consistent 
and comprehensive to provide a sound platform upon which specific questions can 
be considered. For example:  

− What should be the nature of future curricula development in enterprise and 
entrepreneurship education at universities, based upon current experiences?  
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− How many enterprises may like to involve the education task inside their 
business circle? 

− How does existing course provision contribute to the development of en-
trepreneurial learning outcomes, and what might constitute good practice?  

− What is the nature of the engagement by student types and by facul-
ties/centers?  

− What is the overall scale and scope of provision and engagement and how 
is this changing?  

 
The emphasis is placed on presenting an overview with selected highlights of  
variations for enterprise education and non–accredited entrepreneurship support 
program. This includes: current and planned course provision over time; student 
profiles and targets; primary learning outcomes; non-accredited provision and stu-
dent engagement; primary funding sources; and the development of a range of in-
stitutional characteristics conducive to supporting student enterprise and graduate 
entrepreneurship.  

More so the focus for this paper is to build upon the existing understanding of 
frameworks of provision and engagement in support for student enterprise and 
graduate entrepreneurship. In this context there are few relevant studies that have 
comprehensively framewroked entrepreneurship education and support in Higher 
Education. 
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Fig. 2 ASIS-TOBE for Enterprises 
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The characteristics some of which can be more strictly defined in behavior 
terms and others as associated capabilities, skills and personal attributes [21], [16], 
[17], and [13]. 

Among the AS-IS are the personal skills (problem solving, creativity, persua-
siveness, planning, negotiating and decision making), abilities (individual ability 
and team work ability), attributes (self-confident, autonomous, achievement 
oriented, versatile, dynamic, resourceful) and capabilities (planning, leading, 
communication, motivating people, analysis, coordination, flexibility, commit-
ment and achievability) which initiate as acting independently on own initiative 
ambition to move thing changeable and accept the challenges. The personal 
attributes in enterprising are set out in Fig.2. Among the TO-BE are termed as of 
form the core competence of enterprise; which include attitude (demonstrating 
from intelligence transferability and pressure affordability) and competence set (in 
showing the capability accumulation from internal knowledge sharing system and 
external leading position). Then, the individual competence (e.g. self-awareness, 
self-confidence; creativity perseverance; persuasiveness; resourcefulness; nego-
tiating skills; and motivation and commitment to achieve) expect to affect others 
to form competence set within enterprise training and activities. The concept is in-
itiating from individual success and then turn to the accumulating competence to 
extend and to formulate group success as well (win-win concept). Therefore, the 
sustainable business success model can be able to reflect through the enterprise 
operation and to lead a niche position for its competitive advantage.  

4   Discussions 

A considerable number and variety of topics, approaches and directions are  
reflected in the conceptual papers reviewed for this article. 

Of particular note is the need to distinguish among individual student, entrepre-
neurship, enterprise and small business management education and to differentiate 
each of these from traditional approaches to management education. This theme 
permeates the literature but is reflected most especially in articles dealing with 
suggested teaching strategies and proposed curricula. More specifically, the com-
ponents of the ideal structure (as Fig.2) include the following: a focus on 
attributes, skills and capabilities as well as tasks, an element of concrete expe-
rience derived from active participation through projects and the like, and content 
directed to stage of venture development and emphasizing functional integration. 

As Fig. 3, it demonstrates the way of thinking about the choice of individual, 
school resource allocation, enterprise opportunities (or requirements). The frame-
work leads multi-layers design concept for giving clear look inside if the educa-
tion system will be driven by the change of pressure to renovation or student’s  
individual needs orient the change of our education system. From this study, the 
SERVICE concept is embedded in the education system and to derivate a novel 
idea on world academic resource integration. As for the IES with the resource in-
tegration through new technology devise system are suggested for consideration: 
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− Virtual devise in the hardware system in Education system (include  
library, school, classroom) 

− Free access in learning 
− Tutors assignment (for individual student-industrial and academic tutors ) 
− Knowledge pool (Q&A or blackboard – forums for researchers and  

students) 
− Researcher’s Heaven (networking research and open research program) 
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Fig. 3 Framework of Clarification on IES 

5   Conclusion 

It is explicit to the model of enterprise education that be developed here that a 
clear distinction can be made between such education and small business and en-
trepreneurship education and training. Much of enterprise education as it is being 
widely introduced into primary, secondary, further and higher education in the 
Taiwan, is not aimed directly at stimulating entrepreneurship whether defined as 
independent small business ownership or the development of opportunity-seeking 
leaders of high profile companies. Its major objective is to help develop enterpris-
ing people and in particular, to inculcate an attitude of self-reliance [2] through the 
‘process’ of learning.  
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Bio-Inspired Image Analysis Using E-Ubias 
Cognitive Systems 

Lidia Ogiela and Marek R. Ogiela* 

Abstract. This publication presents the idea of cognitive systems of data analysis 
for 3D reconstructions of image data. Systems that conduct cognitive analyses are 
designed so that semantic analyses can be used to interpret data. These types of 
systems are built for various types of data, but the primary subject of this publica-
tion is the presentation of cognitive systems for analysing many-dimensional med-
ical images of large vessels, namely coronary arteries. An analysis conducted in 
UBIAS - Understanding Based Image Analysis Systems - will be used to illustrate 
the method of enhancing this class of systems with processes whereby these  
systems learn new solutions about which the systems have no knowledge. The 
proposed solution demonstrates the method of building a new class of systems:  
E-UBIAS - Extended Understanding Based Image Analysis Systems. 

Keywords: semantic analysis, cognitive data analysis systems, UBIAS systems, 
E-UBIAS systems, multi-dimensional images, 3D reconstructions of images. 

1   Introduction 

Systems for the cognitive analysis of data are used for semantically analysing data 
of various types, from image data to numerical data [1]. One example of the first 
type of data consists in medical images which were used to analyse lesions found 
within the central nervous system, namely the spinal cord, lesions of long bones of 
lower and upper extremities, of foot, hand and wrist bones [4, 5, 6, 7, 8, 9, 10]. 
The flow in coronary vessels has also been analysed [21]. 

The semantic analysis and interpretation of data is made possible by defining a 
set of semantic features characteristic for the analysed data sets [11]. These types 
of analyses and interpretations are conducted using cognitive resonance, whose 
essence lies in indicating the consistencies found between the set of characteristic 
features of the analysed data and the set of expectations obtained on the basis of  
a base of expert knowledge available in the system. Cognitive resonance enables 
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information systems to undertake semantic analyses of images using defined se-
mantic actions. This type of analysis, applied in processes of reasoning about the 
structure of lesions, is carried out for medical images, as this type of data (image 
data) is characterised by a large quantity of semantic information [3, 12, 13, 14]. 
This information may concern: 

 

• lesion occurrence;  
• number of lesions present: 

– homogenous; 
– heterogeneous; 
– located in the same human organ; 
– located in various human organs;  

• the size of every observed lesion;  
• the length, width and thickness of the lesion;  
• repetition frequency;  
• lesion location etc. 

 

Determining the semantics of the analysed lesions allows further processes to be 
carried out. These include reasoning about the current condition and projecting the 
future one (e.g. the treatment initiated, the atrophy of the lesion or its growth).  

Analysis processes founded on the aspect of cognitive interpretation and rea-
soning are characteristic for cognitive systems, among which different data inter-
pretation and analysis classes are distinguished [14, 15, 16]. The variety of these 
classes depends on the area to which the individual types of systems are dedicated 
(Fig. 1).  

 

Fig. 1 Areas of cognitive analysis application  
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A detailed description of classes of cognitive data analysis systems can be 
found in the following publications [14, 17, 18, 19]. 

2   Analysis Processes in Cognitive Systems 

Processes imitating human cognitive processes are considered to be the basic 
analysis processes executed in cognitive systems [1, 3, 14, 19]. Their characteris-
tic feature is a certain non-determinism observed in people, which at the same 
time demonstrates their individual diversity and uniqueness.  

These processes form the foundation of the design of cognitive information sys-
tems which, enhanced with semantic analysis aspects, lead to semantic reasoning 
and interpreting processes.  

Cognitive analysis carried out in cognitive systems is based on the cognitive re-
sonance which indicates the presence of links and consistencies between the set of 
expectations about the analysed data and the set of features characteristic for it. 
This phenomenon (Fig. 2) means that the presence of a consistency of the set of 
expectations with the set of characteristic features becomes the basis for carrying 
out a semantic data analysis, i.e. processes of data understanding. 

 

Fig. 2 The cognitive resonance and data understanding schema 

The process of data understanding, illustrated in Fig. 2, and based on cognitive 
resonance, applies in particular to image analysis processes described in this pub-
lication. The main subject of this scientific dissertation is the analysis of medical 
3D images portraying lesions in large vessels, namely coronary arteries. Images of 
this type are acquired, inter alia, in heart disease diagnostics used to assess the  
lesions of the cardiac muscle and also of coronary vessels. It is precisely the coro-
nary vessel analysis which will be characterised and described in the section  
below. 
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3   3D Reconstructions of Image Data 

3D image data is analysed in cognitive data analysis systems on the basis of de-
fined linguistic formalisms. In the case of analysing lesions found in coronary ves-
sels, context-free graph grammars have been used to semantically analyse the le-
sions observed. Such work was aimed at proposing grammar formalisms powerful 
enough for analysing 3D images of coronary arteries and vessels [21].  

Images of arteries, just like other multi-dimensional images showing lesions in 
human organs, can be subjected to a semantic analysis due to the diversity of le-
sions occurring. The most frequent lesions of large vessels include: 

• persistent Botall's arterial duct; 
• pulmonary artery stenosis (a congenital defect); 
• trilogy, tetralogy and pentalogy of Fallot; 
• coronary artery sclerosis; 
• and 
• congenital as well as acquired heart defects contributing to changes (or lesions) 

in the structure of coronary arteries. 

The above groups of lesions can be semantically analysed with regard to: 

• the healthy structure of coronary arteries and vessels;  
• enlarged cardiac cavities; 
• the dilation of large vessels;  
• valve enlargement or stenosis;  
• valvular incompetence;  
• combined mitral and aortal or mitral/aortal defects; 
• multi-valvular defects; 
• coronary artery and vessel sclerosis; 
• the occurrence of aneurysms;  
• ischemic heart disease; and  
• the occurrence of tumours. 

In the data analysis process, the identification of the lesion occurring, its location, 
size and the frequency of its occurrence makes it possible to determine the signi-
ficance and the impact of the analysed lesion on the subsequent diagnostic and 
treatment process.  

Data obtained in the analysis process includes: 

• information on the patient's condition; 
• recommended (applied) treatment process; 
• the subsequent indispensable diagnostic process; 
• the impact of the analysed lesion on other organs; 
• determining the relationship between the lesion occurring and the possibility of 

other disease units appearing in the near future. 

The analysis of coronary arteries carried out in cognitive systems based on images 
acquired as part of cardiologic diagnostic processes offers an opportunity to assess 
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the risk of a heart lesion or disease occurring. 256-slice or 320-slice computed  
tomography represents the modern method of acquiring images in cardiologic di-
agnostics.  

CT images obtained as part of diagnostic processes are semantically analysed 
by UBIAS - Understanding Based Image Analysis Systems – in which it is possi-
ble to identify the analysed lesion, its parameters and significance. 

Figure 3 shows an example semantic analysis of a lesion found in a coronary 
artery. 

 

Fig. 3 An example UBMSS system – a very good cash-flow structure 

Processes of the semantic analysis of coronary arteries have already been wide-
ly described in scientific literature and the reader can find an analysis of this sub-
ject in publication including the following [14, 21].  

A significant novelty of this topic of the semantic analysis executed in UBIAS 
systems is the ability to enhance the operation of cognitive data analysis systems 
by adding stages at which they learn new solutions. This can occur if the UBIAS 
system is analysing an image about which it has no knowledge. In this case, the 
analysis process will fail.  

The ability of the system to learn yields better results in the analysis processes 
conducted and at the same time enables the processes to be executed correctly for 
data for which the system has no defined pattern. As a superior class of semantic 
image analysis systems, E-UBIAS – Extended Understanding Based Image Anal-
ysis Systems – execute analysis and reasoning processes with the added stage at 
which the system learns new solutions (Fig. 4). 

The solution proposed offers opportunities for conducting the semantic analysis 
of (new) acquired image data previously not defined in the system database and 
for that about which the system used to have no information (e.g. it was unable to 
compare the analysed characteristics of these images with expectations generated 
based on expert knowledge). The stage of introducing images that are new (for  
the system and its knowledge base) or of lesions not analysed previously offers 
opportunities to train the system in how to take decisions in a new situation. The 
training process can be based on the knowledge collected in the system or on 
knowledge acquired outside it. For such cases, it is necessary to extend the expert 
knowledge base which will be used to semantically analyse the new images (or 
sets of them). 
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Fig. 4 E-UBIAS systems for analysing CT images of coronary arteries 

4   Conclusion 

The E-UBIAS systems proposed for the semantic analysis of data allow semantic 
analysis processes to be carried out for significantly extended groups of data. The 
semantic analysis conducted initially was described with regard to data sets for 
which the system running the analysis could provide the answer. So that semantic 
analysis related to a group, in a sense closed, of cases (defined in the system). This 
kind of an analysis was described for diverse classes of image data: medical im-
ages showing various lesions of human organs. The example cited in this publica-
tion was of a system analysing large vessels, i.e. coronary arteries.  
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The novelty of the proposed approach to methods for the cognitive analysis of 
data is the aspect of enhancing UBIAS systems with the systems' ability to learn 
how to take decisions in new situations, in cases for which the system does not 
know the answers. The ability of cognitive data analysis systems to learn how to 
take decisions and conduct the analysis for new solutions adds to the abilities 
known so far and offers an opportunity for the further development of semantic 
analysis systems. This development should go in the direction of using the 
processes of training cognitive information systems conducting analyses in vari-
ous areas. 
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Biorheological Delivery Engines in the Context 
of Facial Harmony1 

Tarik Ozkul, Haluk M. Ozkul, and John Ronczka 

Abstract. What may be suggested is the plausibility that a nexus exists between 
Biorheology interfaces and facial harmony delivery engines (‘human—machine 
Interoperability’). This nexus could lead to the development of practical proce-
dures to assist patients with facial disconformities such as Down's syndrome; to 
those with the needs for facial plastic surgery through to patients with skin cancer.  
Research tends indicates that many facial parameters are likely to contribute to 
targeting interventions that enables the achievement of the outcome of restoring a 
harmonious face. Use of these parameters within the Biorheology is important 
since achieving a harmonious face is the primary goal of most dental and aesthetic 
surgical procedures. This paper suggests Informatics medicine is the cornerstone 
to the development of Biorheology based facial harmony ‘Command—
communication—control’ Interfaces. A possibility is the development of an ‘In-
formatics Medicine’ Toolkit that could be used via Biorheology interfaces (e.g. 
Near-Field Communication (NFC) or Artificial Intelligent (AI) plasmas, foams, 
gels or glues) based on facial harmony KEPO’s, using non-surgical interventions. 

1   Introduction 

A scan of a sample of available literature suggests that Orthodontists and aesthetic 
surgeons align to the prognosis that overall facial harmony of the patient directly 
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aligns to the desired outcomes set for intervention or countermeasures (e.g. non-
surgical; surgical operations). One outcome may be to meet the expectations of the 
patient by personalising the intervention and countermeasures.  

Tweed [1] has mentioned the philosophy of orthodontic treatment as “the im-
provement of harmony in dental treatment.” Merrifield [2] has studied the facial 
balance and aesthetics by studying profiles of patients in 1960’s.  Whereas, 
Kingsley [3] has presented a view of facial harmony improvements from that of an 
orthodontists. In summary, the importance of facial harmony is very well recog-
nised by aesthetic surgeons, orthodontists, and the surgical procedures used. As 
such, there has been an evolution to patient ‘Key expected performance and out-
comes’ (KEPO), such as sculpting a more harmonious face [4-6] that the patient is 
happy to live with.  

This then leads to the use of patient focused facial parameters that may be ‘key 
performance indicators’ (KPI).  The outcome sought could be to provide satisfac-
tory results that improve the facial harmony of the patient but additionally meets the 
patients KEPO. Orthodontists recognised the concept of facial harmony but not in 
the context of other interventions and countermeasures as they related to 
Biorheological KEPO’s.  This study concentrates on the Facial harmony KEPO’s 
and KPI’s aligned to Biorheological based interventions and countermeasures. 
Within the Informatics medicine context, what are provided are Biorheological Fa-
cial harmony KEPO’s with implicit intervention, countermeasures and relationships 
that might be distilled by a causality nomenclature. The causality nomenclature puts 
forward are plausible Biorheology based facial harmony entangled single–to–
multiple chain ‘causality logic gates’ of ‘knowledge—information—learning  
domains’ (KILD’s) Biorheology Semantic—Semiotic interfaces. 

2   Key Terms 

In the journey within the context of Biorheological Facial harmony KEPO’s the 
initially step, is to have an understanding of the key words: 

• Medicine: “the scientific study or practice of diagnosing, treating, and prevent-
ing disease or disorders of the body or mind of a person or animal” [7]; and  

• Informatics (medical context):  “the collection, classification, storage, re-
trieval, and dissemination of recorded knowledge” [8]. 

• Biorheology: apply to the rheology of living systems or materials or biological 
matter in terms of plasticity and non-Newtonian fluids [9] 

• Facial harmony: is most commonly referred to be “beauty” [10].   
• Interfaces: Integration—adaptation between entangled single–to–multiple 

chain (ESTMC)—KILD’s that may have the capability for multiplexing be-
tween entities and events (e.g. Near-Field Communication (NFC) or Artificial 
Intelligent (AI) plasmas, foams, gels or glues). 

Initially a nexus is suggested between practice and knowledge within ‘Informatics 
medicine’ and Biorheological based interfaces for external body use. Secondly a 
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nexus exists between Biorheology based facial harmonies parameters. This could 
be a practical attempt to assist patients with Down's syndrome; to those with the 
needs for facial plastic surgery through to patients with skin cancer [11].  

3   The Concept of Facial Harmony 

Assessment of facial harmony is often necessary for medical and dental opera-
tions. The ultimate goal of any aesthetic or dental operation is to achieve the best 
possible harmonious face for the patient. There are countless parameters describ-
ing facial features. The aim of most surgical operations is to bring the facial pa-
rameters to normal, acceptable range while achieving the best possible harmony 
for the patient.  

An assessment of facial harmony tends to be commonly referred to as “beauty.” 
Some argue that concept of beauty varies within various ethnicities; and other re-
searchers suggest that facial proportions are time dependent [10].  Indeed some 
studies indicated that, the perception of “good looking” do seem to vary regionally 
[12]. Such an interpretation was confirmed by another study conducted by Riedel 
[13], who concluded that, although experts do not seem to agree on what is “best,” 
they all agree on what is “bad.”  

Even though what is “best looking” is disputable as suggested by the Riedel 
study; there is no disagreement about what should be accepted as “normal.”  Art-
ists and scientists are studying facial proportions, which make a “normal face,” 
since 15th century. Leonardo da Vinci studied these proportions intensively and es-
tablished the ground rules for anatomical proportions which is very similar to what 
we use today [14]. 

Medical professionals devised dozens of parameters to describe crucial facial 
angles and proportions of “normal” faces. These angles and proportions are ex-
pected to be within certain range for the parameters to be accepted as “normal.” 
These parameters have been studied extensively, forms part of a number the 
medical curriculum, and might be suggested to be for a Male Female subjects 
[15-17]: 

• Nasofrontal angle (BAG): should be between 115-130 degrees. Within this 
range, the more obtuse results are preferred for females and more acute pre-
ferred for males.   

• Nasofacial angle (BAF): ideally should be between 30-40 degrees. 
• Nasolabial angle (TDE): should be between 95-105 degrees for male gender. 
• Nasomental angle (ABE): ideally should be between 120-132 degrees. 
• Nasal projection (NT/AT): is a ratio and ideally should be around 0.55-0.60. 
• Rule of the third (ROTT): Face should be divided, into three equal portions 

vertically marked by tip of the chin, tip of the nose, eyebrows and top of the 
forehead. Ideally, this ratio should be equal to 1. 
 



256 T. Ozkul, H.M. Ozkul, and J. Ronczka
 

• Rule of the fifth (ROTF): Face should be divided into five equal vertical por-
tions marked by the tip of the ears, outer edge of the eyes, and outer edge of the 
nose. 

• Base of the nose (BOTN): Base of the nose should be confined, to an equilat-
eral triangle. Ideally, this ratio should be 1 for equilateral triangle.   

• Mentocervical angle (HFG): is defined as the angle defined by glabella–
pogonion line intersecting with menton—cervical point line. 

4   The Concept of Biorheological KEPO’s 

Current research effort has focused on the nexus of Biorheological KEPO’s as 
ESTMC—KILD’s using ‘Biorheology causality logic gates’ (B–COR gates) 
[18]. These ESTMC’s might exist in multiple operating dimensions as Möbius 
strips hybrid ‘B–COR gates’. The B–COR tendency may be to act as a biologi-
cal ‘knowledge—information—learning delivery engines’ (KILDEE’s). Con-
ceivably, the fusion of human—machine Markov chain Biorheology interfaces 
(Figure 1) might be the next ‘Biorheological KEPO’s based facial harmony  
evolution [19]. 

 

Fig. 1 Entangled–single–multiple chains—Biorheology interface [18] [19] 

The B–COR KILD’s paradigm undergoes ESTMC’s convergence—merging: 

• C5M (‘Command—communication—control’ with ‘Management—
causalities—consequences’) [18] [20]; 

• SIAN (Synergy, integration (Interoperability), assimilation and narratives) 
[18] [20].  
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• BRI (Biorheological informatics: mathematical study of biological inter-
faces in the life sciences (e.g. biology, genome) [21]. Semantic—Semiotic 
neutral nets may be used for Biorheology interface hybrid access (‘devic-
es—entities—events—processes’) to overcome impairments? Within the 
dynamics of deformation and flow of matter (Rheology), biological logic 
gates (B–gates) bio-delivery engines might be the reality for ‘human—
machine Interoperability’ communication–conversation. Like in human 
communications misunderstanding (random radicals) are possible within 
the supporting spectrums and bandwidths as they exist over multiple hybrid 
access interfaces. 

5   The Interface Problems 

Problems that need to be addressed may be summaries as (Table 1): 

• Facial harmony parameters to describe crucial facial angles and proportions 
of “normal” faces.  

• Human impairments overcome/minimised. 
• Enhancements via B–COR KILD—ESTMC delivery engines. 
• Interoperability communication–companion Human—machines using In-

formatics medicine. 
• Biorheology interfaces Human—machine (AI) plasmas–foams–gels–glues. 
• Low rejection rates of host Biomaterial in facial harmony intervention. 
• Packets: The journey of a Human—machine packets within ‘Biorheological 

KEPO’s based facial harmony’ interventions and countermeasures (Fig 2) of 
KILD’s C5M, SIAN and BRI based ESTMC—KILD’s? 

Packets within Human—machine ‘Biorheological KEPO’s’ based facial harmo-
ny’ might have messages or fragments of messages that are individually routed 
between human—machine nodes. With no previously established communica-
tion path, interface packets are routed to their destination through the most ex-
pedient route [10] due to the way packet switching versus Message switching 
occurs with: 

• Human impairments overcome/minimised: facial harmony due to cancer. 
• Long message has more chance to incur error than short packet and are not 

suitable for interactive application due to waiting delay on other messages. 
• Delay for one message is generally longer than the total delay of packets the 

message is divided into [22]. 

Semantic Interfaces: 

• effective means of communication which has proven itself in practice? 
• pre-established human-defined ontology rely upon? 
• communication can only proceed by the interpretations of behaviours, com-

mon behaviours? 
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Fig. 2 Packet switching versus Message switching [22] 

Semiotic Interfaces: 

• Metaphor such as a new idea is created from the fusion of the two original 
ideas, or our understanding of the first idea. 

• Mental models that are cognitive based for human-computer interaction. 
• User System usage comprises D1: concepts the user knows and uses; D2: 

concepts used only occasionally and not initially known; D3: the user's model 
of the system (i.e. the set of concepts the user thinks exists in the system); D4:  
the actual system. [23] [24]. 

Table 1 ‘Interface problems - Biorheology 

Interface problems Biorheological 
Plasticity Non-Newtonian 

fluids 
Biological 

Facial harmony parameters Y Y Y 
Human impairments Y Y Y 
Enhancements Y Y Y 
Interoperability Y Y Y 
Semantic and Semiotic Y Y Y 
Low rejection rates Y Y Y 
Packets: Y Y Y 

Header (yellow) - instructions 
about the data carried... 
Payload – body- data of a packet.  
Trailer (red) - reached the end  
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6   Domains 

Semantic based mapping process uses Themes’ (Table 1; Fig. 1) to assist in their 
discovery of the Domains. The ESTMC’s might exist in multiple operating KILD 
dimensions, yet reinforces a nexus to use ‘Medical Informatics Domains’ (Table 
2) to demonstrate a paradigm shift to ‘Informatics Medicine’. 

Table 2 ‘Interface problems’– ‘Informatics Medicine’ – Domains 

Interface  
problems 

Medical Informatics Activity Semantic Domain  
(Entity) 

Facial harmony
parameters 

Medical Sociology Medicine 

Human impair-
ments 

Biostatistics;  Computational medi-
cine 

Informatics 

Enhancements Relationship between the Patient 
and Doctor–medical practitioner 

Medicine 

Interoperability Health information; Pathology in-
formatics; Nursing informatics 

Informatics 

Semantic and Se-
miotic 

Bioinformatics (computational ge-
nomics, computational genetics); 

Informatics 

Low rejection
rates 

Medical and Health Administration Informatics 

Packets: Medical imaging informatics Informatics 

7   Causality 

In causality evidence based nexus development, what are highlighted are evidence 
based relationships and processes that exist between the entities and events. With-
in the controls environment of a Biorheological human–machine interface (Table 
3) infers is that causality based evidence drives the nexus [18]. 

Table 3 ‘Interface Problems– ‘Informatics Medicine’ – Causality 

Interface problems Symptoms Immediate 
cause 

Remote Cause 

Facial harmony parameters  YES  
Human impairments YES   
Enhancements  YES  
Interoperability   YES 
Semantic and Semiotic   YES 
Low rejection rates   YES 
Packets:   YES 
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Causality: Symptoms: effects—factors specific to an event or occurrence. Imme-
diate cause explains why the event or occurrence has occurred.  Remote cause 
may explain why the event or occurrence has occurred [25] [26].  Relationship 
means between the Patient and Doctor–medical practitioner. 

8   Conclusions 

Entanglements of entities and events within ‘Informatics Medicine’ may involve 
ESTMC—KILD’s based parameters for Facial Harmony, such as: 

• Complexities in the supporting knowledge—information—learning domains;  
• Multiple operating dimensions,  personalised yet accessible 24/7 to advice;  
• ‘Biorheology causality logic gates’ (B–CORG);  
• Biological–machine KILDEE’s;  
• Unique trigger events, information—knowledge that has Biological—machine 

temporal meshing; and 
• Fusion of human—machine via Biorheology interfaces evolution. 

In terms of Semantics to Semiotic based interfaces, this suggests a hybrid ap-
proach of ESTMC—KILD’s with: 

• Effective means of communication which has proven itself in practice;  
• Pre-established human—defined ontology that is adaptable and reliable;  
• Communication can only proceed by the interpretations of behaviours, com-

mon behaviours; 
• Metaphor such as a new idea is created from the fusion of the two original 

ideas, or our understanding of the first idea;  
• Mental models that are cognitive based for human-computer interaction; and  
• User System focused on patient KEPO comprises concepts using both actual 

and augmented reality based interfaces that adapt to the user’s needs [27].  

The causality nomenclature put forward plausible Biorheology based facial har-
mony using a number of entangled single–to–multiple chain ‘causality logic 
gates’. Future work will focus on developing a functioning ‘Informatics Medicine’ 
Biorheology based facial harmony interfaces focused on patient KEPO’s, using 
non-surgical interventions that can be personalized and administered at home. 
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Celebrities as Marketing EnhancerCase Analysis of the 
Alternative Food Movement and “Eco-Chic” Lifestyle 
Advocacy1 

Shinichiro Terasaki and Shin’ya Nagasawa 

Abstract. Globalisation, industrialisationand neo-liberalism have caused social 
inequality and environmental degradation, while increasing numbers of celebrities, 
particularly in entertainment industry make use of this trend to maximise their in-
fluence over the public through environmental advocacies such as “alternative” 
food geographies and “eco-chic” lifestyle. The purpose of this paper is to examine 
how far celebrities’ environmental advocacies work as a branding method of cele-
brities themselves.Following conceptual background discussions such as defining 
celebrity, types of celebrity and what “eco-chic” lifestyle means, critical assess-
ment of the above issues takes place with a good array of empirical examples.The 
results indicates that celebrity advocacy is fundamentally a sort of star-driven 
“outside strategy” of social protest that popularises issues, enlarging the visibili-
ties of celebrities themselves. This research has presented a new marketing trend 
that involves political ecology as a means of self-branding of celebrities who 
could be readily regarded as“products” in capitalism.  

Keywords: branding, celebrity politics, political ecology, alternative food move-
ment, environmental degradation, social inequality, marketing trend.  

1   Introduction 

Many public debates currently take place through television, internet, front page 
news, and “screens” (DeLuca and Peeples, 2002: 133). In such discussions,  
the presence of “the rich and famous” (Bryant, 2007), generally referred to as  
celebrities, continues to expand, involving many types of marketing channels. 
Contemporary mass media are full of images and information about celebrities. 
Subsequently, the public are exposed to high profiles, eccentric qualities, and at-
tractive images of the famous (Giles, 2000; McCracken, 1989). 

We cannot underestimate powerful images of celebrities. DeLuca and Peeples 
(ibid.) note that “emotions over rationality, speed over reflection, distraction over 
deliberation, slogans over arguments, the glance over the gaze, appearance over 
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truth, the present over the past.’’ Celebrities derive from many fields, ranging from 
entertainment to sports, cooking, business and politics (Choi et al., 2005: 85). Since 
the mass media encourage celebrities across nation boundaries, thereby building 
awareness and repute all over the world, celebrities are believed to conquer cultural 
barriers in worldwide marketing communications (Erdogan, 1999; Kaikati, 1987).  

Deploying their “well-knowness,” celebrities have begun to participate in vari-
ous public discussions. The conventional scholarly research on the role of celebri-
ties has focused on the accessibility to the news media, and the power to attract 
public attention to such issues (Meyer and Gamson, 1995; West and Orman, 
2003). In contrast, contemporary research should also encompass the development 
of the internet, and the growing fragmentation of the mass media, both of which 
make the interaction between celebrities and the public intensive. Also, celebrities 
are capable of communicating with socio-economic elites, partly due to the 
blurred lines between celebrities and politicians (e.g. Ronald Reagan, Jesse Ventu-
ra, and Arnold Schwarzenegger etc.).  

The objective of this paper is to examine how far celebrities’ environmental ad-
vocacies such as “alternative” food geographies and “eco-chic” lifestyle work as a 
self-branding method. Following conceptual background discussion such as defining 
celebrity, types of celebrity and what “alternative” food geography means, critical 
assessment of the above issues takes place with a good array of empirical examples. 

2   What Makes Celebrity?  

Nowadays, celebrities play a central role in driving messages home via entertain-
ment channels (Thrall et al., 2008: 377). The word, celebrity can be a complex and 
sometimes controversial term. In some countries, celebrities do not necessarily sa-
tisfy both “rich and famous.” For instance, in Japanese popular TV programme, 
SekaiBaribariValue (see wiki, 2008), infamous, but rich people were often re-
ferred as celebrities, and interviewed as samples of celebrities. Owing to the am-
biguous use of the word, some of the public may be confused about the definition. 
To avoid such controversy, I analysed it from the angle of academic perspective.  

Daniel Boorstin (Boorstin, 1961: 57; see also Lahr, 1978; Monaco, 1978; 
Schickel, 1985) describes celebrity as a person “known for his [or her] well-
knownness.” This “well-knowness” is attributed to their “highly dynamic, likeable 
and attractive” (Atkin and Block, 1983) personalities. Rein et al. (1997: 15; cited 
in Turner, 2004: 32) add that the commercial value of celebrities is as follows; “a 
celebrity is a person whose name has attention-getting, interested-riveting, and 
profit-generating value.” This implies the correlation between “well-knowness” 
and commercial value of celebrities.   

Some scholars portray celebrities in somewhat negative terms. Rojek (2001: 
37–8) writes that celebrities emerged as part of a method to control the new urban 
masses by showing highly visible images. Thus, celebrity is intentionally manu-
factured, and celebrity figures are not necessarily the “deserving” (Meyer, 1995: 
183). In addition, the social influence of the famous does not derive from formal, 
institutional power (Alberoni, 1972). In other words, celebrity is a “powerless 
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elite” who reap the privileged social status not from institutionally-based social 
power, but from public attention (ibid.).  

Although celebrities can be defined as “powerless elites” especially from the 
perspective of conventional view, some of the “rich and famous” have access to 
global political leaders. As we reviewed, many celebrities chose to become politi-
cians as their secondary careers, blurring the lines between show business and pol-
itics. For Bono-the front man of U2-, celebrity is a form of “currency” (Singer, 
2002) that enables not only communication with publicity and media, but also 
with world political leaders.  

CEOs at trans-national corporations (TNCs) are also accessible to global poli-
tics. For instance, many global CEOs annually attend the World Economic Forum 
in addition to the political leaders and executives of international NGOs such as 
Oxfam, WWF and Friends of the Earth. CEOs can be less visible compared to ce-
lebrities in the entertainment industry, whereas they are powerful enough to influ-
ence the world political economy (e.g. credit crunch).  

In this essay, I chose a good array of celebrities from the entertainment indus-
try. Firstly, “alternative” food movements are discussed followed by “eco-chic” 
lifestyle of celebrities. 

3   Alternative Food Movements 

3.1   What Does Alternative Food Geography Mean?  

Goodman and Goodman (2007: 2) describes “alternative” food networks (AFNs) 
as follows; “new and rapidly mainstreaming spaces in the food economy defined 
by—among other things—the explosion of organic, fair trade, and local, quality, 
and premium specialty foods. These are distinct from standardised industrial foods 
such as MacDonald’s hamburgers and those of major retailers (ibid: 5), both of 
which aim for operational efficiency. Owing to their promotion, “alternative” 
movements have become prevalent in the North, and nowadays increasingly so in 
the South as well (Bryant et al., 2008: 2).  

Through this process, relatively wealthy consumers and often poor producers, 
particularly in the South are presumed to have “united,” via bonds forged  on ac-
count of fairness, ecological sustainability and product quality (ibid.: 3). Affluent 
consumers are sometimes referred to as ‘reflexive’ consumers who profess concern 
about the environmental and social impacts of their procurement (see DuPuis, 
2000; Guthman, 2003). Though they tend to be well-educated, this does not imply 
that they have doctorates in nutrition or ethics or agronomy (Freidberg, 2004: 520).  

AFN foods are delivered via new channels such as charity shops, food cooper-
atives, farmers’ markets, community-supported agriculture or box schemes 
(Goodman and Goodman, 2007: 5). Nonetheless, the rapid growth of AFN mar-
ket encouraged large-scale retailers to form supply chain with AFN producers, 
imposing strict cost-price disciplines (ibid.).  
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3.2   Quality Food Movements and Celebrity Chefs 

Advocacy of quality foods such as organic commodities, those easily “distin-
guished” by taste and origin has characterised the mainstream social movement 
with respect to food and agriculture in the post-war period (Goodman and Good-
man, 2007: 3; Banerjee et al., 1995: 23). “Organic” emphasises the health aspects 
of environmentalism or the pros of “natural” products and ingredients (Banerjee et 
al., 1995: 23). The modern food politics reflects the highly induvidualised pur-
chasing decisions of “picky” consumers (Guthman, 2008: 1175).  

This trend is generally considered as active opposition to standardised food 
products (Guthman, 2003: 46). Certainly, many still buy fast foods without any 
consideration for their health or communities involved in the production process. 
In contrast, people, especially the affluent and educated, are wary of the safety and 
nutritional value of those mass-produced “placeless and faceless” foods as a con-
sequence of periodic food anxieties (e.g. BSE, foot and mouth disease, and avian 
influenza) (Goodman and Goodman, 2007: 6).  

Growing concern for quality foods has been associated with increasing con-
sumer knowledge about bulk-produced foods. However, Freidberg (2004: 520) 
notes that most information that renders the meaning and value of organic and fair 
trade labels derives from the popular media, not from formal education. Apart 
from this discussion, whether the information has a positive influence or not (e.g. 
the latest fad diet), celebrities can be considered as one of the major sources of in-
formation in “alternative” food movements.  

In the contemporary UK, the quality food movement is flourishing, particularly 
at the level of vicarious satisfaction (Freidberg, 2004: 519). Celebrity chefs such 
as Jamie Oliver, Gordon Ramsey, and Hugh Fearnley-Whittingstall boost this 
movement largely through cooking shows (e.g. Food Fight). In this essay, I mainly 
focus on Jamie Oliver, a chef and food politics activist in the UK.  

Oliver is not only a chef, but also a business person who exploits the social and 
aesthetic value of cooking as a tool to expand his socio-economic power in the UK 
society. His self-promotion is conducted via diverse media such as TV pro-
grammes, blogs, podcasts, and books, all of which are integrated in his official 
website (see JamieOliver.com, 2009). Through the website, consumers can direct-
ly purchase many services and products apropos to his “alternative” food activism. 
Since the number of website visitors generally depends on the celebrity’s popu-
larity, it is indispensable for him to maximise the number of his fans.  

In this sense, his food activism to ban the junk in schools (see Channel4.com, 
2009) contributes to reap his potential fans in younger generation, and the en-
hancement of his influence in food politics. According to McKinley et al. (2005: 
549), British children often aspire to be like actors, music and sports stars because 
they are perceived to ‘have lovely wee skinny bodies’.  

Normally, well-shaped body is believed to be associated with healthy home-
made cooking.  “Ministry of Food”, Oliver’s new TV series that aim to let the 
public cook again, can help Oliver “pitch arguments for the rethinking of food cul-
ture” (Freidberg, 2004: 519). Although many viewers still look for “ready meal” at 
supermarkets (ibid.), Oliver will benefit from the TV programme in a sense that it 
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induces “effective monetary demand for quality products” (Goodman and Good-
man, 2007: 6). As Goodman and Goodman (ibid.: 12) imply, quality foods have 
“farming in nature’s image.” Thus, Oliver can also get hold of environmentally-
friendly image throughout his activities.  

Overall, the synergy of the above activities assists Oliver in acquiring socio-
economic power. Nevertheless, there is a major potential risk of damaging his 
reputation; disgraceful attitudes to the customers as exhibited by fellow chef, Gor-
don Ramsey. In April, 2009, many mass media revealed that customers at four of 
Gordon Ramsey’s restaurants were likely to be served ready meals prepared out-
side of his restaurants (see Mailonline, 2009; Telegraph.co.uk, 2009). The food 
delivered to the restaurants have been reheated in each restaurant, and sold for up 
to six times compared to the initial costs, generating a “healthy” profit to buy his 
new Ferrari.  

Akin to politicians, keeping a “healthy” image is vital for celebrity chefs to 
gain sustainable competitive advantages over rivals. Even though celebrity chefs 
can produce business models to socio-economic success, actual business operation 
is done by many “faceless” employees; it is reputation which enables them to rea-
lise their political, economic and environmental interests.  

4   “Eco-Chic” Lifestyle Movements 

4.1   The Emergence of “Going Green” 

In current U.S political and social life, celebrity participation in social movements 
has become an increasingly common feature (Meyer, 1995: 200). Americans tend 
to acquire such information through casual news outlets (e.g. Entertainment To-
night or the Daily Show), rather than conventional news media (Baum, 2003; Ker-
nell and Baum, 1999; Prior, 2005).  

Irrespective of the range of media forms, “Going Green” is a constant celebrity 
topic in today’s media (Corkranet al., 2008: 850). This emerging “eco-chic”  
lifestyle of celebrities has its roots in the growing awareness of environmental 
problems; typically global warming. The famous employ their popularity with the 
public to indicate their thoughts on such problems, and ways to minimise the  
effects on the environment (ibid.: 854). Brockington (2008: 560) names such 
“eco-chic” celebrities especially those who have won fame through the environ-
mental-friendly promotions as celebrity conservationists.  

In this chapter, we will critically explore this emerging “eco-chic” lifestyle 
movement by using three main examples; Leonardo DiCaprio, Live Earth, and the 
relationship between celebrities and global civil society.  

4.2   Examples of “Eco-Chic” Lifestyle Movements, and Analysis 

Due to the prevalence of internet technology, modern citizens easily search for ce-
lebrity charity news and information. “Look to the Stars,” for instance, provides 
and promotes such information, covering over 1770 celebrities from diverse  



268 S. Terasaki and S. Nagasawa
 

 

industries (see Look to the Stars, 2009). Such a supportive environment contri-
butes to enlarging celebrities’ visibility to their audience.  

Now, we look at the actual charitable activities of celebrities. Brad Pitt, for ex-
ample, narrates an ongoing PBS series called e² design that is about sustainable 
architecture (PBS, 2008), whilst Keanu Reeves and Alanis Morrisette narrate a 
global warming documentary named the Great Warming (see thegreatwarm-
ing.com, no date given).  

Perhaps, one of the most renowned advocates of anti-global warming is Leo-
nardo DiCaprio. To date, the Leonardo DiCaprio foundation produced three mov-
ies related to environmental problems; Global Warming (2003), Water Planet 
(2005), and The 11th Hour. His global warming documentary, the 11th Hour, is es-
pecially well-known, winning the Jules Verne Audience Choice Award in 2007. In 
the movie, he featured a variety of authorities such as David Suzuki, Joseph Tain-
ter, and Stephen Hawking (see Warner Brothers, 2007), whose support enhances 
the credibility of his advocacy.  

The key feature of his “eco-chic” lifestyle is the exploitation of his ability to 
narrate environmental issues as an actor. As a result, the messages become some-
what emotional rather than rational. Alison Anderson (1991: 473) describes the 
method of such environmental advocacies as ‘show-business type’ approach. 
Since laypeople lack technical knowledge about environmental problems, they 
cannot critically evaluate the contents of such documentaries. In the long-term, the 
opinions of celebrities almost equate with public opinions about environmental 
problems. Eventually, this may affect environmental policy of the governments.  

Some politicians make use of this “eco-chic” lifestyle movement to maximise 
their influence on the public. For instance, Al Gore, 45th vice president of the US, 
and over one hundred fellow celebrities attracted public attention to climate 
change via Live Earth, a 24-hour concert in 2007. According to the official web-
site (Live Earth, no date given), approximately 2 billion people worldwide partici-
pated in the concerts through TV, radio, and internet.  

There are largely two differences between individual charitable activities and 
collaborative “eco” advocacies of celebrities. Even though such concerts are less 
personalised and dramatised, the famous who participate in “eco-chic” concerts 
can avoid direct criticism. Second, each participant may reap a positive halo effect 
from the other participants. In such a big concert, some audiences can be forced to 
listen to the “eco-chic” messages from some specific artists disliked by them. 
However, their reluctance can be buffered by the rest of the artists. This expected 
halo effect will contribute to each artist’s self-promotion to his/her socio-
economic interests.  

Overall, many celebrities nowadays strive to advance their political, economic 
and environmental interests through “eco-chic” advocacies. Nonetheless, such ac-
tivism seems to assume neo-liberal taste. According to Thrall et al. (2008: 367-
78), the celebrities listed on the Forbes 100 are roughly twice more likely to en-
gage in a wider range of issues and groups regarding celebrity advocacy than the 
rest of less visible celebrities.  

Thrall et al. (ibid.) explain part of the reason that the most famous should be the 
most attractive to interest groups-it makes sense that they have more chance to get 
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involved. Except for some established NGOs such as NRDC, Greenpeace, and 
Conservation International, all of which need not rely on the famous, smaller 
groups such as the Whaleman Foundation and Yele Haiti have greater difficulties 
making the news devoid of celebrity support. Accordingly, Yele Haiti, for in-
stance, has received support from eight celebrities, including Susan Sarandon who 
explained her own political activism as follows; “If my privacy is going to be in-
vaded and I’m going to be treated as a commodity, I might as well take advantage 
of it” (quoted in Brownstein 1990: 11). This suggests that social activism can be 
one method of career development for the “rich and famous”.  

In addition, successful celebrities have more personal disposable wealth than 
the less famous. Kaufman and Wolf (2007: 156) alert that “philanthropy can be 
dehumanized and can become just a competition to see who gets on the media’s 
top philanthropist lists.” In the growing celebritisation of development (Goodman, 
no date given: 7),only the rich can benefit from donations from the angle of their 
personal socio-political interests. ArjunAppadurai (2000: 2; cited in ibid.: 2) asks 
a pregnant question: “Can the media ever be turned to the interests of the poor?.”  

5   Conclusion 

Celebrity advocacy is fundamentally a sort of star-driven “outside strategy” of so-
cial protest that popularises issues (Thrall et al., 2008: 363). Vivanco (2004: 10) 
also points out their simplification of social context. This simplified social context 
is translated into the casual news outlets most people depend on to get the infor-
mation of celebrity advocacy. Through a series of information cycles, celebrities 
succeed in maximising their visibility widely considered as a key to career gain. 
Notwithstanding, this increasing visibility complicates celebrities’ relationship 
with the entertainment industry and other diverse audiences such as the mass me-
dia, NGOs, and a broader public (Meyer, 1995: 201). Some celebrities (e.g. Gor-
don Ramsey) suffered career damaging criticism from mass audiences because of 
the increased visibility. Thus, whether they can occupy visibly privileged socio-
economic status largely relies on the individual strategy of social movements they 
engage in.  

As conventional wisdom implies that the least famous should matter least 
(Thrall et al., 2008: 371), celebrity advocacy will become increasingly competi-
tive as long as those involved feel sufficient merits from such activities.  
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Directional Bias between Communities of a
Production Network in Japan

Takashi Iino and Hiroshi Iyetomi

Abstract. We investigate a production network constructed by about 800 thousand
firms in Japan with focus on its transaction flow between communities. Communi-
ties detected by maximizing modularity often contain nodes with common proper-
ties such as characterized by regions or industry sectors. Communities may thus
upstream-downstream relationship according to their characteristics. Such direc-
tional bias of the connections between communities is evaluated through a polar-
ization matrix of the network direction. We also devise a visualization method for
directed network based on physical model. We attempt to draw a map of Japanese
transaction flow in viewpoint of community structure.

1 Introduction

Many kinds of real complex network attract scientific interest. They are neither reg-
ular nor random networks and in fact are composed of many clusters of nodes in
networks. Such clusters called community often contain the elements that have com-
mon behavior or features in networks.

To detect community structure, Newman proposed a quality function called mod-
ularity [1, 2, 3]. The idea of the modularity is based on quantifying statistically un-
foreseen arrangements of edges. Finding the division at the highest modularity value
determines an optimum community structure in a network.

In the present paper we investigate community structure of a production network
in Japan based on the same data in [4, 5, 6, 7]. The nodes and links in the production
network correspond to firms and their mutual transaction relations. The production
network consists of about 800 thousand firms and four million transaction relations. It
is no exaggeration to say that the network is so large that it virtually covers the whole
production activities in the nation. The analysis of the network may thus be able to
give a new insight into the Japanese economy. The production network is analyzed in
viewpointofcommunity [5]andmoredetailedsubcommunitystrucutures[7].Someof
the communities or subcommunities are characterized by regions or industry sectors.
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Here we shed light on the direction of transaction. The data of the production
network contain the information of the direction. We evaluate the directional bias of
the connections between the communities, which cannot detect only separating into
communities. We also devise visualization for directed network based on spring-
electorical model [6] by adding a “magnetic” effect. We attempt to draw a map of
Japanese transaction flow in viewpoint of community structure.

Wefirstdetect thecommunitystructureof thedirectedproductionnetwork.Foreasy
comparison with previous studies, we employ the community structure in [7], which is
detected without information of direction. In other words, we separate the production
network by the community structure in [7]. We then introduce a polarization matrix to
evaluate the bias of the direction and devise visualization for directed networks.

2 Method

2.1 Modularity

Let us suppose that a network V is divided into L nonnull subsets {V1,V2, · · · ,VL}
which do not overlap each other. The modularity Q is then defined by

Q =
L

∑
i=1

(
eii − a2

i

)
, (1)

where eii denotes the link density within subset Vi, and ai represents the fraction
of links that connect into subset Vi. Therefore, aia j corresponds to the expectation
value of the link density between subset Vi and subset Vj, and a2

i gives the expecta-
tion value of eii for the uniform random null model. The term eii is canceled perfectly
by a2

i when the network is encircled by a single set or separated randomly into sub-
sets. When the link density of the division surpasses the expectation value of link
density under the null model, the modularity becomes large value.

To find the division with the optimized modularity value, we employ the bisec-
tion method worked out by ourselves in [5], which is a top-down method taking
advantage of simulated annealing. The maximized modularity value by the bisec-
tion method surpasses that by the greedy method [2, 8, 9] especially for large-scale
networks. Although the bisection method needs more computational time than the
greedy method, it can detect communities of networks as large as the submillion
production network in realistic time.

2.2 Polarization of the Network Direction

To quantify the bias of the direction between communities, we define the polariza-
tion of the network direction as

Pi j =
Ai j −A ji

Ai j +A ji
, (2)
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where Ai j is an element of adjacency matrix by communities. The element Ai j is
defined by the sum of the elements of adjacency matrix by nodes as

Ai j = ∑
l∈i

∑
m∈ j

Alm, (3)

where l and m represent nodes, and i and j represent communities. By definition,
the polarization matrix is antisymmetric (Pi j =−Pji).

2.3 Visualization for Directed Networks

Various algorithms have been developed to visualize networks [10], and each al-
gorithm shows up different structural feature. We adopt a spring-electrical model;
pairs of nodes with direct links are physically connected with springs and any pairs
of nodes repel each other through a repulsive Coulomb force [6, 11]. The interaction
force between nodes for the model is explicitly written as

F (rlm) =−klmrlm +
qlqm

r2
lm

, (4)

where klm is a spring constant between nodes l and m. If the nodes are directly
connected, klm = k. Otherwise, klm = 0. The symbol ql denotes a Coulomb charge
for node l. We anticipate that the ground state in the model leads to a easily viewable
visualization reflecting topological structure in the network. The spring-electrical
model represents communities as clusters in the visualized images. The nodes in a
same community have dense inner-community links, thus they are pulled together
by dence springs against convergence of Coulomb charge.

In this paper, we use the model to visualize the network of communities. The
spring constant between communities i and j, represented as ki j, is defined as pro-
portional to the number of links between these communities. The Coulomb charge
of community i, represented as qi, is defined as proportional to the number of nodes
in community i.

We then attempt to deal with the direction in the visualization of networks. The
interaction force (4) does not contain information of the direction. We suppose an
“uniform field” HHH for directed links and define an additional “magnetic” force as

FFFmag = qmag

(
kin

l − kout
l

)
HHH, (5)

where qmag denotes magnetic charge, and kin
l (kout

l ) represents the in-degree (out-
degree) of node l. To visualize network of communities, we define the magnetic
force on community i as

FFFmag = qmag ∑
l∈i

(
kin

l − kout
l

)
HHH. (6)

The force works to sort the nodes or the communities into upper or lower stream.
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To obtain an optimized configuration in the model, we employ a molecular dy-
namics (MD) method [12, 13]. The MD simulation works well to reproduce an
ordered structure with the lowest energies such as crystals of materials through slow
cooling starting from any initial configurations. We expect it is also successful in
visualizing the network.

3 The Production Network

The data used in the present study was compiled by TOKYO SHOKO RESEARCH,
LTD., which has been gathering information on firms through investigation of fi-
nancial statements, corporate documents and hearing-based survey. The production
network constructed here is an unweighted network, because information on the
amounts of transactions is not available. The element Ai j of adjacency matrix thus
takes 1 or 0, depending on whether there is a transaction relation between firms i
and j or not. We simply ignore the weights in this paper.

We define the direction of links in the production network along order flow. If
firm A orders to firm B, the direction of link is defined from A to B. In other words,
if firm A is a customer of B, the direction of link is defined as A → B.

We paid attention to the largest connected component of the network. It contains
773,670 nodes and 3,295,325 links, which covers more than 99% of the whole data.
The degree distribution P(k) follows a power law, i.e., P(k) ∝ k−γ with γ � 2.32.
Thus the production network possesses the scale-free property.

4 Community Structure in the Production Network

We extracted 118 communities in the production network with the maximized modu-
larity value 0.654 [7]. The distribution of community size has gap. There are 16 com-
munities that have over 10,000 nodes and About 90 communities consist of less than
100 nodes. The size of the several remaining communities ranges from 100 to 10,000.

Attributes of firms in top 10 large communities in the production network are
shown in Table 1. We looked up the prefectures and industry sectors to which firms in
each community belong. The industry sectors conformed to Japan Standard Industrial
Classification are shown in Table 2, where only terms used in this paper are listed. To
simplify notation, the names of industry sectors are abbreviated by three capitals.

The communities in the production network are well characterized by regions
and industry sectors. The largest community consists of the firms of manufacture
and wholesale trade of machinery. The second, fourth, fifth, sixth and ninth largest
communities contain many constructions. Furthermore, the fourth largest commu-
nity is strongly characterized as a geographical region; the ratio of Kyushu firms
to all firms in the fourth largest community is more than 90 %. The ninth largest
community is also strongly characterized as a geographical region; the ratio of firms
in Tohoku region to all firms in the ninth largest community is more than 90 %. The
third largest community consists of the firms of manufacture, wholesale trade and
retail trade that deal with food.
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Table 1 Attributes of firms in major communities in the production network. Top three major
prefectures and industry sectors in each community are described. Decimals shown in paren-
theses represent the ratio of firms of corresponding attribute to community size. The color
legend is corresponding to Fig. 2.

rank size prefecture (fraction) industry (fraction) color legend

Tokyo (0.189) M-GM (0.144)
1 88,840 Aichi (0.120) W-ME (0.124)

Osaka (0.110) M-FM (0.105)

Niigata (0.117) C-GE (0.400)
2 84,280 Tokyo (0.094) C-SP (0.228)

Aichi (0.086) C-EI (0.075)

Tokyo (0.110) W-FB (0.262)
3 78,529 Hokkaido (0.088) M-FO (0.172)

Aichi (0.055) R-FB (0.137)

Fukuoka (0.298) C-GE (0.359)
4 48,903 Kagoshima (0.137) C-SP (0.146)

Kumamoto (0.134) C-EI (0.124)

Aichi (0.135) C-GE (0.362)
5 47,085 Kanagawa (0.121) C-SP (0.205)

Tokyo (0.113) W-BM (0.094)

Tokyo (0.152) C-EI (0.473)
6 45,622 Kanagawa (0.112) C-GE (0.101)

Osaka (0.098) W-ME (0.072)

Tokyo (0.167) T-RF (0.163)
7 44,736 Aichi (0.094) R-MB (0.123)

Osaka (0.083) R-FH (0.120)

Tokyo (0.180) R-DA (0.251)
8 39,591 Osaka (0.118) W-TA (0.201)

Aichi (0.080) M-AP (0.132)

Fukushima (0.197) C-GE (0.357)
9 37,524 Aomori (0.167) C-SP (0.159)

Miyagi (0.154) C-EI (0.089)

Tokyo (0.320) M-PR (0.175)
10 37,488 Osaka (0.096) W-MI (0.127)

Aichi (0.068) M-PP (0.077)
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Table 2 Abbreviation of industry sectors conformed to Japan Standard Industrial Classifica-
tion defined by Statistics Bureau in Ministry of lnternal Affairs and Communications

abbreviation Major groups Divisions

C-EI equipment installation work

construction
C-GE

construction work, general, including public
and private construction work

C-SP
construction work by specialist contractor, ex-
cept equipment installation work

M-AP
manufacture of apparel and other finished prod-
uctsmade from fabrics and similar materials

manufacturing

M-FM manufacture of fabricated metal products

M-FO manufacture of food
M-GM manufacture of general machinery

M-PP manufacture of pulp, paper and paper products

M-PR printing and allied industries

R-DA
retail trade (dry goods, apparel and apparel ac-
cessories)

retail trade
R-FB retail trade (food and beverages)

R-FH
retail trade (furniture, household utensil and
household appliance)

R-MB retail trade (motor vehicles and bicycles)

T-RF road freight transport transport

W-BM
wholesale trade (building materials, minerals
and metals, etc.)

wholesale trade
W-FB wholesale trade (food and beverages)

W-ME wholesale trade (machinery and equipment)

W-MI miscellaneous wholesale trade
W-TA wholesale trade (textile and apparel)

5 Result: Direction of Transactions between Communities

To elucidate directional bias between communities, we examined the polarization
(2) between all pair of the top 10 major communities as shown in Fig. 1. To un-
derstand easily, we visualized the network of communities as shown in Fig. 2 by
the method in Sec. 2.3. Each sphere represents a community, and the volume of
a sphere is proportional to the number of nodes in corresponding community. The
radius of arrows between spheres is proportional to the number of links between
corresponding pair of communities. In the visualization, the communities of upper
stream are configured top, and the lower stream communities are configured bottom
by the magnetic uniform field HHH.
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Fig. 1 The polarization matrix of the com-
munities in the production network

H

Fig. 2 The visualized image of the commu-
nities shown in Table 1

The third largest community is configured upper stream in the major communi-
ties. In other words, the firms that deal with food tend to be order side for other major
communities. Especially, the 10th largest community, it consists of many firms of
printing and paper products, has acceptance of order from the third largest commu-
nity (P3,10 = 0.675).

The second largest community is configured upper stream for other major com-
munities but the third largest community. As shown in Fig. 1, the second largest
community tends to order to the fourth and ninth largest communities. In other
words, the construction firms of central region in Japan tend to order to the local
construction firms (P2,4 = 0.289,P2,9 = 0.237).

The community structure in this paper is separated without direction information
of network. However, some of communities have biased transaction direction. The
order flow between industrial clusters in Japan is reflected to the bias of transaction
direction between communities.

6 Conclusion

The production network of Japanese firms is separated as some communities that
are characterized by regions or industry sectors. The rough industrial structure in
Japan is reflected in the communities of the production network. We evaluated the
directional bias of orders between communities by the polarization matrix. Further-
more, for intuitive understanding, we visualized the network of communities by
spring-electrical model with magnetic effect.

Despite the community detection is performed without direction information, we
find that some of directions of orders between the communities are biased. The com-
munity of food firms is configured in upper stream for other top 10 major commu-
nities. The community of construction firms in central Japan tends to order to local
construction firms. The polarization matrix and the visualization by spring-electrical
model with magnetic effect are useful to get overview of the flow in networks.
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Enterprise Insider Detection as an Integer 
Programming Problem* 

Sergii V. Kavun, Ivan V. Sorbat, and Vyacheslav V. Kalashnikov 

Abstract. The authors propose a new approach to the mathematical interpretation 
to overcome the problems associate with the identification (detect) of the unautho-
rized acquisition (intentional and accidental) of information by insiders within an 
enterprise of any industry. The approach is based on the use of mathematical tools 
based on integer programming. Secondly, the practical implementation of this ap-
proach has suggested that this approach has possible uses for applied software or 
as part of analytical tool to detect high risk behavior. This new approach can be 
using in complex problems with other tools or applications for detection of insid-
ers within different enterprises. The authors propose a new approach that can be 
used as a tool within complex enterprises to increase the accuracy of detecting un-
authorized activities of insiders. 

1   Introduction 

The progress of civilization and the constantly increasing role of various technolo-
gies in everyday human activities, has leaded to the need for permanent develop-
ment of information security systems for enterprises (e.g., such as the commercial 
risk level, various commercial secrets, the income level, a strategic development 
plan, etc.). The importance of safety protection subsystem for such systems is unde-
niable. One of the approaches [1] to ensure the safety and protection of subsystems 
is to solve the task of identification (detection) of unauthorized access by insiders 
within the enterprise. 
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In the process of solving this task at the enterprises, a large variety of problems 
has been solved [2], among which is the mathematical interpretation of such a 
problem. As a rule, when trying to identify (detect) unauthorized access by insid-
ers, enterprise rely on various sociological methods on the base of visual observa-
tions. The analysis carried out by the authors [3], has shown the prospective use-
fulness of the mathematical interpretation of the problem in question. 

The well-known experts and scholars in this area are: Vereen V.P. [1], Kleba-
nova T.S., Kizim M.O. [4], Gurov M.P., Kudryavtsev Y.A. [5], Oleynikov E.A. 
[6], Kurkin N.V. [7], Shkarlet S.N. [8]. Their works have demonstrated a syste-
matic approach to address threats to information and economic security, but most 
of these studies relate to external threats. Since the unauthorized information 
access within an enterprise by insider activity brings financial losses, there is a 
need to address the urgent task of preventing or identifying an insider or a group 
of insiders (the insider trading activity). 

2   Statistical Information in Area of Insider Detection 

The authors have conducted a study based upon the open sources of information 
leakage, on data from the world of statistics, which were published in the media, the 
Web forums, reporting analyst firms, thematic blogs, and other public resources. 
Table 1 shows the statistics (on base the aggregation by authors from many open 
sources) of the number of incidents of intentional and accidental leaks of informa-
tion for a certain period of time in the world (on base the open sources[9]). 

Fig. 1 shows the dynamics of information leakages for a given period of time, 
built on the basis of the calculated data (Table 1). Also were calculated the trends 
depending on the basis of polynomial’s curves and values of reliability (R2), 
which a researcher may use for the further predictions. 

In addition, a statistical analysis may assist in providing an indication of the 
magnitude of the problem of inside intrusions, its detection and non detection for 
the modern enterprises and how important it is to overcome the problem. Results 
of the research, has the potential to indicate in which regions of world the enter-
prises must increase their efforts for enhancing the tools for insider detection task. 
However, all the well-known studies by experts and scientists do not propose a 
formalization of the task in a mathematical form, which does not allow the use of 
mathematical methods for the modern enterprises. 

Table 1 Data on the types of information leaks over a certain period of time 

Type of Leak 
2010 2009 2008 2007 

quantity % quantity % quantity % quantity % 
Deliberate 402 48,0 375 51,0 241 45,5 154 29 
Accidental 390 46,4 320 43,5 223 42,1 376 71 
Not established 47 5,6 40 5,4 66 12,5 - - 
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Fig. 1 The dynamics of information leakage for a given period of time 

3   Problem Description 

In the course of its commercial activities, various organizations are subject to eco-
nomic crime, negligence of employees, which leads them to financial, physical, 
temporal, economic and other kinds of losses. Such activities of the staff are called 
insider ones. The problem of insider’s detection has been considered in the report 
of Computer Security Institute in 2007 [10]. From this year (2011) this problem 
was stated as being in first place in world among all set of threats and vulnerabili-
ties. Thus, the problem of insider’s detection and defense preceded the problem of 
virus’s defense. Especially susceptible to insider attacks are the enterprises of bank 
and those associated with the financial sector. Insider attacks have a very high level 
of latency (concealment) and the lowest level of detection. But, these methods are 
provided as only preventing the consequences of insider attacks, and are not provid-
ing for the detection of insiders within the enterprise.  

Therefore, the problem of insider detection for the modern enterprises and their 
activity and financial position may be considered of one the most important task 
that are required to be undertaken. Because, for the author’s opinion (on base the 
interpretation of the Pareto principle [11]), a leakage of 20% of commercial se-
crets of enterprise in 80% of cases leads to collapse of this enterprise. The many 
enterprises learned how to be on the defensive from external threats (cyber-
attacks, intrusions, viruses and etc.) but before internal threats (the insiders), many 
enterprises may be considered almost completely defenseless! 

4   The Mathematical Description of This Approach 

Definition 1 (author: S.V. Kavun). An Insider is a fellow, whose work varies in 
time under the influence of external, internal, and individual causes [12] (it’s the 
first distinction from other definitions). This work reflects a readiness of this fel-
low for actions. In addition, the socio-cultural environment of this fellow can be 
regarded as a violation of existing standards (disclosure of information with re-
stricted access) and traditions (not doing the job, it’s the second distinction). 

Definition 2 (author: I.V. Sorbat). Insider Information is substantial undisclosed 
Public Service Information (PSI) for the enterprise [13]. This information if dis-
closed could lead to the loss of competitiveness of the company or into its collapse  
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(it’s the first distinction from other definitions). Employees who have this infor-
mation are typically the system's administrators or the owners. Employees who re-
ceived this information are called insiders. All these processes refer to the sphere 
of economic and information security [14] (it’s the second distinction). 

The aim of the paper is to provide a mathematical formalization of the task 
identifying insiders in the company based on graph theory for the possibility of  
using well-known mathematical techniques (such as the methods of linear and in-
teger programming). Besides this, the authors show the possibility of solving  
the non-formalized problem by various methods of mathematical analysis. Lastly, 
the authors prove the theoretical possibility of the mathematical interpretation of 
non-formalized problems or tasks. 

For the conduct of an objective study, in this approach what is needed is the 
consideration of the first types of organizational and functional structure of the en-
terprise [9]. What has been interpreted are the most common Organizational and 
Functional Structure of the Enterprise as a graphical model (Fig. 2). 

The proposed model is accepted as standard model, but this model does not re-
flect fully the real structure of the enterprise. For this graph model introduction the 
following notation of vertices of graph G is made: D – Director (if the enterprise 
has a board of directors, then gets the set {Dw}, where w is the number of directors 
(general, commercial, financial, etc.); DD – Deputy Director (if the enterprise has 
a board of directors, then get the set {CCOw ≡ DDw}, were CCOw is the Chief 
Communications Officers); S – Secretary (if the enterprise has a board of direc-
tors, then gets the set {CCOw} ≡ {Sw}); L – Lawyer (if the enterprise has a legal 
department, then gets the set {CLOi} ≡ {Lq}, where q is the number of employees 
in the department, CLOi is the Chief Legal Officers); M – Manager (if the enter-
prise has several departments, then gets the set {Мk}, where k is the number of 
managers in the departments); I – Engineer (if the enterprise has several depart-
ments with engineers, then gets the set {Іz}, where z is the number of engineers in 
the department); T – Technologist (if the enterprise has several departments, then 
gets the set {Тs}, where s is the number of technologists at the department). 

To construct a graph G, in which the vertices will determine the rank (a posi-
tion). The ribs of this graph will be denoted by the Conditional Weights (CW) of 
Information with Restricted Access (IRA), which is suggested to be calculate by 
the formula 

CWij
IRA = Vij × SKij × NKi

C. (1)

Here Vij is the amount of the information with restricted access, which circulating 
within the electronic and paper documents of the enterprise between the ith and jth 
vertices of a graph G. The variable Vij is determined by monitoring the traffic and 
dynamically updated within a given interval of time; SKij is a coefficient of the im-
portance of the information with restricted access, transmitted between the ith and jth 
vertices of the graph G; this coefficient is defined by experts or on the base of the 
statistical information on the enterprise; NKi

C is a normalized coefficient of cohe-
rence of the information with restricted access, which is connected to the ith vertex of 
the graph G; i and j is an adjacent vertices of the graph G, between which circulates 
the information with restricted access with conditional weight.  
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Fig. 2 Graph’s model of the most common Organizational and Functional Structure of the 
Enterprise (Author: Kavun Sergii V.) 

By using the concept of graph theory this introduces the following notation:  

n is the number of vertices in the graph G, these vertices creates the set {νi}, where 
і = 1,…, n; m is the number of ribs in graph G, these ribs creates the set {rj}, 
where j = 1,…, m. 

At the practical implementation step obtain the following relationships: 

if m > n, this means that in organizational and functional structure of the enter-
prise the relationship between employees are not cycled; 

if m ≠ 2n, this means that within the organizational and functional structure of 
the enterprise, any worker while performing their official duties, may be contacted 
by more than two (usually a leader and a junior)  other staff members. 

Then graph G will describe the model the organizational and functional struc-
ture has of the enterprise which helps in the next set: R = {rj}, where j = 1,…, (n – 
1) and denotes the number of ribs; V = {νi}, where і = 1,…, n is the number of 
vertices. Then the task of insider detection on the enterprise can be reduced to the 
task of finding the value of CWij

IRA which transmitted in the direction i → j.  
Introduce the factor of significance KSij and a functional F that creates depen-

dency and is defined with the following expression: 

( )ij ij S
ijIRA

i , j i , j
F maxCW max V K= = ⋅ , (2)

where і = 1,…, n, j = 1,…, n – 1. 
Taking into account the introduced graph’s model of the most common organi-

zational and functional structure of the enterprise (was showed on Fig. 2), it could 
be assumed that the top management link always sends out some information (or-
ders, instructions, orders, specification, etc.) to the lower level management. Fol-
lowing the implementation of this process the lower level management always  
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returns reports with such information to the top management. Thus, in graph G, all 
ribs are bidirectional. For example construct a connectivity matrix Мc for the 
graph G (Table 2). 

Each element of the matrix Мc may be equal to “1”, if the link between vertices 
i and j of graph G is exists, and equal to “0”, if the link is missing. 

Axiom 1. All entries at the main diagonal of matrix Мc (recall that this matrix 
showing a links between all employees on the enterprise) are zero because com-
munication (transmission) of the employee with himself does not exist. Otherwise 
this process will be a cyclic process that for the enterprise is not permissible. The 
main diagonal of matrix Мc shows in Table 2 with help gray color. 

Table 2 Connectivity matrix Мc (presented by authors only for example) 

j
i 

Dw DDw Lq Sw Mk Iz Тs 
iKCW Δ,% 

Dw 0 1 1 1 1 0 0 4 20 
DDw 1 0 1 1 1 0 0 4 20 
Lq 1 1 0 0 0 0 0 2 10 
Sw 1 1 0 0 1 0 0 3 15 
Mk 1 1 0 1 0 1 1 5 25 
Iz 0 0 0 0 1 0 0 1 5 
Ts 0 0 0 0 1 0 0 1 5 

 
Introduce the coefficient of coherence iKCW for each category of employees on 

base of the organizational and functional structure of the enterprise: 
iKCW = ∑ xij. (3)

Then the calculation can get the KCW = {iKCW} and for the example, which is 
shown in Table 2, and then the calculation can get the KCW = {4, 4, 2, 3, 5, 1, 1}.  

Here iKCW is the coefficient, which shows connectivity ratio as the importance 
of conventional unit (or department) personnel. The higher the ratio iKCW, the 
greater is the CWij

IRA. 
For any further possible accounting, the coefficient iKCW must be normalized. 

Then one comes to the expression 

1

1

i
i CW

nCW j
CW

j

N K
K

K
−

=

=

∑ (4) 

Therefore, using the formula (4) obtain the following values (base on data from 
the example in Table 2) NKCW = {NKi

CW} = {0,2; 0,2; 0,1; 0,15; 0,25; 0,05; 0,05}. 
For the further use of the factor of importance of different indicators of physi-

cal nature, the expression (1) will be transformed into the following form  

CWij
IRA = Vij × NKi

S × iKCW, (5)
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where NKi
S is the normalized importance factor of the information with restricted 

access, calculated by the following expression 

.N

1

1

1

1

1
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∑

=

−

=

−

==
n

i

n

j

ij

S

n

j

ij

S
i

S K

K
K

 
(6) 

Thus, based on the formulas (4) and (6), what can be considered is the possibility 
of using the dynamic coefficients obtained from the experts. 

Axiom 2. The total volume of information with restricted access 

∑∑
=

−

=
=

n

i

n

j

ij

IRA VV
1

1

1

 is always changing with time. On each node (i or j) in the 

graph G, the volume of information Vij which is to be transferred from ith to jth 
node, this is changing, because in the work process, the employees makes adjust-
ment in this information. This information with restricted access is always circu-
lating within the enterprise. Then changing its total volume the information with 
restricted access VIRA and its accompanying service’s information are interrelated.  

Theorem 1. Normalized importance factor the information with restricted access 
NKi

S for the ith node on the graph G has no direct and no linear dependence on the 
total volume information VIRA which is circulating on this graph. 

Proof. Assume that inequalities m > n and m ≠ 2n are valid, or else Ki
CW ≥ 3 for 

the іth node on the graph G. Let a and b be the nodes of the graph G, which are ad-
jacent to the ith node on this graph. Consider the set V = {νi}, then NKi

S = f (Vib + 
Via + Vbi + Vai) is a function depending on time. Further, consider a node for 
which nodes c and d are adjacent, while c, d ∈ V = {νi}. Then the right side of that 
the dependence Va = g (Vac + Vad + Vca + Vda), is also a function depending on 
time. Since f ≠ g, then their dependence is not linear and not direct and has several 
variations of the distribution.  

So, the problem of insider detecting on the enterprise can be represented as an in-
teger programming problem: 

1 1

 
n m i iij

IRA ijS CWi j

N Nmin K KCW V x
= =

⎛ ⎞= × × ×⎜ ⎟
⎝ ⎠

∑∑ ,
 

(7)
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where xij is the corresponding element of matrix Мc. 



288 Sergii V. Kavun, Ivan V. Sorbat, and Vyacheslav V. Kalashnikov
 

Thus, what was presented is a possible of mathematical interpretation of the 
task of insider detection on the enterprise as the task of integer linear program-
ming[15]. Based on the opinions of the authors, further mathematical interpreta-
tion in the use of a known mathematical method for solving this task and, on base 
of these methods, what is suggested is that an optimal solution is possible. 

5   Discussion 

The reduction in the number of accidental leaks of information during the year 
2010 compared to the previous one may be due to the application of various  
methods, such as hardware and software systems to detect leaks [16]. The majority 
of these techniques and tools allow the enterprise to identify the past actions 
committed by insiders, but not to predict and prevent them. For further research 
and improvements, any refinements of the approach need to take into account the 
interpretation focus using graph theory [15]. 

For further research opportunities some of the input variable Δ (which will be 
measured in percent) in the matrix Mc (was showed in Table 2 as the rightmost 
column) need improvement. This variable will be determined at some bound or 
threshold which will be create a risk’s zone for the enterprise. For example, on the 
some enterprise was accepted a risk’s zone with the threshold which equal 65% 
(it’s the example for Table 2). Then if this is done the ranking of the office’s posi-
tions on this enterprise will have a decreasing order of the coefficient of coherence 
iKCW, then what will be seen is that this risk’s zone applies to their manager, di-
rector and deputy director. Thus, it’s the office’s positions on the enterprise which 
could be the potential insider. Additionally, the variable Δ could be the number of 
employees on the enterprise that, would the insiders, then lead to a collapse. This 
proposition from the authors will need to be the subject of further research. 

6   Conclusion 

In this paper, we have reduced the task to identify insiders on the enterprise to the 
integer programming problem. The latter can be solved making use of the well-
known mathematical programming methods, thus obtaining the optimal solution 
of the original problem. Also the proposed approach and its interpretation as a 
graph model have demonstrated the possibility of the use of optimization methods 
and further analysis tools [17]. In addition, the expression (7) can mathematically 
formalize the implementation of the proposed approach, which will further lead to 
a linear programming problem. The practical implementation of this approach 
(based on an example) has suggested that this method has solid mathematical 
bases and allows researchers to aggregate statistics. 

Finally, the analysis of using this approach can be used as a methodological ba-
sis (considering the complexities of other approaches and methods) for a prelimi-
nary study of the applicant for a position within the enterprise. This will get (to a 
certain extent) an objective assessment of the relevance of the applicant for the 
position and would be of interest for the enterprise and there management. 
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ES-DM: An Expert System for an Intelligent 
Exploitation of the Large Data Set* 

Amel Grissa Touzi and Mohamed Amine Selmi 

Abstract. In meeting the challenges that resulted from the explosion of collected, 
stored, and transferred data, Knowledge Discovery in Databases (KDD) or Data 
Mining has emerged as an important research area. However, the approaches 
studied in this area have mainly been oriented at highly structured and precise 
data. Thus, the problem of exploit these data is often neglected. In this paper, we 
propose an intelligent approach for exploitation of these data. For this, we propose 
to define an Expert System (ES) allowing the user to easily exploit the large data 
set. The Knowledge Base (KB) of our ES is defined by introducing a new KDD 
approach taking in consideration another degree of granularity into the process of 
knowledge extraction. This set represents a reduced knowledge of the initial data 
set and allows deducting the semantics of the data. We prove that, this ES can help 
the user to give semantics for these data and to exploit them in intelligent way.   

1   Introduction 

Nowadays, we notice a growing interest for the Knowledge Discovery in Databases 
(KDD) methods. One of the important reasons to that fact is the increasing volume 
of the accumulated data by organizations that are under-exploited extensively. 
Several solutions were proposed, they are based on neural networks, trees, concept 
lattices, association rules, etc. [1]. KDD is a research area that considers the analysis 
of large databases in order to identify valid, useful, meaningful, unknown, and 
unexpected relationships. Several approaches in this area were proposed in the 
literature. Unfortunately these data mining is generally restricted to the application 
of discovery and modeling techniques within the KDD process. Thus, the problem 
of exploit these data is often neglected. Hence the following questions are worth 
asking: What is the goal to propose several approaches of extractions of knowledge 
whereas the user cannot benefit to better exploit these data?  

In our opinion, this problem was not really neglected but it was not sufficiently 
treated since the generated rules by these approaches, exceeding some times of 
                                                           
Amel Grissa Touzi · Mohamed Amine Selmi 
Université de Tunis El Manar, Ecole Nationale d’Ingénieurs de Tunis, 
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thousand rules, are not easily exploitable [2], [3]. In this paper, we interest to the 
intelligent exploitation of these data. For this, we propose to define an Expert 
System, called Expert System for Data Mining (ES-DM) allowing the user to easily 
exploit the large data set. Indeed, this ES can help the user to give the semantics of 
data and to optimize the research of information. Our ES-DM is composed of a 
Knowledge Base (KB), an Inference Engine (IE) and two interfaces: acquirement 
of the knowledge and user-interface. Since the majority of KDD approach 
generates a big number of rules that are not easily assimilated, we propose for the 
definition of the KB a new KDD approach taking in consideration another degree 
of granularity into the process of knowledge extraction. We propose to define rules 
between classes resulting from a preliminary classification on the data. The idea of 
the utilization of the fuzzy cluster degree for data reduction has also been proposed 
by several authors in the areas of symbolic data analysis [4],[5]. 

The rest of the paper is organized as follows: Section 2 presents the basic 
concepts of discovering association rules, Conceptual scaling and Formal Concept 
Analysis (FCA). Section 3 presents problems and limits of the existing knowledge 
discovery approaches. Section 4 presents our Expert system for Data Mining. 
Section 5 describes our new KDD approach for defining the Knowledge Base for 
ES-DM. Section 6 validates the proposed approach. We finish this paper with a 
conclusion and a presentation of some future works. 

2   Basic Concepts 

In this section, we present the basic concepts of discovering association rules, 
Fuzzy conceptual scaling and FCA. 

2.1   Discovering Association Rules  

Association rules mining have been developed in order to analyze basket data in a 
marketing environment. Input data are composed of transactions: each transaction 
consists of items purchased by a consumer during a single visit. Output data is 
composed of rules. An example of an association rule is “90% of transactions that 
involve the purchase of bread and butter also include milk” [6]. Even if this 
method was introduced in the context of Market Business Analysis, it can also be 
used to search for frequent co-occurrences in every large data set.  

The first efficient algorithm to mine association rules is APriori [7]. The first 
step of this algorithm is the research of frequent itemsets. The user gives a 
minimum threshold for the support and the algorithm searches all itemsets that 
appear with a support greater than this threshold. The second step is to build rules 
from the itemsets found in the first step. The algorithm computes confidence of 
each rule and keeps only those where confidence is greater than a threshold 
defined by the user. One of the main problems is to define support and confidence 
thresholds. Other algorithms were proposed to improve computational efficiency. 
Among them, we mention CLOSED, CHARM and TITANIC. 
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2.2   Fuzzy Conceptual Scaling and FCA 

Conceptual scaling theory is the central part in Formal Concept Analysis (FCA). It 
allows to introduce for the embedding of the given data much more general scales 
than the usual chains and direct products of chains. In the direct products of the 
concept lattices of these scales the given data can be embedded [8]. 

FCA starts with the notion of a formal context specifying which objects have 
what attributes and thus a formal context may be viewed as a binary relation 
between the object set and the attribute set with the values 0 and 1. Wille’s 
definition of a concept is a pair consisting of a set of objects (the extension) and a 
set of attributes (the intension) such that the intension consists of exactly those 
attributes that the objects in the extension have in common, and the extension 
contains exactly those objects that share all attributes in the intension[8]. In [9], an 
ordered lattice extension theory has been proposed: Fuzzy Formal Concept 
Analysis (FFCA), in which uncertainty information is directly represented by a 
real number of membership value in the range of [0,1]. In this case, the similarity 
of a fuzzy formal concept is defined as follow: 

Definition. The similarity of a fuzzy formal concept ( )( )111 ,BAC ϕ=  and its 
subconcept ( )( )222 , BAC ϕ=  is defined as: 

( ) ( ) ( )
( ) ( )21

21
21,

AA

AA
CCS

ϕϕ
ϕϕ

∪
∩

=
 

where ∩ and ∪ refer intersection and union operators on fuzzy sets, respectively. 
In [10], we showed as these FFCA are very powerful as well in the 

interpretation of the results of the Fuzzy Clustering; in Optimization of the flexible 
query that in the definition of a summary of a Database.  

Example: Let a relational database table presented by Table1 containing the list of 
AGE and SALARY of Employee. Table 2 presents the results of fuzzy clustering 
(using Fuzzy C-Means [11]) applied to Age and Salary attributes. For Salary 
attribute, fuzzy clustering generates three clusters (C1, C2 and C3). For AGE 
attribute, two clusters have been generated (C4 and C5). In our example, Cut−α
(Salary) = 0.3 and Cut−α (Age) = 0.5, so, the Table 2 can be rewriting as show in 
Table 3. The corresponding fuzzy concept lattices of fuzzy context presented in Table 
3, noted as TAH’s are given by the line diagrams presented in the Figure 1 and 2. 

Table 1 A relational database table 

 SALARY AGE 
t1 800 30 
t2 600 35 
t3 400 26 
t4 900 40 
t5 1000 27 
t6 500 30 

 

Table 2 Fuzzy Conceptual Scales for age and 
salary attributes  

SALARY AGE 
C1 C2 C3 C4 C5 

t1 0.1 0.5 0.4 0.5 0.5 
t2 0.3 0.6 0.1 0.4 0.6 
t3 0.7 0.2 0.1 0.7 0.3 
t4 0.1 0.4 0.5 0.2 0.8 
t5 - 0.5 0.5 0.6 0.4 
t6 0.5 0.5 - 0.5 0.5 
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Table 3 Fuzzy Conceptual Scales for age and Salary attributes with Cut−α   

 SALARY AGE
 C1 C2 C3 C4 C5

t1 - 0.5 0.4 0.5 0.5
t2 0.3 0.6 - - 0.6
t3 0.7 - - 0.7 -
t4 - 0.4 0.5 - 0.8
t5 - 0.5 0.5 0.6 -
t6 0.5 0.5 - 0.5 0.5

 

Fig. 1 Salary TAH Fig. 2 Age TAH 

3   Problems and Contributions 

Generally the proposed approach in the KDD research area analysis the large 
databases, in order to identify valid, useful, meaningful, unknown, and unexpected 
relationships. Often these approaches are restricted to the application of discovery 
and modeling techniques within the KDD process. Thus, the goal to exploit these 
data is often neglected. 

In our opinion, this problem was not really neglected but it was not sufficiently 
treated since the generated rules by these approaches, exceeding some times of 
thousand rules, are not easily exploitable [2], [3].  Indeed, this big number of 
rules is due to the fact that these approaches try to determine rules starting from 
the data or a data variety like the frequent item-sets or the frequent closed item-
sets, which may be huge.    

To remedy all these problems, we propose to define an ES allowing the end-
user to easily exploit all generated knowledge. For the definition of the KB we 
propose a new KDD approach taking in consideration another degree of 
granularity into the process of knowledge extraction. We propose to define rules 
(Meta-Rules) between classes resulting from a preliminary classification on the 
data. Indeed while classifying data, we construct homogeneous groups of data 
having the same properties, so defining rules between clusters implies that all the 
data elements belonging to those clusters will be necessarily dependent on these 
same rules. Thus, the number of generated rules is smaller since one processes the 
extraction of the knowledge on the clusters which number is relatively lower 
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compared to the initial data elements. We prove that we can easily deduce 
knowledge about the initial data set if we want more details.  

4   Definition of an ES for Data Mining (ES-DM) 

In this section, we present the definition of the ES for the Data Mining that has for 
goal to help the user to intelligent exploit these data. We, first of all, start with 
justifying the choice of the approach ES.  

4.1   Why the Approach Expert System? 

An ES is an intelligent program which is devoted to a specific domain of 
application where there is enough knowledge to infer one or several solutions, but 
not of precise or efficient algorithms which provide the same results. The power of 
an ES is characterized by the content of its KB and its capabilities to work as 
efficiently as possible.  
Moreover, the choice of the ES for DM is justified by the following points: 

1. The big volume of data to manage. The response to a request is not 
trivial. It needs an expertise to identify the relevant data at this 
request. 

2. The update of the data (insert, delete or update of the data) is 
nowadays a very frequent operation in the Information systems. The 
taking into account of a new knowledge, or the modification of an 
existing knowledge, is a simple task in such a SE, it is enough to 
enrich or modify its KB. 

3. Several approaches of KDD exist. Consequently, to topple an 
approach to another doesn't require a particular effect in the case of 
the ES.  

4. The ES explains its reasoning and justifies its choice. This is very 
important for the user knowing that it starts from an enormous mass 
of data.  

4.2   Objective of Expert System for Data Mining (ES-DM) 

ES-DM has been designed as an intelligent tool for helping the user to give 
semantics of data, to seek information in this data and to satisfy his needs 

The design of ES for DM must be directed by the following specific objectives: 

• To constitute a KB composed of all useful concepts needed. 
• To define an interactive methodological environment which permits to 

perform as far as possible the deduction steps with incomplete 
specifications and which permits to backtrack to any step in order to 
change some specifications or to integrate new information. 



296 A.G. Touzi and M.A. Selmi
 

• To identify for each deduction step the general or specific principles of 
reasoning and to provide as detailed explanations as possible about these 
principles on which they are based. 

• To build an open system of tools which enables, in the one hand, to 
integrate new theoretical concepts and deduction rules and, in the other 
hand, to transfer its expertise both via its usual use and via explanations 
and justifications of its results. 

• To facilitate, interaction with the human designer by offering to him a 
semantically rich and easy to use interface. 

4.3   Architecture of ES-DM  

Like most ES, our ES for DM is composed of a Knowledge Base (KB), an 
Inference Engine (IE) and two interfaces: acquirement of the knowledge and user-
interface. 

The KB is composed of: 

• The Rules base contains a set of rules. It models, in this case, the 
knowledge extracted of the initial data set.  

• The Facts Base contains all the facts of the SE. It models, in this case, the 
initial data set data (after phase of data cleaning and Preprocessing and 
phase of Data Reduction) 

The IE and two interfaces are supposed offered by the Expert system Shell which 
used for implemented this ES.  

4.4   Definition of the User-Interface for ES-DM  

A user doesn't have need that to permit him an easy exploitation and optimum of 
these data: (1) have an idea on the semantics of this large data set; (2) Seek of a 
data with an approximate response, therefore to model a flexible query. 

According to the user's needs, we adopted four strategies of dialog: 

First Strategy: The user specifies the number i of properties which he wants to 
check. The ES posts the list of the objects checking i properties.  

Second Strategy: The user definite a property p, the ES posts the list of the 
properties which an object must check so that it can check the property p. The IE 
functions in this case in Backward chaining. 

Third Strategy: The user defined a p property that is already satisfied by an 
object, the ES posts the list of property that can verify an object knowing that it 
verifies this property.  The IE functions in this case in Forward Chaining 

Fourth Strategy: The user can ask any queries for the ES. The IE functions in 
this case in mixed Chaining.  

In the figure3, we summarize the interface of our ES.  
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5   Definition of the KB for our ES-DM 

In this section, we present our new KDD approach for the definition of the KB. 

 

           

Fig. 3 Definition of the user-interface for ES-DM  

5.1   Theoretical Foundation of Our Approach 

In this part, we present the theoretical foundations of the proposed approach, 
based on the following properties:  

Properties 1 

• The number of clusters generated by a classification algorithm is always 
lower than the number of starting objects to which one applies the 
classification algorithm   

• All objects belonging to one same cluster have the same proprieties. These 
characteristics can be deduced easily knowing the center and the distance 
from the cluster.  

• The size of the lattice modeling the properties of the clusters is lower than the 
size of the lattice modeling the properties of the objects.   

• The management of the lattice modeling the properties of the clusters is optimum 
than the management of the lattice modeling the properties of the objects.   

Properties 2 

Let C1, C2 be two clusters, generated by a classification algorithm and verifying 
the properties p1 and p2 respectively. Then the following properties are 
equivalent:  

         C1 ⇒ C2  (CR)   ⇔ 

Input 
Data Set 

Output 

Expert System 

Request 

Type2 Type3 Type4Type1 

Result 
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• ∀ object O1 ∈ C1 =>  O1 ∈C2 (CR) 
• ∀ object O1 ∈ C1,  O1 checks the property p1 of C1 and the property p2 of 

C2 with (CR) 

Properties 3 

Let C1, C2 and C3 be three clusters generated by a classification algorithm and 
verifying the properties p1, p2 and p3 respectively. Then the following properties 
are equivalent: 

       C1, C2 = > C3 (CR)   ⇔ 
• ∀ object O1 ∈ C1 ∩  C2 = > O1 object ∈C3 (CR) 
• ∀ object O1∈ C1 ∩  C2 then O1 checks the properties p1, p2 and p3 with 

(CR) 
 

The proof of this properties rises owing to the fact that all objects which belong to 
a same cluster check necessarily the same property as their cluster.   

5.2   Discovering Meta Knowledge 

In the first, we give a certain number of clusters for each attribute. Each tuple has 
values in the interval [0,1] representing these membership degrees according the 
formed clusters. Linguistic labels, which are fuzzy partitions, will be attributed on 
attribute’s domain. This first step consists of TAH’s and MTAH generation of 
relieving attributes.  

Example. Let a relational database table presented by Table 1 containing the list 
of AGE and SALARY of Employee. Table 2 presents the results of fuzzy 
clustering applied to Age and Salary attributes.   

The minimal value (respectively. maximal) of each cluster corresponds on the 
lower (respectively. higher) interval terminal of the values of this last. Each cluster 
of a partition is labeled with a linguistic labels provided by the user or a domain 
expert.  

For example, the fuzzy labels young and adult could belong to a partition 
built over the domain of the attribute AGE. Also, the fuzzy labels low, Medium 
and High, could belong to a partition built over the domain of the attribute 
Salary.  

This very simple sorting procedure gives us for each many-valued attribute the 
distribution of the objects in the line diagram of the chosen fuzzy scale. Usually, 
we are interested in the interaction between two or more fuzzy many-valued 
attributes. This interaction can be visualized using the so-called fuzzy nested line 
diagrams. It is used for visualizing larger fuzzy concept lattices, and combining 
fuzzy conceptual scales on-line. Figure 4 shows the Fuzzy Clusters Lattice 
constructed from Figure 1 and 2.  
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Fig. 4 The Fuzzy Clusters Lattice (FCL) 

Considering the FCL in Figure 4, the derivation of fuzzy association meta-rules 
can be performed straightforwardly. Indeed, the meta-rule represent “inter-node” 
implications, assorted with the FC, between two adjacent comparable equivalence 
classes, i.e., from a set of clusters to another set of clusters immediately covering 
it. The confidence Factor will be equal to the weight of the arc binding the two 
nodes. Such an implication brings into participate two comparable equivalence 
classes, i.e. of a set of clusters towards another set of cluster including it in the 
partial order structure.  

Example. The meta-rule C5 ⇒ C2 (0,83), is generated starting from the two 
equivalence classes, whose their respective nodes are Clusters {C5}, {C2,C5} 
having as distance d=0.83. 

Example. Let us consider the correspondence of the linguistic labels and their 
designations for the attributes Salary and Age (sub section 5.3). 

The meta-rule C5=>C2 83% is transformed in Age(Adult)=>Salary(Medium) 83% 

6   Validation of the Proposed Approach  

To validate the approach proposed, we chose:  1) The FCM (Fuzzy C-Means) 
algorithm for a fuzzy classification of the data set, and 2) The Ganter algorithm 
for the construction of the lattice. We develop this approach with JAVA language. 
Concerning the ES we used the Expert system Shell ‘JESS’ to implement it.  

Our ES-DM present to the expert a main screen (Figure 5) similar to the 
standard usually used in the IDE (Integrated Development Environment).  
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Fig. 5 Principal Window of the ES-DM 

7   Conclusion 

In this paper, we are interested of problem of exploitation of large data set which 
often neglected by the proposed approach in the area of data mining or KDD. 

For this, we proposed to define an ES for Data mining enable to exploit these 
data with an intelligent approach. Like most ES, our ES-DM is composed of a 
Knowledge Base (KB), an Inference Engine (IE) and interfaces. The KB is 
composed of (1) The Rules Base models the knowledge extracted of the initial 
data set. the KB of our ES a new KDD approach taking in consideration another 
degree of granularity into the process of knowledge extraction. Indeed, we 
propose to define rules (Meta-Rules) between classes resulting from a preliminary 
classification on the data. Then, we automatically deduce knowledge about the 
initial data set. (2) The IE and two interfaces are supposed offered by the ESS 
which used for implemented this ES. 

In the future, we propose to define an incremental method that permits to 
deduct the Knowledge Base generated by our model knowing the modifications 
carried out in the initial data base. 
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Evolution of Friendship Networks
and Transition of Their Properties

Hiroshi Matsushima and Nobuhiro Inuzuka

Abstract. We analyze friendship networks using attendance records of stu-
dents to classes. Acquire and analysis of networks are time-consuming. Hence
analysis for the network evolution according time passed is highly cost. We
have proposed an automated method to acquire friendship networks for stu-
dents using a system which is becoming popular recently in universities. The
method gives a score which measures a degree of friendship between two stu-
dents based on the probability they are friends. By using these networks,
we analyze how friend pairs evolve and how common properties of social
networks, scale-free, cluster and small-world, change.

1 Introduction

Since the 1970s, the social network analysis (SNA) has been actively re-
searched in sociology, and recently it gathers attention from computer scien-
tists as well. SNA pays attention not to attributes of entities but relations
among entities. For personal relationship, inter-business relationship, inter-
nation relationship and WWW, researchers have been studied how network
forms and evolves, who has a primary role, what factions or communities
exist and what structure exists behind.

In order to begin these investigations we first acquire network data,
that is, we need qualitative information among entities. Usually for this pur-
pose we use a questionnaire and it is always time-consuming. Accordingly
study on formation and evolution of networks are difficult indeed. An au-
tomated method to collect network data is desired and is useful for these
studies.

Inuzuka et al.[1] introduced an automated method to collect data for
friendship networks using a system which collects attendance records to
classes in school. The system or similar systems are becoming popular these
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days. It consists of student cards with IC-chips that all students keep as
their IDs and card readers equipped in all lecture rooms. For each class stu-
dents check their attendance with the cards at a card reader in the room.
Inuzuka et al.[1] showed that the attendance records can be used to predict
the friendship relation among students.

The purpose of this paper is to show that the method of friendship is
useful to detect and analyze friendship network and their transitions. In
this paper, first we introduce the system we used which collects date au-
tomatically. Section 3 reviews the method of friendship score using atten-
dance records in university lecture class and generation of friendship network
among students. Then we give analysis of temporal transition of network
formation in Section 4. In Section 5 we see the common properties of so-
cial networks, that is, properties on scale-free, high cluster coefficient and
small-world.

2 Class Attendance Record Management System and
Friendship Relation

Nagoya Institute of Technology (NIT) installed a system to collect and man-
age class attendance records of students, which we call CARMS (Class At-
tendance Record Management System), in 2007. It aims to reduce tasks
of instructors by collecting records automatically. The CARMS system con-
sists of student ID-cards, card readers and a database management system
(DBMS). A student ID card has a function of a wireless tag and keeps
the information of the student ID of a card holder. A card reader has its
own ID (reader-ID) and reads the information of an ID card when a holder
places his/her card in the front of the reader. Each lecture room equips two
or three readers near the entrances. Readers send the information as a tuple
(SID, RID, ALT) to DBMS, where SID is a student ID, RID is a reader ID,
and ALT is an attendance/leaving time, that is the time when the student
puts close his/her card to the reader at his/her attendance to or leaving from
a class. The DBMS collects and keeps all the information. CARMS gives lists
of students who attended a class on a specified date. Although CARMS has
also many other functions, we omit to describe the detail.

Table 1 shows the basic data of the system and records collected and used
for our experiments. Student IDs for fourth year students appeared in records
and their attendance records are fewer than other years. This is because the
most of fourth year students participate only graduate research projects or
take a small number of lectures. Graduate course students are also in the
similar situations. Accordingly we used only the data of 1st, 2nd and 3rd
year undergraduate students.
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Table 1 Summary of records collected by CARMS system

The period of records 2007.10.1 –
2008.3.31

# students recorded 4,403
of which first year students 942
of which second year students 936
of which third year students 929
of which fourth year students 287

# readers equipped 129

# records 864,882
of which first year students 295,700
of which second year students 242,001
of which third year students 165,588
of which fourth year students 18,463

5000

10000
frequency

between
friendsbetween

non-friends

0
-3 -2 -1 0 1 2 3-600        -100                -10  0                10                 100             600

ALTD
(seconds)

Fig. 1 Frequency distribution of ALTD

3 Friendship Scores Based on Attendance Records

Inuzuka et al.[1] utilized the character of frequency distributions of time
differences of ALT (ALTD) between the each friend pair and non-friend
pair(Fig. 1). The distribution of ALTD between friend pairs and one for
non-friend pairs have a remarkable difference. Fig. 1 shows the distributions.
The ALTD distributions have peeks at a small time length. Ones for friend
pairs the peeks becomes acute.

Using the character of distributions a prediction method can be given. We
take two students A and B. Let f is the event that A and B are friends
each other, and T = {t1, t2, ..., tn} is a set of ALTD data between A and B.
Here we assume that all ti (i = 1, . . . , n) are independent. Then, conditional
probability p(f | T ) can be written as follows,

p(f | T ) = p(f) · p(T | f)
p(T )

= p(f)
∏
t∈T

p(t | f)
p(t)

. (1)
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We move to think of the ratio, rt, of ALTD records which are of time length
t and are given by friend pairs against all ALTD records of t, that is, repre-
sented as follows,

rt =
#(all ALTD records of t between friend pairs)

#(all ALTD records of t between all students pairs)

=
Xf ·mf · p(t | f)

X ·m · p(t) , (2)

where X is the number of all of students pairs, Xf is the number of all
friend pairs, m is the expected number of ALTD records produced among
randomly chosen two students, mf is the expected number of ALTD records
among friend pairs, p(t) is the probability that randomly chosen two students
have ALTD t, and p(t|f) is the probability that randomly chosen friend pair
have ALTD t. Then, we can reformulate p(t | f) as follows.

p(t|f) = X ·m · p(t) · rt
Xf ·mf

=
m · p(t) · rt
p(f) ·mf

(3)

When we substitute this to Equation (1) we have the following equation.

p(f |T ) = p(f)
∏
t∈T

m · rt
mf · p(f) = p(f)(1−n)

(
m

mf

)n ∏
t∈T

rtf , (4)

where n =| T |. When f̄ denotes the event that two student are not friends.
Then, p(f̄ | T ) is following.

p(f̄ | T ) = p(f̄)
(1−n)

(
m

m0

)n ∏
t∈T

(1− rt), (5)

where m0 is the expected number of ALTD records produced non-friend pair.
Then we give the friendship score by the logit of p(f | T ) as follows.

logit p(f |T ) = log

(
p(f |T )

1− p(f |T )
)

= log(p(f |T ))− log(p(f̄ |T )) (6)

In [1] the recall and precision of the friend estimation using friendship score
are reported as around 70% compared with questionnaire. When considering
the difficulties to take questionnaire the prediction is useful.
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Table 2 Recall and Precision of each classes

@@@ class K class J class P

Recall 75.3 86.9 65.7
Precision 60.0 88.9 78.9

4 Friendship Networks

Using the friendship score method friendship networks can be generated and
then we may analyze some properties among students and their friendship
networks. The properties include basic information such as the number of
friend pairs, and network formation and also the common properties which
characterize such networks.

4.1 Basic Information of Friendship Networks

Friendship scores for freshman students in fiscal 2007 are calculated and we
made their friendship networks. In order to evaluate clustering-coefficient,
weights of links, i.e. friendship scores, are normalized into the range of 0 to
1. We gave weights by applying the sigmoid function to friendship scores.
Fig. 2 illustrates a part of a friendship network generated. In addition, ta-
ble3 summarizes the number of all students, the number of all student pairs
between which there exist at least an ALTD datum less than ten minutes,
which means they are potential candidates for friendship, and the number of
friend pairs presumed by the friendship score.

Fig. 2 A part of friendship network generated from the method
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Table 3 Basic information of friendship network

term number

Number of students 948
Number of student pairs 579552
Number of friend pair 5972
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Fig. 3 A transition of number of friend pairs

4.2 Analysis of Network Evolution

In order to see possibility of our method for study of evolution of friendship
networks, we try to observe transition of network properties. First, we ob-
serves the transition of the number of links, the number of friendship relations
in the networks.

For our purpose we generate networks from a fixed shorter period of the
year and put off the period by a day. We may understand a network generated
from data of a period as an averaged network along the period. By putting
off the period used we can generated series of networks which may represent
the evolution of the friendship.

In preliminary experiments we know that a sample of three weeks is enough
to generate a networks. Accordingly we generated a series of networks from
data of a month (30 days) and shift the period by a day. Fig. 3 shows the
transition of the number of links in the series of networks. In NIT the first
semester starts 1st April and ends 31st July. Accordingly the first period is
from 1st April to 30th April and the last period is from 2nd July to 31st July.
The x-axis shows the start date of the periods. In the first semester, there
is no substantial change but friend pairs increase by around 600. Afterward,
it is stable in both first and second semester until December. December and
the following month include winter holidays and collection ALDT data are
disturbed. The changes in the second half of the second semester may be
caused from these reasons, although we need more investigation.

Using the same network series, we analyze increase and decrease of links
according to the period. That is, we observed the number of newly made
friend pairs and friendship disappeared compared to a networks of a fixed
period, say a month, before. In Fig. 4 (a) shows the result for the first semester
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Fig. 4 Transitions of newly generated and dissolved friendships

and (b) shows one for the second semester. In the both graph, the solid
line shows the number of new friends, that is, friendships which exist in the
network after one month but do not exist before. The broken solid line shows
the number of friends dissolved, that is, friendships which do not exist in the
network after one month but exist before.

In early stage of first semester, newly generated friendships are larger than
dissolved ones, so the number of friend pair increased in early stage of first
semester. Afterward, although friendship keep changed, both of them were
stable from 1.5 by 1.7. Thus, we can consider that a strength of friendship is
dynamic. Of course we need carefully verify an effect of accuracy of friendship
score.

5 Transitions of Common Properties of Social Network

By the previous literature, it has been clear that social networks have common
properties, scale-free[2], strong cluster and small-world[3]. Scale-free shows
that very few people have large number of friends but others have a few num-
ber of friends, and degree k’s distribution p(k) obeys p(k) ∝ kγ(γ < 0), i.e.
the power law. Strong cluster means that friends of a person are likely friend
mutually. In order to measure the strength of cluster, we see the clustering-
coefficient. Small-world means that everyone can reach an destination in rel-
atively small steps, and means that average shortest path distances among
nodes are short. Here we analyze transition of these properties.

5.1 Transitions of Scale-Free Property

Fig. 5 illustrates the degree distribution of the friendship networks. The de-
gree of a node is the number of neighboring nodes of the node, that is, the
number of friends in friendship networks.
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Fig. 5 Degree distributions of friendship networks in the first semester

In April, the number of student who have four friends is the highest and the
distribution may not obey power law. However, as time advances, the number
of students who have less than three friends increases, while the number of
students who have more than four friends decreases. The degree distribution
in July may acquire the power law. Afterward, degree distributions become
stable in second semester. Thus, friendship networks get scale-free property
in around four months.

5.2 Transitions of Cluster

In order to analyze cluster, we use cluster-coefficient for weighted and directed
graphs[6] Let G = (V,E, c)is a weighted and directed graph, where V is a
set of vertexes, E is a set of edges and c is a weight function. The cluster-
coefficient C of G can be calculated as follows[6].

C = avgvi∈V (C(vi))

C(vi) =
1

k|E(vi)|P2

∑
vj �=vk∈E(vi)

c(vi, vj) · c(vj , vk) + c(vi, vk) · c(vk, vj)
c(vi, vj) + c(vi, vk)
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Fig. 6 Transitions of cluster-coefficient

Fig. 6 shows transitions of C calculated by the networks. In first semester,
cluster-coefficient increases from April to early June but decreases afterward.
In second semester, it is stable around 0.55 except span affected by vaca-
tion. In a whole year, about 0.06 increases. A popular SNS networks that is
generally known that cluster is high, has its cluster coefficient about 0.36.
Comparing it the friendship networks have remarkably high cluster coeffi-
cient. However, it may be affected by accuracy of friendship estimation by
friendship score and we need to verify it.

5.3 Transitions of Small-World

In order to analyze small-world, we calculate average shortest path distances
of friendship networks. At first, we divide the network of each strongly con-
nected components. A strongly connected component is a subnetwork in
which every node has a directed path to all other nodes. When a network has
isolated parts the average of shortest path distance is not defined. However
when a network include a big component which include almost all nodes, the
average of shortest path distances should be defined for the components.

In general friendship networks consist of some small components that con-
tain only a node, i.e. students, or a few nodes and a unique large component
that contain almost all nodes. We observes the shortest path distances for
the unique large components.

Table 4 shows the number N, of students contained in the unique largest
components of each month, and the average shortest path distances, ASPD,
of networks.

Each average shortest path distances does not change much more than
properties and is around six. This is the almost same result of Milgram’s ex-
periment in the 1960’s[4]. Also, in December and January, average shortest
path distances are longer and number of vetexes are lower than others. This
is because number of ALT date in December and January are lower than oth-
ers due to long vacations and this reflects accuracy of friendship estimation of
friendship score. The meaning of these value need to be verified.
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Table 4 Shortest average path lengths of the networks

April May June July Oct. Nov. Dec. Jan.

N 895 909 898 885 892 866 822 802
ASPD 6.271 5.982 5.831 5.992 6.179 6.477 7.120 7.395

6 Discussions

In this paper, we made friendship networks using friendship score and an-
alyzed transitions of network formation, transitions of three common prop-
erties of social networks and students’ roles comparing questionnaires with
students whose centralities are high.

A number of friendship links among students increased by end of May and
network stabilized in early stage. Because strength of friendship consistently
varies, friendship activities are dynamic. By analysis of transitions of three
common properties, we find tendencies that degree distribution comes to
acquire the power law in first semester, cluster coefficient increases in early
stage and decreases before it stabilizes and shortest average path lengths do
not change but are around six.

By analysis of students’ role using centralities, using centralities on degrees,
such as Degree and Pagerank, is predictably-effective to analyze roles on
authorities.

Therefore, friendship network analysis using friendship score reflects well-
known common properties of social networks and is useful to analyze transi-
tions of friendship network and students’ role.

Further interesting research topics include more detailed analysis of results,
relation between friendship estimation and accuracy of friendship score and
detection of new transitive properties. Also, we need to verify whether we can
get the same transitional results from other networks. Moreover, it concludes
suggestion of new graph models hold these properties.
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Feedback GMDH-Type Neural Network 
Algorithm Using Prediction Error Criterion 
Defined as AIC* 

Tadashi Kondo, Junji Ueno, and Shoichiro Takao 

Abstract. In this study, a feedback Group Method of Data Handling (GMDH)-
type neural network algorithm using prediction error criterion defined as AIC, is 
proposed. In this algorithm, the optimum neural network architecture is automati-
cally selected from three types of neural network architectures such as sigmoid 
function type neural network, radial basis function (RBF) type neural network and 
polynomial type neural network. Furthermore, the structural parameters such as 
the number of feedback loops, the number of neurons in the hidden layers and use-
ful input variables are automatically selected so as to minimize the prediction error 
criterion defined as Akaike’s Information Criterion (AIC). Feedback GMDH-type 
neural network has a feedback loop and the complexity of the neural network in-
creases gradually using feedback loop calculations so as to fit the complexity of 
the nonlinear system. This algorithm is applied to identification problem of the 
complex nonlinear system. 

Keywords: Neural network, GMDH, AIC, Self-organization. 

1   Introduction 

The GMDH-type neural networks and their applications have been proposed in 
our early works [1],[2]. The GMDH-type neural networks can automatically or-
ganize the neural network architecture using the heuristic self-organization me-
thod which is a kind of evolutional computations and basic theory of the GMDH 
algorism [3]-[5]. The GMDH-type neural networks can also determine structural 
parameters such as the number of layers, the number of neurons in the hidden lay-
ers and the useful input variables. In the GMDH-type neural networks, the neural 
network architecture is organized so as to minimize the prediction error criterion 
defined as Akaike’s Information Criterion (AIC) [6]. The conventional neural 
networks trained using the back propagation algorithm, can not automatically or-
ganize neural network architecture. 
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In this study, the feedback GMDH-type neural network algorithm using predic-
tion error criterion defined as AIC is proposed. In this algorithm, the optimum 
neural network architecture is automatically selected from three types of neural 
network architectures such as the sigmoid function type neural network, the radial 
basis function (RBF) type neural network and the polynomial type neural network. 
Furthermore, the structural parameters such as the number of feedback loops, the 
number of neurons in the hidden layers and the useful input variables are automat-
ically selected so as to minimize the prediction error criterion defined as AIC. The 
feedback GMDH-type neural network has a feedback loop and the complexity of 
the neural network increases gradually using feedback loop calculations so as to fit 
the complexity of the nonlinear system. 

The feedback GMDH-type neural network algorithm is applied to the identifi-
cation problem of the complex nonlinear system. The optimum neural network ar-
chitecture fitting the complexity of the nonlinear system is selected from three 
types of the neural network architectures. The identification results of the feed-
back GMDH-type neural network are compared with those of the GMDH algo-
rithm and the conventional multi-layered neural network trained using the back 
propagation algorithm. It is shown that the feedback GMDH-type neural network 
is a very useful identification method of the complex nonlinear system because the 
optimum neural network architecture is automatically organized so as to minimize 
the prediction error criterion defined as AIC. 

2   Feedback GMDH-Type Neural Network Algorithm 

The architecture of the feedback GMDH-type neural network proposed in this pa-
per, has a feedback loop as shown in Fig.1.  

 

Fig. 1 Architecture of feedback GMDH-type neural network 

The feedback GMDH-type neural network algorithm can select the optimum 
neural network architecture from three types of neural network architectures such 
as the sigmoid function type neural network, the RBF type neural network and the 
polynomial type neural network. The feedback GMDH-type neural network algo-
rithm uses three types of neuron architectures such as the sigmoid function type 
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neuron, the RBF type neuron and the polynomial type neuron. For each type of 
neuron architecture, we use two types of neurons called as the first and the second 
type neuron. In the feedback GMDH-type neural network, optimum neuron archi-
tectures fitting the characteristics of the nonlinear system are automatically se-
lected using AIC. 

2.1   First Loop Calculation 

First, all data are set to the training data. In this algorithm, it is not necessary to 
separate the original data into the training and test sets because AIC can be used 
for organizing the network architectures.  

2.1.1   Input Layer 

uj=xj        (j=1,2,…,p)                          (1) 

where xj (j=1,2,…,p) are the input variables of the system, and p is the number of 
input variables. In the first layer, input variables are set to the output variables. 

2.1.2   Hidden Layer 

All combinations of the r input variables are generated. For each combination, 
three types of neuron architectures which are the sigmoid function type neuron, 
the RBF type neuron and the polynomial type neuron, are generated and L neurons 
which minimize AIC values are selected for each type of neuron architectures. 

Furthermore, for each combination, optimum neuron architectures fitting the 
characteristics of the nonlinear system are automatically selected using AIC. 

a) Sigmoid function type neuron: 

i) The first type neuron 
Σ: (Nonlinear function) 

zk= w1ui+w2uj+w3uiuj+w4ui
2+w5uj

2+w6ui
3+w7ui

2uj +w8uiuj
2+w9uj

3 – w0θ1      (2) 

f : (Nonlinear function) 

                               
(3)

 

ii) The second type neuron 
Σ: (Linear function) 

zk= w1u1+w2u2+w3u3+…+wrur – w0θ1  ( r<p )               (4) 

f : (Nonlinear function) 

                        
        (5) 
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b) RBF type neuron: 

i) The first type neuron  
Σ: (Nonlinear function) 

zk= w1ui+w2uj+w3uiuj+w4ui
2+w5uj

2+w6ui
3+w7ui

2uj+w8uiuj
2 +w9uj

3 – w0θ1       (6) 

f : (Nonlinear function) 

                                  (7) 

ii) The second type neuron 
Σ: (Linear function) 

zk= w1u1+w2u2+w3u3+…+wrur – w0θ1  ( r<p )              (8) 

f : (Nonlinear function) 

                                   (9) 

c) Polynomial type neuron: 

i)  The first type neuron 
Σ: (Nonlinear function) 

zk= w1ui+w2uj+w3uiuj+w4ui
2+w5uj

2+w6ui
3+w7ui

2uj+w8uiuj
2 +w9uj

3 – w0θ1    (10) 

f : (Linear function) 

yk=  zk                                    (11) 

ii) The second type neuron 
Σ: (Linear function) 

zk= w1u1+w2u2+w3u3+…+wrur – w0θ1  ( r<p )              (12) 

f : (Linear function) 

yk=  zk 
                                                    (13) 

In the first type neuron, θ1 =1 and wi (i=0,1,2,…,9) are the weights between the 
first and second layer and estimated by applying the stepwise regression analysis 
[7] to the training data. Only useful input variables ui (i=1,2, …) are selected us-
ing AIC. The value of r, which is the number of input variables u in each neuron, 
is set to two for the first type neuron. The output variables yk of the neurons are 
called as the intermediate variables.  

In the second type neuron, θ1 =1 and wi (i=0,1,2,…,r) are the weights between 
the first and second layer and estimated by applying the stepwise regression analy-
sis [7] to the training data. Only useful input variables ui (i=1,2, …) are selected 
using AIC. The value of r, which is the number of input variables u in each neu-
ron, is set to be greater than two and smaller than p for the second type neuron. 
Here p is the number of input variables xi  (i=1,2,…,p). The output variables yk of 
the neurons are called as the intermediate variables.  

The weights wi (i=0,1,2,…) in each neuron are estimated by the stepwise re-
gression analysis using  AIC. 
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Estimation procedure of the weight wi : 
First, the values of zk are calculated for each neuron architecture as follows. 

i) Sigmoid function type neuron: 

 
(14) 

ii) RBF type neuron:     

(15) 

iii) Polynomial type neuron:   

zk=φ                                       (16) 

where φ’ is the normalized output variable whose values are between zero and one 
and φ is the output variable.  

Then weights wi are estimated by the stepwise regression analysis [7] which se-
lects useful input variables using AIC. Only useful variables in Eq.(2), Eq.(4), 
Eq.(6), Eq.(8), Eq.(10) and Eq.(12) are selected by the stepwise regression analy-
sis using AIC and optimum neuron architectures are organized by selected useful 
variables.  

L neurons having the smallest AIC values are selected for three types of neuron 
architectures which are the sigmoid function type neuron, the RBF type neuron 
and the polynomial type neuron. The output variables yk of L selected neurons for 
three types of neuron architectures, are set to the input variables of the neurons in 
the output layer. 

2.1.3   Output Layer  

For three types of neural network, the outputs yk of the neurons in the hidden layer 
are combined by the following linear function. 

 
(17)

Here, L is the number of combinations of the input variables and yk is the interme-
diate variables. The useful intermediate variables yk are selected by using the 
stepwise regression analysis in which AIC is used as the variable selection crite-
rion.  

Values of AIC are calculated for three types of neural network architectures 
which are the sigmoid function type neural network, the RBF type neural network 
and the polynomial type neural network. Then, the neural network architecture 
which has smallest AIC value, is selected as the GMDH-type neural network ar-
chitecture from three types of neural network architectures  

Then, the estimated output values φ* which is selected in the output layer, is 
used as the feedback value and it is combined with the input variables in the next 
loop calculation. 
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2.2   Second and Subsequent Loop Calculations 

The optimum neural network architecture is selected from three types of neural 
network architectures in the output layer. Therefore, in the second and subsequent 
loop calculations, only one type of neuron architecture, which is the sigmoid func-
tion type neuron or the RBF type neuron or the polynomial type neuron, is used 
for the calculation. 

First, the estimated output value φ* is combined with the input variables and all 
combinations between the estimated output value φ* and the input variables, are 
generated. The same calculation as the first feedback loop is carried out for each 
combination. Here, only one type of neuron architecture, which is selected in the 
first loop calculation, is used in the calculation. When AIC value of the linear 
function in (17) is increased, the loop calculation is terminated and the complete 
neural network architecture is organized using the L selected neurons in each 
feedback loop.  

By using these procedures, the feedback GMDH-type neural network using 
prediction error criterion defined as AIC, can be organized.  

3   Application to Nonlinear System Identification 

The nonlinear system is assumed to be described by the following equations: 

φ1 =(1.0+1.1x1+1.2x2+1.3x3)
4 + ε1                               (18) 

φ2 =(1.0+1.4x1+1.5x2+1.6x3)
4 + ε2                                (19) 

φ3 =(1.0+1.7x1+1.8x2+1.9x3)
4 + ε3                                 (20) 

φ4 =(1.0+2.0x1+2.1x2+2.2x3)
4 + ε4                                 (21) 

Here, φ1 ∼ φ4 show output variables and x1 ∼ x3 show input variables. ε1∼ ε4 show 
noises. Furthermore, x4 is added as the input variable of the neural network in or-
der to check that the feedback GMDH-type neural network can eliminate the use-
less input variables. The neural network is organized using twenty training data. 
The prediction is carried out using twenty testing data so as to check the generali-
zation ability.  

3.1  Identification Results Obtained by Using the Feedback 
GMDH-Type Neural Network 

(1) Input variables 
Four input variables were used but the useless input variables x4 was automati-

cally eliminated. 

(2) Number of selected neurons 
Four neurons were selected in the hidden layer. 
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(3) Selection of the neural network architecture 
Figure 2 shows AIC values of three kinds of neurons in the first feedback loop 

calculation. Polynomial type neuron had the smallest AIC value and polynomial 
type neural network architecture was selected as the feedback GMDH-type neural 
network architecture. 

 

Fig. 2 AIC values of three kinds of neurons 

(4) Structure of the neural network 
The calculation of the GMDH-type neural network was terminated at the se-

venth feedback loop calculation. 

(5) Estimation accuracy 
The estimation accuracy was evaluated using the following equation: 

 

(22)

where  φi  (i =1,2,⋅⋅⋅,20) were the actual values and  φi
*
  (i =1,2,⋅⋅⋅,20) were the 

estimated values by the feedback GMDH-type neural network. The values of J 1 
for four output variables are shown in Table 1.  

(6) The prediction accuracy 
The prediction accuracy was evaluated using the following equation: 

 

(23) 

where φi  (i =21,22,⋅⋅⋅,40) were the actual values and φi
*
  (i =21,22,⋅⋅⋅,40) were the 

predicted values by the feedback GMDH-type neural network. The values of J2 for 
four output variables are shown in Table 1.  
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(7) Variation of AIC and estimated values 
The variation of AIC in the output variables φ1 is shown in Fig.3. It decreased 

gradually by the feedback loop calculations and converged at the seventh feedback 
loop calculation. The estimated values of φ1 by the GMDH-type neural network is 
shown in Fig.4. We can see that the estimated values are very accurate. 

Table 1 Prediction and estimation accuracy 

 
 
 
 
 
 
 

 

Fig. 3 Variation of AIC 

                     °    °  GMDH-type NN   •      • Actual values  
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Fig. 4 Estimated values of φ1 by feedback GMDH-type neural network 
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 Models J φ1 φ2 φ3 φ4
GMDH-NN J1 0.013 0.022 0.023 0.024

J2 0.025 0.028 0.029 0.029
GMDH J1 0.056 0.058 0.038 0.039

J2 0.055 0.058 0.044 0.044
NN J1 0.119 0.133 0.108 0.11

J2 0.114 0.133 0.102 0.109
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3.2  Comparison of the Feedback GMDH-Type Neural Network 
and Other Models 

Identification results were compared with those of GMDH and conventional mul-
tilayered neural network trained using back propagation algorithm.  

3.2.1   GMDH Algorithm 

Four input variables were used but the useless input variable x4 was automatically 
eliminated. Four intermediate variables were selected. The calculation was termi-
nated at the fourth layer. The values of J1and J2 are shown in Table 1. 

3.2.2   Conventional Multilayered Neural Network 

The neural network had three layered structures. Four input variables were used in 
the input layer and eight neurons were used in the hidden layer. The estimated 
values of φ1 by the conventional neural network are shown in Fig.5. The values of 
J1 and J2 are shown in Table 1. 
 

         °      °  Conventional neural network •      •  Actual values  

 
 
 
 
 
φ1 
 
 
 

 
                                 Data number 

Fig. 5 Estimated values of φ1 by the conventional neural network 

4   Discussion 

From the identification results, we can see the following: 

(1) Both estimation and prediction errors of the feedback GMDH-type neural net-
work were smallest in the three identified models. We can see that the feedback 
GMDH-type neural network was a very accurate identification method for the 
nonlinear system.  
(2)  In the feedback GMDH-type neural network, AIC value at the first loop cal-
culation was not small but it was gradually decreased by the feedback loop calcu-
lations. So we can see that the feedback loop calculation plays a very important 
role in the feedback GMDH-type neural network. 
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(3)  In the conventional neural network, the effects of high order terms of the in-
put variables are not considered. Furthermore, it does not have the ability of self-
selecting useful input variables. So the accuracy of the neural network was not 
good.  

The feedback GMDH-type neural network can organize the conventional neural 
network architecture (sigmoid function type architecture) and the GMDH architec-
ture (polynomial type architecture). This algorithm contains the characteristics of 
the conventional neural network and the GMDH algorithm and it is a very flexible 
method for the identification problem of the complex nonlinear system. 

5   Conclusion 

In this study, the feedback GMDH-type neural network using prediction error cri-
terion defined as AIC, was proposed. This algorithm can automatically organize a 
multilayered neural network architecture fitting the complexity of the nonlinear 
system by using the heuristic self-organization method. It is very easy to apply this 
algorithm to the identification problem of the practical complex system because 
the optimum neural network architecture fitting the complexity of the nonlinear 
system, is automatically organized. This algorithm was applied to the nonlinear 
system identification problem and it was shown that this algorithm was accurate 
and a very useful method. 
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GPGPU Implementation of Fuzzy Rule-Based
Classifiers

Tomoharu Nakashima, Keigo Tanaka, Noriyuki Fujimoto, and Ryosuke Saga

Abstract. This paper presents a parallel implementation of fuzzy-rule-based clas-
sifiers using a GPGPU (General Purpose Graphics Processing Unit). There are two
steps in the process of fuzzy rule-based classification: Fuzzy-rule generation from
training data and classification of an unseen input pattern. The proposed implemen-
tation parallelizes these two steps. In the step of fuzzy-rule generation from training
patterns, the membership calculation of a training pattern for available fuzzy sets
is simultaneously processed. On the other hand, the membership calculation of an
unseen pattern for the generated fuzzy if-then rules is simultaneously processed in
the step of the classification of the pattern. The efficiency of the parallelization is
evaluated through a series of computational experiments. The effect of the paral-
lelization is evaluated for each step of fuzzy rule-based classifiers. The results of
the computational experiments show that the proposed implementation successfully
improve the speed of fuzzy rule-based classifiers.

1 Introduction

This paper presents parallel implementation of fuzzy rule-based classifiers that con-
tain the complete set of fuzzy if-then rules. Each fuzzy if-then rule in the constructed
fuzzy rule-based classifiers has all attributes available in a given training data set.
The key idea is to employ a GPGPU (General Purpose computation on Graphics
Processing Units) in order to reduce the computational time. GPUs, which were
originally developed for graphics processing, have a large number of multiproces-
sors and thus allow us for high-speed parallel computation. At the time the GPGPU
development was first made public, it was not easy for everyone to make full use of
the parallel architecture due to the fact that the programmers needed to understand
it deeply. Intel Corporation released a development tool set called CUDA (Compute
Unified Device Architecture) in 2007 [1]. CUDA enables us to implement paral-
lel processes in GPGPUs without any deep understandings of graphics processing.
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Under CUDA, the GPU process can be implemented in C programming language.
For example, Fujimoto [4] proposed a dense matrix-vector multiplication on the
NVIDIA CUDA architecture.

In this paper, CUDA is employed for fuzzy rule-based classification systems. To
implement with CUDA, it should be considered that a GPU has its own memories
which are only accessible from the GPU. GPU’s memories are composed of several
types of devices with different access speeds and capacities. Thus the efficiency of
parallel computing with GPUs depends on the optimality of the memory access.
However, it is difficult to design the memory access optimally without understand-
ing the details of the hardware architecture of GPUs. In this paper, we adapt existing
implementation to fuzzy classification system.

The CUDA package includes libraries that help programmers develop softwares
for GPGPUs. CUBLAS is one of the included libralies in the CUDA package that
implements BLAS (Basic Linear Algebra Subprograms) computation for GPGPUs
[2]. It allows us to develop parallel computing programs easily without heavily mod-
ifying source codes. While all algorithms in CUBLAS are published as binary files,
some source codes of SGEMM (Single precision General Matrix Multiply) algo-
rithms have been published by the developer.

In the proposed implementation, the calculation of the membership values is
viewed as matrix calculation, using two matrices which represent antecedent fuzzy
sets and training patterns. The published source codes of the matrix multiplication
in SGEMM are modified so that the membership values of given training patterns
with antecedent fuzzy sets are calculated in parallel. In a series of computational ex-
periments, the computational time of the proposed method is compared with that of
the traditional method that only uses a CPU. It is shown that the proposed method
reduces the computational time for pattern classification problems that have high
dimensionality and/or a large number of training patterns.

2 Fuzzy Classification System

2.1 Fuzzy If-then Rule

In a pattern classification problem with n dimensionality and M classes, we sup-
pose that m labeled patterns, xxxp = {xp1,xp2, · · · ,xpn}, p = 1,2, · · · ,m, are given as
training patterns. We also assume that without loss of generality, each attribute of xxxp

is normalized to a unit interval [0,1]. From the training patterns we generate fuzzy
if-then rules of the following type:

Rq: If x1 is Fq1 and · · · and xn is Fqn then Class Cq with CFq,
q = 1,2, · · · ,N,

(1)

where Rq is the label of the q-th fuzzy if-then rule, FFFq = (Fq1, · · · , Fqn) represents a
set of antecedent fuzzy sets, Cq a the consequent class, CFq is the confidence of the
rule Rq, and N is the total number of generated fuzzy if-then rules.
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Let us denote the compatibility of a training pattern xxxp with a fuzzy if-then rule
Rq as μFFFq(xxxp). The compatibility μFFFq(xxxp) is calculated as follows:

μFFFq(xxxp) =
n

∏
i=1

μFqi(xpi), q = 1,2, · · · ,N, (2)

where μFqi(xpi) is the compatibility of xpi with the fuzzy set Fqi and xpi is the the
i-th attribute value of xxxp.

The number of fuzzy rules to be generated is Ln. That is, the number of rules
increases exponentially for the division number and the dimensionality.

2.2 Generating Fuzzy If-then Rules

A fuzzy classification system consists of a set of fuzzy if-then rules. The fuzzy if-
then rules are generated from the training patterns xxxp, p = 1,2, . . . ,m. The number
of generated fuzzy if-then rules is determined by the number of fuzzy partitions for
each axis. That is, the number of generated fuzzy if-then rules is the number of com-
binations of fuzzy sets that are used for attribute axes. Although different numbers
of fuzzy partitions can be used for different axes, in this paper we assume that it it
the same for all axes. In this case, the number of fuzzy if-then rules is calculated as
N = Ln where n is the dimensionality of the pattern classification problem at hand.
In this paper, it is supporsed that all attributes are divided in the same way (i.e., the
same fuzzy partition). An illustrative example is shown in Fig. 1. In Fig. 1, a two-
dimensional pattern space is divided into 32 = 9 fuzzy subspaces as each attribute
is divided into three fuzzy sets. Each subspace is labled with a rule label (R1 ∼ R9).
For example, the antecedent part of Rule R6 has the fuzzy set A3 for attribute x1 and
A2 for attribute x2. In this way, the total number of generated fuzzy if-then rules and
the antecedent part of each fuzzy if-then rule is automatically determined after the
number of fuzzy sets for each attribute is determined.

The consequent part of fuzzy if-then rules (i.e., Cq and CFq in (1)) is determined
from the given training patterns once the antecedent part is specified. The conse-
quent class Cq of the fuzzy if-then rule Rq is determined as follows:

Cq = arg max
h=1,...,M

β q
h , (3)

where
β q

h = ∑
xp∈Class h

μFq(xp). (4)

That is, the most matching class with the fuzzy if-then rule is selected considerng
the given training patterns. If there is not any training pattern that is covered by
the fuzzy if-then rules, the consequent class is set as empty. Also, in the case where
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Rule R6: 

If x1 is A3 and x2 is A2  

then Class ? with CF = ? x2 

0.0 

0.0 1.0 
x1 

R1 R2 R3

R4 R5 R6 

R7 R8 R9

1.0 

Fig. 1 Two-dimensional illustrative example of specifying the antecedent part of a fuzzy
if-then rule (three fuzzy sets for both the two attributes)

multiple classes have the maximum value in (3), the consequent class is set as emply.
The confidence CFq is determined as follows:

CFq =
βCq − β̄

m

∑
h=1

β q
h

, (5)

where

β̄ =
1

M− 1 ∑
h �=Cq

β q
h . (6)

There are other formulations for determining the confidence. Interested readers are
referred to [5] for the discussion on the confidence calculation and the performance
evaluation.

2.3 Classification of Unseen Patterns

Generated fuzzy if-then rules in the previous subsections are used to assign a class
label to an unseen pattern which is not included in the set of training patterns. Let us
denote an n-dimensional unseen pattern as xxx = (x1,x2, . . . ,xn). The fuzzy inference
is employed to classify unseen patterns in the fuzzy classification system in this
paper. The class of an unseen pattern x is classified as Class C that is determined by
the following equation:

C = arg max
h=1,...,M

{αh}, (7)

where
αh = max

q=1,...,N
Cq=h

{μFFFq(xxx)·CFq}. (8)

In the above equations, M is the number of classes and N is the number of geneated
fuzzy if-then rules. In (7), if there are multiple classes that have the same maximum
value of αh, the classification of the unseen pattern is rejected.
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3 GPGPU

3.1 CUDA

In CUDA, while functions that are executed on a CPU are compiled with a c-
compiler, those that are executed on a GPU are compiled with NVCC (NVIDIA
CUDA Compiler). As a c-compiler for developing CPU computing programs, GCC
is used in this paper.

Since the data structures for GPU computing in CUDA is the same as that for
CPU computing, it is easy to implement GPU computing if the programmer is fa-
miliar to C programming language. However, GPU memories are separate from
CPU memories and only be accessible from the GPU. Thus data transfer between
CPU memories and GPU memories is necessary before/after the GPU computation.
The basic procedure of GPU computing is composed of four steps:

1. Data are transferred from CPU memories to GPU memories.
2. The CPU instructs the GPU to perform computation.
3. The GPU executes the computation.
4. The GPU transfers the result to the CPU memories.

Instructions sent to a GPU are composed of threads, blocks, and grids depending on
the level of parallelization. A thread is an atomic-level execution of the instructions.
A blocks is a set of threads, and a grid is a set of blocks. The hierarchical strucure
of the instructions is shown in Fig. 2

 

Block (2, 0) Block (0, 0) Block (1, 0) 

Block (1, 1) 

Thread (3, 0) Thread (2, 0)Thread (1, 0)Thread (0, 0)

Thread (3, 1) Thread (2, 1)Thread (1, 1)Thread (0, 1)

Block (1, 1)

Thread (3, 2) Thread (2, 2)Thread (1, 2)

Block (2, 1) 

Thread (0, 2)

Block (0, 1) 

Grid 

Fig. 2 Hierarchical structure of instructions in GPGPU

The CPU can only send instructions to grids. When instructions are sent to a grid,
the instructions are sent to the blocks in the grid, then are executed by the threads in
the blocks. Thus the threads in each block execute the calculations parallely and the
instructions of blocks in a grid are also executed parallely. During the calculations,
threads which belong to the same block can be synchronized and make use of a
shared memory whose access speed is higher than the global memory.

The number of thread per block and the number of blocks per grid are design
parameters by the programmer. Thus the efficiency of parallel computing with GPUs
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depends on the memory access and the composition of threads, blocks, and grids.
However, it is difficult to design the optimal memory access without understanding
the details of the hardware architecture of GPUs.

3.2 CUBLAS (CUDA Basic Linear Algebra Subprograms)

Although CUDA has enabled us to implement paralell computing with GPUs more
easily than before, there is still an issue of designing the structure of instructions
(i.e., the size of grids and blocks). Since the aim of this paper is to parallelize the
calculation of compatibilities in (2) and (8), if some operations are similar to the
compatibility calculation and the source codes of the operations for GPGPU are
available, it is better to adapt them to our aim. In this paper,a library included in
CUBLAS (CUDA Basic Linear Algebra Subprograms) [2] is used for this purpose.

CUBLAS is the CUDA version of BLAS (Basic Linear Algebra Subprograms)
[3] and is included in the package of CUDA. BLAS is the optimized library for
linear algebra operations. CUBLAS eases the burden of the programmers for re-
implementing the parallel processing of linear algebra. SGEMM (Single precision
General Matrix Multiply) and DGEMM(Double precision GEMM) are core func-
tions of (CU)BLASS that perform general matrix multiplication.

CUBLAS was implemented and released by Volkov et al.[6]. Among the released
library functions, the source codes of SGEMM are also published by them. Since
the memory access of CUBLAS is designed efficiently, user can implement their
algorithms without any concern about memory access diverting the memory access
of it. In this paper, we modify the source code of SGEMM so that the calculation
of membership values are parallelized in order to reduce the computational time.
Representation and processing of floating point on GPUs follows IEEE754, and we
suppose that real numbers on CPUs and GPUs are both single precision in this paper.

4 Parallel Implementation of Fuzzy Rule-Based Systems

This section describes the implementation of fuzzy rule-based systems using
GPGPU. Since the process of calculating membership functions is common in Equa-
tion (2), this implies that the same procedure is iterated for calculating the compat-
ibility of a training pattern with each fuzzy if-then rule: First calculating the com-
patibility for each attribute, and then multiplying them. Therefore, we can view this
process as a function of two matrices. One matrix represents a set of fuzzy if-then
rules. The size of this matrix is N × n and is composed of N row vectors whose
lengths are n and elements are antecedent fuzzy sets FFFq. The other matrix repre-
sents a set of training patterns. This matrix is n×m and is composed of m column
vectors whose lengths are n and each column is a training pattern xxxppp. In the conven-
tional matrix multiplication for two matrices, the (q, p) element of the product, rqp,
is represented as:

rqp =
n

∑
i=1

Fqi × xpi. (9)
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We adapt the above calculation to the calculation of membership value μFqi(xpi)
with the same access order as matrix multiplication. Thus the (q, p) element of the
result, r′qp, is represented as:

r′qp =
n

∏
i=1

Fqi � xpi, (10)

where � denotes the membership calculation. That is, the membership calculation
can be regarded as a matrix operation where product operation is replaced with a
membership function and sum operation is replaced with a product operation.

As mentioned in Section 2, the formulation of membership values for fuzzy-rule
generation is similar to that of matrix multiplication. We modify the SGEMM algo-
rithm introduced in section 3 to be the algorithm to generate fuzzy if-then rules.
Volkov et al.[6] published the SGEMM algorithm that calculates the following
equation:

CCCnew = α ×AAA×BBBT +β ×CCCold, (11)

where AAA is a x× y matrix, BBBT is a y× z matrix, and CCC is a x× z matrix. α and β are
scalar values. Equation (11) is calculated parallely by a GPU after initialization by
a CPU. In this paper we specify that α = 1 and β = 0 to consider only the matrix
multiplication. By representing elements of the matrices as AAA = (ai j), BBBT = (bi j),
and CCC = (ci j) and a temporal variable as t, the procedure to calculate an element of
CCCnew, ci j, can be shown as the pseudocode in Fig. 3(a).

t = 0
for(k = 1 to y){

t += aik ×bk j
}
ci j = t
(a) Matrix multiplication

t = 1
for(k = 1 to y){

t ×= μ(aik,bk j)
}
ci j = t

(b) Proposed method

Fig. 3 Pseudocodes of the matrix multiplication and the proposed method

The parallel procedure to calculate compatibility is shown in Fig. 3(b), where aik

is the label of the antecedent fuzzy set, and bk j is the input value and μ(aik,bk j)
is the membership function of the input value bk j for the fuzzy set aik. Thus the
order to access the elements of each matrices is the same as that of the original
matrix multiplication. Therefore, the consistency of the parallel computation holds
by replacing addition and multiplication of the elements in matrix multiplication to
multiplication and membership calculation respectively. In addition, Volkov et al.[6]
employs 16× 4 threads per block and (x/64)× (y/16) blocks per grid to make the
memory access efficient. However, this limitation has no effect on the calculation
of the equation. Now we can parallelize the membership calculation on GPUs by
applying the above procedure to matrices which represent antecedent fuzzy sets and
training pattern sets.
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We suppose that xFqi is an element of AAA, where xFqi is the mode of the fuzzy set
Fqi:

AAA =

⎡
⎢⎣

xF11 . . . xF1n
...

. . .
...

xFN1 . . . xFNn

⎤
⎥⎦ . (12)

And for a set of training patterns, we set a transposed matrix BBBT as follows:

BBBT =

⎡
⎢⎣

x11 . . . xm1
...

. . .
...

x1n . . . xmn

⎤
⎥⎦ . (13)

By applying the calculation of compatibility modified from matrix multiplication to
the above two matrices, a N ×m matrix CCC is computed as:

CCC =

⎡
⎢⎣

μFFF1(xxx1) . . . μFFF1(xxxm)
...

. . .
...

μFFFN (xxx1) . . . μFFFN (xxxm)

⎤
⎥⎦ , (14)

where a row vector of CCC corresponds to the compatibility of rules for each patterns,
i.e., equation (2). The procedure to parallelize fuzzy-rule generation with a GPU
takes the following steps. First, by a CPU, AAA and BBBT are made, and transported to a
GPU. Second, the GPU calculates CCC using the matrix operation for AAA, BBBT. Finally,
CCC is transported to the CPU, and then it determines the consequent parts.

5 Computational Experiments

In order to verify the effect of parallelization with GPUs on computational cost, a
series of computational experiments were conducted. In the experiments, the com-
putational time to generate fuzzy rules and to infer the class of an unseen pattern is
measured. For comparison purpose, the computational time was measured with and
without the use of a GPU.

with a GPU is compared to that of a CPU. Table 1 shows the environment of the
experiments. Although GeForce GTX 295 has a dual-chip structure, we use only one
chip. In the experiments, the computational time for solving a two-class problem is
compared. 100 classification problems with different number of training patterns
and dimensionalities were used to evaluate the computational time. The number
of fuzzy sets for each axis is fixed to two. The results were averaged to compare
the efficiency of the parallelization. The results of the experiments are shown in
Figs. 4-5. Figure 4 shows how dimensionality of the problem has an effect on the
computational time when the number of training patterns is 64 and 816. In Fig. 4,
the computational time with a CPU is shorter than that with a GPU when the dimen-
sionality is small. As the dimensionality increased, the computational time with a
CPU increased drastically while that with a GPU keeps short. Figures 5 shows that
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the number of patterns has an effect on the computational time when the dimension-
ality of the problem is 12 or 18 respectively. In Fig. 5, the computational time with a
CPU is shorter than that with a GPU when the number of patterns is small. However,
when the number of training patterns is large, the computational time with a GPU
is shorter than that with a CPU. The computational time with a GPU is shorter than
that with a CPU constantly. Thus the parallel computation for generating fuzzy rules
with a GPU has the effect of reducing the computational time except in the case of
low-dimensionality problems with small amount of training patterns.

Table 1 Environment of the experiments

CPU Intel Core i7 Extreme 945
Clock Frequency 3.20 GHz
Memory Size 5.8 GB
Memory Clock 667 MHz
GPU NVIDIA GeForce GTX 295
Processor Core 240
Processor Clock 1242 MHz
Memory Size 896 MB
Memory Clock 999 MHz
OS Linux x86 64
Development Environment CUDA(NVCC)2.2, GCC4.3
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Fig. 4 Computational time for dimensions (64 and 816 training patterns)
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Fig. 5 Computational time for number of patterns (12 and 18 dimensionalities)
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6 Conclusions

In this paper, we proposed a method to parallelize fuzzy-rule generation with a
GPU using matrix multiplication that is optimized for CUDA. Computational ex-
periments showed that the method reduced the computational time when the dimen-
sionality of the problem and/or the number of training patterns were large. For future
works, we will try to parallelize fuzzy inference with GPU, or resolve lack of mem-
ory on GPU when the method is applied to problems with further dimensionality
and/or the number of training patterns.
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Granule Mining and Its Application for Network
Traffic Characterization

Bin Liu, Yuefeng Li, and Kewen Wang

Abstract. Decision table and decision rules play an important role in rough set
based data analysis, which compress databases into granules and describe the asso-
ciations between granules. Granule mining was also proposed to interpret decision
rules in terms of association rules and multi-tier structure. In this paper, we fur-
ther extend granule mining to describe the relationships between granules not only
by traditional support and confidence, but by diversity and condition diversity as
well. Diversity measures how diverse of a granule associated with the other gran-
ules, it provides a kind of novel knowledge in databases. Some experiments are
conducted to test the proposed new concepts for describing the characteristics of a
real network traffic data collection. The results show that the proposed concepts are
promising.

1 Introduction

Association rule mining[1] has been widely adopted in many real applications, to
reveal hidden knowledge in databases. However, usually a lot of patterns or rules
are generated, many of them are meaningless and user-unwanted [2, 4]. Currently, a
lot of research has been done on generating useful patterns or association rules.

Rough set theory describes decision rules by decision table, which compresses
databases into granules and reveals the associations between granules [9, 14].
Mining decision rules has been used for classifications, decision tree and flow
graph [7, 10, 11, 12, 13, 15]. The advantage of using decision rules is to reduce
the two-steps of association mining into one process. However, it lacks accuracy
and flexibility to deal with the associations between data granules in databases [4].
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Granule mining [3, 5, 4, 6] is a novel theory that interprets decision rules
in terms of association rules. It formally describes the process of finding inter-
esting granules, as well as the corresponding associations between granules in a
database. Granule mining also proposes multi-tier structure to build association
mappings for efficiently discovering the interesting association rules in different size
granules.

In this paper, we continue to extend the theory of granule mining. We use granule
mining to reveal the relationships between granules not only by traditional support
and confidence, but by diversity and condition diversity as well. Diversity measures
how diverse of a granule associated with the other granules. For example, in com-
puter network traffic, suppose host A sends 1,000 packets to only one host, and
another host B sends 1000 packets to 1000 hosts(one packet for each host). Both
hosts’ support(or frequency) values are 1000, but the first one connects with only
one host while the second one connects 1000 hosts. We propose diversity to mea-
sure host’s this feature. Host A’s support is 1000, diversity is 1; host B’s support is
1000 but diversity is 1000. We also propose condition diversity to extract rules to
interpret a granules’s diversity.

We use the proposed method to describe the characteristics of network traffic,
with a promising result. It can effectively discover the significant hosts in network
which behave not only frequent but also diverse. The rules discovered by the pro-
posed method can provide perfect interpretation of hosts’ behaviors.

The remainder of the paper is structured as follows. Section 2 presents the con-
cepts of decision table and decision rules. Section 3 presents the concept of asso-
ciation mapping. Multi-tier structure is presented in Section 4. In Section 5, we
introduce the concept of diversity and condition diversity. The experimental result
is presented in Section 6. It is followed by conclusion in the last section.

2 Decision Table and Decision Rules

In this section, we introduce the concept of granules, decision table and decision
rules. These concepts and definitions are firstly introduced by Pawlak [8, 9], and are
further developed by Li et al. [4, 5].

Formally, a transaction database can be described as an information table (T,V T ),
where T is the set of transactions in which each transaction is a set of items, and
V T = {a1,a2, . . . ,an} is a set of attributes for all transactions in T .

Let B be a subset of V T . B determines a binary relation I(B) on T , such that
(ti, t j) ∈ I(B) if and only if a(ti) = a(t j) for every a ∈ B, where a(t) denotes the
value of attribute a for object t ∈ T . The family of all equivalence classes of I(B),
that is a partition determined by B, is denoted by T/B. The equivalence classes
in T/B are referred to B− granules. The class in T/B induced by t is denoted
by B(t).
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Definition 1. Let g = B(t) be a granule induced by t. Its covering set

coverset(g) = {t ′|t ′ ∈ T,B(t ′) = B(t) = g}

Definition 2. The support or f requency of granule g is

sup(g) = |coverset(g)|

where |coverset(g)| is the cardinality of coverset(g).

The support of a granule measures the number of the transactions that induce the
granule.

We call the tuple (T,V T ,C,D) a decision table of information table (T,V T ) if
C∩D = /0 and C∪D ⊆V T , where C is a set of condition attributes and D is a set of
decision attributes. The granules determined by C are called C−granules, granules
determined by D are called D−granules, and the granules determined by C∪D are
called basic granules.

Theorem 1. Let granule g = cg∧ dg, cg is a C-granule and dg is a D-granule. We
have coverset(g) = coverset(cg)∩ coverset(dg).

Proof. Let g be induced by t, that is g = (C∪D)(t); therefore, we have cg = C(t)
and dg = D(t). Assume transaction t ′ ∈ T . Because

(t ′, t) ∈ I(C∪D)⇔ (t ′, t) ∈ I(C) and (t ′, t) ∈ I(D).

Therefore, we have t ′ ∈ coverset(g) ⇔ (t ′, t) ∈ I(C ∪ D) ⇔ (t ′, t) ∈ I(C) and
(t ′, t) ∈ I(D)⇔ t ′ ∈ (coverset(cg)∩ coverset(dg)). �

A condition granule cg and a decision granule dg forms a decision rule cg → dg.
Its support is

sup(cg → dg) = sup(cg∧dg)

Its con f idence is

con f (cg → dg) =
sup(cg∧dg)

sup(cg)

We usually set a minimum support threshold min sup and a minimum confidence
threshold min con f to select the interesting decision rules.

3 Association Mappings

The relationships between condition granules and decision granules can be de-
scribed as basic association mappings(BAMs).

Definition 3. Let (T,V T ,C,D) be a decision table, T/C, T/D and T/(C ∪D) are
C − granules, D− granules and basic granules. For each condition granule cg ∈
T/C, its association mapping is
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ΓCD(cg) = {(dg,sup(cg∧dg))|(cg∧dg)∈ T/(C∪D)}

where sup(cg∧dg) is the support of granule cg∧dg.

ΓCD(cg) includes all the decision granules that have relationships with the condition
granule cg. Specially, ΓCD(cg) = /0 if D = /0. The support of cg can be directly
calculated from the association mapping.

Definition 4. Given two granules cg ∈ T/C,g ∈ T/(C ∪ D). If coverset(cg) ⊇
coverset(g), we call cg a generalized granule of g, We use cg � g to denote the
generalized relationship between cg and g.

Theorem 2. Let cg is a C-granule, the coverset of cg is

coverset(cg) =
⋃

cg�gi

coverset(gi)

Proof. Assume t ∈ coverset(cg), t also can induce a granule gi = cg∧dgi,
hence we have t ∈ coverset(gi), therefore,

t ∈
⋃

cg�gi

coverset(gi)

On the other hand, assume

t ∈
⋃

cg�gi

coverset(gi)

t also can induce a granule cg, hence t ∈ coverset(cg). �

Theorem 3. Given condition granule cg and its association mapping ΓCD(cg). The
support of condition granule cg is

sup(cg) = ∑
(dgi,sup)∈ΓCD(cg)

sup(cg∧dgi) (1)

where (dgi,sup) is a short of (dgi,sup(cg∧dgi)). �

Proof. According to Theorem 2., we have

coverset(cg) =
⋃

cg�gi

coverset(gi)

Since gi = (cg∧dgi) ∈ T/(C∪D), we have

coverset(cg) =
⋃

(cg∧dgi)∈T/(C∪D)

coverset(cg∧dgi)
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Hence,

sup(cg) = |coverset(cg)|= ∑
(cg∧dgi)∈T/(C∪D)

sup(cg∧dgi)

= |
⋃

(cg∧dgi)∈T/(C∪D)

coverset(cg∧dgi)|

= ∑
(dgi,sup)∈ΓCD(cg)

sup(cg∧dgi) �

We can set a minimum support min sup to select the significant condition granules.
From association mapping ΓCD(cg), we also can easily calculate all the decision

rules that condition part is cg.
For each (dg,sup(cg∧dg))∈ ΓCD(cg), cg and dg forms a decision rule cg → dg.
Its support is

sup(cg → dg) = sup(cg∧dg)

Its confidence is

con f (cg → dg) =
sup(cg∧dg)

sup(cg)
=

sup(cg∧dg)

∑(dgi,sup)∈ΓCD(cg) sup
(2)

where (dgi,sup) is a short for (dgi,sup(cg,dgi)), con f idence of a rule cg → dg
reveals an estimate of condition probability of dg given cg. It can be used to inter-
pret why condition granule cg is significant. The higher the confidence value, the
stronger association dg has with cg. We can set a minimum confidence threshold
min con f to select the interesting rules.

4 Multi-tier Structure

In this section, we first describe multi-tier structure to represent the relationships
of different size granules. We then illustrate how to efficiently extract association
rules in the multi-tier granules by deriving generalized association mappings from
the basic association mappings.

Assume Dh is a subset of D, we can get a set of smaller decision granules
Dh − granules. The relationships between C − granules, D − granules and Dh −
granules can be represented by a 3-tier structure. Figure 1 illustrates an example of
3-tier structure. The 3-tier structure includes three kinds of association mappings,
ΓCD,ΓCDh and Γ(C+Dh)(D−Dh).

Fortunately, ΓCDh can be derived from the basic association mapping ΓCD. We call
ΓCDh generalized association mappings of ΓCD.

Theorem 4. Let ΓCDh(cg) and ΓCD(cg) are two association mappings, cg ∈ T/C,
Dh ⊂ D. For each element (dhg,sup(cg∧dhg)) ∈ ΓCDh(cg),

sup(cg∧dhg) = ∑
(cg∧dhg)�(cg∧dgi)

sup(cg∧dgi)
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where (dgi,sup(cg∧dgi)) ∈ ΓCD(cg). �

Proof. According to Theorem 2,

coverset(cg∧dhg) =
⋃

(cg∧dhg)�(cg∧dgi)

coverset(cg∧dgi)

Hence,

sup(cg∧dhg) = |coverset(cg∧dhg)|
= |

⋃
(cg∧dhg)�(cg∧dgi)

coverset(cg∧dgi)|

= ∑
(cg∧dhg)�(cg∧dgi)

sup(cg∧dgi) �

From ΓCDh , we can generate a set of rules, which can reveal the knowledge of cg
in a high level. For each element (dhg,sup(cg∧dhg)) ∈ ΓCDh(cg), cg and dhg form
a new rule cg → dhg,

sup(cg → dhg) = sup(cg∧dhg) = ∑
(cg∧dhg)�(cg∧dgi)

sup(cg∧dgi)

con f (cg → dhg) =
sup(cg∧dhg)

sup(cg)
=

∑(cg∧dhg)�(cg∧dgi) sup(cg∧dgi)

∑(dgi,sup)∈ΓCD(cg) sup

Fig. 1 A 3-tier structure of C-granules, Dh −granules and D-granules

5 Diversity

In this subsection, we introduce the concept of diversity of a granule, we then
present the concept of diversity and condition diversity of a rule.

5.1 Diversity of Granule

Definition 5. Given a condition granule cg and its basic association mapping
ΓCD(cg), where cg ∈ T/C,C∩D = /0. The diversity of condition granule cg is de-
fined as the cardinality of set ΓCD(cg).
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divsCD(cg) = |ΓCD(cg)| (3)

The diversity measures how diverse a condition granule connects with its decision
granules. The higher the diversity value, the more diverse a condition granule is, the
more significant a condition granule is. Specially, divs(cg) = 1 if ΓCD(cg) = /0.

Note that we always calculate diversity value of a condition granule according
to its basic association mapping, since the cardinality of generalized association
mapping of a condition granule can only reflect its diversity in the generalized tier.

We can set a minimum diversity min divs, to select the significant condition
granules.

5.2 Condition Diversity of Rule

Let ΓCD(cg) be a basic association mapping, for each element (dg,sup(cg∧dg)) ∈
ΓCD(cg), cg and dg form a rule cg → dg,

Definition 6. Its diversity is defined as

divs(cg → dg) = divs(C∪D) /0(cg∧dg)

Definition 7. Its condition diversity is defined as

cond divs(cg → dg) =
divs(C∪D) /0(cg∧dg)

divsCD(cg)
(4)

The cond divs(cg → dg) is a ratio of granule (cg∧dg)’s diversity and granule cg’s
diversity. The higher the cond divs, the more likely the decision granule causes the
condition granule behaving diverse.

We also can discuss diversity and condition diversity of a rule generated from
generalized association mapping ΓCDh . For each element (dhg,sup(cg ∧ dhg)) ∈
ΓCDh(cg), cg and dhg form a rule cg → dhg,

It’s diversity is

divs(cg → dhg) = divs(C∪Dh)(D−Dh)
(cg∧dhg)

Its condition diversity is

cond divs(cg → dhg) =
divs(C∪Dh)(D−Dh)(cg∧dhg)

divsCD(cg)
(5)

Note that the diversity value of condition granule cg is |ΓCD(cg)|, instead of
|ΓCDh(cg)|.

We can set a minimum condition diversity threshold min con f to select the inter-
esting rules that have strong contributions to the condition granule’s diversity.
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6 Experiments

To evaluate the proposed method, a set of experiments have been performed on
several real network traffic datasets. There are several purposes in these experiments.
The first is to evaluate the effect of minimum thresholds min sup and min divs to
select significant hosts. The second is to evaluate the effect of minimum threshold
min con f to select the interesting rules. Finally, a result case study is conducted to
show the effectiveness of the proposed method.

6.1 Dataset

The experimental datasets we used are MAW I data traces, which can be downloaded
from http://tracer.csl.sony.co.jp/mawi/samplepoint-B/20060303/. The datasets are
the four largest 15-minute data files on 03/03/2006. The characteristics of the
datasets are listed in the table 1. An example of the data is illustrated in Table
2. We select five attributes to represent the features of packets, which are source
IP address(SrcIP), source port(SrcPrt), destination IP address(DestIP), destination
port(DestPrt) and protocol(Prot).

In the experiments, we designate SrcIP as condition attribute and the rest at-
tributes as decision attributes, we try to discover significant hosts from the traffic
data and extract interesting rules for the significant hosts.

Table 1 Characteristics of the selected
datasets

ID Time Captured Packets Number SrcIP Number

A 19:45–20:00 12,938,715 76,734
B 20:00–20:15 10,874,733 79,287
C 22:00–22:15 10,444,069 81,395
D 22:15–22:30 11,552,731 89,495

Table 2 An example of network traffic data

packets SrcIP SrcPrt Prot DestIP DestPrt

t1 95.94.90.25 2000 tcp 19.51.190.12 80
t2 13.32.36.66 2002 tcp 19.51.190.12 80
t3 13.32.36.66 2003 tcp 26.14.34.37 80
t4 13.32.36.66 2004 udp 26.14.34.37 80

Fig. 2 Effect of min sup to number of SrcIP Fig. 3 Effect of min sup to cumulative
support(SrcIP)



Granule Mining and Its Application for Network Traffic Characterization 341

6.2 Effect of min sup and min divs Thresholds

The effect of min sup is illustrated in Fig 2 and Fig 3. When min sup is set to 7000,
less than 200 hosts are selected in each of the four datasets(see Fig 2), but at least
70% packets are generated by these hosts(see Fig 3).

The effect of min divs is illustrated in Fig 4 and Fig 5. When min divs is set to
400, less than 200 hosts are selected in each of the four dataset(see Fig 4), but these
hosts are responsible for at least 55% of the whole diversity of the traffic(see Fig 5).

Fig. 4 Effect of min divs to number of SrcIP Fig. 5 Effect of min divs to cumulative
diversity(SrcIP)

6.3 Effect of Minimum Confidence min con f

Figure 6 and figure 7 show the effect of minimum confidence min con f to select the
rules. From the figure we can see, min con f slightly effects the number of rules. It
is because a number of rules’ con f idence or condition diversity value is 1.

6.4 Number of Hosts and Rules

Table 3 lists the number of significant hosts discovered by the proposed method.
From the table we can see, more than 35% novel hosts are discovered by the
diversity feature.

Table 4 lists the number of significant rules discovered by the proposed method
to interpret the significant hosts. From the table we can see, more than 40% novel
rules discovered by the diversity feature.

Table 3 Number of Hosts

Dataset
min sup min sup = 7000

Novel ratio
= 7000 or min divs = 400

A 152 255 103 0.40
B 161 255 94 0.37
C 174 285 111 0.38
D 168 286 118 0.41

Table 4 Number of Rules (min con f = 0.3)

Dataset
min sup min sup = 7000

Novel ratio
= 7000 or min divs = 400

A 219 387 168 0.43
B 233 393 160 0.41
C 238 419 181 0.43
D 257 453 196 0.43
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Fig. 6 Effect of min con f to number
of rules(support)

Fig. 7 Effect of min con f to number
of rules(diversity)

6.5 Case Study

Table 5 lists three results discovered from Dataset A. We briefly explain them to
show their effectiveness to understand the behaviors of network traffic.

Table 5 Some interesting results

ID Condition support diversity Decision con f cond divs

1 srcIP=215.35.248.109; 5,606,931 64,996
srcPrt=2893;prot=UDP;

1.00 1.00
destIP=19.51.190.128;

2 srcIP=137.192.228.71; 408,675 4574
srcPrt=7700;proc=tcp; 0.63 0.16

srcPrt=7700;prot=UDP; 0.01 0.76

3 srcIP=207.89.143.152; 58,816 58,816
srcPrt=6000;prot=tcp;

1.00 1.00
destPort=1433;

The first host 215.35.248.109 and its rule discover a DoS attack. The host sent
5,606,840 UDP packets to host 19.51.190.128. Since cond divs are 1, the host only
attacks host 19.51.190.128. It attacks 64,996 ports of host 19.51.190.128.

The second host 137.192.228.71 and its rules reveal that rules that are responsible
for support of a host sometimes are not responsible for diversity of the host. The host
uses port 7700 and protocol tcp sent 63% of 408,675 of packets but uses port 7700
and protocol UDP connected with 76% of 4574 of destination hosts or ports.

The third host 207.89.143.152 is a scan host because it connects 58,816 hosts’
port 1433. Note that the support and diversity value of the host are the same,
58,816, which implies the scan host only scans one time to each destination host.

7 Conclusion

This paper extends the theory of granule mining and applies the theory in net-
work traffic characterization area. It characterizes the network traffic not only ac-
cording to support and confidence, but also by diversity and condition diversity.
Experiments performed in real network traffic have shown that the proposed method
can effectively discover the significant hosts in networks. The rules discovered
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by the proposed method can provide perfectly interpretation of hosts’ behaviors.
Granule mining provides a promising methodology for knowledge discovery in
databases.
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How to Deal with Overgood and Underbad 
Alternatives in Bipolar Method 

Tadeusz Trzaskalik and Sebastian Sitarz* 

Abstract. Bipolar is one of the Multiple Attribute Decision Making methods, 
based on the concept of Bipolar reference objectives, proposed by Konarzewska-
Gubała. The essence of the analysis in the Bipolar method consists in a fact that 
the decision alternatives are not compared directly to each other, but they are con-
fronted to the two sets of reference objects: desirable and non-acceptable. Practical 
application of the method showed some its shortcomings. It may happen that a  
decision alternative can be evaluated as better than a desirable reference object 
and simultaneously as worse than a non-acceptable object. The aim of the paper is 
to formulate modifications of the classical Bipolar approach to overcome such  
difficulties.  

1   Introduction 

Multiple Attribute Decision Making (MADM) is the approach which helps mak-
ing decisions in terms of choosing, ranking or sorting alternatives, taking into ac-
count the pros and cons of a plurality of points of view. Considerable research has 
been devoted to support the decision maker in the evaluation of discrete set of al-
ternatives. The state-of-art surveys have been made by many authors, recently by 
Tzeng and Huang [14] and Figueira, Greco and Ehrgott [2]. There are many well 
established methodologies which help the decision maker in her/his final choice.  

One of the MADM methods is Bipolar, proposed by Konarzewska-Gubała 
[4,5,6,7,8]. The essence of the analysis in the Bipolar method consists in a fact 
that the alternatives are not compared directly to each other, but they are con-
fronted to the two sets of reference objects: desirable (good) and non-acceptable 
(bad). These two separate sets constitute Bipolar reference system.  

The Bipolar method consists of three phases. In the first phase alternatives are 
compared to reference objects and as a result outranking indicators and preference 
structure in the reference system are established. In the second phase position of 
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each alterative with regard to Bipolar reference system is established. In the third 
phase, on the basis of two mono-sortings of alternatives into specified categories 
and two partial preorders (mono-orders) introduced independently into the set of 
alternatives, the intersection of these two preorders, creating the Bipolar partial 
preorder is obtained. In the first phase we can recognize the ideas of concordance 
and veto thresholds, introduced in Electre methodology (see Roy [11], in the 
second phase - the idea of Merighi [9] algorithms of confrontation.  

The Bipolar method has already been used in applications (Jakubowicz, Konar-
zewska-Gubała [4], Dominiak [1], Konarzewska-Gubała [5]. Moreover, the me-
thod has also been applied to model multi-stage multi-criteria decision processes 
(Trzaskalik [13]). The Bipolar method belongs to a group of methods that involve 
reference objects while compare alternatives. Other examples of this approach in-
clude for example bi-reference method (Michałowski and Szapiro [10]) and the 
method proposed by Skulimowski [12]. More recently learning methods, for in-
stance DRSA, based on rough set methodology to derive classification rules has 
been developed (Greco, Matarazzo, Słowiński [3]).  

Applying Bipolar method, some alternatives can be evaluated as “overgood”, 
i.e. better than at least one good object or “underbad”, i.e. worse than of one bad 
object.  A question arises is it possible for an alternative to be overgood and un-
derbad simultaneously? Konarzewska-Gubała [7] claims that if none bad object 
dominates any good object, such a situation cannot occur. Practical applications of 
Bipolar method (Dominiak [1] showed that condition described above is not suffi-
cient for elimination such a possibility.  

This paper aims at formulating modifications of the source Bipolar approach to 
avoid problems with overgood and underbad alternatives. Selection of the pre-
sented possibilities should be made together with a decision maker willing to ap-
ply the Bipolar approach.  

The paper consists of four parts. Section 2 is a new, formal presentation of the 
source Bipolar method. Such a description seems to be necessary for presentation 
of proposed modifications. In section 3 modifications of Bipolar categories and 
reference system are proposed. Also an illustrative example is given.  Concluding 
remarks in section 4 end the paper.  

2   The Source Bipolar Method 

It is assumed, that there are given: the set of decision alternatives A = {a1, a2,..., 
am} and the set of criteria functions F = {f1,…,fn}, where fk: A→ Kk for k=1,…n, 
and Kk is a cardinal scale.  

Criteria are defined in such a way that higher values are preferred to lower. De-
scription of remaining types of criteria is given in Konarzewska-Gubała [8]. It is 
possible to transform them to the form, considered in the present paper. For each 
criterion the decision maker establishes weight wk of relative importance (it is as-

sumed, that 
1

1
n

k
k

w
=

=∑  and wk ≥ 0 for each k=1, …,n), equivalence threshold qk 

and veto threshold vk. The decision maker also establishes minimal criteria values 
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concordance level s as the outranking threshold. It is assumed, that condition 0.5 ≤ 
s ≤ 1 holds.  

The decision maker establishes a bipolar reference system R = G ∪ B, which 
consists of the set of good objects G = {g1,…, gg}and the set of bad objects B 
={b1,…,bb}, where g and b denote the number of good and bad objects, respective-
ly. It is assumed, that G ∩ B =∅. The number of elements of the set R  is equal to 
g+b. Elements of the set R  are denoted as rh, h=1,…,g+b. Values fk(r

h) for 
k=1,...,n and h=1,...,r are known. We assume, that the following condition holds:     

∀k=1,…,n ∀g∈G ∀b∈B   fk(g) ≥ fk(b)                (1) 

2.1   Comparison of Alternatives to Reference Objects  

2.1.1   Outranking Indicators  

For the pair (ai, rj), where ai∈A, rj∈R , the following values: 

( ) ( )
1

, ,
n

i j i j
k k

k

c w ϕ+ +

=

=∑a r a r
    where            ( ) ( ) ( )1, if

,
0, otherwise
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are calculated. Sets of indices:  

( ) ( ){ }, : , 1i j i j
kI k ϕ+ += =a r a r                ( ) ( ){ }, : , 1i j i j

kI k ϕ− −= =a r a r  

are determined.  
Let νk be threshold values given for k=1,...,n by the decision maker. Condition  

( )i
k k

k I
f v

−∈
∀ >a  

is called veto test. Conditions  

( )i
k k

k I
f v

−∈
∀ >a                          ( )i

k k
k I

f v
+∈

∀ >a  

are called non-discordance tests.  

Case 1: c+(ai, rj) > c−(ai, rj)  

• If for the pair (ai, rj) veto test is positively verified, then outranking indicators 
are defined as follows:   

d+(ai, rj) = c+(ai, rj) + c=(ai, rj),                   d−(ai, rj) = 0 

• If for the pair (ai, rj) veto test is not positively verified, then outranking indica-
tors are defined as follows: 

d+(ai, rj) = 0,                                    d−(ai, rj) = 0 
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Case 2:   c+(ai, rj) < c−(ai, rj) 

•If for the pair (ai, rj) veto test is positively verified, then outranking indicators are 
defined as follows:   

d+(ai, rj) = 0,                          d−(ai, rj) = c−(ai, rj) + c=(ai, rj) 

•If for the pair (ai, rj) veto test is not positively verified, then outranking indicators 
are defined as follows:  

d+(ai, rj) = 0                                              d−(ai, rj) = 0 

Case 3:      c+(ai, rj) = c−(ai, rj).  

• If for the pair (ai, rj) two non-discordance tests are positively verified, then out-
ranking indicators are defined as follows:  

d+(ai, rj) = c+(ai, rj) + c=(ai, rj)               d−(ai, rj) = c−(ai, rj) + c=(ai, rj) 

• For the pair (ai, rj) at least one of non-discordance tests is not positively verified, 
then outranking indicators are defined as follows:  

d+(ai, rj) = 0,                                       d−(ai, rj) = 0. 

2.1.2   Preference Structure  

By means of outranking indicators three relationships: large preference Ls, indiffe-
rence Is and incomparability Rs are defined as follows:  

ai Lsr
h iff d+(ai, rh) >s ∧d−(ai, rh)=0            rjLsa

i iff d+(ai, rh) =0 ∧d−(ai, rh)>s 
 ai Isr

h iff d+(ai, rh) >s ∧d−(ai, rh)>s             ai Rs r
j   otherwise 

2.2   Position of an Alternative in Relation to the Bipolar 
Reference System 

2.2.1   Success Achievement Degree 

For a given ai ∈A auxiliary sets of indices are defined as follows:   

Ls(a
i,G) = {h:aiLsg

h, gh∈G }                        Is(a
i, G) = {h: aiIsg

h, gh∈G} 
Ls(G, ai) = {h: gh Ls a

i, gh∈G} 

In the set Ls(a
i, G) there are included these indices of good objects, for whom the 

statement  aiLsg
h is true. The two remaining sets are defined similarly. 

Defining the position of an alternative ai in relation to the set G we consider 
three possibilities:  

Case S1.   Ls(a
i, G) ∪  Is (a

i, G) ≠ ∅. 

The value  dG
+(ai) = max {d+(ai, gh): h∈Ls(a

i, G) ∪ Is (a
i, G)} 

is calculated. The success achievement degree dS(a
i) is defined to be equal to 

dG
+(ai).  
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Case S2.   Ls(a
i, G) ∪ Is(a

i, G) = ∅ ∧ Ls(G, ai) ≠ ∅.  

The value  dG
-(ai) = min {d-(ai, gh): h∈Ls(G, ai)} 

is calculated. The success achievement degree dS(a
i) is defined to be equal to dG

-

(ai).   

Case S3.  

If conditions described in Cases S1 and S2 are not fulfilled, then the success 
achievement degree dS(a

i) is defined to be equal to 0.  

2.2.2   Failure Avoidance Degree  

For a given ai ∈A auxiliary sets of indices are defined as follows:  
Ls(B , ai) =  {h: bh Ls a

i, bh∈ B} 
Is (B , ai) =  {h: bi Is a

h, bh∈ B} 
Ls(a

i , B) =  {h: ai Ls b
h, bh∈ B} 

In the set Ls(B, ai) there are included these numbers of bad objects, for whom the 
statement  bhLsa

i is true. The two remaining sets are interpreted similarly. 
Defining the position of an alternative ai in relation to the set B we consider 

three possibilities:  

Case N1.   Ls(B , ai) ∪ Is(B , ai)  = ∅ ∧ Ls(a
i , B) ≠ ∅.  

The value dB
+(ai) = min {d+(ai, bh): h∈ Ls(a

i ,B)} is calculated. The failure avoid-
ance degree dF(ai) is defined to be equal to dB

+(ai).  

Case N2.   Ls(B , ai) ∪ Is(B , ai)  ≠ ∅.  

The value dB
-(ai) = max {d-(ai, bh): h∈Ls(B , ai) ∪ Is (a

i, D) } is calculated. The 
failure avoidance degree dF(ai) is defined to be equal to dB

-(ai). 
 

Case N3.  
If conditions described in Cases S1 and S2 are not fulfilled, then the failure avoid-
ance degree dF(ai) is defined to be equal to 0.  

2.2.3   Mono-sortings and Mono-rankings  

According to the success achievement degree the alternatives from the set A are 
sorted to the three categories:   

Category S1 consists of the „overgood” alternatives, for which condition, formu-
lated in Case S1 is fulfilled.   

Category S2 consists of the alternatives, for which condition, formulated in Case 
S2 is fulfilled.   

Category S3 consists of the alternatives, for which condition, formulated in Case 
S3 is fulfilled (decision variants non-comparable with G).  
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A way of building above categories implies that each alternative from the Catego-
ry S1 should be preferred to any alternative from the Category S2. Alternatives are 
ordered as follows:  

ai is preferred to aj  (i≠j, i,j=1,...,m), iff  
[dS(a

i) =dG
+(ai)∧dS(a

j) = dG
+(aj) ∧ (dG

+(ai) > dG
+(aj)]  ∨ [dS(a

i) =dG
+(ai)∧dS(a

j) = 
dG

-(aj)]∨[dS(a
i)=dG

-(ai)∧ dS(a
j)=dG

-(aj) ∧ dG
-(ai) < dG

-(aj)] 

ai is equivalent to aj, iff 
[dS(a

i) = dG
+(ai) ∧ dS(a

j) =dG
+(aj) ∧ dG

+(ai) =dG
+(aj)] ∨ [dS(a

i) =dG
-(ai) ∧ dS(a

j) = 
dG

-(aj) ∧ dG
-(ai) = dG

-(aj)] 

According to the failure avoidance degree the alternatives from the set A are 
sorted to the three categories:  

Category F1 consists of the alternatives, for which condition, formulated in Case 
N1 is fulfilled.  

Category F2 consists of underbad alternatives, for which condition, formulated in 
Case N2 is fulfilled.  

Category F3. consists of the alternatives, for which condition, formulated in Case 
N3 is fulfilled (alternatives non-comparable with B).  

A way of building above categories implies that each alternative from the Catego-
ry N1 should be preferred to any alternative from Category N2. Alternatives are 
ordered as follows:  

ai is preferred to aj , iff  
[dF(ai) = dB

+(ai) ∧ dF(aj) = dB
+(aj) ∧ dB

+(ai) > dB
+(aj)] ∨ [dF(a

i) = dB
+(ai) ∧   dF(a

j) = 
dB

-(aj)]∨ [dF(ai) = dB
-(ai) ∧ dF(aj) = dB

-(aj) ∧ dB
-(ai) < dB

-(aj)]  

ai is equivalent to aj , iff 
[dF(ai) = dB

+(ai) ∧ dF(aj) = dB
+(aj) ∧ dB

+(ai) =dB
+(aj)] ∨ [dF(ai)  = dB

-(ai) ∧     
dF(aj) = dB

-(aj) ∧ dB
-(ai) = dB

-(aj)]  

2.2.4   Bipolar-Sorting and Bipolar-Ranking 

Considering jointly evaluation of success achievement degree and failure avoid-
ance degree, three categories of alternatives are defined:  

Category B1 consists of such alternatives ai, that dG
+(ai) >0  ∧ dB

+(ai) >0   

Category B2 consists of such alternatives ai, that dG
-(ai) >0  ∧ dB

+(ai) >0   

Category B3 consists of such alternatives ai, that dG
-(ai) >0  ∧  dB

-(ai) >0   

Assuming, that each alternative from the Category B1 is preferred to any alterna-
tive from Category B2 and each alternative from Category B2 is preferred to any 
alternative from Category B3, linear order is given in each category as follows:   
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For ai, aj ∈ B1  ai is preferred to aj, iff dS(a
i)+ dF(ai) > dS(a

j)+dF(aj) 
    ai is equivalent to aj, iff dS(a

i)+dF(ai)  = dS(a
j)+dF(aj) 

For ai, aj ∈ B2   ai is preferred to aj , iff 1−dS(a
i)+dF(ai)  > 1−dS(a

j)+dF(aj) 
    ai is equivalent to aj, iff 1−dS(a

i)+dF(ai) = 1−dS(a
j) +dF(aj) 

For ai, aj ∈ B3   ai is preferred to aj, iff dS(a
i) + dF(ai) < dS(a

j) + dF(a
j) 

    ai is equivalent to aj, iff dS(a
i) + dF(ai) = dS(a

j)+ dF(aj). 

3   Modifications of Reference Sets and Categories  

Up to now we have assumed that condition (1) holds. Let D be classical domina-
tion relation, defined for any x, y in the following way:  

f(x) D f(y) ⇔ ∀k=1,..n fk(y) ≤ fk(x) ∧ ∃ l=1,..n fl(y) < fl(x). 

Now we will assume, that the following condition holds:   

~ ∃g∈G ~ ∃b∈B f(b) D f(g)                       (2) 

Example 1  

Let us consider the set of alternatives A={a1, a2, a3, a4} such, that  f(a1)=(1,5), 
f(a2)=(3,5), f(a3)=(4,3), f(a4)=(5,2) and the reference system, which consists of the 
sets: G = {g1, g2, g3}: f(g1)=(0,6), f(g2)=(5,6), f(g3)=(5,0) and B = {b1, b2}: 
f(b1)=(0,2), f(b2)=(2,0). Condition (1) does not hold, because f1(g

1)<f1(b
2) and 

f2(g
3)< f2 (b1), but condition (2) is fulfilled. Assuming, that veto thresholds are 

equal to v1= 0, v2 = 0, weights are equal to w1 = 0,6, w2 = 0,4, and the concordance 
threshold and the equivalence threshold are equal to  s=0,5 and q1=0,25, q2=0,25, 
we apply classical Bipolar procedure, and obtain the following Bipolar ranking: 1: 
a4 (category B1), 2: a2, a3 (category B1). We have dG

+(a1) > 0 and dB
-(a1) > 0. Al-

ternative a1 is both overgood and underbad and cannot be classified to any  
previously defined bipolar categories. That is why it is not included in the final bi-
polar ranking.  

3.1   Modification of the Reference System  

We want to modify the reference system to assure that condition (1) will be  
fulfilled.  

3.1.1   Modification of the Reference Set of Good Objects  

Let 
^
Bf denote the ideal vector in the reference set of bad objects, hence  

^
B

kf  = max { fk(b):  b∈B} 

We replace the set G by the set⎯G = {⎯g1, ⎯g2 ...,⎯gg}, changing these evaluations, 
which are too low according to ideal solutions in the set B, that is 
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f
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Let us notice, that if f(g) dominates all bad objects, then fk( g )) = fk(g) for 

k=1,…,n. In the opposite case we increase the appropriate components of vector 
f(g).  

 
Example 2  

Let us consider a problem described in the Example 1. Applying proposed modifi-
cation, we obtain:  

^

1
Bf = max {0, 2} = 2   

^

2
Bf = max {2, 0} = 2 

We create G = {⎯g1,⎯g2,⎯g3}. The evaluations of new reference good objectives 
are as follows: (2,6), (5,6), (5,2). We apply classical Bipolar method with mod-
ified categories and we obtain the following ranking: 1. a4 (category B1), 2. a2, a3 
(category B1), 3. a1 (category B2).  

3.1.2   Modification of the Reference Set of Bad Objects  

Let 
∨
Gf denote nadir vector in the reference set of good objects, hence  

∨
G

kf = min { fk(g):  g∈G} 

We replace the set B by the set ⎯B = {⎯b1,...,⎯bb}, changing these evaluations, 
which are too high according to nadir solution in the set D, that is  

( ) ( ) ( )
( )⎪⎩

⎪
⎨
⎧

<

≥= ∨∨

∨

GG

G

 if

 if

kkk

kkk
k

fff

fff
f

b

bb
b  

Let us notice, that if f(b) is dominated by all bad objects, then f( b ) = f(z). In the 
opposite case we decrease the appropriate components of vector f(b).  

 
Example 3 

Let us consider a problem described in Example 1. Applying proposed modifica-

tion, we obtain: 
∨
G

1f = min {0,5,5} = 0, 
∨
G

2f = min{0, 6, 6} = 0. We create  Z= 

{⎯z1,⎯z2}. The evaluation of new reference bad objects are as follows: 
∨
Gf = f(

1
b ) 

= f(
2

b )=(0,0). We apply classical Bipolar method with modified categories and 
we obtain the following ranking: 1. a4 (category B1), 2. a2, a3 (category B1), 3. a1 
(category B2).  
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3.2   Modification of Categories in Bipolar Ranking  

The aim of this modification is to create additional category B2’ including all 
overgood and underbad alternatives.  Alternative ai belongs to the category B2’, 
iff  

dG
+(ai) > 0           ∧          dB

-(ai) > 0 

Category B1 includes alternatives better than decision variants classified to re-
maining categories. Category B3 includes alternatives worse than alternatives 
classified to remaining categories. Categories B2 and B2’ are not comparable.  

Treating categories B2 and B2’ symmetrically, we propose the following pro-
cedure of ranking in the set B2 ∪B2’: 

For ai, aj ∈ B2:   ai is preferred to aj  iff 1−dS(a
i)+dF(ai)  > 1−dS(a

j)+dF(aj) 
     ai is equivalent to aj iff 1−dS(a

i)+dF(ai) = 1−dS(a
j) +dF(aj) 

For ai, aj ∈ B2’:  ai is preferred to aj, iff 1+dS(a
i) − dF(ai)  > 1+dS(a

j)−dF(aj) 
  ai is equivalent to aj iff 1+dS(a

i)−dF(ai) = 1+dS(a
j) −dF(aj) 

For ai∈B2, aj∈B2’: ai is preferred to aj iff 1−dS(a
i) + dF(ai)  > 1+dS(a

j)−dF(aj) 
  ai is equivalent to aj iff 1−dS(a

i)+dF(ai) = 1+dS(a
j) −dF(aj) 

For ai∈B2’, aj ∈ B2:  ai is preferred to aj iff 1+dS(a
i) − dF(ai)  > 1−dS(a

j)+dF(aj) 
  ai is equivalent to aj iff 1+dS(a

i)−dF(ai) = 1−dS(a
j) +dF(aj). 

Example 4  

Let us consider the problem described in Example 1 ( f(g1)=(0,6), f(g2)=(5,6), 
f(g3)=(5,0), f(b1)=(0,2), f(b2)=(2,0)). We apply classical Bipolar method with mod-
ified categories and obtain the following ranking: 1.a4 (category B1), 2. a2, a3 (cat-
egory B1), 3. a1 (category B2’).  

It is seen that alternative a1 which cannot be classified applying classical Bipo-
lar procedure belongs to class B2 or B2’ after proposed modifications.  

4   Concluding Remarks  

Modifications of the source version of the Bipolar method, suggested in section 3 
allow both for rationalizing Bipolar incomparability of some alternatives and ela-
borating of a ranking.  

The above presented modifications of the Bipolar method refer to a situation 
when all the considered criteria are presented on the cardinal scale. Further re-
search may be directed towards subsequent modifications of the method in case 
the criteria in question are presented on the ordinal or binary scales.  
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Improved Defect Classification of Printed
Circuit Board Using SVM

Yuji Iwahori, Deepak Kumar, Takuya Nakagawa, and M.K. Bhuyan

Abstract. This paper proposes an analytical approach to make correct recognition
between the true defect and the pseudo defect with visual inspection of the electronic
board. Some classification approaches have already been proposed for the limited
kinds of defects but there have been incorrect recognitions for the defects which is
difficult to handle with the visual inspection. This paper proposes the approach to
reduce the incorrect recognition for the defects using Support Vector Machine. Real
electronic board image data are tested and evaluated with the proposed approach.
It is shown that the proposed approach gives efficient classification with some new
features with a proper analysis on histogram of image according to the proposed
evaluation criteria for the performance.

1 Introduction

Basically, PCB is a piece of phenolic or glass epoxy board with copper clad on
one or both sides. The portion of copper that are not needed are etched off, leaving
’printed’ circuits which connects the components. It is used to mechanically sup-
port and electrically connect electronic components using conductive pathways, or
traces, etched from copper sheets and laminated onto a non-conductive substrate.
PCBs are rugged, inexpensive and highly reliable and so it is used in virtually all
but the simplest commercially produced electronic devices.

It has become one of the basic components of electronic devices. It provides
the electrical connections between the electronic or IC components mounted on it.
In recent years, the demand of electronic devices with more compact design and
more sophisticated functions has forced the PCBs to become smaller and denser
with circuits and components. As it is crucial part of electronic device it needs to be
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properly investigated before get launched. Automatic inspection systems are used
for this purpose but due to more complexity in circuits, PCB inspections are now
more problematic. This problem leads to new challenges in developing advanced
automatic visual inspection systems for PCB.

Automatic Optical Inspection (AOI) has been commonly used to inspect defects
in Printed circuit board during the manufacturing process. An AOI system generally
uses methods which detects the defects by scanning the PCB board and analysing it.
AOI uses methods like Local Feature matching, image Skeletonization and morpho-
logical image comparison to detect defects and has been very successful in detecting
defects in most of the cases but production problems like oxidation, dust, contami-
nation and poor reflecting materials leads to most inevitable false alarms. To reduce
the false alarms is the concern of this paper.

Previous approach [2] classifies the defects using neural network and [3] pro-
poses a method to classify the defects using the intensity at the pixels around the
defects region. These approaches classify the defect under the condition that kinds
of the defects are previously known. There are some defects whose recognitions
are difficult even with the visual inspection. These defects cause the problem. The
problem includes the case of misjudgement where a true defect is recognized as a
pseudo defect and it is included in the products as a result. Another approach [4]
has been proposed for the distinction of defect classification by determining the fea-
tures at random. This approach [4] classifies the kinds of defect with selecting the
appropriate features with classifiers, but there are still incorrect classification cases
where a true defect is classified into a pseudo defect. This paper proposes a new
classification approach to the recognition which considerably improves the correct
recognition to 94%. The paper improves the work done in the paper [6] and pur-
poses a new approach to improve the performance by proper feature selection.

2 Prerequisites

2.1 Kinds of Defect

PCB manufacturing processes are based on chemical and mechanical actions, so
sometimes it gets into a situation where these actions damage the intended design.
The common defects that PCB encounters are excessive current leakage (caused
by conducting paths between traces), open circuit (caused by excessive strain like
the vibration and torsion), fatigue cracks and corrosion, purity (of semiconductor)
based defects, electrical faults etc. These defects can be further classified into many
tiny defects. Some of those are cuts, protrusions,oxidation, weak or wear rust. The
defects can be true or pseudo depending on the cause of having defects. When some
dust gets aggregated on the surface, it looks like a defect in real but it is not actually
a defect, hence categorised as pseudo defect.

True defects and pseudo defects need to be distinguished. The distinction is im-
portant as we cannot allow the items with true defect to get launched in the market
and if we know items with pseudo defect, we can allow it after cleaning. This im-
proves the quality of product.
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Fig. 1 True Defects

Fig. 2 Pseudo Defects

2.2 Learning Data

The data used for the approach were gathered manually by the visual inspection of
defects. The data set were divided into two parts 1) True defect 2) pseudo defect.
There were 93 samples corresponding to true defect and 57 samples corresponding
to pseudo defect. The Classifier were trained using these data set.

2.3 Support Vector Machine

SVM has an ability to classify the data into two classes with the maximization of
the margin. It determines the support vector from the learning sample data of each
class and determine the discrimination boundary in the multiple dimensional feature
space. Two classes are defined as true defect class and pseudo defect class in this
case. The data which is input into the region inside the margin of SVM are treated
as the difficult judgement data which may belong to either of two classes.

The discrimination function is written as

y(x) = wT x+ b (1)

Transforming Eq.(1) in the form of kernel function gives

y(x) = ∑
n∈S

antnK(x,xn)+ b (2)
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Fig. 3 Classification with SVM

x represents the input data, xn represents the support vector and a represents La-
grange multipliers. t represents the teaching signal, K represents the Kernel func-
tion, b represents the threshold value and S represents the set of support vector.

When the output value takes larger value than +1, the data is classified into the
class A, while when the output value takes less than −1, the data is classified into
class B. While the value is between −1 and +1, the data is projected to the region
inside the margin.

Kernel trick makes it possible to realize the nonlinear classification and the equa-
tion used in the approach is as follows.

K(x,xn) = exp(−‖x− xn‖2

σ2 ) (3)

Gaussian kernel is generally used and it is applied to Eq.(2).

3 Improved Classification

3.1 Analysis of Defect

In this section,we subtracted the defect image with the corresponding reference
image. As the defected and defect free image is available, the subtraction does
not need any prior processing. This is done considering the fact that these two im-
ages are properly aligned. The approach of getting defect image was mentioned in
paper [6].
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Fig. 4 Reference Image (top Left side) and Defected Image (top right side) and Candidate
Region (bottom)

After subtraction, cleaning is performed on the image then the statistical analysis
of the image histogram is done. It has been observed during the experiment that the
gray level ratio, i.e. the ratio of number of pixels having pixel value greater than 70
to the number of pixels having pixel value lying between 20 and 70 is more in true
defect as compared to pseudo defect. This property helped to improve the recogni-
tion accuracy in the further experiment. Here are some samples of the histogram.

Fig. 5 (a) Histogram of True Defect (b) Histogram of Pseudo Defect

3.2 Feature Extraction

On the image obtained after the subtraction, some spatial domain and intensity do-
main feature extraction were implemented. We extracted nine shape features or spa-
tial features and seven texture features of the defected image. The shape features
that we used are 1) complexity; 2) area of the defect; 3)circularity; 4) aspect ratio;
5) minor axis length; 6) major axis length; 7) perimeter of the defect; 8) diameter of
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the defect; 9) Euler number. While the texture features were 1) average gray level;
2) standard deviation; 3) smoothness; 4) third moment; 5) uniformity; 6) entropy; 7)
gray level ratio. After extracting the features, the features were organised in a matrix
where each row represents an observation and each column represents a feature and
then it is mean normalized to remove any biasing in the data. The data set is now
cross validated to randomly create train data and test data. The classifier was mod-
elled with the training set. We used here SVM classifier. The test data generated
through cross validation were passed to the classifier for classification. The fea-
tures used for the classification were selected sequentially using sequential feature
selection.

3.3 Parameter Selection

Here we used RBF kernel function for the SVM classification. The kernel function
has a parameter Y which depends on σ . The effectiveness of the SVM depends on
the selection of the kernel function, kernel parameters and soft margin parameter
C. Best combination of C and Y is selected by a grid search with exponentially
growing sequences of C and Y .As Y depends on sigma, we used combinations of
C and σ and we took C=(2−5,2−3,2−1,1,2,8,32) and σ=(8,4,2,1,0.5,.25,.125). The
best combination were obtained through the iterative procedure. In this experiment,
we got the better combination of C and sigma as σ=(1,1);(8,1.2);(2,0.7);(1.2,0.6).

Out of these combinations,the best result were obtained when we chose the value
(C, σ ) as (1, 1) and then parameterC is fixed and values of σ is varied from 0.1 to 1.5
with a step of 0.1 as to see the influence of sigma parameter. During the experiment,
almost more than 94% accuracy were achieved. Here we evaluated our performance
using different combination of features and results revel that classification accuracy
depends more on texture information rather than shape information. The wrongly
detected defect were analysed with the optimum feature combination.

4 Experiment

We took 93 samples of true defect and 57 samples of pseudo defects for our exper-
iments. The choice of box-constraint and parameter σ was made through iterative
procedure. We used forward sequential selection method to decide the optimum
features for experimentation. Considering the box-constraint C equal we varied the
parameter of σ for 0.1 to 1.5 with the step of 0.1 and calculated the accuracy of
the classification. The Fig.6 illustrates the variation of recognition accuracy with
parameter σ . Here we can see that the maximum accuracy obtained when the sigma
were close to 0.8.

The combination that gave the maximum accuracy were a) gray level ratio; b)
smoothness of the defect; c) standard deviation; d) entropy. In Table 1, we can
see the top optimum combinations with the corresponding recognition accuracy.
Here, AGL=Average gray level ratio, SD=standard deviation, SM=smoothness,
GLR=gray level ratio, E=entropy.
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Fig. 6 Accuracy Graph

Table 1 Accuracy of Classifier at Different Values of σ

Features Accuracy Obtained(%)

AGL 82.43
SD 85.13
SM 83.78

AGL,GLR 83.78
TM,GLR 86.48
E,GLR 87.83

TM,U,GLR 89.18
SM,U,GLR 90.54

GLR,SD,SM,E 94.59
SD,SM,E 91.89

Further we used our detection process to calculate the performance. The purpose
of this parameter is to evaluate the efficiency of the inspection process.This param-
eter is required to know how much percentage of bare PCB produced can be used
further for component fabrication. The performance has been defined as

performance = (1−TP/(TP+TT+PP))∗ 100 (4)

Here TP denotes the number of true defect that were recognised as pseudo defect, PT
denotes the pseudo defect recognised as true defect, TT denotes the true defect that
were correctly recognised and PP denoted the pseudo defect recognised correctly as
pseudo defect.
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Table 2 Performance of Classifier at Different Values of σ

Sigma TP PT TT PP Performance(%)

0.1 1 19 92 38 99.3
0.2 4 10 89 47 97.2
0.3 7 3 86 54 95.3
0.4 1 9 92 48 99.3
0.5 6 4 87 53 96
0.6 2 6 91 51 98.7
0.7 5 3 86 54 96.6
0.8 1 4 92 53 99.4
0.9 5 2 88 55 96.8
1 4 5 89 50 97.3

1.1 2 4 91 53 98.7
1.2 3 3 90 54 98
1.3 1 5 92 52 99.4
1.4 3 6 90 51 98
1.5 2 5 91 52 98.7

Table 2 explains that the Performance is lesser in case of sigma equals 0.8 and
1.3, however we got almost 94% accuracy that sigma value. Hence the optimal pa-
rameter was decided to be around 0.8 with + or -0.001 variance. Finally, the graph
of performance Vs σ has shown in Fig.7.

Fig. 7 Performance Graph

The performance explains about the incorrect recognition of true defect into
pseudo defect. After evaluating the performance we can see that with optimum pa-
rameter we can decrease the incorrect recognition to 0.6% which is very less. Higher
the performance, higher the satisfaction of the customer and hence higher the growth
of the industry. The proposed approach gives good performance in the evaluation.
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5 Conclusions

This paper proposed a new approach to increase the recognition accuracy of true
defect and pseudo defect using the SVM parameter selection and proper feature ex-
traction. During feature extraction, we analysed features on statistical basis which
helped in improving the accuracy. The experiment showed that the recognition ac-
curacy can be improved by proper choice of features. The texture based features
proved more beneficial as compared to statistical features. The accuracy obtained
while using only statistical features were around 88% but when the texture features
were introduced, the accuracy was improved to 94% when both types of features
were used. Hence it seems obvious that texture features are more important in the
case of defect classification. In comparison with paper [6], this paper reduced com-
plexity in determining the defect candidate region.It was simply obtained by per-
forming the XOR operation on reference image and defective image.Paper [6] does
not highlight the most prominent distinguishing feature.In this paper,a histogram
analysis was done to extract out the eminent distinguishing feature which is gray
level ratio,the region for comparison were selected through proper observation of
histogram.Also,this paper introduced some new features which helped to decide the
best combination of features. With slightly different values of sigma, more change
in performance were found. The proper choice of σ is very important.

Further approach involves more generalized approach to find the parameters of
the SVM.
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Improving the Strategic Level Performance
Measurement in Warehousing Processes

Péter Németh, Péter Földesi, and János Botzheim

Abstract. In our paper we propose a new method for the strategic level performance
measurement at a warehouse in Hungary. The growing challenge of remaining suc-
cessful in the warehousing forced the given warehouse to introduce and use a new
tool for monitoring and forecasting strategic level indicators. Our proposed tool uses
computational intelligence to establish connection between basic operational level
data and important strategic level indicators. In this article we present the idea be-
hind this tool and the process of programming and learning with company data.
Finally, an evaluation is presented based on the results of the program run.

1 Introduction

The main purpose of the joint research between our University and the warehouse
was the development of a computational model and a computer program that is able
to predict future strategic level indicators based on forecasted operational level data.

The participant of this project is a central warehouse of a global company acting
also as a distribution center for Central Europe and as a finished goods warehouse
for the Hungarian factory. An additional task of the warehouse is to serve other
warehouses with full truck loads. This makes the warehouse a true logistic service
provider despite that it is situated beside a factory. This status comes with additional
challenges and problems like as follows:

• different performance factors at outbound flows regarding directions
• different requirements for the different outgoing flows.

These facts will have serious effects on performance measurement that is to be dis-
cussed later.

The company management uses Balanced Scorecard (BSC) as strategic plan-
ning and monitoring tool. Local warehouse performance targets are derived from
strategic level objectives. Since the appearance of the BSC in 1992, it has gained
widespread acceptance as an important tool for performance measurement and
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e-mail: {nemethp,foldesi,botzheim}@sze.hu

J. Watada et al. (Eds.): Intelligent Decision Technologies, Vol. 2, SIST 16, pp. 365–374.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012

{nemethp,foldesi,botzheim}@sze.hu
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strategic management in the for-profit sector. The balanced scorecard model was
developed as a means for addressing the strategy development process, continuing
in monitoring strategy achievement and performance measurement. It does this by
dividing measures into four different, inter-related perspectives:

1. Financial Perspective: How do we look to the shareholders? The strategy for the
growth, profitability and risk viewed from the shareholder.

2. Customer Perspective: How do our customers see us? The strategy for creating
value and differentiation from the perspective of the customer.

3. Internal Business Processes Perspective: What must we excel at? The strategic
priorities for various business processes that create customer and shareholder
satisfaction.

4. Innovation and Learning Perspective: Can we continue to improve and create
value? The priorities to create a climate that supports organizational change, in-
novation and growth.

By integrating objectives, measures, targets and initiatives of each of the four per-
spectives to support the overall vision and strategy, the BSC demonstrates its value
as a strategic management instrument that goes beyond mere financial indicators
by emphasizing the importance of non-financial perspectives. To ensure financial
performance, the other perspectives act as drivers and need to be given balanced
weighting [1].

More important is the tactical level performance measurement that is linked to
the Balanced Scorecard measurement. This tool is able to show the results for the
workers about the previous month. The following areas are covered with that tool:

• Customer complaints
• Damaged products at the warehouse
• Warehouse inventory differences
• Warehouse loading delays
• Trailer utilization
• Equipment damages
• Warehouse productivity.

All the above mentioned measurements are carried out each month to show some
results from the warehouse performance within the given year. It is linked with the
BSC measurement numbers, and thus it is a suitable tool to monitor the changes in
BSC indicators within the given year.

The tool is a method for linking operative processes to the strategic performance
measurement numbers of the BSC method. Without a proper operative level per-
formance measurement the feedback to strategic level will be missing thus making
evasive actions against problems and bottlenecks impossible.

As for operational level performance measurement the following method is used.
At the end of all shifts the shift leader records the subsequent data about the shift
workers:

• tasks fulfilled at the given day
• time consumption of these tasks.
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At the end of the month – based on the daily recorded data, the actual performance in
piece or in m3 and a pre-defined norm – the operative performance of the warehouse
can be calculated.

The major problem with this performance measurement system is that it relies
on the pre-defined norms. If the performance is high for a given amount of time
the management will raise the norm values. However, if the complexity of the tasks
is raising the norm values will not be lowered. This one-direction inelasticity can
make the operative feedback about performance inaccurate.

The main idea behind the use of the proposed model was that we needed a link be-
tween complex BalanceScorecard (BSC) indicatorsandeasy-to-measureandeasy-to-
obtain indicators. After visiting the warehouse we found that the operating SAP-based
business software is frequently used to obtain operational level data and is capable to
obtain other data not used yet. Based on the above information our first task was to
obtain a logical link between some of the already available data and a BSC indicator.

For the pilot test we have chosen the warehouse efficiency BSC indicator. In the
next step we identified operational level data that is most likely being in logical con-
nection with this BSC indicator. We have chosen the following operational level data
and with the help of the warehouse staff we received the required number of them:

• percentage of not full pallets among outgoing goods
• work load (actual/norm)
• warehouse storage capacity utilization (in percentage).

Work load represents the ratio between the actual working hours performed and the
working hours based on a norm for the performance (handled goods) on any given
week.

With the exact logical connection described and with the use of hypothetical or
forecasted operational level data the approximate BSC indicator can be calculated.
For this purpose we used artificial neural networks. After the learning and testing
phase the program is able to calculate the number of damaged goods used the afore-
mentioned operational level indicators as input [4, 11, 13].

2 Our Proposed Approach

We propose a computational model that is able to predict future BSC indicators
based on forecasted operational level data.

2.1 Connection between Operational Level and Strategic Level
Performance Measurement

It is without doubt that strategic level performance is based on operational level ac-
tions. However the connection between them depends on various factors – among
them the various types of complexity [5, 10]. The exact relation between them
cannot be calculated with traditional mathematical and statistic tools such as func-
tion approximation, or regression analysis. Our proposal is to use computational
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intelligence techniques to identify the connection and describe it in a way that can
be used as future strategic planning.

At the warehouse the strategic level performance measurement is based on var-
ious BSC-based results such as damaged goods, customer complaints, inventory
differences among others. Our goal was to develop a tool that is able to create a
direct connection between those indicators and various operational level indicators
such as incoming goods, delivered goods, transshipment, and placement within the
warehouse, capacity usage of the warehouse and overtime of the workers.

As described before the connection between the above mentioned indicators is
very complex and inter-related. Simple calculations and regression analysis is not
able to model the inter-relations and complexity of the various input parameters and
so the prediction of strategic level performance indicators based on operational level
actions will be inaccurate.

2.2 Artificial Neural Networks

The tool to be chosen should be able to predict the strategic level result based on
operational level inputs. The operational level inputs can be “manipulated” in short
term (for example not allowing overtime for the workers) but strategic level out-
comes must be accepted and altering them in short term is not possible.

Based on the above mentioned complex and inter-related connection between
the inputs and outputs our proposal is to use artificial neural networks as a compu-
tational model for establishing connection between strategic and operational level
indicators.

Artificial neural networks (ANN) are inspired by the structure and functional as-
pects of biological neural networks [7, 14]. A neural network consists of an intercon-
nected group of artificial neurons, and it processes information using a connectionist
approach to computation. In most cases an ANN is an adaptive system that changes
its structure based on external or internal information that flows through the network
during the learning phase. This learning phase is important for the use of the model.
With enough data from the past the ANN is able to learn the connection between the
input and output data. Parallel with the learning phase a test phase is taking place
where the network is testing itself with other data from the same problem. As a result
after the learning the ANN can be used to predict output data from input data.

Lots of different types of artificial neural networks are proposed in the literature
[7, 14]. In our application we use Multi-layer Perceptron (MLP) which is one of
the most widely known types of ANNs. The topological structure of the MLP type
neural network is illustrated in Figure 1.

The network contains three layers. The input layer contains the inputs xi. In the
hidden layer m hidden neurons are applied. Between the input and hidden layers
there are connection weights wi j connecting the i-th input and j-th hidden neuron.
There is also a bias input x0 = 1 with weight w0 j to the j-th hidden neuron. There
is an output layer with output y. Between the hidden and output layers there are
weights v j connecting the j-th hidden neuron with the output.
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Fig. 1 Topological structure of artificial neural network (MLP)

The output of the neural network can be computed as:

y =
m

∑
j=1

v j ·σ
(

n

∑
i=0

xi ·wi j

)
. (1)

In Equation (1) σ is the sigmoid function:

σ(s) =
1

1+ e−K·s , (2)

where K is the slope parameter of the sigmoid function.

2.3 Collection of the Data

In our case the output of the model is one of the BSC indicators hence we cannot
affect it in short term. The inputs are operational level data that can be affected
in short term. With an ANN that has been taught before the BSC indicator can be
predicted by entering possible operational level inputs. And with the manipulation
of these inputs the required BSC indicator level can be reached.

For the BSC indicator we have chosen warehouse efficiency. Warehouse effi-
ciency shows the time needed to handle one cubic meter of goods. As input we have
chosen:

• percentage of not full pallets among outgoing goods
• work load (actual/norm)
• warehouse storage capacity utilization (in percentage).
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For the best training and test results of the model a sufficient number of input data
is required. If we give only the incoming and outgoing goods as input to this model
the training will perhaps more simple but the future use will be questionable: the
more input we have the more we are able to re-model the complex inter-relations
that build up goods damage in the warehouse.

Other important criterion for the success of the model is to have enough number
of data from the various inputs. In our case we used the weekly data of two years
(August 2009 until August 2011) from the above listed input parameters. 51 data
were used for each year thus 102 for two years. We have used the odd weeks and
even weeks from both years separately for training and testing the model (Table 1).

Table 1 A part of the collected data

Not full Warehouse Warehouse
Year Week pallets capacity Work load efficiency

percentage percentage (actual/norm) (min/m3)

2009 32 54.09% 84.56% 98.87% 23.6837366
33 55.77% 85.12% 92.97% 20.6139805
34 60.25% 84.32% 97.70% 22.9354754
35 53.02% 82.32% 97.59% 19.0998566
36 48.72% 79.95% 86.97% 17.8602165
37 53.72% 77.40% 93.30% 18.8291707
38 49.90% 73.53% 89.05% 17.8092029
39 49.18% 71.81% 96.30% 19.7998139
40 42.27% 66.20% 91.28% 15.5085854
41 48.99% 66.70% 92.17% 18.6296776
42 47.85% 63.12% 93.04% 17.6430505
43 48.47% 63.62% 92.65% 19.0160061
44 45.37% 51.72% 98.39% 16.9874691
45 50.75% 51.10% 115.80% 22.2704345
46 56.09% 52.06% 104.75% 24.4182601
47 49.89% 51.67% 95.24% 21.1554346
48 58.36% 51.61% 111.28% 22.9276136
49 44.21% 53.70% 134.18% 24.5774920
50 44.83% 58.36% 120.13% 27.5615552
51 47.11% 59.75% 116.62% 21.7125210

The data were exported in a simpler number structure for the use of the model
separately for training and testing. The parameters related to the dataset are:

• number of inputs: The number of operational level performance indicators used
for the program (in our case 3)

• number of training patterns: The number of data for each operational level indi-
cators used for training (in our case 51 hence we used weekly data for two years
and only the even weeks for training)
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• number of test patterns: The number of data for each operational level indicators
used for testing (in our case 51 hence we used weekly data for two years and
only the odd weeks for testing).

2.4 Training Algorithm

Training or learning is the method of modifying the parameters (e.g. the weights)
of the neural network in order to reach a desired goal. We can classify the learning
with respect to the learning mechanism, with respect to when this modification takes
place, and according to the manner how the adjustment takes place. In this paper
the artificial neural network is trained in supervised, off-line manner by bacterial
memetic algorithm [3].

Nature inspired evolutionary optimization algorithms are often suitable for global
optimization of even non-linear, high-dimensional, multi-modal, and discontinuous
problems. Bacterial Evolutionary Algorithm (BEA) [9] is one of these techniques.
BEA uses two operators, the bacterial mutation and the gene transfer operation.
These operators are based on the microbial evolution phenomenon. The bacterial
mutation operation optimizes the chromosome of one bacterium, the gene transfer
operation allows the transfer of information between the bacteria in the population.

Evolutionary algorithms are global searchers, however in most cases they give
only a quasi-optimal solution to the problem, because their convergence speed is
low. Local search approaches can give a more accurate solution, however they are
searching for the solution only in the neighborhood of the search space. Local search
approaches might be useful in improving the performance of the basic evolution-
ary algorithm, which may find the global optimum with sufficient precision in this
combined way. Combinations of evolutionary and local-search methods are usually
referred to as memetic algorithms [8].

A new kind of memetic algorithm based on the bacterial approach is the bacterial
memetic algorithm (BMA) proposed in [3]. The algorithm consists of four steps.
First, a random initial population with Nind individuals has to be created. Then,
bacterial mutation, a local search, and gene transfer are applied, until a stopping
criterion (number of generations, Ngen) is fulfilled.

BMA can be applied for training neural networks [2, 6]. In this case the parame-
ters to be optimized which are encoded in the bacterium are the wi j and v j weights
of the neural network (see Fig. 1). The details of BMA can be found in [2, 3, 6].

2.5 Experimental Results

In the experiments we performed 10 simulations using 7 hidden neurons and the mean
relative error (MRE) of the train and test set was investigated which is defined as:

MRE =
1
p

p

∑
i=1

∣∣∣∣yi − ti
yi

∣∣∣∣ , (3)
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where yi is the output of the network for the i-th pattern, ti is the desired output for
the i-th pattern, and p is the number of patterns.

Table 2 shows the best, the average, and the worst results based on the 10
simulations.

Table 2 Experimental results

best average worst

train 15.56% 15.82% 16.01%
test 17.17% 17.42% 17.61%

Given the fact that our input parameters and the warehouse efficiency are not
closely related and the only computation method for this task is human logic, the
results are promising.

3 Evaluation of the Results

In our previous paper [12] we presented one possible use of the model. In that case
the strategic level indicator was the percentage of damaged goods at the warehouse.
This model was further developed with the evaluation feature.

For further testing and to promote the further possibilities of the ANN we pre-
pared five scenarios based on the test (Fig. 2).

The first scenario describes a best-case scenario. The warehouse storage capacity
utilization is at a low level; with lowered percentage for the not full pallets and low
workload.

The fifth scenario is a worst-case scenario, the warehouse storage capacity uti-
lization at a high level, high work load and large percentage for not full pallets.

Fig. 2 Warehouse efficiency (min/m3) as
result of the five scenarios

Fig. 3 The effect on warehouse efficiency
(in min/m3) with the “ceteris paribus”
raise of various inputs
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For further evaluation we created more scenarios leaving all but one input un-
changed. The results showed that “ceteris paribus” – leaving all other inputs un-
changed – a rise in the workload level affect the warehouse productivity the most
(Fig. 3). By this way we can eliminate all inputs that are not relevant enough for the
model. After that – besides the aforementioned parameter – we can insert new inputs
for a repeated learning of the ANN. That will further improve the model and help to
find all operational level data that matters the most for the warehouse efficiency.

4 Conclusions and Future Works

The main area of use should be the prediction of important BSC indicators based on
inputs that can be forecasted or guessed. With the altering of those inputs an optimal
solution for the fulfillment of the BSC indicator can be chosen.

The result showed that with this first model a usable tool was created that can be
further used for other outputs. Other models can be built for other important BSC
indicators with completely different input parameters that were chosen by us for the
pilot phase.

Our evaluation can help further improve the existing model by eliminating irrel-
evant inputs for a higher accuracy of the model.
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Informatics Medicine as an Intervention That 
Uses Medicine Informatics Data Systems 

John Ronczka1 

Abstract. This paper aims to provide an introductory emphasis on the use of In-
formatics for medical purposes, that is designated ‘Informatics Medicine’. Tradi-
tionally the focus of medical data management (‘Medical informatics’) has been 
supported by intelligent decision technologies within the health system, but with 
the level of drug resistance viruses increasing with overall health management 
costs, an alternative approach may be plausible. Medical interventions using data 
(‘Informatics Medicine’) might be considered to be on the flip side of traditional 
‘Medicine informatics’ but yet, is likely to enable options in the medicine practi-
tioner’s intervention Toolkit. These Toolkits could be used via Biorheology inter-
faces that may use Near-Field Communication or Artificial Intelligent plasmas, 
foams, gels or glues. As a wayforward, an ‘Informatics Medicine’ conceptualisa-
tion has been put forward within the context of Intelligent Decision Technologies. 

1   Introduction 

In the journey within the context of Intelligent Decision Technologies (IDT) and 
medical practice, consideration needs to be given to the relationship between the 
Patient and Doctor–medical practitioner. Therefore as an introductory process to 
‘Informatics medicine’ what has been utilised is an Occam's Razor (simplicity) 
approach [1]. The initially step, is to have an understanding of the key words: 

• Medicine: “the scientific study or practice of diagnosing, treating, and prevent-
ing disease or disorders of the body or mind of a person or animal” [2]; and  

• Informatics (medical context): “the collection, classification, storage, retriev-
al, and dissemination of recorded knowledge” [3]. 

A nexus is suggested between practice and knowledge. The next step involves the 
combination of the two words as ‘Medical informatics. This has been undertaken 
by a review of a sample of academic papers (Table 1) to distil key Themes  
(conjectures) that are likely to assist in developing the ‘Informatics Medicine’ 
conceptualisation and paradigm shift from the data driven Medicine informatics.  
                                                           
John Ronczka 
Adjunct to National Centre for Ports and Shipping (NCPS), Maritime Logistics  
Management, Australian Maritime College, University of Tasmania, Launceston,  
Tasmania, Australia 
e-mail: ronczkaj@ozemail.com.au 
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Table 1 Medicine Informatics Definitions to Themes 

Definition Themes (Conjectures) 
Discusses four areas: structures to represent complex data 
and knowledge relationships, acquiring and presenting 
data to lessen overload, managing change to information 
use and integrating information [4]. 

Structures, relation-
ships; acquiring;
managing (C5M); op-
timization; integra-
tion, (SIAN) 

Is used as an overarching term both to describe any infor-
matics efforts related to health care and also to describe a 
distinct specialty in the discipline of medicine [5]. 

Efforts (Causality);
relationships; distinc-
tion; (SIAN); (BRI) 

Is the application of computers, communications and in-
formation technology and systems to all fields of medi-
cine - medical care, medical education and medical 
research [6]. 

Control, Computers,
communications 
(C5M); information
technology; systems;
(BRI) 

Can be defined as the branch of science concerned with 
the use of computers and communication technology to 
acquire, store, analyze, communicate, and display medical 
information and knowledge to facilitate understanding 
and improve the accuracy, timeliness, and reliability of 
decision-making [7]. 

Computers; commu-
nication technology;
acquire, store, ana-
lyze; communicate
(C5M); display; deci-
sion-making (SIAN);
(BRI) 

It deals with the resources, devices, and methods required 
to optimize the acquisition, storage, retrieval, and use of 
information in health and biomedicine [8]. 

Resources, optimize;
acquisition; storage;
retrieval, use;
(SIAN); (BRI) 

Informatics is an emerging discipline that has been de-
fined as the study, invention, and implementation of 
structures and algorithms to improve communication, un-
derstanding and management of medical information [9].

Communication, un-
derstanding; man-
agement (C5M),
(SIAN) 

Note: SIAN (Synergy, integration (Interoperability), assimilation and narratives); C5M (‘Com-
mand—communication—control’ with ‘Management—causalities—consequences’) (Ronczka, 
2009, 2010; 2011); BRI (Biorheological informatics: use of mathematics, statistics, and comput-
er science approaches to study biological interfaces of life sciences (e.g. biology, genome etc.) 
[10], [11]. 

 
The outcomes sought, in the context of IDT, medical practice and the relation-

ship between the Patient and Doctor–medical practitioner are to achieve a: 

• Emphasis on the use of informatics for medical purposes;  
• Focus that is only on what may be the enablers to developing intelligent deci-

sion making tools (e.g. intelligent agents, artificial neural networks, expert sys-
tems); 
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• Suggest the plausibility of ‘Informatics Medicine’ to medical practitioners; dis-
ease management professionals and the health administrative system (e.g. must 
assist an aging population with increasing impairments and costs); and 

• Use of key Themes shown in Fig. 1 may suggest that ‘Informatics Medicine’ 
might have an application using the basis of ‘Medical Informatics’.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1 ‘Medical Informatics’–‘Informatics Medicine’ sides of the same coin? 

2   Domains 

To establish the Domains, a Semantic based mapping using ‘Medicine Informatics 
Definitions to Themes’ (Table 1; Fig. 1) assists in their discovery. When Semantic 
based mapping (Domain [Entity], Model [Representation] and Ontology [con-
structs]) in the IDT context, there is likely to be entangled single–to–multiple 
chain ‘knowledge—information—learning domains (KILD’s) that have a tenden-
cy to drive ‘Domains’ [10]. These entangled–single–multiple chains might exist in 
multiple operating KILD dimensions. What may be suggested are Semantic rela-
tionships (Domain [Medicine and Informatics], Model [Theory’s] and Ontology 
[]) that might have a nexus. Such nexus reinforces the use of ‘Medical Informatics 
Domains’ (Table 2) to demonstrate a paradigm shift to ‘Informatics Medicine’. 

Causality Resources Information 
Technology 

‘Medical 
Informatics’ 

‘Informatics 
Medical’ 

Patient 

• Information Theory (IT) 
• Theory of Conversation (ToC) 
• Concept Theory  
• Coalescence Theory 
• Education Theory 

• Interfaces (Semantic and Semiotic) 
• Structured Stream Transport 

Communication Abstractions  
• ‘Wisdom Open System Semantic 

Identification’ Intelligence’ 

SIAN 

C5M 

BRI 

Patient and Doctor–
medical practitioner 

Relationship? 
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Table 2 ‘Medical Informatics’ – ‘Informatics Medicine’ – Domains 

Themes (Con-
jectures)  

Medical Informatics Activity [12] Semantic Domain (Ent-
ity) 

Patient Medical Sociology Medicine 
Resources Biostatistics; Computational medicine Informatics 

Relationships Relationship between the Patient and 
Doctor–medical practitioner 

Medicine 

Information 
Technology 

Health information; Pathology infor-
matics; Nursing informatics 

Informatics 

C5M Bioinformatics (computational genom-
ics, computational genetics); 

Informatics 

SIAN Medical and Health Administration Informatics 
BRI Medical imaging informatics Informatics 

Note: The developed ‘Informatics Medicine’ Toolkits could be used via Biorheology interfaces 
that may use Near-Field Communication (NFC) or Artificial Intelligent (AI) plasmas, foams, 
gels or glues. It may further be suggested that many disease in the ‘Informatics Medicine’ con-
text are likely ‘Artificial Wisdom Intelligence’ (AWI’s) as they adapt and reengage. 

 
Medical Themes and domains assist in intergradations and adaptations with 

conventional model-based medical diagnosis and proposed interventions–
countermeasures. Such an approach, within an IDT–medical–health environment 
may align to a hybrid Semantic and Semiotic theory of control. These controls are 
likely to have their typologies highlighted via causality patterning. This would not 
be restrictive to a single language, but would be able to adapt and transcend across 
Semantic and Semiotic based languages (e.g. dialect, Sign language; Braille al-
phabet; Quick Response Code [QR]; Morse Code, Hieroglyphs), hardware and 
firmware associated with various Biorheological interfaces [13]. Therefore, it may 
be suggested, the prerequisites for developing causality evidence based nexus 
might align to Domains based on Scientific method (Observation; Question;  
Hypothesis; Predication Test; decision [Intelligent Decision Technologies {e.g. 
support; does not support}] [14] and Understanding of the bi-level timescales of 
physiological mechanisms [15]. 

3   Causality 

In causality evidence based nexus development, what are highlighted are evidence 
based relationships and processes that exist between the entities and events, in the 
context of controls such as Biorheological human–machine interface within: 

• C5M [10], [13], [16]; 
• SIAN [10], [13], [16]; and 
• BRI [11], [10], [13], [16]. 
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Within Table 3 is the causality evidence based nexus between ‘Medical Informat-
ics’– ‘Informatics Medicine’ as well as drawing from Fig. 1. 

Table 3 ‘Medical Informatics’ – ‘Informatics Medicine’ – Causality 

Themes (Conjectures) (Domains 
[*Medicine; #Informatics]) 

Symptoms Immediate 
cause 

Remote Cause 

Patient [*]  YES  
Resources [#] YES   
Relationships [*]  YES  
Information Technology [#]   YES 
C5M [#]   YES 
SIAN [#]   YES 
BRI [#]   YES 

Causality: Symptoms: effects—factors specific to an event or occurrence. Immediate cause ex-
plains why the event or occurrence has occurred. Remote cause may explain why the event or 
occurrence has occurred [17, [18]. Relationship means between the Patient and Doctor–medical 
practitioner. 

 
Only two Themes drive the ‘Immediate cause’, that is the Patient and Relations 

with the set of strong ‘Remote cause’ that may assist further the development of 
‘Informatics Medicine’. Conceivably, the fusion of human—machine with inter-
faces (e.g. hardware, Biorheology) might be the demonstration initiative for ‘In-
formatics Medicine’ within the context of Cloud based ‘Internet Technologies and 
Applications’ evolution. A Toolkit could use Biorheology interfaces that may be 
via NFC or AI plasmas, foams, gels and glues. 

4   What Are the ‘Informatics Medicine’ Examples? 

Contained by the context of IDT, early development examples of ‘Informatics 
Medicine’ Toolkit from the literature may be suggested to be: 

• Smart phone applications (Apps): 
– directly monitor the Patient–user: “monitor important health indicators 

such as glucose and blood pressure” [19]; 
– teach your brain to overcome ageing effects on eyesight: improve vision 

by pick out when a fuzzy pattern is in a white circle” [20]; and 
– EEG scanner: to study people’s brain signals in more natural environments 

such as at home or in the workplace” [21]. 

• Computerized Pathologist to grade breast cancer, predicting which tumors are 
associated with aggressive treatment [21]; 

• The Wireless Cardiac Stimulation (WiCS): implanted near the heart, to pace 
the left ventricle synchronously with the right” [22]; 
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• Biosensor Chip:  
– Pick’s up “heart signals, Electric Potential Integrated Circuit (EPIC’s) to 

assisting the disabled and quadriplegics to control devices [23]; and 
– A computer chip has replaced brain tissue to being an artificial cerebellum 

to restored lost brain functions [24]. 

• Photographic Memory Wearable Cam: deploying "nana technologies" as 
electronic memories to compensate for failing neural memories [25]. 

 
 
 

 
 
 
 
 
 

Fig. 2 Informatics medicine contextual paradigm 

5   Discussion 

Causality? 

As ‘Informatics Medicine’ might be considered to be on the flip side of traditional 
data driven ‘Medicine informatics’, an ‘Informatics Medicine’ conceptualisation 
has been put forward in a causality framework (Table 4). 

Table 4 Early Forms of ‘Informatics Medicine’ – Causality 

Forms of Intervention within 
Toolkit 

Symptoms Immediate 
cause 

Remote Cause 

Smart phone applications YES   
Computerized Pathologist YES   
WiCS YES   
Biosensor Chip   YES 
Photographic Memory   YES 

 
The closest to Informatics Medicine in the Toolkit sample (Table 4) appears to 

be both ‘Biosensor chips’ and ‘Photographic Memory Wearable Cam’. The Chips 
and Cam links as a Remote cause to the Patient to overcome functional impair-
ments that could be bio-firmware based. An alignment to ‘Informatics Medicine’ 
Themes (Conjectures) which in turn form the Domain’s appears evident by using 
Tables 2 and 3 that demonstrate a nexus (Themes to Domains to paradigm). 

Nana technologies 

Implant technologies 

Software/Firmware 
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Flip side of traditional? 

In today’s medical operating environment, the early forms of ‘Informatics Medi-
cine’ Toolkits appear to align to an interpretation of ‘Informatics’ based on Fig. 1. 
This may suggest the following mechanisms–-relationships: 

• Both sender and receiver understand single to multi entanglements are likely 
to enable bundled or unbundled packets that are likely; 

• Nexus might exist between, with, over, and within events, actions, reactions 
and interactions over time, space, pace or place at different scales; 

• Actions, reactions, and interactions meshed engagements that possibly have 
nexus outcomes; 

• Prima that might guide tempo and exist between engagements of entity, events, 
actions, reactions and interactions of packets;  

• There could be higher-order conditional probabilities like in the occurrence 
with consequences (risk–likelihood); 

• The ‘equivocation’ may be about uncertainty in reception as there maybe 
“ambiguity" which is the uncertainty in the transmission; and 

• In a two-way communication system, there perhaps are plausible kinds of con-
ditional entropies at different scales and multi dimensional. 

Entanglements of Entities and Events? 

‘Informatics Medicine’ as a Toolkit may involve entangled–single–multiple chains 
based (Tables 2 and 3) ‘Informatics Medicine’ Themes, such as: 

• Complexities in the supporting knowledge—information—learning domains;  
• Multiple operating dimensions as Möbius strips;  
• ‘Biorheology causality logic gates’ (B–CORG);  
• Biological–machine ‘knowledge—information—learning delivery engines’ 

(KILDEE’s);  
• Unique trigger events, information—knowledge that has Biological—machine 

temporal meshing; and 
• Fusion of human—machine via Biorheology interfaces evolution. 

Semantics to Semiotic based Interfaces? 

Compatible Interfaces are considered an enabler to achieving ‘Informatics 
Medicine’. A plausible hybrid interface system may align to a Semantics, Semi-
otic, Information Theory (IT) and Theory of Conversation (ToC) nexus as:  

• Domain (Entity) Ξ Human-machine (Biorheology informatics entanglements); 
• Model (Representation) Ξ Theory’s (IT+ToC); and 
• Ontology (Ontological Construct [taxonomy]) Ξ Themes (Conjectures) Ξ 

styles? (Learning, Thinking, Intelligence).  



382 J. Ronczka
 

 

This then suggests that developed “Informatics Medicine’ Semantic and Semiotic 
Interfaces needs a hybrid approach of: 

• Effective means of communication which has proven itself in practice;  
• Pre-established human-defined ontology that is adaptable and reliable;  
• Communication can only proceed by the interpretations of behaviours, common 

behaviours; 
• Metaphor such as a new idea is created from the fusion of the two original 

ideas, or our understanding of the first idea;  
• Mental models that are cognitive based for human-computer interaction; and  
• User System usage comprises D1: concepts the user knows and uses; D2: con-

cepts used only occasionally and not initially known; D3: the user's model of 
the system; D4: the actual system [16].  

6   Conclusions 

“Informatics Medicine’ conceptualization and paradigm is considered plausible. 
The challenge and next step relates to ‘Informatics Medicine’ being used within a 
real world test environment (Biorheology interfaces). A Patient and Doctor–
medical practitioner framework construct is an enabler that could exist within an 
IDT and Internet technologies and applications. This context may have a prefe-
rence for soft technologies that minimise miss understanding by using Semantics 
and Semiotics based human—machine Biorheology interfaces. They may plausi-
bly adjust to the Patient (host’s) as personalised ‘Informatics medicine’. Future 
work will focus on developing a functioning ‘Informatics Medicine’ interface. 
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Intelligent Community Embedded Speech 
Recognition System Research 

Zhanhong Mo, Jiangyan Qi, and Cunmi Song* 

Abstract. After analyzing the intelligent community on the main functions of the 
foundation, in this paper we introduce a low power, miniaturization and intelligent 
embedded speech recognition system to the intelligent community. The Intelligent 
Community Embedded Speech Recognition system is based on the Samsung 
S3C2410 ARM microprocessor and operating system Linux. And cooperate with 
other resources in the Intelligent Community we can achieve community speech in 
the smart remote control and management.  
 
Keywords: Embedded system, intelligence community, speech recognition, 
ARM9, Linux. 

1   Introduction 

The modern information technologies give the building with soul and the 
construction of "intelligence", realize the harmony between human and nature. 
Intelligent community has become an international focus of the frontier and the 
hotspot of this research fields. Intelligent community consists of computer, 
information, communication, the science and technology management, the 
intelligent control system of family, community information platform, security 
system, property management system and comprehensive information service 
system. Intelligent community provides a safe, environmental, high efficiency, 
comfortable, convenient living space for the residents by high-tech integrated 
service platform. [1] 

With the development of economy and the improvement of living standards, 
the requirements of intelligent community are growing. Some developed 
countries, such as the United States, Japan and Europe, etc., are trying to use 
modern hi-tech construct intelligent ecological residence and intelligent home 
environment, to realize "the sustainable development technology" of human 
settlements. Cisco formally put forward "Internet family" plan in 2000 to adapt to 
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the development of the Internet. Intel is to promote the electronic house, which 
emphasizes the computer as the center, links all sorts of home appliance with 
various kinds of wired and wireless way, and builds the electronic automation 
house. Panasonic Company is introducing the "digital home" concept to the 
elderly housing, which can realize the remote medical care in the family. [2] 

But now, most of domestic and overseas intelligent communities of speech 
recognition system take the PC as a system application platform, and some take 
the server. Processing and recognizing the speech signal in the PC or server, this 
kind of speech recognition system is importable, and restricts the serviceable 
range and, to some extent, impedes the development of intelligent community. [3] 

Therefore, based on the Samsung S3C2410 ARM microprocessor and operating 
system Linux, this paper will introduce an embedded speech recognition system 
which is low power, miniaturization and intelligent to the intelligent community. 
With the resources in the intelligence community, such as hardware resources and 
speech recognition algorithms software, this system realizes voice remote control, 
intelligent security, language sound management, voice gateway parking 
management, and provides safe, comfortable, convenient, energy conservation and 
sustainable development of the living environment. 

The intelligent speech recognition system mentioned in this paper provides 
different simulation equipment of digital experience, with high stability, the lower 
cost, high performance, low power consumption, high expansibility of the 
features. The function of the system can meet the needs of the intelligent 
community, can be convenient for the home life, and enhance residents live in 
comfort and safety. Through the little change of single application in other 
terminal equipment, each function module of the system can add to other software 
system. For example, through the intelligent household online management 
system, as the 4G network developed, it can be added to 4G wireless network 
technology based on the intelligent household modules, we will have a better 
experience. 

2   System Design and Implementation 

The system uses a Samsung's S3C2410 ARM microprocessor with A/D, D/A 
circuits, intelligent community related equipment and control circuits, interface 
circuits and storage circuits, speakers, microphones and other hardware resources 
and embedded Linux operating system, the necessary drivers as well as the DTW 
algorithm, such as speech recognition software resources to achieve speech 
recognition function, so that we can achieve community speech in the smart 
remote control, intelligent security guard, speech control of import and export 
management, speech parking management. 

 
Part I：Intelligent community speech recognition system working principle 

 

Speech recognition system is divided into speech training and speech recognition 
process. Speech training at the course, from the microphone input voice signal by  
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the digital signal chip UDA1341TS audio codes for voice signal acquisition and 
encoding, to maintain a certain accuracy of the sampling and frequency of 
sampling to ensure the quality of the sound reduction, the requirements of each 
household within the community voice must be collected and trained, after 
training, each model of community residents voice templates are stored in the 
system of storage devices, when a user reenter, the system will automatically 
collect the speech signal with each voice template matching and give recognition 
results, S3C2410 identification in accordance with the results of sending a signal 
corresponding to implementation of Intelligent speech community entrance 
management. [5] 

The system uses embedded Linux operating system for intelligent community 
visual intercom, GPRS wireless and other features to provide an open platform. 
The system by the DTW algorithm template training, and the results of training 
stored in the embedded Linux operating system appropriate directory in order to 
identify the stages of the read template. Speech recognition stage is the input 
voice signal by the audio digital signal chip UDA1341TS codes processed notice 
embedded Linux operating system, and the existence of the reference template 
samples for comparison, to identify the most similarity of the effect of the voice 
as a means of identification, and then by embedded Linux operating system call 
control S3C2410 function of I/O port, and thus realize the import and export 
management of intelligent speech community. Linux device drivers for specific 
hardware are provided to the user program for a group of standardized interfaces, 
which hide the details of the equipment [4]. User program through the 
standardization of system calls, these calls and specific hardware are unrelated, 
and then by the Linux kernel to call specific device driver to operate and control 
a specific hardware device the actual. [6] Achieve at least the driver should be 
open, close, read and write system calls. System schematic diagram is shown  
in Figure 1. 

 

 

 

 

 

 

 
 

 
Fig. 1 System schematic diagram 
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Part II：System hardware design and implementation 
 

System from SAMSUNG (Samsung)'s S3C2410 ARM chip as the core, with the 
A/D, D/A circuits, control circuits, interface circuits and storage circuits achieve 
the speech recognition training and recognition process. The external power 
supplies 5V voltage. SAMSUNG Company S3C2410 is a chip based on the 
ARM920T core. S3C2410 chip ROM, RAM, A/D, and various peripherals, such 
as general I/O port, timers, and serial port and so on. Because the system handle 
analog voice signal, it must first change these analog signals to digital signals, 
which must be used for A/D converter. 

The system adopts PHILIPS company chip UDA1341TS audio codes digital 
signal. UDA1341TS can convert stereo analog signal to digital signals, digital 
signals can also be converted analog signals by UDA1341TS, and can be used 
PGA (programmable gain control), AGC for analog signal processing; for digital 
signals, the chip also provides a DSP (digital signal processing) feature. Input and 
output in part by the microphone, speakers, LCD (liquid crystal display), door 
magnet of intelligent community control equipment (import and export 
management of speech as an example) component. Analog voice signals through 
the microphone input and then proceed to pre-treatment, including the A/D 
conversion and AGC. A/D sampling frequency of 8 kHz is the speech signal 
sampling frequency. Storage part chosen 4M × 16bit Flash AM29LV160DB 
chips, used programmer procedures, two chips of 32M × 16bit SDRAM high-
capacity model HY57V561620, 4Kbit EEPROM AT24C04. And the intelligent 
community door management control equipment (import and export management 
of speech as an example), and 20-pin JTAG port and so on. System hardware 
block diagram shown in Figure 2. 

 

Part III：system software design and implementation 
 

The system uses dynamic time warping DTW algorithm. DTW algorithm com-
pares time series of speech feature vector with the reference template library 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 2 Diagram of the system hardware 
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for each template, the highest similarity as a means of identification results. 
Because at S3C2410ARM board running embedded Linux operating system, 
written procedures should be based on the procedure under Linux. Recording the 
whole process is divided into program modules, DTW speech recognition program 
modules, ARM board hardware control program modules, and Linux makes file 
management documents. This article only give DTW algorithm in the embedded 
Linux platform C language implementation of the core code is as follows: 

 
for(f=0;f<2;f++)  
{wave_read(t,filename_test[f],f); // Read the test template parameters 
for(d=1;d<=M;d++)  
{ wave_read(r,filename_ref[d],d); // Read the reference template parameters 
for (i=0;i<n;i++) {  
for (j=0;j<n;j++) {  
float x,y; sum1=0.0;  
for(g=0;g<M;g++) { 
x=t[i][g]; 
y=r[j][g];  
sum1+=(x-y)*(x-y); }  
D1[i][j]=sum1;  
//Matching distance matrixD1[n][n] } }  
D2[0][0]=D1[0][0];  
for(i=1;i<n;i++)  
for(j=0;j<n;j++){  
D3=D2[i-1][j]; 
if(j>0) D4=D2[i-1][j-1];  
else D4=REALMAX;  
if(j>1) D5=D2[i-1][j-2]; 
elseD5=REALMAX; D2[i][j]=D1[i][j]+zmin(D3,D4,D5);  
/* zmin() for D3, D4, D5 minimum*/}  
strdata[d].data=D2[i-1][j-1]; 
aa=strdata[1].data; g=0;  
for(k=1;k<=10;k++){  
if(aa>strdata[k].data)  
{ aa=strdata[k].data; g=k; } }  
strdata[g].data=aa;  
printf( "\nThe %s and %s is min and its value " "dist[%d] is %e\n\n", 

filename_test[f], strdata[g-1].chstr[g-1], g, strdata[g].data);  
/* f are the number of test templates, i is the distance at least corresponding to 

the document, dist [i] are the corresponding minimum distance*/ } } 

3   Concluding Remarks 

In this paper, intelligent community speech recognition system design and 
implementation, based on ARM + Linux platform, are described. Followed by the 
development of intelligent community, the working principle, the system design 
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and implementation of hardware, system software design and implementation are 
described. The system uses advanced micro-processor as a master ARM chip 
embedded Linux platform realize intelligent community speech recognition 
system. The system provides a natural, convenient and cost-effective speech 
control function, saving many human and material resources for community 
residents. 
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Interactive Grammars: Toward Perception
Based Computing

Andrzej Skowron and Piotr Wasilewski

Abstract. We present a general scheme of interaction and we discuss the role of
interactions in modeling of perception processes. We use information systems as a
starting point for perception modeling, i.e., modeling of the process of understand-
ing of sensory measurements. The novelty of the paper is an attempt to present the
perception process by means of interactive grammars.

Keywords: interactive computing, interactive information systems, interactive
tables, rough sets, granular computing, wisdom technology.

1 Introduction

Perception Based Computing (PBC) methods are needed for solving problems of
data mining (DM) and knowledge discovery in databases (KDD) with dynamically
evolving complex data (e.g., stream data sources, sensory data). Another challenge,
making PBC methods indispensable, is a growth of the size and complexity of data
sources (e.g., Web sources, neuro-imaging data, data from network interactions).
These challenges, in particular, discovery of complex concepts such as behavioral
patterns, hardly can be met by classical methods [15]. They can be met by KDD
systems which dialogue with experts or users during the discovery process [24] or
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by adaptive learning systems changing themselves during the learning process as
the response to evolving data.

Another area where PBC methods are needed is the multi-agent systems field. Be-
havior steering and coordination of multi-agent coalitions acting and cooperating in
open, unpredictable environments call for interactive algorithms [4], i.e. algorithms
interacting with the environment during performing particular steps of computations
or changing themselves during the process of computation. Next challenge of this
type comes from human -Erobot interaction. The problem of human control over
autonomously coordinating swarms of robots is the central challenge in this field
which should be solved before human E robot teams can be taken out of laborato-
ries and put to practical use.

Coordination and control are essentially perception based thus PBC methods are
indispensable for designing and behavior description of cognitive systems and for
understanding interactions in layered granular networks [14] where granules can be
interpreted both as data patterns and agents (e.g., robots or mobile sensors). Gran-
ules in such networks which are additionally self-organizing can be also understood
as cores in pertinent multi-core computing engines in structurally and run-time re-
configurable hardware, what makes PBCs useful in computer engineering as well as
an essential part of cognitive informatics.

The approach to perception considered in this paper is wider than studied in the
visual perception domain, however it follows Marrs’s ideas [6]. Perception here is
treated as action-oriented perception [1, 9] and driven by actions. Thus, our ap-
proach is consistent with the intuition presented in [9] (p. 1):

... perceiving is a way of acting. Perception is not something that happens to us, or
in us. It is something we do. Think of blind person tap-tapping his or her way around
a cluttered space, perceiving the space by touch, not all at once, but through time,
by skillful probing and movement. This is, or at least ought to be, our paradigm of
what perceiving is. The world makes itself available to the perceiver through physical
movement and interaction.

We proposed to build foundations for Perception based Computing (PBC) on the
basis of Interactive Granular Computing (IRGC), in particular on Interactive Rough
Granular Computing. A step toward this goal is presented in [19, 20]. PBC can be
considered in a more general framework of Wisdom Technology (Wistech) [5] based
on a metaequation

wisdom = knowledge + adaptive judgment + interactions. (1)

In general, adaptive judgment is a mixture of deductive and inductive reasoning
methods for reasoning about interactive granular computations and on controlling
such computations by adaptive strategies for. The mentioned mixture of deductive
and inductive reasoning creates many challenges [22].

In this paper, we consider, perception as the process of understanding of sensory
information. Perceiving units will be called agents. Agents are preforming compu-
tations on objects called (information) granules (see, e.g., [25, 26, 14, 5, 20]).
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We discuss the role of information systems in modeling of perception processes.
Using a general scheme of interactions, we distinguish basic information on inter-
actions in time between agent and its environment which should be represented for
proper interaction modeling. Next, we define a special class of decision tables in
which such information can be represented. These decision tables create a starting
point for modeling of perception processes. We outline an approach for modeling
this process by means of interactive grammars.

The paper has the following organization.Section 2 presents interactive infor-
mation systems together with some concepts from hierarchical modeling in rough
set theory. Section 3 is devoted to elements of interactive computing and rough set
analysis of interactive computing. Section 4 presents and introduction to modeling
of perception process by means of interactive grammars.

2 Interactive Information Systems

Rough set theory, created by Zdzisaw Pawlak [10, 11, 12], is an approach to gran-
ular computing based on ability to discern between objects. Objects and granules
are represented by means of information systems called also information tables. An
information system is a triple A = (U,At,{Va}a∈At), where U is a set of objects, At
is a set of attributes, and each Va is a value domain of an attribute a ∈ At, where
a : U −→ P(Va) (P(Va) is a the power set of Va). If a(x) �= /0 for all x ∈ U and
a ∈ At, then A is total. If card(a(x)) = 1 for every x ∈ U and a ∈ At, then A is
deterministic, otherwise A is nondeterministic. Let (U,At,{Va}a∈At) be an infor-
mation system, partial information about a given object x ∈U is represented by the
A-signature of x, In f A(x) = {(a,a(x)) : a ∈ A} where A ⊆ At.

Another assumption about original information systems was previously accepted,
namely that, as mappings, attributes are surjections, i.e. every attribute value is pos-
sessed by at least one object, what reflects a closed-world data base point of view.
This assumption was implicitly broken in information systems with real-valued at-
tributes and explicitly by introducing sensory and perception attributes [17, 19].
Attributes which are injections can be viewed as open for interactions in the sense
that it is admitted that a new value, not assigned previously to objects, can appear.
Thus attributes which are surjections or injections are also called closed or open
attributes, respectively [19].

In the case of perception attributes another partition of attributes is essential.
One can differentiate between atomic and constructible attributes. Atomic attributes
are basic in the sense that their values depend only on some external factors, with
respect to a given information system and are independent from the values of
other attributes of this system. Atomic attributes can be closed as well as open.
Constructible attributes are complex attributes which are inductively defined from
atomic attributes of a given information system: if b is a constructible attribute, then
for any some object x and already defined atomic attributes a1,a2, . . . ,ak:

b(x) = F(a1(x), a2(x), . . . , ak(x)), (2)
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where F : Va1 ×Va2 × . . .×VaK −→ Vb and values form Vb are constructed on the
basis of values from Vi for i = 1, . . . ,k.

Sensory attributes represent sensor measurements. They are open atomic at-
tributes which values are results of measurements conducted by sensors thus they
depend only on the environment and are independent from values of other attributes.
Perception attributes are sensory attributes or constructible attributes defined on the
basis of sensory ones. The latter are also called complex perception attributes. Com-
plex perception attributes represent higher order result of perception, e.g. some iden-
tified patterns or created perceptual granules. For formal descriptions of sensory and
perception attributes the reader is referred to [19].

We also distinguish action attributes: atomic or complex representing basic ac-
tions or plans, respectively. Any action attribute value corresponds to an action and
is linked with some sensory attributes used for predicting and recording the sensory
measurements before or after the action execution. For more details on sensory and
action attributes in information systems the reader is referred to [19].

Constructible attributes can take as their values relational structures defined over
its value domains. Hence, we consider a generalization of traditionally used infor-
mation systems [10, 11, 12] by considering together with value set Va a relational
structure over Va. Note that also objects in such information systems may have com-
plex structure. For detailed explanation one can consult [18, 19].

3 Interactive Computing

Interactive algorithms are adaptive in the sense that they can change themselves
during computation performing, the next state of the algorithm can be only fore-
seen with some probability, since every step can be changed as a response to the
environment influence during performing of that step [4].

In the process of interactive computation both an agent and an environment are
involved. A system performing interactive computing consists of an agent and the
agent’s environment, more exactly, a part of the environment that is perceived by
an agent. The global states of such system are defined as pairs (sag(t),se(t)), where
sag(t) and se(t) are states of a given agent ag and the environment e at time t, re-
spectively. Figure 1 illustrates how, in the case of interactive computations, the tran-
sition relation −→ between global states is performed, i.e., when (sag(t),se(t))−→
(sag(t +Δ),se(t +Δ)) holds, where Δ is a time necessary for performing the tran-
sition. A(t), E(t) denote the set of attributes available by agent ag at the moment of
time t and the set of attributes (sensors) influenced by environment e at time t, re-
spectively. In fA(t)(sag(t),se(t)) is the signature [19] of (sag(t),se(t)) relative to the
set of attributes A(t) and In fE(t)(sag(t),se(t)) is the signature of (sag(t),se(t)) rela-
tive to the set of attributes E(t), i.e. signature In fA(t)(sag(t),se(t)) describe a state
of agent ag at the moment of time t, while signature In fE(t)(sag(t),se(t)) describe a
part of environment e that is perceived by agent ag at time t. These signatures are
arguments of strategies Sel Intag,Sel Inte selecting interactions Iag and Ie of agent
ag with environment e and environment e with agent ag, respectively. Iag represents
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the planned influence of agent ag on environment e (and on the agent ag itself), i.e.
an action of agent ag while Ie represents an influence of environment e on agent
ag (and on the environment) which results will be perceived by ag. This includes
also predicted results of agent action on environment e (and on the agent ag itself)
as well as a perception of change of e caused by the previous global state. Iag ⊗ Ie

denotes the result of the interaction product⊗ on Iag and Ie. Since set E(t) can be in-
sufficient for describing environment e therefore agent ag can have very incomplete
information about Ie as well as the result (Iag⊗ Ie)(sag(t+δ ),se(t +δ )) only, where
δ denotes the delay necessary for computing the signatures and selection of inter-
actions (for reasoning simplicity we assume that these delays for ag and e are the
same). Thus, information about sag(t+Δ) and se(t+Δ) perceived by ag can be very
incomplete too. Usually, agent ag can only estimate of sag(t +Δ) and se(t +Δ) dur-
ing planning selection of interaction Iag. These predictions then can be compared
with the perception of global state (sag(t + Δ),se(t + Δ)) by means of attributes
A(t +Δ). Interaction Iag ⊗ Ie can change the content of both the agent state and the
environment state. The current set of attributes A(t) is a part of the agent state sag(t)
and can be changed, for example, by adding new attributes discovered using Iag. As
we mention at the beginning of this section, interactiveness of agent ag is formally
reflected by the fact that the description of strategy Sel Intag is stored in the current
state of agent sag(t). This strategy itself can be modified as the result of interaction,
and generally, sets of attributes as well as strategies for selecting interactions can be
adopted in time.

Interactive computing is not performed solely by agents in the sense that also
environments are essentially involved in the computation process. Therefore, more
exactly is to say that a given agent ag observes computation than that ag perform it,
and that an interactive computation is performed commonly by the agent and its en-
vironment, namely, this part of the environment which is perceived by the agent and
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Fig. 1 Transition from global state (sag(t),se(t)) to global state (sag(t +Δ ),se(t +Δ ))
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affects the agent. However, agent ag affected by its environment does not passively
respond to the environment, but it applies strategy Sel Intag selecting interactions
with its environment. This has another consequence, namely that agent ag does not
observes the whole environment, only part of it determined by the activated sensors
of ag. Hence, in particular, values of not all attributes in a given row of information
systems describing ag are known. An agent posses only partial information about
the environment. It should be noted that another interaction also can take place,
namely internal interaction inside an agent between its components: an agent can
observe this interaction using its sensors, in this case internal sensors, like in ani-
mals signals of a somatosensory system. And, as in the case of the environment, an
agent usually posses only partial information about its internal states.

Interactive computations in our approach are sequences of signatures of global
states connected by transition relation. More formally, a computation observed by
an agent ag in interaction with its environment e is any sequence sig1, . . . sign, . . .
fulfilling the following conditions: for some t,Δ and for any i, sigi is the signature
of global state (sag(t + i),se(t + i)) relative to the attribute set A(t + i) available by
ag at a moment of time t + iΔ and

(sag(t + iΔ),se(t + iΔ))−→ (sag(t +(i+ 1)Δ),se(t +(i+ 1)Δ)). (3)

Length of a computation Comp observed by ag is a number of elements of sequence
minus one, when Comp is a finite or is a cardinality of Comp, when it is infinite
sequence.

4 Towards Interactive Grammars

Research on perception based computing is made in analogy to investigation of per-
ception in cognitive science. It is a commonly accepted view in the contemporary
cognitive science that human perception is not passive but constructive: in the pro-
cess of interpretation of sensory data, some non-sensual elements are involved pos-
sibly including knowledge. Therefore, human perception as information processing
has a hierarchical nature: it consists of few levels starting from sensory one, where
higher levels becoming less similar to sensual one being results of applications of
non-sensual elements preexisting in a cognitive system (preexisting with respect
to sensations). By this hierarchical nature, perception leads from sensations (which
are always particular and singular) to creation or interpretation of knowledge (which
always is less or more general) and makes applications of this knowledge in real ac-
tions successful. Thus developing PBC we need to develop means for representing
sensory and perception data, ways of transforming them and put them to work in
hierarchical setting. This gives a motivation for introducing interactive grammars.

In Figure 2, it is illustrated the main idea of perception function in interactive
grammars. On the lower plane (level I in Figure 2), the black rectangles represent
perceived by sensors states of the environment. Theses perception words are from
the training sample. The dotted arrows link perceptions of states with their succes-
sors after performing an action named as ac. The induced perception function c f
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Fig. 2 Perception function in interactive grammars

should granulate the perceived states, i.e., the states from one granule should be
transformed into states from another granule. These granules are defined as counter
images of the perception function c f on perception words representing the vector
of sensory measurements. In Figure 2, the granule 1 corresponding to the sen-
sory word w is pictured by ellipse denoting the set c−1

f {c f (w)}. If the perception
function was learned correctly than, on the higher level (level II in Figure 2), it
should be possible to predict the description of granule 2 obtained after perform-
ing the action ac (pointed by dotted arrow in Figure 2) on perception words from
granule 1. This means that all (or almost all) perception words from the first gran-
ule belonging to the training sample will be transformed by ac into the granule 2
equal to c−1

f ({up}) defined by the c f -counter image of the perception word up (on
the level II) pointed by the solid arrow. However, we require, as usual in learn-
ing, that this property will be valid also for perception words from the first gran-
ule which are unknown in the training sample (are not belonging to the training
sample). We denote such a perception word w′ in Figure 2 by a gray rectangle.
However, it may happen, that the perception word w′

r (denoted by a gray rectan-
gle on level I) corresponding to the environment state after performing ac will be
outside of the granule 2 (defined by c−1

f {up}) and the defined by c f perception
word ur = c f (w′) on the second level II (marked by gray rectangle and pointed by
the solid arrow) will be different than the predicted one up (pointed by the dot-
ted arrow). The difference between predicted perception word ur (on level II) and
real perception word ur (on level II) should be taken into consideration in plan-
ning of the next action or in the reconfiguration of the current plan. The percep-
tion function may be treated as a compression function or generalization function.
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These ideas are encoded in the interactive grammars. Learning of perception func-
tions is a challenge. This requires hierarchical learning and domain knowledge (see,
e.g., [15, 3]).

Interactive grammars share some aspects with classical formal grammars and
differ with respect to others. As classical formal grammars, interactive grammars
consist of two finite and disjoint sets: N of nonterminal symbols and Σ of termi-
nal symbols. however, in the case of interactive grammars we have two types of
terminal symbols (in short terminals): perception terminals and action terminals,
as well as we have two types of nonterminal symbols (in short nonterminals): per-
ception nonterminals and action nonterminals. Perception terminals correspond to
results of sensory measurements made by particular sensors and can be called also
sensory terminals while sensory nonterminals correspond to higher order results of
perception, e.g. some identified sensory patterns or created perceptual granules. Ac-
tion terminals correspond to atomic actions while action nonterminals to compound
actions inductively constructed from atomic ones. Therefore, the set Σ of terminal
symbols of an interactive grammar consists of two disjoint sets Σp, Σac of, respec-
tively, perception terminals and action terminals: Σ = Σp ∪Σac. Similarly, the set N
of nonterminal symbols consist of two disjoint sets Np, Nac of, respectively, percep-
tion terminals and action terminals: N = Np ∪Nac. Instead of Σp we can use also
symbol Σs in order to highlight the fact that perception terminals correspond only to
values returned by sensors.

Instead of one distinguished start symbol, like in classical formal grammars, in
interactive grammars we have a set of start words, SW , these are sensory words, they
are vectors over a set of sensory terminals i.e.: SW := Σn

s = Σs × . . .×Σs. Sensory
words correspond to results of measurements made by coalitions of sensors. We
assume also that there is a special sensory terminal symbol ⊥ ∈ Σs. The symbol ⊥
can be interpreted as ’unknown value’ and when it appears on some position in a
vector v∈Σn

s it correspond to the fact that a particular sensor was deactivated during
measurement process.

Let us note that set of sensory terminals is infinite, possibly non-denumerable.
Contrary to this, sets Np ∪Na and Σa are finite. However, formal grammars consist
only of finite many rules. Therefore we need a more general procedure than rules,
for translating sensory words over infinite alphabet to words over the finite alphabet
of perception nonterminals: P := N∗

p, where ∗ is the Kleene star operator. Elements
of the set Σn

s ∪N∗
p are called perception words while elements of the set (Σa ∪Na)

∗
- action words,

This translation is done by a compression function which maps sensory words to
perception words of higher orders, usually shorter than sensory words but possibly
containing sensory terminal symbols. Thus a compression function has the follow-
ing form:

c f : Σn
s −→ (Np ∪Σs)

∗.

It is adaptatively learned from examples of perception-action processes. At every
stage of learning process, compression function c f consists of finitely many exam-
ples of the form:



Interactive Grammars: Toward Perception Based Computing 399

w �−→ c f (w).

This examples are in fact compression rules of the form (in order to differentiate
formal grammars and functional notations we use short arrows for grammar rules1):

w → w′,where w ∈ Σn
s and w′ ∈ N∗

p .

Thus using rule notation we describe the form of compression rules in the following
way:

Σn
s → (Np ∪Σs)

∗.

Perception nonterminal symbols correspond to higher order stages of perception
processes as sensory patterns, perceptual granules or complex vague concepts. Thus
compression rules reflect an idea that perception processes can be represented by
compression functions, possibly lossy compression. Therefore, contrary to classical
formal grammars, interactive grammars in addition to production rules have also
compression rules given by compression function.

Production rules are of the form:

(Σn
s ∪Σa ∪Np ∪Na)

+ → (Na ∪Σa)(Σn
s ∪Σa ∪Np ∪Na)

∗,

i.e. they map words of any kind to words starting from action words. Production
rules are rules of two distinguished kinds:

• decision rules are of the form:

(Σn
s ∪Σa ∪Np ∪Na)

+ → (Na ∪Σa)
∗,

while
• prediction rules are of the form:

p0(Σa ∪Na)
+(Σn

s ∪Np)
∗ → p0(Σa ∪Na)

+p0Σn
s ,

where p0 ∈ Σa is distinguished symbol called prediction symbol
Decision rules map perception words to action ones and they correspond to plan-

ning processes or to activation processes. More exactly, planning decision rules, i.e.
decision rules corresponding to planning processes, where on the basis of perceptual
conditions plans are selected, have the form:

(Σn
s ∪Np)

+ → (Σn
s ∪Np)

+p0(Na ∪Σa)
∗,

while activation decision rules, i.e. decision rules corresponding to action
activation processes, where perceptual guards, usually complex vague concepts
activates some actions, have the form:

1 For describing forms of grammar rules we use also a generalized notation: X → Y refers
to a form of rules whose conditions belongs to set X and productions to set Y , e.g. w → w′,
where w ∈ X and w′ ∈ Y . In addition, wX refers to a form of words consisting of word w
at the beginning and at the end some word form set X , e.g. wx where x ∈ X , and XY refers
to a form of words such that the starting part belongs to X and the ending part belongs to
Y , e.g. xy, where x ∈ X and y ∈ Y .
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p0(Σa ∪Na)
+(Σn

s ∪Np)
∗ → p0(Σa ∪Na)

+(Σn
s ∪Np)

∗(Na ∪Σa)
∗?,

where ? ∈ Σa and denotes query to the environment, i.e. activating an action of
measurement.

Words produced by interactive grammars represents histories of particular com-
putations. For example word:

x⊥yzα p0Abp0sw2Ab?Absw3. (4)

represents the history of the following computation: a sensory measurement gave
result x⊥yz which was processed to a higher order perception granule α by com-
pression function c f , i.e. x⊥yz �−→ c f (x⊥yz) = x⊥yzα , on the basis of α a plan
Ab was selected with a predicted sensory result sw2 what led to executione of plan
Ab, i.e. activation of actions A and b what led to the observed sensory result sw3.
The represented computation reached the phase when a decision should be made
whether the goal was reached and the system should terminate of doing actions
Ab (since goal is reached), continue of doing actions Ab (since goal is not reached
yet but execution of the plan is likely leading to it) or change the plan, abandon
doing actions Ab and start to do other action. In order to make such decisions a
new function of selecting strategies should be learned from data, i.e. from exam-
ples of interaction histories represented by words derived by interactive grammars.
Developing of interactive grammars is a key step to learning selecting strategies
functions.

5 Conclusions

We restricted our considerations to rather intuitive presentation of the main ideas
of interactive grammars as a tool for modeling perception. In particular, we pre-
sented several illustrative examples of granules interactions (e.g., information sys-
tems interactions) and we explained the basic intuitions behind interactive gram-
mars. Deeper analysis of perception based computing will require considering con-
struction of hierarchical information systems. For example, the (semi)optimal se-
lected action at a given moment of time may be predicted on the basis of high level
features of histories recorded in discussed information systems. This directly refers
to the main idea of perception discussed in [8]. One of the main challenge of per-
ception is related to discovery of relevant features of such histories. This problem
will be discussed in our next paper.
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Line Graph for Weighted Networks toward
Overlapping Community Discovery

Tetsuya Yoshida

Abstract. We propose generalized line graph for weighted networks toward over-
lapping community discovery from the networks. Community discovery from a net-
work has often been conducted by assigning each node in a network only to one
community. However, in real world networks, a node (e.g., user) might belong to
several communities. For undirected networks without self-loops, we propose to
generalize line graph by defining the weights in the line graph based on the weights
in the original network. Based on the line graph representation, a node can be as-
signed to more than one community by assigning the links adjacent to the node to
the corresponding communities. Various properties of the proposed generalized line
graph are clarified, and the properties indicate that our proposal is a natural exten-
sion of the conventional line graph. Preliminary experiments are conducted over
several real-world networks, and the results indicate that the proposed generalized
line graph can improve the quality of the discovered overlapping communities.

1 Introduction

Networks (e.g.,the Internet) have been widely utilized as the daily communication
media these days. Besides sending and receiving business messages over the net-
work, social networks (e.g., Facebook, Twitter, etc.) play the role of social infras-
tructure and have been widely utilized [5]. In social networks, users are treated as
nodes in a network, and they are connected to each other via links depending on
their social relations. Various research efforts have been conducted for analyzing
networks and finding out structures in the networks [11, 5].

When users interact with each other over a network, it is important to decide
to which community a user would likely to belong to. For instance, some specific

Tetsuya Yoshida
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information to a community (e.g., coupon) can be sent to the users in the com-
munity. Community discovery from networks is usually defined as a task of de-
tecting (dense) subgraphs as communities with respect to the observed links in a
network [9, 8, 6, 7, 13]. In most previous approaches, community discovery from
a network has been conducted by assigning each node in a network only to one
community. However, in real world networks, a node might belong to several com-
munities in the network.

We propose generalized line graph for weighted networks toward overlapping
community discovery from the networks. For undirected networks without self-
loops, we propose to generalize line graph by defining the weights in the line graph
based on the weights in the original network. For an undirected network, their links
in the original network are mapped to nodes in the corresponding line graph, and
the mapped nodes are connected based on the connectivity in the original network.
Community discovery over a line graph corresponds to link partitioning of the orig-
inal network [3]. By assigning the links adjacent to a node to the corresponding
communities, the node in the original network can be assigned to more than one
community. Various properties of the proposed generalized line graph are clarified,
and the properties indicate that the proposed line graph representation is a natural
extension of the conventional line graph.

Preliminary experiments are conducted over several real-world networks, and the
results indicate that the proposed generalized line graph can improve the quality of
the discovered overlapping communities. The results are encouraging, especially
with respect to the quality of the discovered communities over the proposed line
graph representation.

Section 2 explains the overview of community discovery from networks.
Section 3 describes the details of the proposed line graph representation and its
properties. Section 4 reports the experiments and discusses the results. Section 5
summarizes our contributions and suggests future directions.

2 Community Discovery from Social Networks

2.1 Preliminaries

We use a bold italic lowercase letter to denote a vector, and a bold normal uppercase
letter to denote a matrix. Xi j stands for the element in a matrix X. and XT stands for
the transposition of X. 1n ∈R

n stands for a column vector where each element is 1,
and 1T

n represents the transposed row vector.
Let n stands for the number of nodes in a network G, and m stands for the number

of links 1. Since most social networks are represented as undirected graph without
self-loops [5], we focus on this type of networks in this paper.

The connectivity of a network is usually represented as a square matrix A
∈ {0,1}n×n which is called an adjacency matrix. Ai j = 1 when the pair of vertices

1 We also call a network as a graph, a node as a vertex, and a link as an edge.
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(vi,v j) is connected; otherwise, 0. For an undirected graph without self-loops, the
corresponding adjacency matrix A is symmetric and its diagonal elements are set
to 0. The vector k = A1n denotes the degree vector, where ki represents the degree
(number of links) of vertex i.

For a network G, an incidence matrix B ∈ {0,1}n×m is defined, where Biα =1 if
a link α is related to a node i in G, and 0 otherwise [2]. Following properties hold
for the incidence matrix B:

B1m = k (1)

1T
n B = 21T

m (2)

2.2 Modularity

A quality measure called modularity has been widely utilized in community dis-
covery [6]. Under so-called null model, the modularity Q of a network G is defined
in terms of its adjacency matrix A as:

Q =
1

2m ∑
C∈P

∑
i, j∈C

(Ai j − kik j

2m
) (3)

where P stands for the (node) partition of the network, and C runs over the com-
munities in P . Communities with larger modularity are considered as better parti-
tioning of nodes in a network.

2.3 Community Discovery Methods

Various researches have been conducted on community discovery from social net-
works. In most previous approaches, hard assignment of each node into the corre-
sponding community is conducted.

LabelPropagation[9] conducts community discovery based on majority voting
of the community labels of the neighboring nodes. Initially, every node is given a
unique community label. Then, it repeats the relabelling process where each node
adopts the label that most of its neighbors currently have.

LeadingEigenvector [6] utilizes the leading eigenvector (with the largest eigen-
value) of the so-called modularity matrix, and recursively separates the vertices
into two communities based on the sign of the corresponding element in the
eigenvector.

Walktrap [8] utilizes short random walks over a network to measure the distance
(metric) between nodes as well as the distance between communities in the net-
work. This metric is utilized to conduct the agglomerative clustering (partition) of a
network into communities.
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3 Line Graph for Weighted Networks

We propose a generalized line graph representation for weighted networks with
which a node can be assigned to more than one communities.

3.1 Overlapping Communities Discovery over Line Graph

In most previous approaches, hard clustering was conducted for community discov-
ery in the sense that each node is assigned only to one community. However, in real
world networks, a node might belong to several communities. Generally speaking,
two kinds of approaches can be considered for enabling the assignment of a single
node into multiple communities:

1) invent (or, utilize) soft-clustering methods (e.g., EM algorithm [1]) which would
be applied to the original representation of a network,

2) transform the representation of a newtork so that off-the-shelf hard-clustering
methods can be applied

In this work, we take the above approach 2) to realize overlapping community dis-
covery from neworks.

The paper [3] proposed to utilize the line graph of a network based on the 0-1
adjancy matrix of the network. A line graph L(G) of an undirected simple graph G
(without self-loops) is defined as [2]:

• an edge (link) in G is mappted to a vertex (node) in L(G)
• two vertices in L(G) are connected if the corresponding edges in G share a vertex

in G

Among various properties of line graphs, Whitney’s uniqueness theorem [12] states
that the structure of G can be recovered from its corresponding line graph L(G)
except G is neigher a triangle nor a star of four nodes.

Since links adjacent to a node in the original network G are represented as dif-
ferent nodes in the corresponding line graph L(G), by applying some off-the-shelf
partitioning based community discovery method to L(G), the links in the original
network G can be assigned to communities. By utilizing the communities of the
links to which a node in G are adjacent to, each node in the original network G can
be assigned to more than one communities.

3.2 Previous Line Graph Representation

For an undirected graph G which consists of n nodes and m edges, let B stands for
its 0-1 incidence matrix in Section 2.1. It is known that the 0-1 adjacency matrix A
of G can be represented in terms of B. On the other hand, the 0-1 adjacency matrix
C of the corresponding line graph L(G) can be represented as:

C = BT B− 2Im (4)
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where Im stands for the square identity matrix of size m. Note that the line graph
L(G) defined in eq.(4) is unweighted in the sense that all the links in L(G) share the
common weight. Since nodes in L(G) correspond to links in the original graph G,
this means that the line graph with the adjacency matrix C in eq.(4) cannot differ-
entiate to what extent the links in the original network are related to each other.

Based on the random walk interpretation of the modularity in eq.(3), three types
of “weighted” line graphs were proposed in [3] in terms of the 0-1 adjacency matrix
A of G. Among them, the following matrices are recommended for the line graph
representation:

E = BT D−1B (5)

E1 = BT D−1AD−1B (6)

where D represents a diagonal matrix with Dii = ki
2. The diagonal matrix D is also

represented as diag(k).

3.2.1 Issues in Line Graph Representation

The weighted adjacency matrices E in eq.(5) and E1 in eq.(6) enable to differentiate
to what extent the links in the original network are related to each other over the
corresponding line graph. However, these matrices (and other adjacency matrices of
L(G) proposed in [3]) are defined solely in terms of connectivity (degree) in the
original network G.

Let’s consider community discovery from a weighted graph G0 in Fig. 1. The
number over the edges in G0 represents the weights, which corresponds to the simi-
larities between nodes. According to the weights, the node 1, 3, 4 form a community,
and the node 2, 5 form another community (since these nodes are connected with
links with larger weights). However, in previous approach, the weighted graph G is
treated (or, converted) as an unweighted graph G1, and the adjacency matrix of the
corresponding L(G) is defined based on G1.

As illustrated in the above example, although weights can be defined over a line
graph in previous approach, the defined weights are irrelevant to the weights on

2 The i-th diagonal element is set to the i-th element of k in D.
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the original network G. Thus, even when the original network G is defined as a
weighted graph, the weights in G cannot be reflected on the weights on L(G) in
previous approach.

3.3 Line Graph Representation for Weighted Networks

To alleviate the above problems, we propose to generalize the line graph representa-
tion based on the weights in the original network. Especially, we propose to utilize
the weights in the original network and define several matrices in order to define a
generalized line graph representation.

Suppose an undirected graph G (with n nodes and m links) contains non-negative
weights over links, and wi j stands for the weight on the link between node i and
node j. We assume that the weight wi j can be interpreted as the similarity between
the nodes.

Let Ã stands for a generalized (or, weighted) adjacency matrix of a network G
where Ãi j = wi j . When the weights are interpreted as similarities, the representation
of Ã is also utilized in spectral clustering [10] in machine learning research. Note
that the modularity in eq.(3) can also be defined for Ã, by replacing 2m in eq.(3)
with ∑i, j Ãi j.

Based on Ã, we define several matrices. First, we define the following vector and
matrix:

k̃ = Ã1n (7)

D̃ = diag(k̃) (8)

The vector k̃ in eq.(7) represents the sum of weights on links adjacent to each node
in G. The matrix D̃ in eq.(8) corresponds to the generalization of the diagonal matrix
D in eq.(5) and eq.(6).

Finally, we define a generalized incidence matrix B̃ based on the weights in the
original network G (which are represented as Ã). For a link α=(i, j) which is adja-
cent to a node i and a node j in G, B̃iα and B̃ jα are set to the weight wi j in G; other
elements in the α-th column of B̃ are set to 0. Thus, as in the generalization from A
to Ã, the standard binary 0-1 incidence matrix B is generalized based on the edge
weight in B̃.

3.3.1 Properties of Generalized Matrices

Following properties hold for the above matrices:

B̃1m = k̃ (9)

1T
n B̃ = 2wT (10)

where w ∈R
m in eq.(10) is the weight vector in G. By comparing the above proper-

ties with eq.(1) and eq.(2). we can see that the proposed weighted incidence matrix
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B̃ is a natural generalization of the conventional 0-1 incidence matrix B in Sec-
tion 2.1. Especially, 1m ∈ R

m in eq.(2) is generalized to the weight vector w ∈ R
m

in eq.(10).

3.3.2 Generalized Line Graph

For an undirected graph G, previous line graph representations are often defined in
terms of its incidence matrix B in in Section 2.1. As long as the line graph repre-
sentation is defined in terms of B, its representation can be generalized based on
the proposed generalized matrices. For instance, the line graph representations in
Section 3.3 can be generalized based on the above matrices Ã, B̃ and D̃ as:

C̃ = B̃
T

B̃− 2diag(w′) (11)

Ẽ = B̃
T

D̃
−1

B̃ (12)

Ẽ1 = B̃
T

D̃
−1

ÃD̃
−1

B̃ (13)

where w′ = w � w. Here, � stands for the Hadamard product (element-wise
product) [4].

3.3.3 Properties of Generalized Line Graph Representation

Theorem 1. Following properties hold for the previous line graph representations
and the proposed representations:

1T
mC = (k− 1n)

T B (14)

1T
mC̃ = (k̃− 1n)

T B̃ (15)

1T
mE = 1T

mE1 = 21T
m (16)

1T
mẼ = 1T

mẼ1 = 2ww (17)

Proof

1T
mC = 1T

m(B
T B− 2Im) = kT B− 21T

m = kT B− 1T
n B = (k− 1n)

T B

The second rewriting follows based on eq.(1) and eq.(2). Similarly, by utilizing
eq.(9) and eq.(10), we can prove eq.(15). On the other hand, the same properties
can be utilized to show eq.(17):

1T
mE = 1T

mBT D−1B = kT D−1B = 1T
n B = 21m

1T
mE1 = 1T

mBT D−1AD−1B = kT D−1AD−1B = 1T
n AD−1B

= kT D−1B = 1T
n B = 21m

Similarly, by utilizing eq.(9) and eq.(10), we can prove eq.(17). �

Again, from Theorem 1, we can see that the proposed generalized line graph repre-
sentation is a natural extension of the previous weighted line graph representation.
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3.3.4 Illustrating Examples

For the same weighted graph G0 in Fig. 1, Fig. 2) illustrates that our approach di-
rectly defines the weights over the line graph by reflecting the weights on G0. In
Fig. 2, since the weights on the original network G0 differs depending on the links,
weights on Ẽ1 does not become symmetric in the corresponding line graph (since
the original information (weights) on G0 are not discarded in our approach).

4 Preliminary Experiments

4.1 Experimental Settings

4.1.1 Datasets

Preliminary experiments were conducted over real-world networks. We collected
several benchmark networks with weighted links. Utilized networks are shown in
Table 1 and Table 2. Networks in Table 1 are available as GML (graph markup
language) format3. Networks in Table 2 are co-authorship networks among re-
searchers4. The co-authorship relations is represented as an adjacency matrix Ã,
where Ãi j stands for the number of papers which are co-authored by authors (nodes)
i and j.

4.1.2 Community Discovery Methods

We utilized the community discovery methods described in Section 2.3, namely:
1) labelPropagation[9], 2) leadingEigenvector [6], 3) walktrap [8]. Since all of

3 http://www-personal.umich.edu/˜mejn/netdata/ (celegansneural was converted into undi-
rected network in the experiment)

4 Pascal: http://analytics.ijs.si/˜blazf/pvc/data.html
IV’04: http://iv.slis.indiana.edu/ref/iv04contest/
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Table 1 Weighted Networks

dataset #nodes #links
lesmis 77 254

celegansneural 297 2345
netscience 1589 2742

Table 2 Co-authorship Networks

dataset # nodes #links
Pascal 313 381
IV’04 735 1360

them conduct hard clustering, these were utilized to conduct link partitioning of the
constructed line graphs.

4.1.3 Quality Measures

In each method, we evaluated the modularity in eq.(3) with respect to the link par-
titioning of the constructed line graphs. Communities with larger modularity are
considered as better in terms of modularity measure. Note that the modularity is
calculated with respect to the weighted adjacency matrix in the line graph represen-
tation (2m in eq.(3) becomes the sum of the weights).

In addition, we counted the number of discovered communities, since the link
partitioning generally leads to larger number of communities. Furthermore, since the
utilization of line graph representation enables overlapping community discovery,
we recorded the maximum number of communities per node (as an indirect measure
of diversity of overlapping communities).

4.1.4 Type of Line Graph

One good property of E1 in eq.(6) is that, the modularity with respect to node parti-
tioning of a network G is equal to the modularity with respect to the link partitioning
of L(G) [3] . Thus, since community discovery in terms of the node partitioning of
G can be pursued in terms of link partitioning of G over the line graph representa-
tion with E1, we used E1 for 0-1 adjacency matrix A and Ẽ1 for the weighted Ã in
the experiments, and compared their performance in terms of the modularity.

4.2 Results

The results are summarized in Table 3. The column for “with E1” and that for “with
Ẽ1” show the modularity of the discovered communities over the corresponding
line graphs (the larger ones are shown in bold). The column for “#comm.” shows
the number of discovered communities, and that for “#max.” shows the maximum
number of communities per node. Since walktrap does not work over disconnected
networks, the results for netscience, Pascal and IV’04 (these are disconnected net-
works) are not shown in Table 3.

The results in Table 3 indicate that, by utilizing the proposed line graph repre-
sentation in Section 3.3, it was possible to discover better communities by apply-
ing standard node partitioning based methods in terms of modularity in eq.(3). The
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Table 3 Results

dataset method with E1 #comm. #max. with Ẽ1 #comm. #max.

lesmis labelPropagation 0.473 6 4 0.448 7 4
leadingEigenvector 0.424 9 6 0.451 8 6

walktrap 0.435 4 2 0.515 6 4
celegansneural labelPropagation 0.000 1 1 0.297 2 2

leadingEigenvector 0.198 17 10 0.271 17 10
walktrap 0.291 2 2 0.319 3 3

netscience labelPropagation 0.837 510 10 0.857 470 14
leadingEigenvector 0.894 153 3 0.826 270 4

Pascal labelPropagation 0.784 106 8 0.812 96 4
leadingEigenvector 0.857 41 3 0.875 41 3

IV’04 labelPropagation 0.861 259 9 0.858 252 8
leadingEigenvector 0.862 128 3 0.852 119 3

proposed approach contributed to larger modularity over the datasets in Table 1, es-
pecially over celegansneural dataset (the second row in Table 3). On the other hand,
although it outperformed the previous approach (with E1) over Pascal dataset in
Table 2, but not for IV’04.

As for the number of discovered communities and the maximum number of com-
munities per node, the results differed depending on the datasets. Still, the number of
discovered communities was similar with both methods (except for netscience). On
the other hand, the maximum number of communities per node slightly increased
with the proposed approach. We plan to conduct more detailed investigation of the
discovered communities.

4.3 Discussions

The proposed line graph representation in Section 3.3 can reflect the weights on
the original network, and enables overlapping community discovery via link parti-
tioning over the weighted line graph. The difference with the previous line graph
representation in Section 3.2 will become prominent as the diversity in the weights
on the original network increases. Although reflecting the original weights over the
line graph representation does not necessarily guarantee the discovery of “better”
overlapping communities (e.g., in terms of modularity), we believe that reflecting
the information in the original network leads to better understanding (and, discov-
ery) of overlapping communities.

5 Concluding Remarks

We proposed generalized line graph for weighted networks toward overlapping
community discovery from the networks. For undirected networks without
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self-loops, we proposed to generalize line graph by defining the weights in the line
graph based on the weights in the original network. By assigning the links adja-
cent to a node to the corresponding communities, the node can be assigned to more
than one community. Various properties of the proposed generalized line graph are
proved, and the properties indicate that the proposed line graph representation is a
natural extension of the conventional line graph.

Preliminary experiments are conducted over several real-world networks, and the
results indicate that the proposed generalized line graph can improve the quality of
the discovered overlapping communities. The results are encouraging, especially
with respect to the quality of discovered communities. We plan to conduct more
in-depth analysis of the discovered communities and extend the proposed method
based on the analysis in near future.
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Modeling of Climate Data in Terms of AR(1)
Process Contaminated with Noise

Yuta Arai and Hiroshi Iyetomi

Abstract. It is widely recognized that teleconnections (correlations between cli-
mates at remote places) such as El Niño play a crucial role in understanding abnor-
mal weather phenomena. To extract such correlations in multivariate climate data,
the random matrix theory (RMT) combined with the principal component analysis
(PCA) can be successfully used; the RMT has power to distinguish between sta-
tistically meaningful correlations and noises. Here we demonstrate that sea level
pressure (SLP), which is one of basic meteorological measurements for teleconnec-
tions, have characteristic autocorrelations. Unfortunately the standard RMT is not
able to distinguish between autocorrelations and cross-correlations. We show that
an AR(1) process contaminated with noise reproduces the autocorrelations of the
SLP quite well. Then we estimate autocorrelation effects on the eigenvalue distribu-
tion of the SLP correlation matrix, which makes the extraction procedure of genuine
cross-correlations more reliable.

1 Introduction

We often use the principal component analysis to extract the significant corre-
lations in the multivariate time series data. Then the RMT was used to esti-
mate how many principal components should be retained as being statistically
significant[1, 2, 3, 4, 5, 6, 7]. In this case, the RMT works as a null hypothesis.

We consider a random matrix H which is an N×T matrix; its elements {hi j} (1≤
i≤N,1 ≤ j ≤ T ) are random variables with zero mean and unit variance, and totally
independent. The random correlation matrix is calculated as
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C =
1
T

HHT. (1)

In the limit N,T → ∞ with fixed Q ≡ T/N, the probability density function ρ(λ ) of
eigenvalue λ of the random correlation matrix C is analytically obtained as

ρ(λ ) =
Q
2π

√
(λ+−λ )(λ −λ−)

λ
, (2)

λ± = 1+ 1/Q± 2
√

1/Q, (3)

for λ ∈ [λ−,λ+], where λ− and λ+ are the minimum and maximum eigenvalues of
C, respectively. Therefore, the RMT serves as a powerful null hypothesis for the
PCA. So the eigenvalue which is larger than λ+ is regarded as the appearance of
the significant correlations. However the analytic result Eq. (2) is valid for {hi j} are
mutually independent. If the time series data contains the autocorrelations, we can
not distinguish between the autocorrelations and the cross-correlations.

2 SLP Data

Here we use the monthly data [8] for sea level pressure (SLP) which are given on
the 2-degree grid for 80-year period of 1910-1990 (T = 960). Since the whole data
is too large, we reduced the number N of observation points from 16200 to 948. To
remove seasonal variation involved in the original data, we then defined a normal
value by averaging the data in each month over 30 years ranging from 1960 through
1989. We analyze deviation of the SLP from its normal value thus calculated, which
is referred to as anomaly.

Figure 1(a) shows the autocorrelations of the SLP anomalies for time lag 1, 2
and 3 months. And the corresponding autocorrelations of monthly difference of the
same data are given in Fig. 1(b). From these figures, we see that the autocorrelations
of the SLP data and their monthly difference have rather universal behavior in all
observation points. Therefore we calculate average of the autocorrelations

φ(τ) =
1
N

N

∑
i=1

φi(τ), (4)

φ ′
(τ) =

1
N

N

∑
i=1

φ ′
i (τ), (5)

where φi(τ) denotes the autocorrelation of the SLP data and φ ′
i (τ) is that of the

monthly differences at τ month time lag. The two results are compared in Fig. 2.
Especially we note

φ(1) � 0.17, (6)

φ ′
(1) � −0.46. (7)
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(a)

(b)

Fig. 1 Autocorrelation coefficients at one-, two- and three-month time lags for the SLP data
(a) and for their monthly differences (b)

(a) (b)

Fig. 2 (a) The autocorrelation function for the SLP data themselves averaged over the obser-
vation points; (b) the corresponding function for monthly differences of the SLP data
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Figure 2 demonstrates that the autocorrelation of the SLP has a long-range tail, in
contrast, the autocorrelation of the corresponding monthly differences is very short-
lived (nearly for 1 month).

These results force us to study autocorrelation effects on the eigenvalue distribu-
tion of the correlation matrix of the SLP data.

3 Stochastic Processes for the SLP Data

Here we work out a stochastic process which explains the characteristics of auto-
correlation in the SLP data as has been shown in Figs. 1 and 2.

3.1 AR(1) Process

First, we adopt an autoregressive process of order 1, referred to as AR(1), to model
the autocorrelations of the SLP data. The AR(1) process is given by

xt = ρxt−1 + εt , (8)

where the parameter ρ takes a value of |ρ | < 1, and εt is a random variable with
zero mean and unit variance. In this model the autocorrelation at τ time lag, exactly
calculated as

φAR(1)(τ) = ρτ , (9)

has a long-range tail. Figure 3(a) indicates the autocorrelation of the SLP data for
the long-range nature of decays in the form (9) with ρ � 0.8. We see that the AR(1)
process is able to account the autocorrelation of the SLP data quite well.

(a) (b)

Fig. 3 Comparison of the autocorrelation function of the AR(1) process with that of the SLP
data and their monthly differences. The cross symbols depicts the empirical data and the solid
line is the AR(1) process.
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On the other hand, the autocorrelation of differences of the AR(1) process is
given by

φ ′
AR(1)(τ) =−1−ρ

2
ρτ−1. (10)

In this case, the AR(1) process does no reproduce the autocorrelations of the SLP
data. The autocorrelation of monthly difference of the SLP data exists only 1 month
time lag. However, the autocorrelation of this model is long range period.

3.2 Random Number Sequence

Alternatively, we consider a series of random numbers to describe the autocorrela-
tion of the SLP data. The random number sequence model is just a special case of
the AR(1) process (8) with ρ = 0;

xt = εt , (11)

The autocorrelation of difference of the random number sequence is given by

φ ′
rand(τ) =

{− 1
2 (τ = 1)

0 (τ �= 1)
(12)

Therefore, this model reproduces the autocorrelation of monthly differences of the
SLP data quite well as shown in Fig. 2(b).

However, the random number sequence has no autocorrelations as opposed to the
empirical fact as shown in Fig. 2(a).

3.3 AR(1) Process Contaminated with Noise

As previously explained, the AR(1) process and the random number sequence sat-
isfy only either autocorrelations. Then we propose the AR(1) process contaminated
with noise. This model is described by

x̃t = xt +ηt , (13)

where xt is the AR(1) process and ηt is random variable with zero mean and variance
σ2. In the limit 〈η2〉 → ∞, Eq. (13) equals the random number sequence. On the
other hands, in the limit 〈η2〉 → 0, Eq. (13) equals the AR(1) process.

Autocorrelation of this process is calculated as

φx̃(τ) =
ρτ

1+ σ 2

〈x2〉
. (14)

And the autocorrelation of difference of the AR(1) process contaminated with noise
is given by
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φ ′
x̃(τ) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

− 1
2

(1−2ρ+ρ2)+ σ2

〈x2〉
1−ρ+ σ2

〈x2〉
for τ = 1

− 1
2
(1−2ρ+ρ2)ρτ−1

1−ρ+ σ2

〈x2〉
for τ ≥ 2

. (15)

Here we assume the value of ρ is ρ = 0.8 because the autocorrelation of the SLP
data decays in the form 0.8τ as shown in Fig. 3(a). Then We calculate the mean
square error to estimate the best value of σ 2

〈x2〉 in reproducing the autocorrelations of
the SLP data. The mean square error is given by

Δ
(

σ2

〈x2〉
)
=

1
T

T−1

∑
τ=0

(
φσ 2/〈x2〉(τ)−φSLP(τ)

)2
, (16)

where φσ 2/〈x2〉(τ) stands for the autocorrelation of the time series {x̃t} at τ time lag

with given each σ 2

〈x2〉 and φSLP(τ), for that of the SLP data at the same time lag.

Table 1 Comparison of the mean square error of the autocorrelations with given σ2

〈x2〉

Δ (3.4) Δ (3.6) Δ (3.8) Δ (4.0)
6.0×10−5 5.8×10−5 5.9×10−5 6.0×10−5

Table 1 shows the result of the mean square errors for each σ 2

〈x2〉 . From this result,
we regard that SLP data follows the AR(1) process contaminated with noise which
satisfies under the condition

ρ = 0.8,
σ2

〈x2〉 = 3.6. (17)

(a) (b)

Fig. 4 Comparison of the autocorrelation of the AR(1) process contaminated with noise and
that of the SLP data. The right panel corresponds to the difference of the time series data. In
each figures, the cross symbol corresponds to the SLP data and the solid line is the AR(1)
process contaminated with noise.



Stochastic Modeling of Climate Data 421

Figures 4(a) and (b) compare the autocorrelation of the AR(1) process contaminated
with noise and that of the SLP data. In Fig. 4(a), we can see that the AR(1) process
contaminated with noise has the autocorrelation for a long time. On the other hands,
in Fig. 4(b), the autocorrelation of difference of the AR(1) process contaminated
with noise has the autocorrelation at only 1 month time lag. So this model repro-
duces the autocorrelation of the SLP data.

4 Eigenvalue Distribution

Figure 5 shows the eigenvalue distribution of the AR(1) process contaminated with
noise (104 samples were generated) and that of the SLP data. Through the influence
of the autocorrelation effects, the eigenvalues which larger than λ+ appear clearly
visible. Therefore, the eigenvalues of the SLP data which near the λ+ are regarded
as the appearance of the autocorrelation effects. If we adopt the criterion λ > λ+,
the number of the principal components are 42. However, we adopt the criterion
considered the autocorrelation effects, the number of the principal component is 38.
Then using this criterion, we can distinguish between the autocorrelations and the
cross-correlations.

On the other hands, Fig. 6 shows 〈η2
t 〉 dependence of the maximal eigenvalue

of the correlation matrices which consist of the time series {x̃t}. To neglect the
statistical error, 104 samples were generated. In the limit σ2/〈x2〉 → ∞, the max-
imal eigenvalue equals that of the time series {xt+1 − xt} given ρ = 0. For small
σ2/〈x2〉, the maximal eigenvalue equals that of the time series {xt+1 − xt} given
ρ = 0.8. Since the time series {x̃i,t+1 − x̃i,t} contains only autocorrelations, the
eigenvalues which are larger than λ+ are regarded as appearance of cross-correlation
structures.

Fig. 5 Comparison of the eigenvalue distribution of the AR(1) process contaminated with
noise and that of the SLP data
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Fig. 6 〈η2
t 〉 dependence of the maximal eigenvalue of the correlation matrices which consist

of the time series {ỹt}. The block line denotes λ+.

5 Summary

In this paper, we modeled the SLP data. As a result, the SLP data was modeled by
the AR(1) process contaminated with noise. This process reproduce the autocorre-
lation of the SLP data quite well. Moreover we calculate the eigenvalue distribution
of the correlation matrices which consist of the time series {x̃t}. The behavior of its
distribution is almost the same as that of the monthly differences of the SLP data.
Moreover the view of application for the principal component analysis, we inves-
tigate the maximal eigenvalue. Such an extensive study enables us to distinguish
between the autocorrelations and the cross-correlations in various data. Detailed
analysis of the meaningful correlations of the SLP data is in progress.
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Moment Approach for Quantitative Evaluation 
of Randomness Based on RMT Formula 

Mieko Tanaka-Yamawaki, Xin Yang, and Ryota Itoi* 

Abstract. We develop in this article a quantitative formulation of the randomness-
test based on the random matrix theory (RMT-test), in order to compare a subtle 
difference of randomness between given random sequences. Namely, we compare 
the moments of the actual eigenvalue distribution to the corresponding theoretical 
expression that we derive from the formula theoretically derived by the random 
matrix theory. We employ the moment analysis in order to compare the eigen-
value distribution of the cross correlation matrix between pairs of sequences. 
Using this method, we compare the randomness of five kinds of random data 
generated by two pseudo-random generators (LCG and MT) and three physical 
generators. Although the randomness of the individual sequence can be quantified 
in a precise manner using this method, we found that the measured values of 
randomness fluctuate significantly. Taking the average over 100 independent 
samples each, we conclude that the randomness of the random data generated by 
the five generators are indistinguishable by the proposed method, while the same 
method can detect the randomness of the derivatives of the sequences, or the 
initial part of LCG, which are distinctly lower. 
 
Keywords: Randomness measure, RMT-test, Moment analysis, Eigenvalues of 
cross correlation matrix, Marcenko-Pastur distribution. 

1   Introduction 

The random matrix theory (RMT, hereafter) [1,2] has a wide variety of application 
from the nuclear energy levels [3] to the principal component analysis of stock 
markets [4-8]. Especially, the latter example has attracted much attention of the 
community of econo-physics in which many researchers have been working to 
discover possible rules or structures behind the motion of stock prices. As a 
byproduct of this activity, that we call the RMT-PCA [7,8] to study correlations of 
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stock prices, we have realized to apply RMT to measure the degree of randomness 
of given time series. 

In the previous meeting of IDT [9], we proposed the first version of a new 
algorithm of testing the randomness of marginally random sequences, the 
qualitative version of the RMT-test, and applied that method on two popular 
pseudo-random numbers, the Linear Congruential Generator (LCG) [10] and the 
Mersenne Twister (MT) [11] and showed that both pass the test. 

In this article we develop a quantitative formulation of the randomness-test 
based on the random matrix theory (the quantitative version of the RMT-test), in 
order to compare a subtle difference of randomness between given random 
sequences. For this purpose we employ the moment method in order to compare 
the shape of the eigenvalue distribution of the cross correlation matrix obtained 
from the data to the theoretically derived eigenvalue distribution from the random 
matrix theory, which is so-called Marcenko-Pastur distribution [12,13]. We test 
this new method on the same pseudo-random numbers as before, and three 
physical random numbers which can be downloaded from the web-site of the 
Institute of Statistical Mathematics [14].  

2   Synopsis of the RMT-Test 

The method of the RMT-test is outlined as follows [6,7]. We aim to test the 
randomness of a long 1-dimensional sequence of numerical data, S.  

At the first step, we cut S into N pieces of equal length T by discarding the 
remainder if the length of S is not divisible by T. Each piece, Si = (Si,1, S i,2 , ... , 
Si,T), is converted to a normalized vector x i = (xi,1, x i,2 , ... , xi,T) of zero mean and 
unit variance. Since the original sequence S is random, in general all those vectors 
are independent. We construct a cross correlation matrix C by taking the inner 
product of two vectors xi 

and xj, 

t,j

T

1t

t,ij,i x x
T

1
C ∑

=

=                            (1) 

which is symmetric under the interchange of i and j by definition. We solve an 
eigenvalue problem of C 

kkk vvC λ=   (k=1,…,N)                   (2) 

to obtain λk , the k-th eigenvalue, and its eigenvector vk  
The distribution of the eigenvalues is compared [4-9] to the theoretical formula 

derived in the RMT at the limit of 

2

( )( )Q
P ( )RMT

λ λ λ λ
λ

π λ
− −+ −=                    (3) 

 

.constN/TQ,T,N ==∞→∞→
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where the upper bound and the lower bound are given by the following formula 

1 2 21 /( Q )λ −= ±±                             (4) 

Unlike the qualitative version of the RMT-test [9], we utilize the moment analysis 
to compare the k-th moments of the eigenvalues, obtained from the Eq. (2) for the 
data 

 
                                                          (5) 

 
compare to the theoretical moment 

 
                                                                 (6) 

 
The explicit formula of moments as a function of Q up to k=6 can be obtained, by 
substituting Eq.(3) and Eq.(4), into Eq.(6), as follows [15]: 

 
(7) 

                                                               
                                                              (8) 

                                                                                                                                  
(9) 

 
                                                                  

                                                               
(10) 

 
(11) 

 
 

(12) 
 
The quantified criterion of randomness is identified as the deviation of EXPmk     

from RMTmk  :                                                           

                              
 
 
By setting the upper limit of the Error in Eq.(13), we accept the data to be random 
if              

|Error| <                                      
 
and reject it if otherwise.  

The quantitative version of the RMT-test can be summarized in the following 
five steps in Table 1. 
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Table 1 Algorithm of the quantitative version of the RMT-test 

 
 
 
 
 
 
 
 
 
 
 
 
Note that we do not need to solve the eigenvalue problem in Eq.(2) directly but 
simply obtain the trace (sum of all the diagonal elements) 
 

                                                                (15) 
 
of the matrix of the k-th power    of the cross correlation matrix to obtain the k-th 
moment in Step 3. 

3   Applications of the RMT-Test on Random Sequences 

3.1   Discussion on the Reasonable Range of N and T 

We need to choose large enough N and T in order to justify the test, since the 
theoretical formula of the eigenvalue distribution PRMT is derived at the limit of N 
and T being infinity. In order to determine the practically reasonable value for 
those parameters, we apply the test on the data taken from the two pseudo random 
number generators, LCG and MT, for N=200, 300, 400, 500 at Q=3, and compare 
the moments up to the 6-th order to the corresponding theoretical formula.  

 

  

Fig. 1 Errors as a function of N obtained for two pseudo-random data (LCG,MT) 

1. Prepare a string to be tested and cut it into N pieces of length T. 
2. Each piece, Si = (Si,1, S i,2 , ... , Si,T), is converted to a normalized vector  

x i = (xi,1, x i,2 , ... , xi,T) of zero mean, unit variance. Taking the inner 
product of two vectors xi 

and xj and divide it by T, we make the correlation 
matrix, C in Eq. (1). 

3. Obtain the k-th moment EXP
km  for k=1,…,6 from the trace of kC . 

4. Compute the Error in Eq. (14) from the ratio of EXP
km and RMT

km . 

5. The string passes the RMT- test if |Error| < ε and fails if otherwise. 

kC

∑ ∑
= =

λ=
N

1i

N

1i

k
ii,i

k )()C(
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We show the average errors over 100 different seeds, of SEED=1,.., 100, by six 
lines corresponding to the 1st to the 6th moments from the bottom to the top, for 
LCG and MT. In both figures, the errors go down gradually as N increases from 
200 to 400, and then become stable after N reaches 500. At N=500, the errors 
become smaller than 0.3%.  

3.2   Quantitative Evaluation of Randomness by Means of 
Moments 

By using the value Q=3 and N=500 in the last section, we apply the algorithm of 
Table 1 together with Eq. (15). At this moment, we need to set the constant ε , the 

upper limit of the Error for the randomness test. This limit is supposed to work for 
widely-used pseudo-random numbers, and physical random numbers as well. Thus 
we investigate the level of errors by using the two pseudo-random generators, 
LCG and MT, that we have used to determine N and T in the last section, and the 
physically generated random numbers downloaded from a web page. There are 
three different physical generators, Toshiba, Hitachi, and Tokyo-Electron, offered 
by the Institute of Statistical Mathematics [14]. We have obtained the results of 
using those five data for k=2-6, Q=3, T=1500, and showed in Table 2, the average 
(and the standard deviation in the parentheses) over the 100 independent tests. 

Table 2 Errors for the 5 data: the average (SD) over 100 independent tests for 
Q=3(T=1500) 

K LCG MT Toshiba Hitachi Tokyo 

2 -.0004(.0010) -.0004(.0009) -.0004(.0010) -.0004(.0010) -.0004(.0009) 

3 -.0010(.0026) -.0009(.0024) -.0011(.0026) -.0011(.0025) -.0009(.0025) 

4 -.0018(.0047) -.0014(.0041) -.0019(.0046) -.0019(.0044) -.0015(.0044) 

5 -.0027(.0072) -.0019(.0062) -.0026(.0070) -.0028(.0066) -.0019(.0067) 

6 -.0036(.0100) -.0022(.0085) -.0033(.0096) -.0037(.0092) -.0021(.0093) 

Table 3 Errors for the 5 data: the average (SD) over 100 independent tests for 
Q=6(T=3000) 

K LCG MT Toshiba Hitachi Tokyo 

2 -.0003(.0006) -.0001(.0006) -.0002(.0006) -.0002(.0006) -.0002(.0005) 

3 -.0008(.0016) -.0004(.0015) -.0005(.0015) -.0006(.0016) -.0004(.0014) 

4 -.0014(.0028) -.0006(.0027) -.0008(.0027) -.0011(.0028) -.0007(.0026) 

5 -.0020(.0043) -.0009(.0042) -.0012(.0042) -.0016(.0043) -.0009(.0040) 

6 -.0026(.0060) -.0012(.0058) -.0015(.0058) -.0020(.0060) -.0010(.0056) 
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4   Detecting Off-Randomness by Means of the RMT-Test 

Using the moment method that we have developed so far, we now deal with some 
off-random examples. 

4.1   Testing the Initial Part of LCG 

The initial part of LCG is expected to have low randomness. In order to quantity 
the degree of randomness, we apply the quantitative RMT-test on the collection of 
initial parts of LCG, and compare them with the corresponding data of MT. 

Table 4 Randomness of the initial parts of pseudo random numbers 

Errors in RMT test for the initial 500 elements 

ｋ LCG MT 

2 .0046 -.0018 

3 .0102 -.0042 

4 .0198 -.0064 

5 .0356 -.0083 

6 .0592 -.0099 

 
From this, we learn that the errors of moment ratio for the initial 500 elements 

of LCG are considerably large compared to the corresponding elements of MT. As 
we observed in the previous work [9], the off-randomness of initial 500 elements 
of LCG can be distinguishable by eyes, by the fact that some eigenvalues exceed 
the theoretical limit of the RMT. 

4.2   Testing the Randomness of Log-Return Sequences 

It is customary to convert the price time series p1, p2, ..., pT to the log-return time 
series r1, r2, ...,rT by means of Eq.(16) in the financial analysis, in order to 
eliminate the unit/size dependence of different stock prices. 

                            (16) 

However, this process involves the same P  for r  and for r . Because of this, 
the time series of log-returns loose the randomness that existed in the original price 
time series and a certain pattern specific to the log-return time series emerges. 

We test the randomness of such log-return series by using the two pseudo-
random generators, LCG and MT, and examine how the randomness is retained in 
the process of converting the original time series to the log-return sequence. By 
generating the series to make N=500 and T=1500 (Q=3) and execute the process 
of the RMT-test in Section 2, we show the result of moment analysis in Table 5  
 

)/Plog(Pr 1iii −=
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Table 5 Errors in RMT-test for the overlapping(left) and non-overlapping(right) log-return 
sequences 

 Overlapping Non-overlapping 

ｋ LCG MT LCG MT 

2 .1268 .1230 -.0013 -.0016 

3 .3211 .3089 -.0039 -.0042 

4 .5692 .5434 -.0072 -.0076 

5 .8732 .8282 -.0112 -.0115 

6 1.2416 1.1702 -.0156 -.0159 

 
(left). We also point out that this effect can be eliminated if we take the non-
overlapping log-return by giving up the half of the total elements of r  (i=even or 
odd), in exchange of the length of data T to one half of the original. The result of 
moment analysis is given in Table 5 (right).  

5   Comparing with NIST Randomness Test  

Randomness test of NIST [16] (National Institute of Standards and Technology) is 
usually used to judge the randomness of sequences. The NIST Test Suite is a 
statistical package consisting of 15 tests that were developed to test the 
randomness of (arbitrarily long) binary sequences produced by either hardware or 
software based cryptographic random or pseudorandom number generators. Some 
tests are decomposable into a variety of subtests. The 15 tests are: Frequency  
 

Table 6 Result of log-return sequences test by NIST Randomness test 

1 Frequency (Monobit) Test ○ 
2 Frequency Test within a Block ○ 
3 Runs Test × 
4 Test for the Longest Run of Ones in a Block × 
5 Binary Matrix Rank Test ○ 
6 Discrete Fourier Transform (Spectral) Test × 
7 Non-overlapping Template Matching Test × 
8 Overlapping Template Matching Test × 
2 Maurer’s “Universal Statistical” Test × 
3 Linear Complexity Test ○ 
4 Serial Test × 
5 Approximate Entropy Test × 
6 Cumulative Sums (Cusum) Test ○ 
7 Random Excursions Test × 
8 Random Excursions Variant Test ○ 
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(Monobit) Test, Frequency Test within a Block, Runs Test, Tests for the Longest-
Run-of-Ones in a Block, Binary Matrix Rank Test, Discrete Fourier Transform 
(Spectral) Test, Non-overlapping Template Matching Test, Overlapping Template 
Matching Test, Maurer's "Universal Statistical" Test, Linear Complexity Test, 
Serial Test, Approximate Entropy Test, Cumulative Sums Test, Random 
Excursions Test, and Random Excursions Variant Test.  

Here we check the result with the NIST randomness test, that the two pseudo-
random numbers and three physical random numbers, have passed the NIST 
random test (15/15), but as shown in Table 6 less than 50% tests has been passed 
(6/15), the log-return sequences failed the NIST randomness test. However the 
initial part of LCG passed the NIST randomness test, we can say the criterion of 
the RMT-test is stricter than NIST randomness test. 

6   Criterion of the Quantitative RMT-Test 

Since all the five examples, LCG, MT, and the three physical random generators, 
that we used in this article pass the randomness test of NIST, we confirm that they 
are good random generators. From this fact, we determine the upper bound of the 
Error for the quantitative RMT test. As shown in Table 2 and Table 3 for N=500, 
the average values of errors of the five examples with 100 independent sequences 
are all smaller than 0.4%. However, because of large standard deviations, the 
maximum value of the Error for the 6-th moment reaches as large as 2.65% for 
N=500. Thus we are forced to allow the Error of the size 3% for the randomness 
test. By choosing an optimum upper bound ε=0.05 as the criterion, we can make 
all the five samples pass the RMT-test. On the other hand, the off-random 
example such as the initial part of LCG with the error slightly over 5% as in Table 
4(left) can be immediately observed visually, as in Fig.4(left) in Ref. [9], the size 
of the Error to discriminate randomness must be between 3% and 5%. By 
choosing the optimum value for the upper bound of the Error to be 5%, i.e., ε
=0.05 for N=500, we can set the criterion of the quantitative RMT-test. In order to 
see whether the criterion of ε

 = 0.05 is valid for much lower N, we examine the 
error levels of the 6-th moments at N=200 and N=100. As shown in Fig. 2 and 
Fig. 3, the ε=0.05 is not valid for N< 200. Thus we conclude the minimum value 

of the parameter N to be N ≥ 200 for our quantitative test of RMT. 
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Fig. 2 More than 90% samples pass the RMT-test if ε=0.05 for N=200 
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Fig. 3 More than 90% samples pass the RMT-test if ε=0.10 for N=100 

7   Summary 

In this paper, we have improved the RMT-test by using moment analysis. In order 
to examine its effectiveness, we tested it on two pseudo-random number 
generators, LCG and MT, and three physical random numbers made by Toshiba, 
Hitachi and Tokyo-Electron. Based on those experiments, we determine the 
criterion of the quantitative RMT-test, i.e., the upper limit of the Error ε to be 5% 

for N>200. As a result, the sequences indistinguishable by the qualitative RMT-
test [9], are also indistinguishable in quantitative RMT-test.  

Finally, we mention advantages and disadvantages of our RMT test. Compared 
to other conventional methods of testing randomness, the RMT-test can be applied 
on wide range of numerical data, independent of its data format or types. 
Moreover, the result is visually presented in a graph that can be grasped 
intuitively. It is particularly suitable to test the randomness of very long, massive 
data sequences. No null hypothesis, or other complicated process is required. On 
the other hand, the method requires a very long data sequence. 
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Network Security Evaluation Method via Attack 
Graphs and Fuzzy Cognitive Maps 

Aodah Diamah, Masoud Mohammadian, and Bala M. Balachandran* 

Abstract. When presented with an attack graph, network administrator may raise 
question on how to harden the network. To defend his network, network adminis-
trator should be supplied with list of all attack paths that can compromise the net-
work. With this list, he can decide which paths are worth paying attention to and 
defending against. In the event of limited resources, network administrator may 
only be interested in certain critical paths which cause worst network attack. At-
tack graph alone is not always helpful on its own and needs additional work for 
this purpose. In this paper we present the use of a Fuzzy Cognitive Map which  
is converted from attack graph with genetic algorithm to find attack scenarios 
causing worst impact on network security. The identified scenarios can then help 
network administrator to mitigate risks associated with the attack scenarios and 
improve his network security. 

 
Keywords: Network security, attack graph, FCM, Genetic Algorithm. 

1   Introduction 

Vulnerabilities are inevitable in any computer network. There are a few factors 
contributing to this: First, networks generally use commercial software which 
comes with their vulnerabilities. In most cases, there is a window of time between 
the discovery of vulnerabilities and the release of patches to fix them, allowing 
room for an attacker to take action on the vulnerabilities [1]. Second, a network 
may seem to be secure with individual vulnerabilities being managed by security 
services. However the effect of these isolated vulnerabilities exploited together by 
an attacker to penetrate into a network is often overlooked [2]. In most cases rare-
ly network attacks are done with one single step. They are generally composed of 
multi-step attack with each step exploiting an individual vulnerability to advance 
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deeper into the network [1][3]. Hence, no network is free from attacker. While 
passive measures such as intrusion detection system and firewalls have been used 
widely for network defence, researchers are in the opinion that passive mechanism 
alone is not adequate and incorporating proactive defence in network security 
management can provide better and effective security governance [1]. Such proac-
tive defence is manifested in finding possible attacks in computer network before 
they become incident [4] and hardening the network [5][6]. 

Attack graphs have been used as a tool to analyse network vulnerabilities since 
they can show paths that might be taken by an attacker to penetrate into a network. 
However attack graphs do not always useful on their own. Although attack graphs 
shows paths of exploits, network administrator care more of how to harden their 
networks [7]. When a network grows, the attack graph may become too complex 
for network administrator to understand how it helps him to prevent attackers from 
reaching their goals [5].  

This paper presents the use of attack graph to help network administrator iden-
tify worst case scenarios and which vulnerabilities of his network that urgently 
need to be resolved. Worst case scenario happens when an attacker has minimum 
effort in launching attack but obtain maximum access to restricted privileges with-
in the network. In our approach, we employ an attack graph that has been con-
verted into a Fuzzy Cognitive Map (FCM) and Genetic Algorithm (GA) to search 
for minimum set of attacks that allow achieving maximum goals.  

The paper is organised as follows: First we discuss related past works then we 
discuss a case study on analysing different attack scenario where we would like to 
find minimum set of attack that result in greatest probability of accessing re-
stricted privileges. Finally, result, conclusion and future work are presented. 

2   Related Work 

Attack graphs are used for network security analysis since they can help determine 
if an attacker can reach his goal of accessing restricted network resources from a 
starting location. Attack graphs consist of nodes and edges which represent attack-
er’s actions (normally exploiting vulnerabilities) and consequences of the actions, 
respectively [8].  In [9], minimization analysis was done using attack graph to 
quantify the likelihood of an attacker to succeed by evaluating every subset of at-
tack paths. If a set of exploits are available to attacker, checking every possible 
subset of attacks is exponential in the number of attack. The proposed method is 
able to find minimum critical sets of attacks (MCSA) that must be removed to fail 
attacker reaching his goal in polynomial time. If the size of the attack graph is m 
and the number of attacks is n, maximum time to find MCSA is O(mn). Noel, et al 
in [7] employed attack graphs to compute attack paths that guarantee network se-
curity with minimum cost to fix. They started by building graph of dependencies 
among exploits and conditions. Once this graph is done, they did breadth-first 
backward tracing from final attack goals to find minimum hardening options of 
exploits. Our approach is different since we will demonstrate finding minimal sets 
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of attacks by using genetic algorithm. The closest method to this approach is by 
Danforth [6]. Danforth demonstrated a method to find minimal set of critical 
patches that maximizes network security and minimize cost of deploying the 
patches. Danforth used two multi-objective genetic algorithms, NSGA-II and 
priority algorithm to test their approach.  The search starts from initial nodes with 
available patches and proceed into the network to see if the patches being applied 
affect the final goal. Combinations of patches are treated as chromosomes and 
their fitness is evaluated based on the efficacy to disable final goal to be attained 
by an attacker and on the associated cost of applying the patches. Our search will 
focus on minimum combination of attacks that cause greatest impact to network 
(i.e. reaching critical resources). We will use attack graph that has been converted 
to a Fuzzy Cognitive Map. Fuzzy Cognitive Maps are fuzzy graph structures that 
represent causal reasoning [10].  Fuzzy Cognitive Maps comprise of nodes which 
represent concepts and directed edges with weight attached to it to represent caus-
al influence between concepts as Figure 1 shows.  
 

 
 

 

Fig. 1 Ci causes Cj with a degree of Wij 

To calculate effect of concepts, an FCM is represented with adjacency matrix. 
An adjacency matrix indicates the effect of cause variables (row) on the effect va-
riables (column) by taking the weight of FCM edges as the matrix entries [11]. An 
FCM with n concepts, C1, C2,…,Cn will have an nxn matrix. Entry (i,j) denotes the 
weight of the edge connecting Ch and Cj( ). Assessing impact of each concept is 
done by multiplying initial vector with adjacency matrix. Initial vector represents 
which concepts are activated (their value is set to 1). The result of the multiplica-
tion, the new state vector, is tresholded within a defined range and after each mul-
tiplication and the activated concepts in new state vector are reset back to 1. This 
process is repeated to let FCM interact freely one of these conditions is met [12]: 
(1) equilibrium, a state where new state vector is equal to a previous vector;  
(2) limit cycle, where state vector value is repeating over the same values in a  
given time period and (3) chaotic state where the state vector values varies non  
deterministically. 

3   Network Security Evaluation through FCM and Genetic 
Algorithm 

This section demonstrate the use of FCM to evaluate the security of a network. 
Given a number of network vulnerabilities that directly exposed to attacker (attack 
surface), which ones when exploited will have the worst effect on network 
security?  

Ci Cj 
Wij
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To perform the evaluation, FCM is obtained from converting an attack graph. 
First, nodes and edges in attack graph become concept nodes and edges in FCM. 
Second, weight assignment to FCM edges is done by carefully consider impacts of 
one concepts to another [13]. Finally, an adjacency matrix storing all weight 
values is produced.  

Figure 2 shows the FCM in [13] converted from an attack graph in [14] used in 
this paper. Attack surface concepts (C1, C2, C3, C4 and C5) are represented as 
chromosomes of binary 1, if activated and 0 if not activated. This is a simple ex-
ample with only 25 combinations and the effect of all the combinations can easily 
be simulated. However, this example demonstrates assessing different concepts 
activation with FCM and search for which minimum combination of vulnerability 
concepts being obtained by the attacker that can result in worst impact on the net-
work with genetic algorithm, in this case, access to global and local data. The fit-
ness function is formulated as the probability of accessing global and local data 
(i.e., C11 and C12) divided by the number of concepts activated.  

 

 

Fig. 2 An FCM [13] converted from an attack graph [14] 

The adjacency matrix for the FCM in Figure 2 is as following: 

0 0 0 0  0  0.8  0  0  0  0  0  00 0 0  0  0 0  0  0  0 0.8 0 1 0  0  0  0  0  0  0.8  0  0.8 0 0 00  0  0 0 0 0 0 0.8 0 0  0 10  0  0 0  0  0 0 0 0 0 0 0.10  0 0 0 0 0 0 0 0 0 0.8 0 00 0 0 0 0 0 0 0 0 0 0.8 0 1  0  0  0  0 0 0 0 0 0 0 0 0 1  0  0  0 0 0 0 0 0 0 0 0 0 1  0  0 0 0 0 0 0 0 0 0 0 1 0  0  0 0 0 0 0 0 0 0 0 0 0 0  0  0 0 0 0 0 0 0 0 0 0 0 0   

 

 

 

C1 C2 C3 C4 C5 

C6 C7 C8 C9 

C10 

C11 C12 

1.0 
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4   Simulation 

The simulation was run with following steps: 

1. Generates initial chromosomes of C1C2C3C4C5 randomly, set crossover 
probability, mutation probability, crossover point and number of genera-
tions. Cross over and mutation probabilities are set to 0.8 and 0.1, respec-
tively. Chromosomes are checked to make sure none of them are identical. 
If this occurs, another chromosome will be randomly generated. 

2. Express the chromosomes as input vector It0=[C1 C2 C3 C4 C5 C6 C7 
C8 C9 C10 C11 C12] and feed the vector into the FCM. The resulting 
output vector, that is the new state vector It1, is thresholded within the 
range of [0,1] since this represents minimum and maximum probability 
of an event happening. Continue FCM interaction until output vector 
reaches limiting value. Evaluate the output vector fitness. 

3. Generate random number, if it’s smaller than crossover probability; 
create two new chromosomes by crossing over chromosomes with two 
best fitness values. Generate random number, if the number is smaller 
than mutation probability then mutate one bit of the chromosomes  

4. Replace the worst two chromosomes with the newly generated one (if 
none generated they remain in the pool). 

5. Repeat step 2-4 until the maximum number of generations is reached. 
 

Worst case scenario that we searched is the ones with maximum fitness value that 
(theoretically) is 2. This value is derived from maximum number of obtained goals 
(2) divided by minimum number of activated nodes (1). The program was run 
each time for 50 generations and the best chromosome yielded fitness value of 1.8.  

We take an example of our case study. The chromosomes of first generation 
randomly generated are: 00010, 11000, 00100, 10011, 00101, and 10101. Each of 
these chromosomes is first passed to the FCM to calculate their impact on the sys-
tem. The chromosomes are expressed in a vector Ito=[C1 C2 C3 C4 C5 C6 C7 C8 
C9 C10 C11 C12] and then multiplied with FCM adjacency matrix to produce the 
next state vector It1. As an example, impact of chromosomes 10011 is expressed as 
vector =[100110000000] can be calculated as follows: 

 

100110000000
0 0 0 0 0  0.8 0 0 0 0 0 0 0 0 0 0 0  0  0 0 0 0.8  0  10 0 0 0 0 0 0.8 0 0.8 0 0 00  0  0 0 0 0 0 0.8 0 0  0 10  0  0 0  0  0 0 0 0 0 0 0.10  0 0 0 0 0 0 0 0 0 0.8 0 00 0 0 0 0 0 0 0 0 0 0.8 0 1  0  0  0  0 0 0 0 0 0 0 0 0 1   0  0  0 0 0 0 0 0 0 0 0 0 1  0  0 0 0 0 0 0 0 0 0 0 1 0  0  0 0 0 0 0 0 0 0 0 0 0 0  0  0 0 0 0 0 0 0 0 0 0 0 0   

0 0 0  0  0  0.8 0  0.8  0   0  0   2  
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The new vector  is tresholded within the range [0, 1], hence it becomes 0 0 0  0  0  0.8 0  0.8  0   0  0   1 .  tells us activation of C1, C4 and C5 causes 
100% probability of C12 to happen. For the next iteration,   now becomes the 
input to the FCM by keeping C1, C4 and C5 activated, i.e. changing C1, C4 and 
C5 to 1. This process continues until the output vector either reaches equilibrium 
or limit cycle. After 3rd iteration, new state vector remains the same as previous 
state vector which means equilibrium has been reached. Hence we stop the 
process with new state vector = 0 0  0  0  0 0.8  0  0.8  0 0.64 0.64  2.8 . Again 
tresholding the value we will have  as 1 0 0 1 1 0.8  0  0.8  0 0.64 0.64  1 . 

 can be interpreted as: if C1, C4 and C5 happen, (social engineering pass-
phrase, call tool compromise application and chosen plain text attack) there is 
64% probability of C11 happening and 100% probability of C12 happening, which 
means attacker can read local data. 

Once we have , we evaluate its fitness value. We simplify fitness function 
by summing up the probability of C11 and C12 happening divided by the number 
of activated concepts. In this case fitness value is 1.64/3=0.5467. Fitness values 
for the rest of chromosomes are listed in Table 1. 

Table 1 Chromosomes of first generation 

Chromo-
somes 

Number 
of  
Concept 
activated 

Iti Probability of 
goal reached 

Fitness value 
(probability of 
goals 
reached/number of 
concept activated) 

C11 C12

00010 1 0 0 0 1 0 0 0 0.8 0 0 0 1 0 1 1
11000 2 1 1 0 0 0 0.8 0 0 0 1 1 1 1 1 1
00100 1 0 0 1 0 0 0 0.8 0 0.8 0.64 0.64 1 0.64 1 1.64
10011 3 1 0 0 1 1 0.8 0 0.8 0 0.64 0.64 1 0.64 1 0.5467
00101 2 0 0 1 0 1 0 0.8 0 0.8 0.64 0.64 1 0.64 1 0.82
10101 3 1 0 1 0 1 0.8 0.8 0 0.8 1 1 1 1 1 0.667

 
We run several simulations and plot best fitness value of each generation as the 

simulation run, as seen in Figure 3. 

 

 

Fig. 3 Best fitness value of each generation of three simulations 
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From three simulations of 50 generations, two best fitness values were ob-
tained, 1.8 and 1.64. Figure 3 (left) shows best fitness value is 1.64 where two 
other (middle and right) have best fitness value of 1.8. These values come from 
chromosomes as listed in Table 2.  

Table 2 Chromosomes with best fitness values 

Chromosomes Number of Con-
cepts activated 

Probability of goals 
reached 

Fitness value
(probability of goals reached/number 
of concept activated) C11 C12

01000 1 0.8 1 1.8
00100 1 0.64 1 1.64

 
The chromosomes suggest that C2 alone can result in 80% and 100% probabili-

ty of C11 and C12 happening, respectively and C3 alone can result in 64% proba-
bility of C11 and 100% probability of C12 taking place. Hardening network can 
be done taking measures to mitigate or minimize risks associated with these chro-
mosomes, i.e., risk C2: call tool and chosen plaintext attack, and C3: compromise 
OS tool.  

5   Conclusion and Future Work 

This paper has presented the use of attack graph together with FCM and GA to 
search for worst case scenario in a network. It demonstrated how different attack 
possibilities in an FCM can be presented with simple vectors and how their  
impacts can be evaluated by passing the vectors to an FCM matrix. GA helped 
creating different attack scenarios and filter which scenarios remain in the pool 
and which will be discarded. In this paper fitness function is simplified by assum-
ing cost of launching different attacks is equal. Improvement can be done for fu-
ture work by assigning different cost to different vulnerabilities when formulating 
fitness function. Different vulnerabilities may have different difficulties of exploit-
ing them and final goals may as well have different importance. For example ac-
quiring and decrypting cipher text has different difficulties to launching plaintext 
attack, or global data is far guarded against compared to local data. 
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On a Patent Analysis Method for Identifying 
Core Technologies 

Chulhyun Kim and Hyeonju Seol* 

Abstract. This study proposes a new approach to identifying core technologies 
from the perspectives of co-occurrence, relatedness, and cross-impact based on pa-
tent co-classification information with consideration of the overall interrelation-
ships among technologies. First, association rule mining is employed to derive  
the co-occurrence, relatedness, and cross-impact indexes and three technological 
matrixes are constructed. Second, the analytic network process is conducted to 
produce importance values of technologies for three perspectives with considera-
tion of their direct and indirect impacts. Finally, data envelopment analysis is ap-
plied to identify priorities of technologies. The proposed approach can be utilized 
for technology monitoring for both technology planning of firms and innovation 
policy making of governments.  
 
Keywords: Association rule mining (ARM), Analytic network process (ANP), 
Data Envelopment Analysis (DEA), Core technology, Patent co-classification. 

1   Introduction 

It has become more important to grasp technological trend and advances by ana-
lyzing the overall structure of technologies and interaction among them (Lee et al. 
2009a). There have often been attempts to identify technological structure and re-
lationship and they are mainly conducted through the patent analysis (Trajtenberg 
1990). The most commonly used information of patents for analyzing technologi-
cal relationship is citation information. However, they have some shortcomings 
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reported in the literature. First, the average time-lag between citing-cited patents is 
over 10 years (Hall et al. 2001). Moreover, since citation analysis considers citing-
cited relationship between individual patents, it is difficult to identify technologi-
cal relatedness and characteristics from the perspective of technological fields 
(Yoon and Park 2004). 

On the contrary, the patent analysis with co-classification information has some 
advantages over citation information. Co-classification analysis is to analyze tech-
nological relationship based on the fact that patents are classified to some technol-
ogical classes considering their technological characteristics (OECD 1994). In 
contrast to citation analysis, it is based on the hierarchical technological classifica-
tion system so that technological relationship can be analyzed not on the level of 
individual patents but on the various technological levels according to the purpose 
of studies. Furthermore, errors from time-lag are relatively less since the time of 
classification information of a patent is equal - patent registration time. 

Among the various index using the information of patent co-classification, the 
number of co-occurrences (Englesman and Van Rann 1992), cosine index (Salton 
and MacGill 1983) and technological cross-impact index (Choi et al. 2007) has 
been used to identify core technologies and interrelationships between technolo-
gies. Most of researches on patent co-classification have, however, only focused 
on one of the three patent co-classification indexes, not on combining them. 

In response, this paper proposes a new approach to identifying core technolo-
gies based on patent co-classification information with consideration of the overall 
interrelationships among technologies considering three perspectives mentioned 
above. The proposed approach is comprised of three methods: association rule 
mining (ARM), analytic network process (ANP) and data envelopment analysis 
(DEA). At first, association rule mining (ARM) is employed to calculate three  
indexes. Since the support measure in ARM is defined as a probability of the  
co-occurrence of two technologies, it is adopted as the index of the number of co-
occurrences. The lift measure in ARM has the same formula with cosine index and 
it is used as the index of evaluating technological relatedness. Also, the confidence 
measure in ARM is of the same formula with cross-impact index, and it is  
employed as the index of evaluating technological cross-impacts. Then, the  
technological co-occurrence matrix, the technological relatedness matrix and the 
technological cross-impact matrix are constructed with all calculated indexes. Se-
condly, the ANP, which is a generalization of the analytic hierarchy process 
(AHP), is employed to calculate the importance of technologies based on the three 
matrixes derived previous step. Since the ANP is capable of measuring the relative 
importance that captures all the indirect interactions in a network, the derived limit  
centrality indicate the importance of a technology in terms of co-occurrence with, 
relatedness with and impact on other technologies, taking all the direct and indi-
rect influences into account (Lee et al. 2009a). Finally, DEA is applied to identify 
the priority of technologies based on three criteria. Technologies (classes) corres-
pond to DMUs (decision making units) and the three calculated importance values 
match to outputs. Also, efficiency scores mean the priority scores of each technol-
ogy. Therefore, core technologies considering co-occurrence, relatedness, and 
cross-impact together can be identified by applying DEA. 
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The remainder of the paper is organized as follows. Section 2 deals with me-
thodological background including ARM, ANP and DEA. The proposed approach 
is explained in Section 3. The paper ends with conclusions in Section 4. 

2   Methodological Background 

2.1   Association Rule Mining (ARM) 

ARM is one of the data mining techniques to search for interesting relationships 
among items in large database. Association rule stands for the co-occurrence of 
two items and indicates that if two items occurs together frequently they have 
strong association relationship (Han and Kamber 2001). The three measures of 
evaluating the rule interestingness are support, confidence, and lift. Their descrip-
tions brief are shown in Table 1. The typical procedure of ARM consists of two 
steps (Agrawal et al. 1993): (1) Search for frequent itemsets – To create all item 
combinations over the threshold value of support (2) Generate association rules – 
To Select itemsets over the threshold value of confidence or lift among the fre-
quent itemsets found in (1). The step (1) is a very time consuming job and the 
most representative technique for this is Apriori algorithm (Agrawal and Srikant 
1994). 

Table 1 Measures of interestingness 

Measure Description Formula 

Support The usefulness of discovered rule A→B  

Confidence The certainty of discovered rule A→B  

Lift 
The correlation between the occurrence of 
items in discovered rule A→B. 

2.2   Analytic Network Process (ANP) 

The ANP is a generalization of the AHP (Saaty 1996). The ANP extends the AHP 
to problems with dependence and feedback. It allows for more complex interrela-
tionships among decision elements by replacing the hierarchy in the AHP with a 
network. Thus, the ANP produces priorities or relative importance of elements in a 
complex network model with consideration of interdependency among elements. 
The process of ANP is composed of four steps (Saaty 1996; Lee et al. 2009): (1) 
Network model construction, (2) Pairwise comparison and local priority vectors, 
(3) Supermatrix formation and transformation, and (4) Final priorities.  

)( BAP ∩

)|( ABP

)(

)|(

BP

ABP
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2.3   Data Envelopment Analysis (DEA) 

DEA is a non-parametric approach for evaluating relative efficiency of DMUs 
with multiple inputs and outputs with others (Charnes et al. 1978). Efficiency in 
DEA is defined to a ratio of the weighted sum of inputs to the weighted sum of 
outputs and the value of a DMU’s efficiency is restricted to be less or equal than 
1. Under this restriction, efficiency is measured based on the weight of each ele-
ment maximizing the efficiency of target DMUs. Furthermore, DEA is a useful 
tool for benchmarking by providing the information of improving efficiency 
through reference set for inefficient DMUs. 

The first DEA model proposed by Charnes et al. (1978) is the CCR model that 
assumes that production exhibits constant returns to scale. Banker et al. (1984) ex-
tended it to the BCC model for the case of variable returns to scale. DEA models 
are also distinguished by the objective of a model: maximize outputs (output-
oriented) or minimize inputs (input-oriented) (Lee et al. 2009b).  

3   Proposed Approach 

The overall procedure of the proposed approach is as follows. First, patent data of 
interesting technological area is collected. Second, technological co-occurrence 
matrix, technological relatedness matrix, and technological cross-impact matrix 
are constructed with the support, lift, and confidence values calculated by apply-
ing ARM to the co-classification information of gathered patent data. Third, im-
portance of technologies from the perspectives of each criterion is calculated by 
applying ANP to three technological matrixes. Finally, core technologies are iden-
tified through employing DEA to the extracted technological importance. Figure 1 
depicts the overall process of the proposed approach. More detailed explanations 
are provided below. 
 

 

Fig. 1 Overall research framework 
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3.1   Technology Selection and Patent Data Collection 

First of all, the technological area to be analyzed should be decided. This research 
adopts the patent classification system for classifying technologies. Patent classifi-
cation system stands for the hierarchical system to classify and manage patents 
considering their technological characteristics. Patents have more than two claims 
for diversifying subjects and they are affiliated to more than two classes based on 
the patent classification system (USPTO 2006). Class, therefore, indicates which 
technological areas the patents (individual technologies) are affiliated in technolo-
gical classification systems. 

The data source used in this study is patents registered in the United States Pa-
tent and Trademark Office (USPTO). The USPTO has classified granted patents 
into corresponding technology classes defined by the USPC (United States Patent 
Classification). Each subject matter division in the USPC includes a major com-
ponent called a class and a minor component called a subclass (USPTO 2006). A 
class generally distinguishes one technology from another and consists of sub-
classes that delineate processes, structural features, and functional features of the 
subject matter encompassed within the scope of a class. 

3.2   Construction of Technological Matrixes with ARM 

The co-occurrence index is defined as P(A∩B), which is the same to the support 
of an association rule A→B in ARM. The cosine index which explains the rela-
tedness between two technologies is defined as a form of correlation, 
P(A∩B)/P(A)P(B), which is the formula of the life of an association rule A→B in 
ARM. The cross-impact index is defined as the conditional probability P(B|A), 
which is of the same formula with the confidence of an association rule A→B in 
ARM. Accordingly, this study applies ARM to the co-classification information of 
gathered patents to construct the co-occurrence, the relatedness, and the cross-
impact matrix. Table 2 represents the form of three matrixes with the support, lift, 
and confidence value between two technological areas. Ti means the ith technolo-
gical area (class). Supp(Ti→Tj), Lift(Ti→Tj), and Conf(Ti→Tj) indicate the sup-
port, lift, and confidence values of the association rule Ti→Tj, respectively. 

3.3   Calculation of Technological Importance with the ANP 

This study tries to calculate the technological importance from three perspectives 
using the ANP. The first two steps in the ANP, (1) Network model construction, 
(2) Pairwise comparison and local priority vectors, are not actually required in the 
proposed approach. The network in the proposed approach is made on the basis of 
relationships represented in each technological matrix. A cluster in the ANP net-
work corresponds to a class and each cluster has no elements. In the ANP context, 
then, the resulting network model only includes alternative clusters. Thus, the im-
portance of alternatives (classes) is only evaluated with respective to relationships 
with other alternatives. It is assumed that the three indexes between two classes is 
a proxy of intensity of influences between them. Thus, pairwise comparisons are  
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Table 2 Form of technological matrixes 

(a) Technological co-occurrence matrix 

 T1 T2 … Tn 

T1 1 Supp(T1→T2)  Supp(T1→Tn) 

T2 Supp(T2→T1) 1  Supp(T2→Tn) 

…   1 … 

Tn Supp(Tn→T1) Supp(Tn→T2) … 1 
 

(b) Technological relatedness matrix 

 T1 T2 … Tn 

T1 1 Lift(T1→T2)  Lift(T1→Tn) 

T2 Lift(T2→T1) 1  Lift(T2→Tn) 

…   1 … 

Tn Lift(Tn→T1) Lift(Tn→T2) … 1 
 

(c) Technological cross-impact matrix 

 T1 T2 … Tn 

T1 1 Conf(T1→T2)  Conf(T1→Tn) 

T2 Conf(T2→T1) 1  Conf (T2→Tn) 

…   1 … 

Tn Conf(Tn→T1) Conf(Tn→T2) … 1 

 
not required, and instead, a set of indexes between a class and the other classes 
form a local priority vector on the class. 

The supermatrix in the ANP is a partitioned matrix composed of all local priori-
ty vectors. Since each technological matrix is a set of all local priority vectors, it is 
equivalent to the supermatrix. The supermatrix is then transformed into the 
weighted supermatrix each of whose column sums to one. Finally, the weighted 
supermatrix is transformed into the limit supermatrix by raising itself to powers. 
The columns of the limit supermatrix converge to the same, which is called limit 
priorities capturing all of the direct and indirect influences among technologies. 
Then, each technological importance can be identified based on the limit priorities 
of technologies. 

3.4   Identification of Core Technologies with the DEA 

To evaluate the individual technologies (classes) based on three technological  
importance calculated at previous stage is a problem of MCDM. That is, each 
technology can be considered as an alternative and three aspects as criteria for 
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evaluation. If DEA is applied for this aim, technologies correspond to DMUs and 
the three importance values from the perspectives of co-occurrence, relatedness, 
and cross-impact to outputs. Also, efficiency scores derived by applying DEA 
mean the priority scores of each technology. Figure 2 depicts the relationship 
among technological priorities, MCDM, and DEA. 

 
Technological  

priority 
Technology 

(Class) 
Three 

importance 
Priority 
Score 

  

MCDM Alternative Criteria 
Evaluation 

Score 

  

DEA DMU Output Efficiency 

Fig. 2 The relationship among technological priority, MCDM, and DEA 

Since only three outputs exist and there is no input, output-oriented BCC model 
without inputs is adopted for applying DEA. Though R&D investments and labor 
for R&D may be considered for inputs, this study does not aim to measure the ef-
ficiency of investment or labor for R&D. This study only tries to judge the priority 
scores of technologies and it is not appropriate to reflect on these for inputs. The 
core technologies considering co-occurrence, relatedness, and cross-impact to-
gether can be identified with this process. 

5   Conclusions 

This study has proposed a systemic approach to identification of core technologies 
from the perspectives of the technological co-occurrence, relatedness, and cross-
impact. ARM was applied to the patent co-classification data, and the three tech-
nological matrixes were constructed with the derived support, lift, and confidence 
value of each technology. Each technological importance value of three perspec-
tives was calculated through the ANP with overall interrelationship among tech-
nologies. Then, DEA was employed to prioritize technologies considering three 
perspectives together. 

This research contributes to the field by proposing a new approach to identifi-
cation of core technologies based on the overall technological relationships. The 
proposed approach can be utilized for technology monitoring for both technology 
planning of firms and innovation policy making of governments. 

However, since this study only proposes a framework for identifying core tech-
nologies, an extension to carrying out detailed case study could be considered as 
future research issues. 
 



448 C. Kim and H. Seol
 

Acknowledgement. This research was supported by Basic Science Research Program 
through the National Research Foundation of Korea (NRF) funded by the Ministry of Edu-
cation, Science and Technology (No. 2010-0024709). 

References 

Agrawal, R., Imielinski, T., Swami, A.: Mining association rules between sets of items in 
large databases. In: Proc. of the ACM SIGMOD Int. Superence on Manag. of Data, pp. 
207–216 (1993) 

Agrawal, R., Srikant, R.: Fast algorithms for mining association rules. In: Proc. of the 20th 
VLDB Superence, pp. 478–499 (1994) 

Banker, R.D., Charnes, A., Cooper, W.W.: Some models for estimating technical and scale 
inefficiency in data envelopment analysis. Manag. Sci. 30(9), 1078–1092 (1984) 

Charnes, A., Cooper, W.W., Rhodes, E.: Measuring efficiency of decision making units. 
Eur. J. Oper. Res. 2(6), 429–444 (1978) 

Choi, C., Kim, S., Park, Y.: A patent-based cross-impact analysis for quantitative estima-
tion of technology impact: The case of information and communication technology. 
Technol. Forecast. Soc. Chang. 74(8), 1296–1314 (2007) 

Engelsman, E.C., van Rann, A.F.J.: A patent-based cartography of technology. Res. Poli-
cy 23(1), 1–26 (1992) 

Hall, B., Jaffe, A., Trajtenberg, M.: The NBER patent citations data file: Lessons, insights 
and methodological tools. National Bureau of Economic Research Working Paper No. 
8498 (2001) 

Han, J., Kamber, M.: Data Mining: Concepts and Techniques. Academic Press, San Diego 
(2001) 

Lee, H., Kim, C., Cho, H., Park, Y.: An ANP-based technology network for identification 
of core technologies: A case of telecommunication technologies. Expert Syst. 
Appl. 36(1), 894–908 (2009a) 

Lee, H., Park, Y., Choi, H.: Comparative evaluation of performance of national R&D pro-
grams with heterogeneous objectives: A DEA approach. Eur. J. Oper. Res. 196(3), 847–
855 (2009b) 

OECD, Using patent data as science and technology indicators - patent manual. OECD, 
Paris (1994) 

Saaty, T.: Decision making with dependence and feedback: The analytic network process. 
RWS Publications, Pittsburgh (1996) 

Salton, G., McGill, M.J.: Introduction to Modern Information Retrieval. McGraw-Hill, 
New York (1983) 

Trajtenberg, M.: A penny for your quotes: patent citations and the value of inventions. 
RAND J. Econ. 21(1), 172–187 (1990) 

USPTO, Overview of the US patent classification system (2006), 
http://www.uspto.gov 

Yoon, B., Park, Y.: A text-mining based patent network: Analytical tool for high-
technology trend. J. High Technol. Manag. Res. 15(1), 37–50 (2004) 



 

J. Watada et al. (Eds.): Intelligent Decision Technologies, Vol. 2, SIST 16, pp. 449–458. 
springerlink.com                             © Springer-Verlag Berlin Heidelberg 2012 

Ontology-Based CRIS Design Using Three Stage 
Development Approach 

Nan-Chen Hsieh, Huan-Chao Keh, Chien-Hui Chan, and Szu-Ting Wang* 

Abstract. In healthcare area, plenty of existing expert knowledge is used to 
support decision making. Representation of the knowledge becomes an important 
problem. Especially, how it can be effectively used for reasoning as part of the 
decision making systems. Ontologies are commonly used for describing 
information system design or generating and validating system components. In 
this study we demonstrate a three stage approach to developing cardiovascular 
surgery ontology and then to making use of use that ontology to design an 
ontology-based cardiovascular clinical research information system. By using 
ontology approaches to designing and implementing the system we can convert 
‘pure data’ back to ‘reality’. 

1   Introduction 

Cardiovascular disease is a complex medical problem. Surgeons-made decisions 
about patients’ care are majorly determined by their past experience with similar 
patients. The interventional methods, procedures, and treatments should be evident 
for the cardiovascular diseases, and modern medical practice should be recorded 
as electronic medical records (EMRs). A surgical workflow is defined as a partial 
to full automation process in the management of patients in different surgical 
stages: preoperative, intraoperative, postoperative, and perioperative. A large 
amount of information is transferred from one stage to the next, including patient 
characteristics, patient history, surgical documents, laboratory tests, surgical 
information, and surgical procedures[1].  
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A cardiovascular CIS (clinical information system) is helpful prior to and 
during cardiac surgery[2]. The information collected can be used by surgeons and 
patients to evaluate whether or not the surgical procedures are likely to be 
successful. The development of a robust CIS can therefore both assist vascular 
surgeons in evaluating the expected outcome for a given patient as well as 
facilitate counseling and operative decision-making[3]. CRIS with EMRs can be 
used as a clinical passive tool to store patient information, and can include 
intelligent data analysis functions. With these functions, CRIS can make 
substantial contributions to supporting the delivery of patient care, effective 
storage, results reporting, care planning, analysis, and visualization of complex 
correlations between data pieces [4, 5]. Additionally, CRIS’ procedure-specific 
modules contain intelligent data analysis tool which assists surgeons making 
decisions and facilitates detail reports with reference value. 

In this study, we will demonstrate how an ontology development method 
applies to build a cardiovascular surgery clinical research information system 
(CRIS). Figure 1 shows the proposed CIS framework. The framework is described 
as follows: 

• Preoperative stage: all patients start the process of evaluation of their health 
conditions, such as their family’s health history, risk factor, and physiology 
examination. Certain statistically significant intra-operative parameters which 
have been estimated using the information from previous patients will be used 
to predict the surgery outcome. 

• Operative stage: the major task of this stage is to perform surgery. At the end of 
the stage, surgery procedure information and intra-operative findings will be 
collected. 

• Postoperative stage: besides the routine examination for checking patients’ 
postoperative physical condition, in-hospital mortality and 30-day readmission 
rates will be tracked to evaluate the healthcare quality. This stage could provide 
additional information to the risk prediction of a future cardiovascular surgery 
patient. It takes into account past events’ outcome and follow-up information of 
the current patient 

• Ontology-based data modeling: It is used in order to describe the basic general 
clinical concept, the whole processes, and the relationship between semantics 
of cardiovascular surgery information. 

2   The Architecture of Clinical Research Information Systems 

The core of a clinical information system(CIS) is the computerized registry[2]. 
Each patient in the system has his/her individual file folder, and each file folder 
contains many forms, including a demographic datasheet, surgical datasheets, 
clinic datasheets and laboratory datasheets. By incorporating the hospital 
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Fig. 1 A conceptual framework for CRIS 

guidelines into the registry, all of the follow-up visits are uniform regardless of the 
specialist. These high-risk cardiovascular patients require close monitoring and 
careful therapeutic decision-making to avoid complications, which may lengthen 
their hospital stay, increase the cost of care, and decrease the quality of life. 
Moreover, the CIS should provide a search function for the registries, extract the 
most relevant data for the patient, and accumulate and summarize the data using 
disease-specific or population-based information. 

In order to provide a more efficient research environment for clinicians and 
increase knowledge retention, it is necessary to improve a CIS into CRIS which 
can acquire the current data accumulated in HIS, LIS, PACS and NIS. Through 
data analysis, the clinical research information system works providing both 
statistics and data mining approach to analyze data and retrieve knowledge. For 
storing and reusing knowledge, a knowledge base needed to be built. The 
proposed system architecture is shown in Fig. 2. 

3   The Ontology-Based System Development Approach 

Representation of knowledge becomes an important, especially, when the question 
is how it can be effectively used for reasoning as part of the decision making sys-
tems. Kuziemsky and Lau[6] point out that if the system has been built based on 
wrong assumptions or poorly articulates user needs then the CIS project will fail, 
and they suggest ontologies can assist in health information system design by pro-
viding a comprehensive model of the information and process needs for healthcare 
delivery. 
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Fig. 2 System architecture for the CRIS 

Our cardiovascular ontology is based on the surgical operation stages and other 
related sources of medical knowledge that include patient information, medical 
plan, and other medical ontologies. Developing ontology is usually an iterative 
process. In practical terms, developing ontology includes [7]: 

• Defining classes in the ontology 
• Arranging the classes in a subclass-superclass hierarchy 
• Defining slots and describing allowed values for these slots 
• Filling in the values for slots for instances 

There are several ontology development methodologies, including On-To-
Knowledge and METHONTOLOGY there are several ontology development 
methodologies existed [8]. Pinto and Martin [9] describe an ontological engineering 
process that includes: specification, conceptualization, formalization, implement-
ation and maintenance. We modified the stages in order to support ontology based 
CRIS design. Our methodological approach is illustrated in Fig. 3 and has three 
stages: conceptualization, formalization and implementation. Each stage is defined 
by work content, method and output.  
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 Stage1:Conceptualization Stage2:Formalization Stage3:Implementation 

Content 
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Research scope and design 
objectives 
Requirements 

Ontology models CRIS Intelligent data analysis tool 

Fig. 3 Three stages approach to design cardiovascular surgery ontologies. 

• Stage 1：Conceptualization 
The first step in conceptualization requires analysis of the research scope and 
structure. By means of literature review, interview and field investigation, the 
medical domain knowledge was collected by professionals who are familiar with 
medical and information technology. There are two tasks done in this stage: data 
collection and analysis. Details are described as follows: 

－Data collection: To identify ontology scope and purpose there are three 
goals the data sources need to accomplish. The first is to be able to validate 
concepts and processes. The second goal is to incorporate conceptual 
models and other relevant research literature as a means of linking research 
and practice. The third goal involves the use of historical data, such as 
retrospective patient cases, to understand current data collection practices 
and how that data can be formalized into information and knowledge to be 
returned to end users. We conducted interviews with surgeons and related 
system users to understand existing problems and requirements. During the 
data collection process to determine the scope some specific questions must 
be posed. 

－Data analysis: The first goal is ensuring the collected data and clinical 
workflow must be the same as established models. The second goal is re-
viewing literature which is relevant to establish models. The third goal is 
how to represent and establish models of the knowledge base, and feedback 
to healthcare providers. 
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• Stage 2：Formalization 
The first step in this stage is developing the domain ontology which is a formal 
model of the concepts and categories. First, the special charts were re-designed as 
the computerized registry. Each patient has his/her individual registry or file 
folder, and each registry contains many forms, the registry contains data on 
patients’ preoperative characteristics, risk factors, details of the surgical 
procedure, physical characteristics of the heart and postoperative physiological 
and laboratory findings. The goal of this step was to develop clear and concise 
forms, and the forms must be conforming surgical workflow and acceptable to 
formal medical records. 

• Stage 3：Implementation 
There are two main tasks to be done in the implementation stage. The database 
development task involves the conversion of domain and ontologies into a 
physical database model, and ensures the appropriateness of the built model. Each 
workflow in CRIS is tested by key users to ensure no workflow problems have 
been found until the application module reaches a stable state. This stage 
implements the ontology as a CRIS and use WEKA API to visualize the result of 
clinical data analysis. 

4   Practical Implementation for the Cardiovascular CRIS 

Before the development of CRIS, detailed patient and procedural information is 
hand-gathered on multipage forms the cardiovascular fellows and then entered 
into the Excel spreadsheets after each care process is ended. 

The establishment of the CRIS is primarily used to collect, store, analyze and 
interpret information from various sources [10]. Ontology is a specification of a 
conceptualization that could be separately identified by domain users, and used as 
a self-contained way to communicate domain information. Ontologies are 
intended to give details and to explain objects, while conceptual data modeling is 
used to represent objects and their relationships to some application purpose [11]. 

The patient care process of cardiovascular surgery is roughly composed of three 
stages: preoperative, perioperative, and postoperative. The information collected 
can be used by surgeons and patients to evaluate whether or not the surgical 
procedures are likely to be successful, and for operative and postoperative death 
and complications rates.  

The cardiovascular special chart is a confidential document that contains 
detailed and comprehensive information on an individual and the care experience 
related to the patient. The specific information contained in the chart is intended to 
provide a record of a patient’s clinical condition by detailing diagnoses, 
treatments, tests and responses to treatment, as well as any other factors that may 
affect the patient’s health or clinical state. 

The core task of ontology development is a categorization process. Good 
categorization can facilitate information retrieval from database system. The 
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development of cardiovascular surgery ontology should include relevant concepts, 
attributes, constraints and instances. A schematic ontology class hierarchy structure 
for the cardiovascular surgery ontology is illustrated in Fig.4. This sub-ontology 
includes all concepts and risk factors that are relevant for patients in the 
preoperative stage. The intraoperative sub-ontology includes important information 
for cardiovascular surgical operation. The postoperative sub-ontology includes 
health conditions after surgery discharge related information for follow-up. 

 

Fig. 4 The cardiovascular surgery ontology class hierarchy in supporting the CRIS 

Using ontology approaches, we can easily describe the patient registry shown 
in Fig.5 as: A 73 year-old female patient with atrial fibrillation was being pre-
pared for surgery. She had hypertension, peripheral vascular disease, and chron-
ic renal insufficiency. Preoperative examination revealed height 149cm, weight 
46.4kg. Cardiac sonography and pertinent lab data were as below: LVEDD 
49mm, IVS 9mm, RVSP 90mm, creatinine 1.9mg/dl, FEV1 1.03L/sec, 
FEV1/FVC ratio 78%. 

The gathering medical datasets are retrieved not only from the CRIS database 
but also obtained from other healthcare systems. The development of a robust  
prediction model in medical datasets can both assist surgeons in evaluating the 
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Fig. 5 Shows how a sub-ontology of current patient risk factors was used to develop a con-
ceptual database schema, and to design the system screen 

expected outcome for a given patient and facilitate counseling and preoperative 
decision-making. A prediction model is an intelligent data analysis function that is 
often used for clinical decision-making prior to and during surgery.  

Machine learning techniques are gradually receiving more and more attention 
in research field of medical informatics. Weka is a well-known open-source data 
mining tool, which includes many impressive machine learning and data mining 
algorithms. Weka provides a menu-based interface, called Weka Explorer, for 
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general users or visualize Weka KnowledgeFlow interface to accomplish intelli-
gent data analysis tasks.  

Consequently, medical practitioners could get intelligent data analysis tool 
through Weka. Relative to the regular desktop application, web service is easier to 
maintain, deliver and access through network. In this study, by combining the 
CRIS and asynchronous web service calls, it is available to access immediate data 
analysis services from WEKA library[12]. 

5   Results and Discussions 

The system is still being tested and the developed database structure allows for  
in-depth analyses of stored data [13].We hope that field tests can begin in the near 
future, in the framework of a national cardiovascular infrastructure program. In-
formation reliability in a cardiovascular system can be provided through statistical 
analysis. 

This study illustrated a three-stage methodological approach for ontology based 
CRIS design. Following the three-stage approach, we can collect and organize 
knowledge in a cardiovascular surgery domain area. Besides, the user-centered de-
sign process should reflect a development framework for patient-centered system 
designs. With ontology models we can easily convert “data” into “reality”. Our ul-
timate goal is to expand our ontology approach to many different healthcare do-
mains, helping developers to build healthcare systems which can satisfy end users. 

Thus, given that the cost consideration of full implementation is negligible, and 
the potential benefits in terms of increased patients care’s quality are large, we 
plan to expand the system to other cooperating hospitals. We anticipate that in the 
future, inter-hospital systems will achieve consistent application and significantly 
improve patient’s care quality. 
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Revenue Sharing Contract in Dual Channel 
Supply Chain in Case of Free Riding 

Liu Yezheng and Ding Zhengping* 

Abstract. After the Internet channel emerged, consumers can go to the traditional 
retailer store and accept sales services, and then buy the product from the Internet 
store. Thus a free riding problem occurs. This paper analyzed the optimal prices of 
dual channel for the entire supply chain and competing equilibriums of various 
dual channel structures when free riding problem exists. This paper also studied 
the application of coordination strategy of revenue sharing contract to various dual 
channel structures when free riding problem exists. The result shows that revenue 
sharing contract can fully coordinate the entire supply chain of decentralized dual 
channel, and can’t fully coordinate the entire supply chain of horizontally inte-
grated dual channel, the revenue sharing contract and a coordination policy of 
fixed price difference can fully coordinate the entire supply chain of partially inte-
grated dual channel. 

1   Introduction 

With the rapid growth and exciting potential of Internet channel, more and more 
firms utilize both the traditional channel and Internet channel to sell their prod-
ucts. Many articles researched the price equilibrium or service equilibrium of dual 
channel of manufacturer’s direct channel and retailer’s traditional channel. Chiang 
et al. showed that the manufacturer’s direct marketing can indirectly increase the 
flow of profits through the retail channel, help the manufacturer improve overall 
profitability by reducing the degree of inefficiency caused by double marginaliza-
tion [1]. Yao et al. studied the Stackelberg game and Bertrand game between the 
manufacturer and the retailer when the manufacturer introduced a direct channel, 
the conclusion showed that the retailer will increase the selling effort and both the 
manufacturer and the retailer can gain more profits [2]. Yan et al. pointed out the 
retailer can use high quality of service weakening the competitiveness of manufac-
turer’s direct channel and making the entire supply chain better [3]. 

The introduction of Internet channel makes parts of consumers turn to shopping 
on Internet and brings channel conflict. Webb et al. proposed twelve methods of 
softening the channel conflict [4]. Cattani et al. compared manufacturer’s three 
                                                           
Liu Yezheng · Ding Zhengping 
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pricing strategies (keep wholesale price unchanged, keep retail price unchanged, 
select wholesale price and retail price that optimize profits for the manufacturer) 
for dual channel which are used to diminish the channel conflict. He found that the 
third strategy is preferred by both the manufacturer and the retailer [5]. Xiao con-
sidered the strategy of letting the retailer finish the manufacturer’s direct channel’s 
orders and found that the strategy is attributable to both the manufacturer and the 
retailer under certain conditions [6]. Theoretically, channel coordination can make 
the retailer gain more profits and eliminate the channel conflict effectively [7]. 
When there is only one traditional channel, many coordination mechanisms such 
as revenue sharing contract, quantity discount contract, buy back contract and so 
on are designed to eliminate double marginalization [8,9]. Some scholars re-
searched the application of coordination strategy used in single traditional channel 
to dual channel. Boyaci found that the buy back contract can’t fully coordinate the 
entire supply chain in dual channel [10]. Xie and Cai et al. found that the quantity 
discount contract can fully coordinate the entire supply chain in dual channel of 
manufacturer’s direct channel and retailer’s traditional channel [11, 12]. 

The introduction of Internet channel also brings the free riding problem. Many 
consumers firstly accept the retail services such as explaining the product in detail, 
touch and feel the real product in the traditional store, and then buy the product 
through the Internet store after making purchase decision. Such behavior is called 
free riding. The free riding problem occurs if the presales activities can be con-
ducted separately from the actual sale of the product. Free riding always hurt the 
retailer which provides the service [13]. Xin studied the impact of free riding on 
retailer’s pricing strategy in single traditional channel [14]. Wu studied the impact 
of free riding problem on the retailer who provides the costly service under the 
circumstance of dual channel where the searching cost of consumers is decreased 
[15]. Because of the difficulty of providing the services provided by the traditional 
retailer for the Internet retailer and the lower price for Internet channel, the free 
riding behavior becomes a popular phenomenon in dual channel. Baal et al. found 
that 20% of the consumers are free riders [16]. Carlton et al. showed that the man-
ufacturer is apt to set a higher or equal price in Internet channel to weaken the free 
riding problem [17]. 

In summary, the research on the price equilibrium or coordination strategy in 
dual channel when free riding problem exists is rare. On the other hand, existing 
researches mostly concentrate on the dual channel structure of manufacturer’s di-
rect channel and retailer’s traditional channel. However, among the top 10 U.S. In-
ternet retail sites in 2008, only two were manufacturer’s direct channels, whereas 
five were owned by traditional retailers, and the rest were pure Internet retailers 
[18]. The existing studies are lack of analysis of these diverse channel structure 
possibilities. This paper studied the pricing strategy for the optimization of the en-
tire supply chain in dual channel and pricing equilibriums of three different dual 
channel structures in case of free riding when the supply chain members make de-
cision separately. This paper also studied whether the coordination strategy of rev-
enue sharing contract can fully coordinate the entire supply chain of various dual 
channel structures when free riding problem exists. 
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2   Model 

Similar to Xiao and Guo et al. [6, 19], we assume a linear downward sloping de-
mand function. The demand of traditional channel and Internet channel are given 
as below respectively: 

( )r r r r ed a bp p pθ= − − − ,                         (1) 

( )e e e r ed a bp p pθ= − + − .                         (2) 

Where , { , }ip i r e∈ is the product’s retail price in channel i ( i r=  denotes the tra-

ditional channel, i e=  denotes the Internet channel). , { , }ia i r e∈  is the market 

potential of channel i. b is the price elasticity factor. θ  is the factor of demand 
change with respect to the price in the other channel. So the change of quantity 
from the traditional channel to Internet channel is ( )r ep pθ − . The changed quan-

tity contains two parts. One is the quantity that consumers buying from Internet 
store directly, the other is the quantity related to free riding. We assume the free 
riding ratio is μ .That is to say the quantity bought from free riders is  

( )f r ed p pμθ= − .                              (3) 

Let , { , }ic i r e∈  denote the retail cost for each customer who visits the store in 

channel i. Similar to Xin (2007), we assume that the traditional retailer will incur 
selling cost to serve a customer who may or may not purchase a product. For the 
quantity of fd , both the retailers in each channel should pay the corresponding 

costs. There are two reasons for having such an assumption. One is that traditional 
retailer must expand time and effort to help customers identify the product that 
best fits their needs irrespective of whether they buy the product. The other is that 
traditional retailer gives up its opportunity to make another sale by serving the 
wrong customers (free riders).  

In order to utilize the above model, we assume r ea a> , r ec c>  and 

(2 )( ) 2 0r e r e ra a b c c cθ μθ− + + − − > . r ea a>  means that the traditional channel 

has a larger market potential. r ec c>  means that the traditional retailer should 

pay a higher unit cost. (2 )( ) 2 0r e r e ra a b c c cθ μθ− + + − − >  means r ep p>  

when the entire supply chain realize the maximization of profits and also ensures 
the existence of free riding problem under various dual channel structures. We al-
so have the assumption of , { , }i ia bc i r e> ∈ , which can guarantee that prices ex-

ceed marginal costs and quantities are nonnegative. 
Similar to Yoo et al. [18], we considered four dual channel arrangements. They 

are vertically integrated dual channel (VID), partially integrated dual channel 
(PID), decentralized dual channel (DD) and horizontally integrated dual channel  
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(HID). The corresponding channel structures are shown in figure 1. The real line 
in the figure means the two parts belong to one entity. The broken line in the fig-
ure means the two parts belong to two entities. In vertically integrated dual chan-
nel (e.g., Dell), the manufacturer called vertically integrated manufacturer (vim) 
owns both the Internet channel and the traditional channel. In partially integrated 
dual channel (e.g., Lenovo and Haier), the manufacturer called partially integrated 
manufacturer (pim) owns Internet channel. It competes with the traditional retailer 
(tr) in the market. In decentralized dual channel (e.g., Amazon.com), the manufac-
turer (m) doesn’t owns any channel, and the traditional retailer (tr) and Internet  
retailer (er) compete with each other in the market. In horizontally integrated dual 
channel (e.g., Wal-mart), the retailer called horizontally integrated retailer (hir) 
owns both the Internet channel and the traditional channel.  
 

 
Fig. 1 Four Dual Channel Structures 

Without coordination, the players optimize their own profits sequentially rather 
than maximize the entire supply chain profits globally. Similar to numerous pre-
vious studies, we assume the following: (1) The manufacturer, as the Stackelberg 
leader, sets the wholesale price to maximize its own profits with the foresight of 
the independent retailers’ optimal responses; (2) As a Stackelberg follower, the 
independent retailer sets its retail price to maximize its own profits conditional on 
the wholesale price. The price competition between two independent retailers is 
assumed to be Bertrand–Nash; (3) If dual channel members are vertically or hori-
zontally integrated, their pricing decisions are coordinated to maximize the joint 
profits. When the supply chain utilizes coordinated strategy of revenue sharing 
contract, the retailer shares  (0 1)ρ ρ< <  of its revenue with the manufacturer. 

The value of ρ generally reflects the negotiation power between the manufacturer 

and the retailer and is usually determined in a negotiation process which is not a 
focus of this paper. 

Manufacturer 

Internet Retailer Traditional Retailer 

Vertically integrated dual channel (VID) Partially integrated dual channel (PID) 

Horizontally integrated dual channel (HID) Decentralized dual channel (DD) 

Manufacturer 

Internet Retailer Traditional Retailer 

Manufacturer 

Internet Retailer Traditional Retailer 

Manufacturer 

Internet Retailer Traditional Retailer 
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3   Model Analysis 

3.1   Vertically Integrated Dual Channel 

The profits of the vertically integrated manufacturer is ( )VID
vim r r rp c dπ = − +  

( )e e e r fp c d c d− − . The vertically integrated manufacturer decides rp  and ep to 

maximize its profits. We can know that VID
vimπ  is jointly concave with respect to 

rp  and ep . Letting the differentials of VID
vimπ  on rp  and ep both be zero, we 

can get 

22

2 ( 2 )
e r r r r r

r

a a ba bc b c bc
p

b b

θ θ θ μθ
θ

+ + + + −=
+

,                 (4) 

22

2 ( 2 )
e r e e e r

e

a a ba bc b c bc
p

b b

θ θ θ μθ
θ

+ + + + +=
+

.                 (5) 

The profits of the entire supply chain are VID
vimπ  in every dual channel structure. 

It is to say that the entire supply chain will realize the maximization of profits if 

rp  and ep  satisfied equation (4) and equation (5) respectively. So we have the 

following result. 
 
Result 1. The retail prices of traditional channel and Internet channel are equation 
(4) and equation (5) respectively in vertically integrated dual channel, and the en-
tire supply chain realizes the maximization of profits. 

3.2   Partially Integrated Dual Channel 

Without coordination, the profits of the partially integrated manufacturer and the 
traditional retailer are ( )PID

pim tr r e e ew d p c dπ = + −  and ( )PID
tr r tr rp w dπ = − −  

( )r f rd d c− + . Where trw is the wholesale price for the traditional retailer. The se-

quence of the game is that the partially integrated manufacturer sets trw first and 

then the partially integrated manufacturer and the traditional retailer set rp  and 

ep  respectively at the same time. We can know that PID
pimπ  is concave with re-

spect to ep  and PID
trπ  is concave with respect to rp . In accordance with back-

ward induction, letting the differential of PID
pimπ on ep  and the differential of 

PID
trπ on rp both be zero, we obtain 

2 2

2 2 2 2

2 2

4 2 2 4 2

2 2 2 3 2

(3 4 8 )

tr r e r r r

tr r r tr r e e
r

bw c b c b c bc ba

b w bc a w c c a
p

b b

θ μθ θ θ
μθ θ θ θ θ θ

θ θ

− + + + + +

− + + + + +
=

+ +
, (6) 
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2 2 2

2 2

2 2

3 3 2

2 2 2 4

3 4 8

r tr r r tr e

r e e e e
e

a w c b c bw c b

c ba c a b c
p

b b

θ θ θ θ θ
μ θ θ θ θ

θ θ

+ + + + + −

+ + + +
=

+ +
.             (7) 

Substituting equation (6) and equation (7) into PID
pimπ  and letting the differential 

of PID
pimπ on trw be zero, we obtain 

3 4 5 4 2 3 4 3

4 2 2 3 2 2 3 3 3

4 3 2 3 2 2 2 4 4 4

2 2

25 16 8 9 32 8 32

2 48 56 72 32 8

16 40 24 8 9 40

2 ( )( 2 )(8 16 9 )

e r r e r r r

e r r r r e

r e r e r r r
tr

ba bc b c a b c b c ba

bc b a b c b c b a b a

bc b c b c b a b a a b c
w

b b b b b

θ θ θ μθ μθ θ
θ θ θ θ θ θ
μθ θ μθ θ θ θ

θ θ θ θ

− − + + + + −

+ − − + + +

− + + + + −=
+ + + +

.      (8) 

Substituting equation (8) into equation (6) and equation (7), we can get 

5 4 4 4 4 2 3 2 3 2 3

3 3 3 2 3 2 3 2 2 2 2 2

4 3 3 4 4 4 4

2

4 20 4 12 4 36 16 16

48 8 20 21 28 24 70

8 44 25 10 8 9 9

2( )( 2 )(8 16

r r e r r r r e

r e r e r e r

r r e e r r e
r

b c b c b c b a b c b c b c b c

b a b a b c b c b c b a b a

bc ba ba bc bc a a
p

b b b b

θ θ μθ θ μθ θ
θ θ μθ θ θ θ θ

μθ θ θ θ θ θ θ
θ θ θ

+ + + − + − +

+ + − + + + +

− + + + + + +=
+ + + + 29 )θ

,  (9) 

4 3 3 3 2 2 2 2 2 2 2

2 3 2 3 2 3 3 3

2 2

8 32 2 8 6 2 43 24

10 22 20 4 25 4 9 9

2 ( 2 )(8 16 9 )

e e r e r r e e

r e r r e r r e
e

b c b c b c b a b c b c b c b c

b a bc ba bc ba bc a a
p

b b b b

θ θ θ μθ θ θ
θ θ θ μθ θ θ θ θ

θ θ θ

+ − + − + + +

+ + + + + − + +=
+ + +

.  (10) 

It is easy to see that equation (9) isn’t equal to equation (4), equation (10) isn’t 
equal to equation (5) either. In other words, it doesn’t realize the optimized profits 
of the entire supply chain. So we have the following result. 
 
Result 2. Without coordination, the wholesale price for the traditional retailer is 
equation (8) and the retail prices of traditional channel and Internet channel are 
equation (9) and equation (10) respectively in partially integrated dual channel. 

When the supply chain utilizes revenue sharing contract, the profits of the  
partially integrated manufacturer and the traditional retailer are PID

pim tr rw dπ = +  

( )e e e r rp c d p dρ− +  and ((1 ) )PID
tr r tr r r r fp w c d c dπ ρ= − − − − . Similar to Cai 

[20], we introduce a fixed price difference scheme r ep p ε= + and obtain the  

following theorem. 
 
Theorem 1. The coordination strategy of  

(2 )( ) 2

2( 2 )
r e r e r

r e

a a b c c c
p p

b

θ μθ
θ

− + + − −= +
+

,                 (11) 
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and the revenue sharing contract with 

2 2 2 2

2 2 2

2 2 2 5 2

2 2 2 2 2

2 ( 2 )

e r r e r r e r

r e r e r e r r r
tr

c c bc bc c bc bc c

a a c c a a bc b c bc
w

b b

ρθ ρθ θ θ μθ ρθ ρθ ρμθ
θ θ θ θ ρθ ρθ μθ ρ ρμθ

θ

− + − − − + + −

+ + − + − − − +=
+

,    (12) 

fully coordinates the supply chain with partially integrated dual channel. 
 
Proof. Given equation (11) and equation (12), the optimal rp  for the partially in-

tegrated manufacturer is equation (4) and the optimal ep  for the traditional retail-

er is equation (5). That is to say the equilibrium prices are same to the optimal 
prices for the entire supply chain.  

3.3   Decentralized Dual Channel 

Without coordination, the profits of the manufacturer, the traditional retailer and 
the Internet retailer are DD

m tr r er ew d w dπ = + , ( )DD
tr r tr r r r fp w c d c dπ = − − −  and 

( )DD
er e er e ep w c dπ = − − . Where trw  and erw are the wholesale prices for the tra-

ditional retailer and the Internet retailer respectively. The sequence of the game is 
that the manufacturer sets trw and erw  first and then the traditional retailer and 

the Internet retailer set rp  and ep  respectively at the same time. We can know 

that DD
trπ  is concave with respect to rp  and DD

erπ  is concave with respect to 

ep . In accordance with backward induction, letting the differential of DD
erπ on 

ep  and the differential of DD
trπ on rp both be zero, we obtain 

2 2 2

2 2 2 2

2 2

4 2 2 4 2 2

2 2 2 2

3 8 4

tr e r r er r tr r

r r e r tr e er
r

bw bc c b c bw bc b w ba

bc a a c w c w
p

b b

θ θ μθ θ θ
μθ θ θ θ θ θ θ

θ θ

+ − + + + + +

− + + + + + +
=

+ +
,   (13) 

2 2 2 2

2 2 2

2 2

2 2

4 2 4 2 2 2

3 8 4

r e r r tr tr r er

er e e e er e
e

a a bc c bw w c b w

bw ba bc c w b c
p

b b

θ θ θ θ θ θ μθ
θ θ θ θ

θ θ

+ + + + + − + +

+ + + + +
=

+ +
.     (14) 

Substituting equation (13) and equation (14) into DD
mπ  and letting the differen-

tials of DD
mπ on trw  and erw  both be zero, we obtain 

2 3 2 2 2 2 2 23 2 2 2

2 ( )( 2 )
r r r e r e r r r r

tr

b a b c b c a a ba bc ba bc b c
w

b b b

θ θ θ θ θ θ μθ μθ
θ θ

− − + + + − + + +=
+ +

,   (15) 

2 2

2 ( 2 )
e r e e e

er

ba a a b c bc
w

b b

θ θ θ
θ

+ + − −=
+

.                      (16) 
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Substituting equation (15) and equation (16) into equation (13) and equation (14), 
we can get 

4 3 3 3 3 2 2 2 2 3 3

2 2 2 2 3 3 3 2 2

2 8 6 2 6 10 3 3

3 15 10 4 4 2 18 5

2 ( 2 )(2 )(2 3 )

r r e r r r r e r

e r e r r e r e
r

b c b c b c b a b c b c b c a a

b c ba ba bc bc bc b a b a
p

b b b b

θ θ μθ μθ θ θ θ
θ θ θ θ μθ θ θ θ

θ θ θ

+ + + − − + + + +

+ + + − + + +=
+ + +

, (17) 

4 3 3 3 2 2 2 2 2 2

2 2 2 2 3 3 3 3 3

2 8 6 18 3 5

10 10 15 2 2 4 3 3

2 ( 2 )(2 )(2 3 )

e r e e r e r r

e r e r r e r e
e

b c b c b c b a b c b a b c b a

b c ba ba bc bc bc a a
p

b b b b

θ θ μθ θ θ θ
θ θ θ θ μθ θ θ θ

θ θ θ

+ + + − + + + +

+ + + − + + +=
+ + +

.   (18) 

It is easy to see that equation (17) isn’t equal to equation (4), equation (18) isn’t 
equal to equation (5) either. In other words, it doesn’t realize the optimized profits 
of the entire supply chain. So we have the following result. 
 
Result 3. Without coordination, the wholesale price for the traditional retailer and 
the Internet retailer are equation (15) and equation (16) respectively and the retail 
prices of traditional channel and Internet channel are equation (17) and equation 
(18) respectively in decentralized dual channel. 

When the supply chain utilizes revenue sharing contract, the profits of  
the manufacturer, the traditional retailer and the Internet retailer are DD

mπ =  

( ) ( )tr r r er e ew p d w p dρ ρ+ + + , ((1 ) )DD
tr r tr r r r fp w c d c dπ ρ= − − − −  and DD

erπ =  

((1 ) )e er e ep w c dρ− − − . We obtain the following theorem. 

 
Theorem 2. The revenue sharing contracts with  

2 2 3 2 2 2 2

2 2 2 2 2 2 2

6 2 2 2

2 3 4

2 ( )( 2 )

e r r r e e r e

e e r r r r e e
tr

b c b c b c b c ba b c bc bc

bc ba bc bc a a a a
w

b b b

ρθ ρθ ρ ρμθ ρθ θ μθ θ
ρθ θ ρμθ ρθ ρθ θ ρθ θ

θ θ

− − + − − + − +

+ + − − + − +=
+ +

,  (19) 

2 3 2 2 2 2 2 2

2 2 2 2 2 2 2

2 2 66 2 3

2 4 2 3

2 ( )( 2 )

r e e r r r r e

r e r r r r e r r
er

b c b c b c b c b c b c bc a

bc bc bc bc ba ba a a a
w

b b b

μθ ρ ρθ θ ρμθ ρθ μθ ρθ
ρθ ρθ θ ρμθ ρθ θ θ ρθ θ

θ θ

− − − − + + − +

− − − − + + − +=
+ +

.  (20) 

fully coordinates the supply chain with decentralized dual channel. 

Proof. Given equation (19) and equation (20), the solution of rp  and ep for the 

traditional retailer and the Internet retailer in a Nash game are equation (4) and 
equation (5) respectively. That is to say the equilibrium prices are same to the op-
timal prices for the entire supply chain.  

3.4   Horizontally Integrated Dual Channel 

Without coordination, the profits of the manufacturer and the horizontally inte-
grated retailer are ( )HID

m hir r ew d dπ = +  and ( )HID
hir r hir r r r fp w c d c dπ = − − − +  
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( )e hir e ep w c d− − . Where hirw is the wholesale price for the horizontally inte-

grated retailer. The sequence of the game is that the manufacturer sets hirw first 

and then the horizontally integrated retailer set rp  and ep . We can know that 
HID

hirπ  is jointly concave with respect to rp  and ep . In accordance with back-

ward induction, letting the differentials of HID
hirπ on rp  and ep  both be zero, we 

obtain 

2 22 2

2 ( 2 )
e r r r r r

r

a bw b c bc ba b w bc a
p

b b

θ θ θ μθ θ
θ

+ + + + + − +
=

+
, (21) 

2 22 2

2 ( 2 )
e e e r e r

e

bw b c bc ba b w bc a a
p

b b

θ θ μθ θ θ
θ

+ + + + + + +
=

+
. (22) 

Substituting equation (21) and equation (22) into HID
mπ  and letting the differen-

tial of HID
mπ on hirw be zero, we obtain 

4
r e r e

hir

a a bc bc
w

b

+ − −= .                          (23) 

Substituting equation (23) into equation (21) and equation (22), we can get 

2 26 2 6 6 3 5 4

8 ( 2 )
e e r r r r e e r

r

a bc bc a b c ba b c ba bc
p

b b

θ θ θ θ μθ
θ

− + + + + − + −=
+

, (24) 

2 26 2 6 6 3 5 4

8 ( 2 )
e r e r e e r r r

e

a bc bc a b c ba b c ba bc
p

b b

θ θ θ θ μθ
θ

− + + + + − + +=
+

. (25) 

It is easy to see that equation (24) isn’t equal to equation (4), equation (25) isn’t 
equal to equation (5) either. In other words, it doesn’t realize the optimal profits of 
the entire supply chain. So we have the following result. 

Result 4. Without coordination, the wholesale price for the horizontally integrated 
retailer is equation (23) and the retail prices of traditional channel and Internet 
channel are equation (24) and equation (25) respectively in horizontally integrated 
dual channel. 

When the supply chain utilizes revenue sharing contract, the profits of the man-
ufacturer and the horizontally integrated retailer are ( )HID

m hir r ew d dπ = + +  

( )r r e ep d p dρ +  and (1 )( ) ( ) ( )HID
hir r r e e r e hir r f rp d p d d d w d d cπ ρ= − + − + − + −  

e ec d . We obtain the following theorem. 

Theorem 3. The revenue sharing contracts can’t fully coordinate the supply chain 
with horizontally integrated dual channel. 

Proof. Given hirw , the solution of rp  and ep for the horizontally integrated  

retailer are  
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2 22 2

2 (1 )( 2 )
r r e e r r hir hir r r r

r

a a a a ba bc bw b w ba b c bc
p

b b

θ ρθ θ ρθ ρ θ θ μθ
ρ θ

− + − − + + + + + −=
− +

,  (26) 

2 22 2

2 (1 )( 2 )
hir e r r e e r e hir e e

e

bw ba a a a a bc ba b w bc b c
p

b b

θ ρ θ ρθ θ ρθ μθ θ
ρ θ

− + − + − + + + + +=
− +

.  (27) 

Letting equation (26) equal to equation (4) and equation (27) equal to equation (5), 
we can get 

( 2 )

2
r

hir

c b
w

b

ρ θ μθ
θ

− + −=
+

,                           (28) 

(2 )

2
e r e

hir

c c bc
w

b

ρ θ μθ
θ

− + +=
+

.                       (29) 

Equation (28) isn’t equal to equation (29). That is to say there is no hirw which can 

make the horizontally integrated retailer set the retail prices equal to the optimal 
prices for the entire supply chain.     

4   Conclusion 

When the Internet channel has a lower retail price, free riding becomes a popular 
phenomenon. In this paper we classified dual channel structures into four catego-
ries according to the entity which owns the Internet channel, and analyzed the op-
timal prices of dual channel for the entire supply chain and pricing equilibriums 
in various channel structures when the channel members decide separately. The 
result shows that the pricing equilibriums can’t realize the maximal profits of the 
entire supply chain. Then we studied the application of revenue sharing contract 
to various channel structures and obtained the following results: The revenue 
sharing contract can be applied in partially integrated dual channel and decentra-
lized dual channel and fully coordinate the entire supply chain; the revenue shar-
ing contract can’t fully coordinate the entire supply chain of horizontally integrated 
dual channel.  

Our research has important managerial insight. We show that the revenue shar-
ing contract has different performances in different dual channel structures. If the 
supply chain utilized coordination strategy of revenue sharing contract before the 
Internet channel being introduced, it can continue utilize the same coordination 
strategy in partially integrated dual channel or decentralized dual channel, but it 
will apply itself to find another coordination strategy in horizontally integrated 
dual channel. How to find such a coordination strategy should be researched fur-
ther. There is another kind of free riding that the consumers search for information 
in Internet channel and then buy the product from traditional store in dual channel 
circumstance. How to coordinate the supply chain when such a free riding prob-
lem exists is another interesting research issue. 
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Some Consideration of SIRMs Connected Fuzzy
Inference Model with Functional Weights

Hirosato Seki and Tomoharu Nakashima

Abstract. This paper discusses the SIRMs (Single-Input Rule Modules) connected
fuzzy inference model with functional weights (SIRMs model with FW). The
SIRMs model with FW consists of a number of groups of simple fuzzy if-then rules
with only a single attribute in the antecedent part. The final outputs of conventional
SIRMs model are obtained by summarizing product of the functional weight and in-
ference result from a rule module. In the SIRMs model of the paper, we use square
functional weights, and compare with the conventional model.

1 Introduction

Single Input Rule Modules (SIRMs) connected fuzzy inference model proposed by
Yubazaki et al.[12, 6, 7, 8, 9, 10] consists of several groups of single-input fuzzy
if-then rules. The advantage of the SIRMs models is computational efficiency. The
number of involved fuzzy if-then rules is significantly less than the conventional
model where each fuzzy if-then rule has as many inputs as the problem domain
at hand. The SIRMs model has been applied to the automatic control of vehicles
and the stability control of inverted pendulums. Seki et al.[2, 3, 5] analyzed the
property of the SIRMs inference models and also proposed extended versions of
SIRMs models.

In the standard formulation of SIRMs, the weight for each rule module is con-
sidered to be constant. However, it is often necessary to have variable weights for
connecting rule modules in order to accommodate high-dimensional problem do-
mains, which is the case in most of the practical cases. From this perspective, Yi
et al.[9] proposed a new SIRMs model that introduces dynamic weights for rule
modules and showed the effective ness of the model for control domains.
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On the other hand, SIRMs connected fuzzy inference model with functional
weights has been also proposed in [1]. In this model, the weights for connecting
rule modules are variable rather than constant. In order to realize this, funcional
weights such as linear expression are employed in the model.

In this paper, we consider the SIRMs model with square functional weights.
Moreover, it is compared with the conventional SIRMs model, and shown the appli-
cability of them.

2 A SIRMs Connected Fuzzy Inference Model with Functional
Weights

In this section, we review the SIRMs connected fuzzy inference model with func-
tional weights (SIRMs model with FW) [1] in which the weight for the inference
result of each rule module is generalized to a function, where the system has n in-
puts and a single output, and each rule module corresponds to one of the n input
attributes and has only that input attribute in the antecedent part of fuzzy if-then
rules in the rule module.

The rules of the SIRMs model with FW are given as follows:

Rules-1 : {x1 = A1
j −→ y1 = y1

j}m1
j=1

...
Rules-i : {xi = Ai

j −→ yi = yi
j}mi

j=1
...

Rules-n : {xn = An
j −→ yn = yn

j}mn
j=1

(1)

where Rules-i stands for the “i-th single-input rule module,” xi corresponding to
the i-th input item is the sole variable of the antecedent part of Rules-i, and yi is the
variable of its consequent part. Ai

j and yi
j are, respectively, fuzzy set and real number

of the jth rule of the Rules-i, where i = 1,2, . . . ,n, j = 1,2, . . . ,mi, and mi stands for
the number of rules.

Given an input x0
i to Rules-i, the compatibility degree of the antecedent part in

the j-th rule in Rules-i is given by (2), and the inference result y0
i of Rules-i is given

as in (3).

hi
j = Ai

j(x
0
i ) (2)

y0
i =

mi

∑
j=1

hi
jy

i
j

mi

∑
j=1

hi
j

. (3)
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Final inference result y0 of the SIRMs model with FW is given by

y0 =
n

∑
i=1

wi(x
0
i )y

0
i (4)

where functional weights wi(x0
i )’s stand for the importance degree for each input

item xi (i = 1,2, . . . ,n).
For wxample, the functional weight in case of using a linear expression is as

follows [1]:

wi(xi) = ci + dixi (5)

This SIRMs model is reduced to the conventional SIRMs model when functional
weight wi(xi) is replaced to a constant.

3 Learning Algorithm

This section presents the learning algorithm for the SIRMs model with FW. The
learning algorithm is derived based on the gradient decent concept where the modifi-
cation rules for the parameters of the SIRMs model is construct so that a pre-defined
error is minimized [1].

In this paper, the functional weight in case of using a square function is used as
follows:

wi(xi) = cix
2
i (6)

Let us assume that we use triangular-type membership functions for the antecedent
parts of fuzzy if-then rules as follows:

Ai
j(xi) =

{
1−|xi− ai

j|/bi
j, ai

j − bi
j ≤ xi ≤ ai

j + bi
j,

0, otherwise,
(7)

where ai
j and bi

j are the center and the width of the fuzzy set Ai
j(xi), respectively,

and xi is an input value for the ith attribute. The modification rules for ai
j, bi

j, and yi
j

at the (t + 1)th iteration are defined as follows:

ai
j(t + 1) = ai

j(t)+α · (yT − y0(t)) · ci(t)x
2
i

·y
i
j − y0

i (t)
mi

∑
j=1

hi
j(t)

· sgn(xi − ai
j(t))

bi
j(t)

, (8)

bi
j(t + 1) = bi

j(t)+β · (yT − y0(t)) · ci(t)x
2
i

·y
i
j − y0

i (t)
mi

∑
j=1

hi
j(t)

· |xi − ai
j(t)|

(bi
j(t))

2
, (9)



474 H. Seki and T. Nakashima

yi
j(t + 1) = yi

j(t)+ γ · (yT − y0(t))

·ci(t)x
2
i ·

hi
j(t)

mi

∑
j=1

hi
j(t)

, (10)

ci(t + 1) = ci(t)+ δ · (yT − y0(t)) · x2
i · y0

i (t), (11)

where α , β , γ , δ and ε are learning rates, t represents the number of learning itera-
tions, and sgn is a signum function that is defined as follows:

sgn =

⎧⎨
⎩

1, if x > 0,
0, if x = 0,
−1, otherwise.

(12)

4 Identifying Non-linear Functions

This section examines the performance of the proposed SIRMs model for identify-
ing the following non-linear function:

y1 = (2x1 + 4x2
2 + 0.1)2/37.21, (13)

In the above function, we assume that the domain is [−1,1]2. Thus the range is [0,1].
In the computational experiments of identifying the above functions, membership

functions for each attribute are generated so that each attribute is divided into five
segments, and each membership function has an intersection with its next one at the
membership value of 0.5. The initial value for the importance of each input attribute
is specified as 0.5.

49 input-output pairs were randomly generated as training patterns, which are
then used for the learning of the SIRMs models. For each experiments, the learning
iteration was specified as 1000. In order to examine the performance of the trained
SIRMs models, 2601 input-output pairs were generated so that each input attributes
are specified with an increment of 0.04. The 2601 input-output pairs were used as
test patterns where the output from the trained SIRMs for each input is compared
with the corresponding output. The values of learning rates (i.e., α , β , γ , δ , ε)
were specified as 0.001, 0.0001, 0.01, 0.01, and 0.1, respectively. These values were
specified by trial-and-error. Mean squared error (MSE) is used as a performance
measure of the proposed SIRMs in the computational experiments in this paper.

The training process is performed for the a non-linear function y1 for ten times.
The results of the computational experiments are shown in Table 1. In the ta-
bles, SIRMs-FW represents the performance of the SIRMs with square functional
weights, and SIRMs the conventional model. From the results, we can see that the
proposed SIRMs model performs better than the conventional model.
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Table 1 Error evaluation for a nonlinear function y1

Case SIRMs-FW SIRMs [4]
1 0.00905 0.0104
2 0.00810 0.0099
3 0.00912 0.0104
4 0.00901 0.0110
5 0.00968 0.0110
6 0.00790 0.0107
7 0.00858 0.0099
8 0.00985 0.0125
9 0.00850 0.0100

10 0.00758 0.0093
Average 0.00874 0.0105

5 Conclusions

In the conventional SIRMs model, the final inference result of the model for an
input pattern is calculated as the weighted sum of the inference result from each
rule module. Since the weight for each rule module is constant, the SIRMs model
cannot be applied to highly dynamic problem domains.

On the other hand, the SIRMs model with FW employes functional weights in-
stead of a constant value. Thus the weight for each rule module is no longer constant
but variable according to input values. The learning algorithm for the SIRMs model
with FW is also derived using gradient decent method. The learning algorithm en-
ables to automatically construct an appropriate input-output mapping by the SIRMs
model with FW from a set of training patterns.

In the computational experiments, a non-linear function has been used in order
to examine the performance of the SIRMs model with FW using square functional
weight, in this paper. Additive function has been used in the computational experi-
ments. The experimental results have shown that the SIRMs model with square FW
performs better than the conventional SIRMs model. Especially, the SIRMs model
with square FW has strong nonlinearity. Therefore, this model will be able to applied
to involved problems.

The inference results of the SIRMs model with square FW are strongly depended
on input. Thus, input values should be normalized to apply the SIRMs model with
FW to real systems.

In the well-known simplified fuzzy inference, Π M
i=1 rules are involved in a single

system while only ∑M
i=1 rules in the SIRMs model. Therefore, the SIRMs model is

more efficient and more effective approach than the other fuzzy inference models.
Future works include other formulations should be evaluated for functional

weights of the SIRMs model with FW, and other nonlinear functions, e.g., multi-
plicative functions, medical diagnosis, etc., should be applied to this SIRMs model
with FW.
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Stepwise Benchmarking Path Selection in DEA 

Jaehun Park, Hyerim Bae, and Sungmook Lim* 

Abstract. In order to identify the best performers for the benchmarking process, 
Data Envelopment Analysis (DEA), a methodology for measuring the relative ef-
ficiencies among homogeneous Decision-Making Units (DMUs) and for yielding 
a reference target for and inefficient DMU along with the corresponding efficien-
cy gap, has been used. The general use of DEA has certain limitations that it might 
not be feasible for an inefficient DMU to achieve its benchmarking target in a  
single step. In order to overcome these problems, stepwise benchmarking target 
selection method has been undertaken. However, it did not consider benchmarking 
target selecting in optimal aspects. Thus, we propose an optimal benchmarking 
target selection method that inefficient DMU can select benchmarking target con-
sidering multiple benchmarking objectives using DEA. For the benchmarking ob-
jectives, the improvement feasibility and the efficiency gap are considered. 

 
Keywords: Data Envelopment Analysis, Benchmarking target selection. 

1   Introduction 

Generally, identifying the best performers can be considered to be the most impor-
tance activity in the benchmarking process. In order to identify the best performers 
for the benchmarking process, Data Envelopment Analysis (DEA), a methodology 
for measuring the relative efficiencies among homogeneous Decision-Making Units 
(DMUs) and for yielding a reference target for and inefficient DMU along with the 
corresponding efficiency gap, has been widely used (Ross and Droge 2002).  

However, the general use of DEA has certain limitations in the aspects of se-
lecting the proper performers of inefficient organization. One of the problems to 
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be discussed in this research is that it might not be feasible for an inefficient DMU 
to achieve its benchmarking target’s efficiency in a single step, especially when 
that DMU is far from the benchmarking target DMU. In order to overcome this limi-
tation, Zhu (2003) proposed a stratification method by iteratively generating the ef-
ficient frontiers. Alirezaee and Afsharian (2007) proposed a layered efficiency 
evaluation model that provides a strategy by which an inefficient DMU can move 
toward a better layer. Lim et al. (2011) proposed a stratification benchmarking 
path method that can select next benchmark DMU by applying the stratification 
method in a context-dependent DEA.  

The existing works addressed here can be considered to more realistic and ef-
fective than general DEA in aspects of providing the benchmarking targets of inef-
ficient DMU in phase. In most of previous works, they did not consider stepwise 
benchmarking target in optimal aspects. Thus, this paper proposes an optimal 
stepwise benchmarking target selection method in DEA considering multiple  
benchmarking objectives. In case of benchmarking of multiple objectives, the re-
source improvement and the improvement direction proximity are considered. The 
proposed method is different from previous researches in that it suggests the ben-
chmarking target sequentially to find the optimal aspect by considering two crite-
ria (the resource improvement and the improvement direction proximity). This 
study conducts a real case experiment by benchmarking on East Asia container 
terminal as an application of the proposed method. The structure of this paper is 
organized as follows. Section 2 provides an overview of DEA for the efficiency 
measurement and benchmarking. Section 3 discusses the proposed method, and 
section 4 details our empirical study. Finally Section 5 summarizes our work.  

2  Related Work 

2.1   Data Envelopment Analysis (DEA)  

Data Envelopment Analysis (DEA) is a linear-programming methodology that 
evaluates the relative efficiencies of DMUs using a set of inputs to produce a set 
of outputs (Zhu, 2003). The mathematical model of DEA is represented by model 
(1) and (2). The model (1) is a basic CCR model of DEA initially developed by 
Charnes, Cooper & Rhodes (1978). Here, ur is the weight given to the r-th output, 
vi is the weight given to the i-th input, n is the number of DMUs, s is the number 
of outputs, m is the number of inputs, k is the DMU being measured, yrj 

is the 
amount of the r-th output produced by DMU j, and xij is the amount of the i-th in-
put produced by DMU j.  

DEA can suggest a reference set, which is a set of corresponding efficient 
units that can be utilized as a benchmark for improvement. The reference set can 
be obtained by dual model, as shown in (2). In model (2), θ  is the efficiency 
score, λj is the dual variable, and ε  is a non-Archimedean infinitesimal. By solv-
ing model (3), we can identify a composite DMU (a linear combination of DMUs) 
that utilizes less input than the test DMU while maintaining at least the same out-
put levels. The optimal values of the dual variable λj 

are the coefficients for this 
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linear combination of units. If a DMU is given an efficiency score of ‘1’, it is con-
sidered to be efficient; an efficiency score less than ‘1’ indicates inefficiency. For 
more details on model development, reader may refer to Charnes et al. (1978). 
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3   Proposed Method 

The step of the proposed method is as follows; first, all DMUs are stratified based 
on efficiency score to form efficient layers by applying stratification method in 
context-dependent DEA. The stratified layers represent the benchmarking phase of 
inefficient DMU that wants to improve the efficiency (Hereafter this DMU is 
called as evaluated DMU). Second, the benchmarking path network is constructed 
based on benchmarking candidate DMUs. The benchmarking candidate DMUs 
represent the reference DMUs, which are on each layer, of evaluated DMU. Third, 
the resource improvement and improvement direction proximity between each 
benchmarking candidate DMU are measured for the benchmarking objectives. Fi-
nally, optimal benchmarking path is searched based on benchmarking objectives 
using mathematical model. 

3.1   Stratification of DMUs  

All DMUs are stratified based on efficiency scores for the stepwise benchmarking 
target selection. The stratification DEA model in context-dependent DEA, which 
proposed by Seiford and Zhu (2003), is used to stratify DMUs.  

Table 1 Supermarket Example 

Store  A B C D E F G H I J K L 
Employee x1 2 4 8 3 4 5 5 6 7 6 6 7 
Floor area x2 4 2 1 6 3 2 6 3 3 9 4 7 
Sales y 1 1 1 1 1 1 1 1 1 1 1 1 

 
Let’s consider the following supermarket example, originally introduced in 

Copper et al. (2006) and more DMUs are added for easy explanation of the proce-
dure outlined in this paper. Table 1 consists of twelve DMUs, and each DMU con-
sumes two inputs and yields one output.  
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When we apply stratification DEA method to supermarket example, we can ob-
tain the five layers as illustrated in Figure 1. Let DMU L be an evaluated DMU, 
and DMU L can improve its efficiency by crossing the sequence of layers.  

 

Fig. 1 Benchmarking target of stratification method 

3.2   Construct Benchmarking Path Network 

In the figure 1, DMU L can obtain its reference DMUs on each layer by model (2). 
For example, the reference DMU on layer 4 from DMU L is DMU K. The next 
step is a replacement of DMU K by the evaluated DMU. The reference DMUs 
from each evaluated DMU are shown in figure 2.  

These reference DMUs can be the benchmarking candidate DMUs of evaluated 
DMU. Based on these benchmarking candidate DMUs, the benchmarking path 
network is constructed. The benchmarking path network from DMU L is shown in 
figure 3. 

 

Fig. 2 The reference DMUs from each evaluated DMU 
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If DMU L selects DMU B as its ultimate benchmarking DMU, then DMU L 
have three alternatives to reach DMU B in phase (DMU LKHFB, DMU 
LKHEB and DMU LKGEB). Among these alternatives, op-
timal benchmarking path that satisfies the benchmarking objectives can be 
searched.  

 

Fig. 3 Benchmarking path network from DMU L 

3.3   Measure the Benchmarking Objectives 

For the benchmarking objective, two objectives are considered in this paper; mi-
nimize the resource improvement and maximize the improvement direction prox-
imity. Both definitions are as follows; 

Definition 1. Resource improvement 
The resource improvement is the improvement gap of inputs or outputs between 
each benchmarking candidate DMU. The resource improvement can be calculated 

by ikiiki xxG *α−= , where k is the index of evaluated DMU and j is the ben-

chmarking candidate DMUs on next layers from evaluated DMU. *
iα  is yielded 

by model (3). 
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Definition 2. Improvement direction proximity 
Improvement direction proximity, which proposed by Park et al. (2010), is em-
ployed to select the closest efficient DMU for the next step of benchmarking 
DMU. The formulation for identifying the improvement direction proximity of the 
j-th DMU (δj) can be represented by model (4). 
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where 

gr: Difference of the r-th input between evaluated DMU and ultimate DMU 
hr: Difference of the r-th input factors between evaluated DMU and j-th DMU 

δ : User-defined threshold value (It can be defined between 90 and 180)  
δj indicates a relative inner product between gr and hr. DMU j, which has the max-
imum δj, means that it is closest to the direction from the evaluated DMU to the 
ultimate benchmarking target. 

3.4   Search the Optimal Benchmarking Path  

In order to select optimal benchmarking path considering the resource improve-
ment and the improvement direction proximity as benchmarking objectives, multi-
objective model (5) is used. We define the variable xjj’ for the ljj’, where ljj’ is the 
link between j-th DMU and j’-th DMU: if j-th DMU and j’-th DMU in ljj’ are poss-
ible to benchmark each other, then xjj’ is defined as 1, otherwise xjj’ is defined as 0.  
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Fig. 4 Optimal stepwise benchmarking path from DMU L 

If Model (5) is applied to Figure 3 under DMU B selected as ultimate DMU of 
DMU L, the optimal benchmarking path can be obtained as shown in Figure 4. 
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4   Case Study 

In this study, we applied our proposed method to the real container terminal  
data to select optimal stepwise benchmarking path of the inefficient container ter-
minals. The relevant data sources have been collected for 22 East Asia container 
terminals from Containerization International Year Book 2005-2007, excluding 
incomplete data. The numbers of berths, the lengths of berths (m), the total area  
of the port (km2) and the number of cranes are used as inputs, while the total con-
tainer traffic (TEU) are used as outputs for the efficiency evaluation of container 
terminals. 

Six layers were stratified using stratification DEA method. Hongkong, Shang-
hai, Shenzhen and Xiamen are included as set of port in layer 1, and Kwangyang 
and Kobe are included as set of port in layer 6. Kwangyang and Shenzhen are se-
lected as evaluated DMU and ultimate benchmarking DMU, respectively. The 
benchmarking path of Kwangyang is shown in Figure 5. Kwangyang select Osaka 
as first stepwise benchmarking target, and select Dalina, Keelung, Busan and fi-
nally Shenzhen, sequentially. 

 

Fig. 5 Optimal stepwise benchmarking path from Kwangyang 

5   Conclusions 

In this paper, we proposed an optimal stepwise benchmarking target selection me-
thod in DEA considering multiple benchmarking objectives. This is a new method 
to remedy the drawback of the existing stepwise benchmarking, which is no con-
sideration on optimal benchmarking target selection with multiple benchmarking 
objectives. For the multiple benchmarking objectives, the resource improvement 
and the improvement direction proximity were considered. As an application of 
the proposed method, the proposed method is applied to find the optimal stepwise 
benchmarking path for the 22 East Asian container terminal. The proposed method 
is different from previous researches in that the proposed method suggested the 
optimal stepwise benchmarking target by considering two objectives (minimize 
the resource improvement and maximize the improvement direction proximity).  
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The Automatic Two – Step Vessel Lumen 
Segmentation Algorithm for Carotid 
Bifurcation Analysis during Perfusion 
Examination 

Marek R. Ogiela and Tomasz Hachaj* 

Abstract. The novel path detection algorithm and the region growing based lumen 
detection algorithm is the main contribution of this article. The proposed lumen 
segmentation method is consisted of two sub-algorithms. After preprocessing step 
the first algorithm detects the possible path between start and end point. In the 
second step it performs the thinning of previously obtained path. The second algo-
rithm is a region – growing procedure with proper homogeneity criteria. The role 
of this procedure is to segment the whole lumen of considered vessel. The region 
growing is computed in axial slices and the seed point for growing method in each 
slice is a voxel taken from path computed in previous step. The proposed method 
was tested on six carotid arteries structures obtained from CTA examination. Our 
researches has shown that with our method it is possible to keep the TPR (true 
positive rate) in 5 from 6 considered cases on the level higher than 80% with FPR 
(false positive rate) below 1%.  
 
Keywords: Lumen segmentation, carotid bifurcation, computed tomography  
angiography, brain perfusion maps, computer - aided diagnosis. 

1   Introduction 

Computed tomography angiography (CTA) is a popular medical imaging method 
that is often used beside standard computed tomography (CT) in acute stroke  
imaging [9, 10]. Imaging of the carotid arteries is important for the evaluation of 
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patients with ischemic stroke or Transient Ischemic Attack (TIA). There are many 
computer – aided methods that support the radiologist during the procedure of 
segmentation of carotid bifurcation region. The methods that have been already 
proposed can be divided in two groups: model – based and intensity – based algo-
rithms. The first group takes advantage of geometric specificity of vessels, in par-
ticular the notions of orientation and tubular shape. One of possible vessels seg-
mentation approach is utilizing tube detection filters based on analysis of 
volumetric image Hessian matrix eigenvalues [7]. Those methods are capable to 
detect any local tubular structure but are sensitive to noises and scanning artifacts. 
The second group is dedicated mainly for detailed extraction of continues tubular 
structures. Many intensity – based methods are two – step procedures. They com-
putes the optimal path (according to given criteria) between selected points that 
lies inside the examined vessels and in the second step detects the vessel lumen 
locally for each voxel of obtained path (it is often done using a 3D active surface 
approach with various forces models like in [8]). 

The problem of finding the path that links two points inside the lumen is com-
monly solved similarly to minimal path finding task. The solution may be found 
by energy minimizing approach (for example with fast – marching algorithm [3]) 
or graph – based approach (for example with Dijkstra’s shortest-path algorithm 
[4]). The energy minimizing approach requires complex definition of energy in 
each voxel while graph methods need to compute the weight of edges (cost of 
path) between two neighbor nodes. The second approach is more intuitive and 
closer to the process of manual determination of shortest path in which software 
operator build the path by adding the voxel that differs the least from the last add-
ed. The definition of edges weight in Dijkstra’s – like algorithms is also not an 
easy task. It should takes into account not only difference of neighbors tissues 
densities but also length of the path and difference between densities of each voxel 
in path and beginning end ending points (if the difference of densities along the 
path is to big it is possible that the path was found outside the vessel lumen) [4]. In 
order to satisfies those conditions we proposed the new path finding algorithm. 
The novel path detection algorithm and the region growing based lumen detection 
algorithm is the main contribution of this article. The proposed method was tested 
on six carotid arteries structures obtained from CTA examination. The Common 
Carotid Artery (CCA) and Internal Carotid Artery (ICA) are clinically the most re-
levant arteries of the Carotid Bifurcation [5]. Therefore the segmentation tech-
nique proposed in this publication is optimized for detection of those particular 
blood vessels. 

We also generated ROC curve in order to find optimal threshold value for ho-
mogeneity criteria in region growing schema. The results of the automatic seg-
mentation were compared to manual findings of radiologist. 

The results presented in this article are extension of our previous work. Our lat-
est researches were concentrated on automatic analysis of dynamic perfusion 
computed tomography maps (CTP) in the event of brain stroke. In [12] we pro-
posed a new approach of description and analysis of potential lesions in cerebral 
blood flow (CBF) and cerebral blood volume (CBV) perfusion maps. In [13] we 
extended the possibility of automatic analysis on another type of perfusion maps 
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(time to peak maps - TTP). In [14] we proposed the method for generation of 
prognostic maps that visualizes the possible evaluation of ischemia. 

We decided to widen the area of our interest on CTA because the examination 
of carotid arteries is an important step during assessing the risk of brain stroke [6]. 

2   Methods 

The proposed lumen segmentation method is consisted of two sub-algorithms. Af-
ter preprocessing step the first algorithm detects the possible path between the 
start and the end point. In the second step it performs the thinning of previously 
obtained path. The generated path between the start and point becomes 1 voxel 
width keeping the same length as path from first step. The second algorithm is a 
region – growing procedure [2] with proper homogeneity criteria. The role of this 
procedure is to segment the whole lumen of considered vessel. The region grow-
ing is computed in axial slices and the seed point for growing method in each slice 
is a voxel taken from path from Algorithm I. 

Description of symbols used in algorithms descriptions: 

Freezed points:=⊘ – already visited points. 
Narrow bandi:= ⊘ – points, that are visited in i-th step. 
Start point – starting point of the path.⊘ 
End point – end point od the path. 
Delta value:=0 - maximal accepted difference between neighbor points. 
S(xj) - Surranding of point xj with radius 1 (26 voxels). 
V(xj) - Value of vexel density in point xj. 
Path lenght - the length of the path (in voxels). 
Delta value - maximal accepted difference between two voxel densities. If the 

difference is greater than Delta value, the considered voxel is not included into the 
path. 

 
In the preprocessing step the volumetric image is convoluted with Gaussian kernel 
in order to remove noises and scanning artifacts. The image is then thresholded in 
order to remove voxels that density do not belongs to range: 

[min(V(Start point), V(End point)) – 40, max(V(Start point), V(End point)) + 200]  

That step eliminates the uncontrolled propagation of path detection algorithm in 
regions where tissues has to low or to high density to be part of examined vessel. 

 
Algorithm I, step I – detection of path between Start point and End point. 

Delta value:=-1 
While (End point∉Freezed points) 
 Delta value:=Delta value+1 

i:=0 
Narrow band:= ⊘ 
Narrow band0:={Start point} 
Freezed point:={(Start point, I)} 
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While ( #Narrow bandi>0 ∧ End point ∉Freezed points) 
i:=i+1 
∀xj∈Narrow bandi 
∀yk∈S(xj) 
 if(|V(xj)- V(yk)|<Delta value) 
  Narrow bandi:= Narrow bandi∪ yk 

  Freezed point:= Freezed pointi∪ (yk,i)_ 
Path length:=i 
End algorithm I, step I 
 

Because the algorithm stops immediately after detecting the end point it will not 
generat paths that are too long and it is unnecessary to add any penalization term 
of path length to the edges weighting function. 

Algorithm I, step II – thinning of path obtained in step I. The path generated by 
in second step has the same length as previous path but is only one voxel width. 

Path:= ⊘ – path from End point to Start point 
Path:=Path∪End point 
k:=Path length -1 
i:=0 
xi:=End point 
While(Start point ∉ Path) 
 Xi+1:=(yj: |V(yj)-V(xi) |=min|V(yl)-V(xi) |, (yl,k) ∈Freezed points, yl∈S(xi)) 
 Path:= Path∪xi+1 
 i:=i+1 
 k:=k-1 
End Algorithm I, step II 
 

The T parameter in following algorithm is maximal accepted difference between 
two voxel densities. If the difference is greater than it, the considered voxel is not 
included into segmented region. 

Algorithm II – the homogeneity criteria for region growing algorithm 

Homogeneity criteria is a function of parameter T 

The homogeneity criteria for voxel xj and voxel xi which already be-
longs to the region is a function of threshold value T and is satisfies if and 
only if: 

1) Absolute value of difference of ISO values between voxel xi and xj is 
smaller or equal T. 

AND 
2) In the surrounding of voxel xj S(xj) exists more than 9 voxels xk for 

which absolute value of difference of ISO values between voxel xj 
and xk is smaller or equal T. 

xj∈X⇔|V(xi)- V(xj) |<=T∧ xj∈S(xi) ∧xk∈S(xj) ∧#{xk: |V(xj)- V(xk) |<=T}>9 
 End Homogeneity criteria 
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3   Results 

The proposed algorithm was tested on set of three CTA volumes of carotid artery 
with size 512x512x415 voxels, 512x512x425 voxels and 512x512x432 voxels 
scanned by SOMATOM Sensation 10 CT scanner. The distance between axial 
slices was 0.7 mm. The segmentation was performed on left and right carotid ar-
tery separately. Because of that the experimental set was consisted of six tubular 
structures. 

The volume to be segmented was determined similarly as in comparison proto-
col in [5]. It is defined around the bifurcation slice, which was marked as the first 
(caudal to cranial) slice where the lumen of the CCA appears as two separate lu-
mens: the lumen of the ICA and the lumen of the ECA (external carotid artery). 
The segmentation contain the CCA, starting at least 20 mm caudal of bifurcation 
slice, the ICA, up to at least 40 mm cranial of bifurcation slice, and the ECA, up to 
between 10 and 20 mm cranial of the bifurcation slice. The segmentation was per-
formed at first on CCA – ICA section, than on CCA – ECA, the final segmenta-
tion result is the common part of those two. 

The segmentation algorithm was tested with different values of T parameter in 
homogeneity criteria. Figure 1 demonstrates the influence of T on completeness of 
detected lumen. Figure 2 shows the close-up of wrongly segmented carotid bifur-
cation region (overestimation of vessel lumen). In Figure 3 the segmentation re-
sults of all considered cases is presented. The threshold parameter T is set to 12. 

Receiver Operating Characteristics (ROC) graphs [1] are a useful technique for 
organizing classifiers and visualizing their performance. It is possible to produce 
 

 

Fig. 1 Results of segmentation with various values of parameter T in Homogeneity Criteria. 
Value of T is appropriately: (A) - 4, (B) - 6, (C) - 8, (D) - 10, (E) - 12, (F) - 14, (G) - 16, 
(H) - 18, (I) – 50. Segmentation errors are marked with white arrows. 
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Fig. 2 Detailed view of segmentation algorithm errors. The parts of jugular vein are in-
cluded to final segmentation results because of too high value of parameter T in homo-
geneity criteria. (A) T equals 14, (B) T equals 18. Segmentation errors are marked with 
white arrows. 

 

Fig. 3 Segmented carotid arteries obtained from all analyzed volumes (marked in white). 
The value of T in Homogeneity Criteria is 12. (A), (B), (C) – left carotid artery, (D), (E), 
(F) – right carotid artery. 

ROC curve by performing classification with binary classifier with different thre-
shold value. Each threshold value produces a different point in ROC space. That 
kind of plot can also be used to find optimal value of classifiers threshold. It is a 
value that corresponds to the point on ROC that maximize true positive rate (TPR) 
and minimize false positive rate (FPR) – the closest point to (0,1) point in ROC 
space. The results of the automatic segmentation were compared to manual find-
ings of radiologist. 

The proportion of voxels that belongs to arteries of interest to all other voxels 
(background) is like 510~1 . Because of that the FPR comparing to TPR is very  
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Fig. 4 The plot of receiver operating characteristic 

small. That does not reflect the real impact of false positive detection (overestima-
tion of lumen size) on quality of segmentation. In order to make ROC curve more 

informative we multiplied the FPR by 410  factor to give both parameters the 
same scale. The plot with scaled FPR is presented in Figure 4. 

4   Discussion 

In all examined cases from the test set the path detection algorithm rightly detect 
the curve that links the start and end point (the path lies inside the carotid lumen). 
The value of parameter T highly affects the quality of segmentation. If the thre-
shold is to low many incompleteness (false negative errors) are introduced (Figure 
1 A – E, marked by white arrows). If the T exceed the certain value the overesti-
mation of lumen is more common (false positive errors, Figure 1 F - I). The most 
common overestimation that happens is introducing the parts of jugular vein to 
segmented carotid arteries (Figure 2). That is because those structures lie very 
close to region of interests and may have similar tissue density. The determination 
of optimal T value for all considered cases is not an easy task. Our researches has 
shown that with 12=T  it is possible to keep the TPR in 5 from 6 considered 
cases on the level higher than 80% with FPR below 1% (Figure 4). That threshold 
level gives smooth and easy to interpreted vessels segments not disturbed by ex-
tensive structure (Figure 3). The threshold on level 12=T  also mach in most 
considered cases the optimal point on ROC curve (the closest point to (0,1) point 
in ROC space). Because of that we decided to choose that level as the baseline for 
the further future research. 
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5   Conclusions 

The new segmentation algorithm proposed in this article is a convenient and easy 
to use method that might be applied not only for carotid arteries but also for any 
type o intensity – based segmentation of continues structures. The principles of the 
algorithm can be easily described what is especially valuable for the methods that 
are introduced to medical society. The initialization procedure is very simple (only 
two points per continues vessel are required to start the segmentation). The algo-
rithm can also be adapted for segmentation task of longer continues parts of vas-
cular system simply by adding more initial points or by modifying the adaptive 
parameter T of Homogeneity Criteria. The initial validation results looks very 
promising. They have shown the possibility of obtaining high TPR value and in 
the same time keeping FPR on low level (Figure 4). In order to make reliable 
comparison to other contemporary algorithms the intensive researches on bigger 
data sets are require. On that moment the results we get states our algorithm 
among of the best state of the art vessels segmentation algorithms [16]. 

The our method has also some drawbacks. A homogeneity criterion does not al-
low segmenting very narrow vessel structures (with continues parts with diameter 
of 2 voxels or less). Also increasing of the tolerance value of homogeneity criteria 
may cause improper growth of the segmentation area. This situation can be ob-
served in Figure 2 where jugular vein was segmented as a part of examined artery. 

Our goal for the future is validation of proposed algorithm on larger dataset and 
if the result of evaluation will be on acceptable rate we will use this algorithm as 
the baseline for the further researches on automatic diagnosis of carotid structures. 
In order to accomplish this task we are planning to create appropriate semantic de-
scription of carotid artery similarly to those proposed in [11, 15]. After correct 
identification of possible lumen abnormality we will try to integrate the results 
with already developed by us CTP diagnosis framework. That approach will allow 
us to create more complex and complete diagnostic records that might be very 
helpful for radiologist in decision - making process.  
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The Benefit of Cooperation between Retailers 
under Supply Uncertainties 

Jing Hou and Youquan Sun* 

Abstract. The focus of this paper is placed on evaluating the benefit of coopera-
tion for two retailers with the same product who face suppliers with yield uncer-
tainties. Two cooperation strategies are analyzed: one is inventory pooling and the 
other is centralized purchasing. The retailers’ expected profit functions under the 
two cooperation strategies with stochastic deliveries are first obtained, and then 
the optimal order quantities are identified and compared. Finally, the sensitivity of 
the benefits of cooperation to various input factors is examined through numerical 
examples. The study contributes to the literature by providing a better understand-
ing of risk sharing and by shedding insights on the value of cooperation under 
supply risks. 

1   Introduction 

In many industries, the output quantity of a production process is not deterministic 
and is influenced by many factors[1], such as capacity uncertainty, weather and 
working conditions. Companies that face supply uncertainty has to find ways of 
risk transferring or sharing to minimize the possible lost such as larger penalty 
cost and lower customer service level due to unsatisfied demand. It is well adopted 
by various industries, for example, IT industry, food industry and energy supply 
chain, that multiple sourcing, backup sourcing and inventory pooling are effective 
strategies to mitigate supply risks. Both multiple sourcing and backup sourcing in-
tend to use the order from other suppliers as a buffer against uncertainty of one 
supplier. While sometimes, it is not easy to find other appropriate supplier but 
could cooperate with other retailers who sell same product by supply risk sharing. 

Inventory pooling has been proved to be one of the efficient ways for the buyers 
to mitigate unexpected risks and also one common way in real world. It is  
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common for retailer who has multiple stores selling the same product to use inven-
tory pooling against demand uncertainty. For two or more retailers, if they face 
supply uncertainty from different suppliers of the same product, inventory pooling 
can work efficiently as a way of risk pooling and sharing.  

Such inventory stocking points decouple the supply chain so that the uncertain-
ties of supply can be shielded[2]. We consider two kinds of risk sharing strategies: 
inventory pooling and centralized purchasing. Under centralized purchasing, the 
retailers not only pool their inventory, but also make purchasing decisions togeth-
er. Orders are placed to their suppliers to maximize the total profit, and deliveries 
are stocked in the same place before transported to each retailer’s store. It can be 
seen that centralized purchasing is a format of inventory pooling of closer cooper-
ation. And centralized is also implemented by many large companies to deal with 
various risks. In what follows, we will use inventory pooling and centralized pur-
chasing to differentiate the two cooperation strategies. 

Our paper tries to examine the benefit of cooperation between two retailers  
facing supply uncertainty risks. As will be discussed in the following literature re-
view, the problem studied in this paper has not been fully addressed in the litera-
ture. We attempt to figure out how exactly the inventory pooling and centralized 
purchasing could mitigate the supply risks by comparing the two retailers’ order 
decisions and expected profits. Specifically, the profit functions of the retailers are 
first obtained, and then the optimal decisions are derived for each cooperation 
strategies. Finally, the effects of the two cooperation strategies are examined nu-
merically with different input parameters. 

Supply uncertainty or yield uncertainty in supply chain context has been the 
subject of many researches recently, while most of them focus on the coordination 
between suppliers and buyers. For example, Güler and Bilgiç (2009) propose two 
contracts to coordinate an assembly system under random yield and random de-
mand[3]; He and Zhang (2008) also examine several risk sharing contracts that 
distribute the random yield risk among one supplier and one retailer[4], and their 
subsequent research study risk sharing contract with the consideration of a sec-
ondary market[5]; Kelle et al. (2009) study the buyer–supplier cooperation and 
negotiation under random yield[6]; Xiang et al. (2009) discuss the collection pric-
ing decision in a remanufacturing system[7]; Xu (2010) studies the management 
problems of production and procurement in a decentralized supply chain consist-
ing of one supplier and one manufacturer through option contracts[8]; Giri (2011) 
considers a single-product single-period inventory model under dual sourcing[9]. 
Tang et al. (2011) investigate a newsvendor problem in which the price decision 
will be postponed and determined upon recognition of random yield and prior to 
realizing demand uncertainties[10]. Readers are referred to the work of Tang et al. 
(2011) for extensive literature review of random yield. 

In the field of risk pooling and centralized purchasing, many researchers inves-
tigate the effects of mitigating demand uncertainties[11-13] and different lead 
times[14] or price discount. For example, Munson and Hu (2010) compute lot siz-
es under four different purchasing frameworks when offered prices from either all-
units or incremental quantity discount schedules. The four frameworks represent 
some of the most common configurations of centralized vs. decentralized pricing, 
purchasing, warehousing, and delivery[15].  
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Most of the articles related to on supply chain risk management are focused on 
the demand-side risk, especially demand uncertainty. And for those related to 
supply risk often considers only one method of mitigation strategy. Besides, how 
the supply risk pooling has benefit the retailers and how supply uncertainty affects 
the decisions of centralized purchasing have not been thoroughly studied. There-
fore, our paper contributes to the literature of risk pooling in that we examine the 
value of supply risk pooling and compare the two cooperation strategies: invento-
ry pooling and centralized purchasing. We show under the two different coopera-
tion methods: (1) how the optimal order quantities are different; (2) the retailers’ 
expected profits increase; and (3) closer cooperation brings larger profits. 

2   Model Analysis 

We consider two retailers not far from each other and face demand of D1 and D2 
of the same product individually each cycle. Retailer 1 orders a quantity of Q1 
units from supplier 1, and can receive Q1r1units due to yield uncertainty of suppli-
er 1. Similarly, retailer 2 orders Q1 units from supplier 2, but can only receive Q2r2 

units. Assume 0 < ri < 1, with a density function of fi(ri) having a mean of ui (i = 1, 
2). Besides, the following set of notation is used: the unit selling price of the prod-
uct is determined by the market and denoted as s; the wholesale price of supplier i 
is wi; the unit inventory holding cost is the same for both retailers as h, and the 
unit penalty cost is p.  

2.1   Models without Cooperation 

If the two retailers do not cooperate and each retailer makes its own purchase de-
cision and holds inventory separately, then for retailer 1, its expected profit can be 
written as: 
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strictly concave function with respect to Q1. Therefore,

 

similarly, suppose each re-
tailer’s order can be fulfilled by their respective supplier, then the optimal order 
quantity for retailer i is:
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2.2   Models under Inventory Pooling 

Suppose the two retailers also makes its own purchase decision from their suppli-
ers respectively, but they cooperate in the form that their inventory is placed to-
gether somewhere near both of them. Each retailer pays for its own supplier, and if 
its supplier cannot satisfy him/her, he/she could buy from the other retailer at its 
wholesale price if there is over-stock for the other one. In this case, inventory is 
pooling and also the supply risks are shared. 

2.2.1   The Expected Profit of Each Retailer under Inventory Pooling 

We will first obtain the expected profit of retailer 1, which is analyzed under sev-
eral different cases: 

(1) If 0111 >− rQD , and 0222 >− rQD , that means both retailers are lack  

of inventory to satisfy individual demand, then penalty cost is 
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(2) If 0111 >− rQD , and 0222 <− rQD , in this case, retailer 1 is lack of inventory 

while retailer 2 has excess inventory, then

 

retailer 1 could buy additional 
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at a price of w2: 

(a) if 0222111 >−+− rQDrQD , then retailer 1 is still short of 
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(3) If 0111 <− rQD , and 0222 <− rQD , that means both retailers can satisfy their 

demand respectively and has excess inventory, then

 

purchasing cost is 111 uQw , 

holding cost is ∫∫ ⋅−
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(4) If 0111 <− rQD , and 0222 >− rQD , retailer 1 has excess inventory while  

retailer 2 cannot satisfy its demand, then

 

retailer 2 could buys additional 
111 DrQ −

 
at a price of w2: 

(a) if 0222111 >−+− rQDrQD , then retailer 2 is still short of 

222111 rQDrQD −+− items; purchasing cost is 
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(b) else retailer 2 only buys 
222 rQD − , with penalty cost as zero, purchasing 

cost as  
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Similarly, we can obtain retailer 2’s expected profit, which is somewhat symme-
trical to retailer 1’s and omitted here.

 2.2.2   The Benefits of Inventory Pooling for the Retailers 

We will deduce the benefits of inventory pooling by comparing the various costs 
and revenue with and without inventory pooling. 

(1) First, compare the inventory holding cost, the difference is 
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holds. Similarly, 
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Therefore, the total expected holding cost definitely decreases under inventory 
pooling. 

(2) Second, compare the under-stock penalty cost, the difference is 
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According to the analysis of holding cost, the total expected under-stock penalty 
cost also decreases under inventory pooling.
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(3) Third, compare the expected profit, we have 
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2.3   Models under Centralized Purchasing 

Under centralized purchasing, the retailers not only pool their inventory, but also 
purchase together. In this case, order decisions from two suppliers are made to 
maximize their total profits. 

Therefore, decisions of Q1 and Q2 are made to maximize the total profits:
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(6) 

The profit of each retailer depends on how they allocate the total inventory. In this 
paper, we focus on the benefit of cooperation for two retailers, and how the profit 
is split will be studied in further research. 

3   Numerical Analysis 

Now we have deduced the expected profits of two retailers under three situations: 
without cooperation, under inventory pooling and under centralized purchasing. 
To better understand the benefit of cooperation, we will use numerical examples 
to show how the benefit change with various key parameters. It is evident that the 
specific expression of fi(ri) (i =1, 2) must be know in order to analyze the proper-
ties of 

iΠ . Hence, for illustration purpose, we assume both r1 and r2 follow uni-

form distribution, and fi(ri) has a support on [Ai, Bi] with 0 < Ai < Bi < 1 (i =1, 2). 
Basic parameters are chosen randomly as D1 = 100, D2 = 150, w1 = 10, w2 = 12, p = 
5, h = 1, s = 20, A1 = 0.4, B1 = 1.0, A2 = 0.5, B2 = 1.0. In this case, supplier 2 has 
larger wholesale price but lower supply risk compared to supplier 1. 

(1) The impact of order quantities on the total profits 
Because of the complexity of the function of 

rΠ , we use numerical example to il-

lustrate the properties of Formula (6) with different values of (Q1, Q2) as in Figure 
1, which illustrates that Π is a concave function with respect to both Q1 and Q2. 
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Q1

Q2

Π

 

Fig. 1 The total profits of two retailers with different (Q1, Q2) 

(2) The impact of cooperation on the optimal order quantities 
As under inventory pooling, the retailers only place their inventory together, the 
optimal order quantities do not change. Table 1 lists the optimal order quantities 
under three situations with respect to different value of (p, h): 

Table 1 The optimal order quantities with different (p, h) 

(p, h) (Q1, Q2) 

 without cooperation or under inventory pooling 

(Q1, Q2)  

under centralized purchasing 

(5, 1) (139, 189) (187, 156) 

(6, 1) (141, 191) (187, 158) 

(7, 1) (142, 193) (187, 160) 

(5, 2) (136, 187) (184, 156) 

(5, 3) (134, 185) (182, 157) 

 
It can be seen that, centralized purchasing tends to order more from supplier 1. 

That is, the supplier with lower wholesale price is better to be considered as  
the major supplier, even with larger supply risk. Besides, as unit penalty cost in-
creases, or as unit holding cost decreases, both order quantities under two situa-
tions increase. That means, the retailers should order more if the penalty cost or 
the holding cost increases. 

Table 2 The expected profits with different (p, h) 

(p, h) (
1Π ,

2Π , Π )  

without cooperation 

(
1Π ,

2Π , Π )  

under inventory pooling 

(
1Π ,

2Π , Π )  

under centralized purchasing 

(5, 1) (722, 883, 1605) (807, 982, 1789) (807-851, 982-1026, 1833) 

(6, 1) (711, 867, 1578) (801, 975, 1776) (801-840, 975-1014, 1815) 

(7, 1) (700, 853, 1553) (795, 966, 1761) (795-833, 966-1004, 1799) 

(5, 2) (714, 876, 1590) (798, 970, 1768) (798-848, 970-1020, 1818) 

(5, 3) (706, 868, 1574) (789, 957, 1746) (789-846, 957-1014, 1803) 
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(3) The impact of cooperation on the total profit 
First, by comparing the first two columns of Table 2, we know that retailer 2 could 
obtain more increased profit under inventory pooling than retailer 1. The reason 
for this phenomenon is retailer 2 faces larger demand and supply uncertainty, thus 
inventory pooling could mitigate supply risk more effectively. Second, as the co-
operation becomes closer, the total profit increases from the first column to the 
last. Third, it is noted that in the third column, only the possible range of 

1Π and 

2Π  are given to ensure the retailers could get larger profits than under inventory 

pooling, and the final values are determined through their negotiation. Therefore, 
the retailers should try to collaborate with each other while competing, which is 
the situation of “co-opetition”. 
 
(4) The benefit of cooperation  
We define the benefit of cooperation to be the difference between the total profit 
without cooperation and that under inventory pooling or under centralized pur-
chasing. By increasing A1 from 0.01 to 0.4, we can plot the benefit of cooperation 
with different variance of r1. 
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Fig. 2 The benefit of cooperation with different variance of r1 

It is clear from Figure 2 that, with higher cooperation degree (centralized pur-
chasing compared to inventory pooling policy), the benefit of cooperation be-
comes more apparent. It is also interesting to find that the benefit doesn’t increase 
of decrease with supplier 1’s supply uncertainty, while denoting a non-linear 
curve. This phenomenon tells us larger supply risk doesn’t always mean larger 
benefit of cooperation. 

4   Concluding Remarks 

As various risks increase, more and more companies choose to cooperate for risk 
sharing and pooling. In this paper, we focus on two retailers facing suppliers with 
yield uncertainty. Two kinds of cooperation methods are discussed: inventory 
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pooling and centralized purchasing. Numerical analysis show that closer coopera-
tion brings larger total benefit for the retailers, while larger supply risk doesn’t al-
ways mean larger cooperation benefit. 

Further studies are required to consider how the benefit is allocated between the 
retailers, and may investigate how both demand uncertainty and supply uncertain-
ty affect the decisions. It would also be interesting to compare the transshipment 
strategy and inventory pooling or centralized purchasing, with the consideration of 
transportation costs. 
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Understanding Post-acceptance Usage 
Behaviors––An Ambidexterity View 

Yumei Luo, Hong Ling, Chenghong Zhang, and Zhengchuan Xu* 

Abstract. Recent information systems (IS) publications reveal an emerging inter-
est in studying post-acceptance system usage behaviors. Compared to adoption 
and initial use, understanding of IS post-acceptance use is still at its early stage. 
To further develop knowledge about this phenomenon, this study reviews a variety 
of post-acceptance usage and ambidexterity concepts. An ambidexterity view is 
then proposed as an alternative perspective to understand these post-acceptance 
behaviors.  
 
Keywords: post-acceptance use, ambidexterity, learning, innovation. 

1   Introduction 

Organizations have made huge investments in information technology over the 
last 30 years, resulting in many, if not most, intra-organizational work systems be-
ing IT-enabled. As a result, organizations’ IT investment has been rising rapidly. 
Since the 1980s, organizations have spent to 50% of their new capital investment 
on IT-related activities[1]. However, the yields, compared to the heavy invest-
ment, seem far from satisfactory. Existing evidence strongly suggests that organi-
zations underutilize the functional potential of the majority of this mass of  
installed IT applications [2]. Certain reports from industrial consultants have 
found a positive relationship between profitability of organizations and the degree 
of utilization of the implemented IS [3].  

Mere acceptance cannot unleash the full potential of IT investments; thus, more 
attention has been paid recently to individuals’ behaviors at the post-acceptance 
stages, which we call post-acceptance behaviors [4,2]. Mere acceptance cannot 
unleash the full potential of IT investments; thus, post- acceptance behaviors have 
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significant implications for organizations that seek to enhance their workers’ job 
performance and thereby reap the full benefit from the high costs of IT infrastruc-
ture [5-7] . Accordingly, an increasing number of information systems studies 
have been performed in the past few years to explain various post-acceptance be-
haviors. Nevertheless, as similarities and differences exist among these concepts 
and outcomes, clearer conceptual understandings regarding these post-acceptance 
use concepts and the effect of them should benefit future research. Therefore, this 
paper reviews existing literature on post-acceptance IS usage behaviors and the 
nature of ambidexterity, discusses similarities and differences among these con-
cepts, and develops ambidextrous behaviors insights regarding post-acceptance 
usage behaviors. 

We organize the paper as follows. First, we present a view of post-acceptance 
behavior. We identify two aspects of post- acceptance behavior: routine use and 
innovative use. Second, reviews ambidextrous theory in prior literature. Then we 
develop a mapping exploitation and exploration in ambidexterity with routine use 
and innovative use in post-acceptance stage.  

And develop some propositions which demonstrate how different usage beha-
viors affect individual performance. Finally, we conclude with implications for  
future research. 

2   Literature Review 

2.1   IS Implementation Process and Post-acceptance Usage 
Behaviors 

The IS implementation process model was first conceived as consisting of six 
stages-initiation, adoption, adaptation, acceptance, routinization and infusion stag-
es [6] (see Fig.1). 
 

 
 

Fig. 1 IS implementation process model 

Adoption and acceptance are two different stages in the IS implementation 
process. Adoption implies an organization’s decision to allocate and ensure re-
sources needed for the change and users’ first time decision of whether to use an IS 
or not. Acceptance means that an organization’s devotion of efforts to induce users 
to employ the implemented IS at work[6]  and a user’s IS implementation out-
comes as better work performance, improved productivity, and user satisfaction [8].  

Such user adoption and acceptance are important for initial IS success, howev-
er, the true return on IS investment more depends on the extensive an intensive 
use by employees during later stages of IS implementation process: the routiniza-
tion and infusion stages [2,9,10].  

Initiation  Adoption  Adaptation  Acceptance  Routinization Infusion  
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According to Saga and Zmud(1994), routinization describes the state in which 
IS use is no longer perceived as out of the ordinary but actually becomes a normal 
part of the work processes, and infusion refers to the process of embedding an IS 
deeply and comprehensively in work processes. Therefore, routine use at the indi-
vidual level can be conceived as usage behaviors perceived by employees as nor-
mal [10,11]. Infusion refers to the stage where the fullest potential of an IS has 
been integrated with an organization’s operational and management processes 
[12]. From a user’s viewpoint, the potential value of an IS could be realized 
through three alternative usage behaviors: extended use, integrated use, and emer-
gent use [10]. Extended use is users’ applying more of IS features to support a 
more comprehensive set of tasks at work [10,11]. Extended use represents a form 
of exploitative use. Integrated use refers to users’ utilizing IS to establish or en-
hance work flow linkages among a set of tasks at work. Emergent use means ap-
plying IS to accommodate tasks that were not feasible or recognized prior to the 
application of IS at work. Emergent use, similar to individual feature extension[2] 
and trying to innovative with IT [13], essentially represents a form of explorative 
use. So, routinization stage is associated with routine use and infusion stage is as-
sociated with extended use and emergent use. 

Routinization and infusion, which follow the acceptance stage, are conceived 
together as the post-acceptance stage [14] (See table 1).  

Table 1 Mapping of Post-Acceptance Usage Behaviors and IS implementation Stages 

Organizational IS Implementation Stages where Individual Usage Behavior 
Occur 

Stage Description of Stage Possible Usage 
Behaviors 

Po
st

-
ac

ce
pt

an
ce

 

Rou-
tini-

zation 

IS use is no longer perceived as out-of-
ordinary but actually becomes part of the 
behavioral routine 

Routine use 
Habit use 
Continual use 

Infu-
sion 

Embedding an IS application deeply and 
comprehensively within an individual’s 
or an organization’s work systems 

Extended/Deep 
use 
Integrated use 
Emergent use 

 
Burton Jones (2006) provides that Innovative use includes extended use and 

emergent use. First, employees may engage in extended use or endeavor to use 
more of the available IS functions to support their work [15,10,11]. Incorporation 
of more IS features usually lead to better individual performance, and at the same 
time, more effective utilization of the implemented IS. Second, employees may 
engage in emergent use or experiment with the IS and apply it innovatively to  
enhance their job performance [4]. Emergent use further helps leverage the value 
potential of the implemented IS to an advanced level [2]. We, therefore, believe 
that infusion stage is associated with innovative use. 
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Given our focus on IS use by employees in their organizational contexts, we 
define post-acceptance usage behaviors for their work processes so as to focus on 
those behaviors for job-related purposes rather than other objectives. The func-
tional complexity of modern IS allows employees to apply these technologies ex-
tensively and/or creatively to support task activities more fully [8,4,15,16]. In a 
typical situation in which a user applies an IS for a given task, the user’s cognitive 
resources are limited [17]. The employee can display the both usage behaviors 
within a period of time. 

2.2   Individual Behavioral Ambidexterity 

Ambidexterity research has usually described organizational mechanisms that en-
able firms to simultaneously address exploitation and exploration. Studies have 
predominantly suggested that organizations pursuing exploration and exploitation 
simultaneously obtain superior financial performance [18,19].  

In recent years, the concept of organizational ambidexterity has gained momen-
tum in research on organizations. Large-scale empirical studies provide evidence 
of organizational ambidexterity’s generally positive association with firm perfor-
mance. The antecedents of ambidexterity include structural ambidexterity [18], in-
formal network [20], and leadership-based [21,19]. Studies have started to explore 
how environmental [22,23] and organizational moderators [24,19] affect the inter-
relations between ambidexterity, its antecedents, and performance outcomes. 

In most of these studies, the tensions that ambidexterity creates are resolved at 
the next organizational level down [25]. Consequently, a business unit may be-
come ambidextrous by creating two functions or subdivisions with different 
foci[26]. A manufacturing plant may become ambidextrous by creating two dif-
ferent teams, one in charge of exploration and another in charge of exploitation 
[27], and a single team may become ambidextrous by allocating different roles to 
each individual [28]. In sum, research has suggested that structural mechanisms 
are used to enable ambidexterity, whereas most individuals are seen as focused on 
either explorative or exploitative activities.  

However, Gibson and Birkinshaw(2004) describes business unit contexts that 
enable employees to conduct both explorative and exploitative activities. The im-
portant difference is that these studies assume that ambidexterity is rooted in an 
individual’s ability to explore and exploit. Similarly, Mom et al. (2007) shows that 
some managers simultaneously engage in high levels of exploitative and explora-
tive activities. So we have reason to believe that an individual (e.g. an employee) 
can show such ambidextrous behavior which refer to conducting both exploitive 
and explorative activities.  

3   An Ambidexterity View of Post-acceptance IT Use 

This study departs from March (1991) by conceptualizing exploration and exploi-
tation at the individual level. March (1991, p. 71) considers the relation between 
exploration, which includes ‘things captured by terms such as search, variation, 
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risk taking, experimentation, play, flexibility, discovery, innovation’, and exploita-
tion, which includes ‘such things as refinement, choice, production, efficiency, se-
lection, implementation, execution’ in organizational learning. In this study, we 
apply the distinction between exploration and exploitation to learning and innova-
tion, albeit of different types. 

While exploitation strategy refers to the refinement and extension of existing 
resources and competencies, explorative strategy describes organizations’ experi-
mentation with new alternatives [29]. Essentially, exploration and exploitation dif-
fer in the amount or type, rather than in the presence or absence, of learning [17]. 

Studies of organizational learning indicate that the essence of exploitative ac-
tivities is creating reliability in experience [30-32] which is associated with dee-
pening an individual’s existing knowledge base[32]. Such exploitative activities  
of individual include using and refining their existing knowledge [32], applying, 
improving, and extending existing competences, technologies, processes and 
products [29]. 

Routine use indicate accumulated experience, albeit in an incremental manner 
[17]. At the individual level, the repetition of a certain set of usage procedures in 
order to comply with normal work process, deepens an individual’s existing 
knowledge (e.g. using the same feature of IS each day) and involves some learn-
ing. March(1991) argue that all activity includes at least some learning. Routiniza-
tion of behavior among individuals is a special form of exploitation that concerns 
very little learning [17] . 

The essence of explorative activities is creating variety in experience [30-33] 
which is associated with broadening an individual existing knowledge base [32], 
experimenting with new approaches towards technologies, business processes, or 
markets [33]. Extended use describes employees’ use of new or additional IS fea-
ture to accommodate more tasks [15]. Innovative use describes employees’ appli-
cation of IS in novel ways to support task performance or individuals’ discovery 
of ways to apply IS feature that go beyond the ways delineated by the designers or 
implementers [2]. According to type or amount of learning, emergent use involves 
more dramatic learning and expands users’ knowledge with regard to the potential 
of the installed IS than extended use, but these activities are all linked with new 
knowledge and incremental or radical innovation at the individual level 
[26,17,33]. So at the individual level innovative use (e.g. extended use and emer-
gent use) is associated with explorative activities. 

 
 

 

 

 

Fig. 2 Types of Exploitation and Exploration use in the post-acceptance stage 
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Routine use and innovative use form two side of ambidexterity at usage beha-
viors at individual level. To more fully understand the performance implications 
of ambidexterity in usage behaviors in the post-acceptance stage, we build on two 
dimensions: routine use and innovative use. When an individual simultaneously 
engage in high level routine use and innovative use, we believe that the individual 
has ambidextrous abilities (see fig.2).  

4   Propositions 

In figure 2, in Quadrant Ⅰ, an employee is only acceptance IS and begin use it, but 
he is not understand and know well the characteristics of IS. So we argue that  

QuadrantⅠbelongs to acceptance stage not post-acceptance stage. Quadrant Ⅱ, Ⅲ, 

and Ⅳ are belong to the post-acceptance stage.  
Furthermore, applying the ambidexterity hypothesis to usage behaviors also 

implies that extreme positions along the exploitative-explorative use continuum 

may not be tenable: In Quadrant Ⅱ, an individual that engage in innovative use to 
the exclusion of routine use are likely to find that they suffer the costs of experi-
mentation without gaining many of its benefits. They exhibit too many undeve-
loped new ideas, technologies and functions and too little distinctive competence. 

Conversely, In Quadrant Ⅲ, an individual who use all of its existing technology 
and functions unlikely to enhance it performance and likely to find themselves 
trapped in suboptimal stable equilibria. Scholars have pointed to the shortcomings 
inherent in focusing too much on one side or the other of this duality. And both 
types of actions are iteratively self-reinforcing. Because of the broad dispersion in 
the range of possible outcomes, exploration often leads to failure, which in turn 
promotes the search for even newer ideas and thus more exploration, thereby 
creating a “failure trap”. In contrast, exploitation often leads to early success, 
which in turn reinforces further exploitation along the same trajectory, thereby 
creating a “success trap.” In short, exploration often leads to more exploration, 
and exploitation to more exploitation. So, we propose that a curvilinear relation-
ship between an employee’s routine use or innovative use and his performance. 

Proposition 1: An inverted U-shaped relationship exists between an employee’s 
routine use and his performance. 

Proposition 2: An inverted U-shaped relationship exists between an employee’s 
innovative use and his performance. 

As a result, In Quadrant Ⅳ, maintaining an appropriate balance between innova-
tive use and routine use is a primary factor in system value and prosperity.  

In the context of our framework, we consider an individual’s ability to effective-
ly reconcile tensions that arise from pursuing exploration and exploitation to be a 
necessary, but not sufficient, condition for ambidexterity in post-acceptance beha-
viors. Because we predict that balancing routine activities and innovation activities 
can contribute to enhanced performance [34]. The degree to which individual IS 
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managers simultaneously engage in exploration and exploitation (i.e. ambidexteri-
ty) is found to be positively associated with individual performance[35]. March ar-
guments, notwithstanding the adaptation benefits of both exploration and exploita-
tion, the interplay between the two occurs in the form of a zero-sum game where 
exploration and exploitation compete for scarce resources, attention, and organiza-
tional routines; accordingly, logic dictates that exploration and exploitation be 
viewed as two ends of a continuum. But Katila and Ahuja (2002) conceptualized 
exploitation and exploration as orthogonal variables and the interaction between 
them will have a positive impact on new-product development. The two kinds of 
arguments are about the scarcity of resources. Some resources, such as information 
and knowledge, may be infinite [36]. Some resources, such as division of labor and 
allocation of resources, may be finite for individual [17]. In post-acceptance stage, 
employee is to not only obtain knowledge but also take time and energy. Compare 
to knowledge, time and energy is limited. So we propose that a curvilinear relation-
ship between an employee’s ambidexterity behavior in post-acceptance stage and 
his performance. 
 
Proposition 3: An employee’s ambidextrous use is more positively impact on his 
performance than either routine use or innovative use. 
 
Proposition 4: An inverted U-shaped relationship exists between an employee’s 
ambidextrous use and his performance. 

5   Implications 

As the IS field has accumulated a rich body of knowledge about adoption and ini-
tial acceptance of information technologies, there is an increasing interest in inves-
tigating post-acceptance technology usage behaviors. This study reviews the stage 
model of IS implementation and a variety of post-acceptance usage concepts in 
extant literature, maps these behaviors against their corresponding stages, and 
proposes ambidexterity view of these behaviors.  

Based on an understanding of ambidexterity as an individual ability to simul-
taneously balance different activities in a trade-off situation [18], we develop  
a theoretical model linking different usage behaviors and component of them to 
individual performance. Our baseline proposition is that there is an inverted  
U-shaped relationship between routine use or innovative use and individual  
performance. 

Complementary to extant knowledge of post-acceptance use, this paper offers 
additional insights into this phenomenon by discussing the differences between 
different post-acceptance use concepts and by categorizing them into two types 
that are differentiated by the nature of learning on an IS. 

Meanwhile, studies of IS acceptance have consistently pointed out the true  
value of IS depends on post-adoption use. The view of prior research is that  
post-acceptance behaviors are indeed complex and sophisticated. So a deeper un-
derstanding of the behaviors and the impact on the performance offers potentially 
valuable insight for theory development. 
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Assistant for Autistic Children 
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Abstract. “Let’s Talk!” is a new AAC (Augmentative and Alternative Communi-
cation) application for personal digital assistant for autistic children. This new and 
remarkable application has many particular advantages comparing to existing AAC. 
We especially focused on an easy and simple manipulation. By tapping a symbol on 
a screen of a PDA with this application, a user can show his/her thoughts with pic-
tures and sounds to others easily. There are 2 modes which can be switched depend-
ing on different situations of users. It has 120 symbols based on daily life and a user 
can also create the original page with new icons made by pictures or sound .The op-
eration of “Let’s Talk!” is simple and easy. When a user chooses one from 12 cate-
gories on the top page, more specific symbols will be appeared and voice sound will 
come out by touching a symbol. For example, if a user chooses “Eat” category and 
“bread” for a symbol, the voice will say “I want to eat bread.” There are 2 modes 
which can be switched depending on different situations of users. On “Supportive 
Mode”, a supporter shows the application to a user. On Self-use Mode, a user can 
tell what he/she wants directly with categories and symbols. It is possible to make 
original icons with a camera or a voice recorder in PDA. A user also can customize 
an original page by arranging icons he made or existing symbols. 

1   Introduction 

Lately, PDA (Personal Digital Assistant) is getting attention as assistant tools for 
communication. Big appeals of the mobile tool are not only e-mail or camera 
functions but also users can customize it for their own convenience by installing 
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many applications. Many assistant applications for PDA, such as Drop Talks[3], 
Voice4u[4], Tap to Talk[5], aimed to help autistic children who have communica-
tion disorder have already introduced. Those communication assistant tools are 
called AAC (Augmentative and Alternative Communication) or VOCA (Voice 
Output Communication Aid). Although many studies about VOCA [1][2] had 
been made and school educational fields have adopted these tools, they are not 
come into general use because of the high price and complicated operations. 
Therefore, we worked on the development of a new communication assistant tool 
with PDA and contrived an inexpensive and easy use application, “Let’s Talk!”, 
for autistic children to be able to use a high-tech equipment with no hesitancy. 

2   Purpose of the Study 

Bondy and Frost who developed PECS (Picture Exchange Communication System) 
say it is useful to teach children basic communication to start from how to express 
their requests.[6] People usually have strong need to communicate when they re-
quest something to others. And they really feel the joy of communication when their 
requests are satisfied. We discussed with teachers of special support schools who  
actually deal with autistic children about the situations or methods to develop this 
application, and narrowed down the request situations which may stimulate their de-
sire to communicate with others. We focused to express basic requests such as "I 
want to do (something)." or "I need (something)." with simple operations. It is the 
big advantage of this application to express a request with only a few actions. We al-
so thought to unite the design and technology of PDA will make it possible to break 
the barrier of communication. So we aimed to use the technology which supports 
design, and to make design which puts the life into technology. 

3   Construction of the System 

3.1   Usability of the Application 

We focused on a simple manipulation without complicated explanation to develop 
this application. The reaction area is wide and the volume of the voice and sound 
is very clear and much enough to be able to hear outdoor or in a crowded place. 
These distinguished characters will let physically impaired children to use those 
AAC more easily. They can communicate with others whenever and wherever by 
using pocket-able PDA without carrying a special piece of equipment. It is also 
expected the unique contents of this application may create a chance to communi-
cate with others. Autistic children will be accepted in the society by communica-
tion with the application and it will lead to increase the quality of life of them. 
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3.2   Two Modes of the Application 

There are 2 modes on this application. First, on "Supportive Mode", a supporter 
who helps a person who has a disability starts communication. Second, on "Self-
use Mode", a person who has a disability can show his/her request by voice with 
this application. By switching the modes depending on different situations of us-
ers, more effective communication will be expected. 

3.3   Supportive Mode 

It is difficult for children with significant intellectual challenges to choose what 
they really need to say among too many choices. On Supportive Mode of the ap-
plication, a supporter starts to pick symbols fitting to the situation and the condi-
tion of a user who needs assistant for communication. A user can make a choice 
which is suitable for his request easily. When a user touches the symbol what 
he/she wants to tell, a simple2 words sentence comes out by voice sound. To limit 
the numbers of symbols picked by a supporter from 1to 4 makes it easy to choose. 

 

===== Example ===== 
If a supporter guesses a user want to eat something. 
1) A supporter chooses “Eat” among 12 categories. 
2) A supporter estimates what a user wants to eat and 
pick “cereal”, ”bread”, ”soup”, ”spaghetti” and 
shows it to a user. 
3) A user touches “cereal” and voice sound says “I 
want to eat cereal.” 

3.4   Self-use Mode 

If a user understands how to manipulate this application, he/she can tell what 
he/she wants directly with categories or symbols in Self-use Mode. A user may 
feel the joy of understanding by trying to tell his/her thoughts to others with this 
mode and it will turn into more effective communication. On this mode, we 
adopted some distinguished ideas such as the wide reacting area which makes it 
easy to operate for people with disabilities. 

 

===== Example ===== 
If a user tries to tell he/she wants to eat something. 
1) A user chooses “Eat” among 12 categories. 
2) A user touches what he/she wants to eat =”cereal”. 
3) The voice sound says, “I want to eat cereal.” 

3.5   Original Page 

This application has about 120 icons which fit our daily life, but more icons may 
be required depending on a user's situation. On the other hand, if there are too 
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many icons, it will take much time to choose and avoid the easy operation. The 
"Make" page of this application will provides more effective communication 
without confusion. On this page, a user can make his/her original icons with a 
camera or a voice recorder the PDA has or using an illustration or sound 
founded on web sites. It is sure to broaden the communication if there are some 
original icons which suitable with a user’s dairy life, such as the places he/she 
goes frequently, familiar people or the dairy activities. While keeping its simple 
operations, easier and quicker communication is expected by using those origi-
nal icons. Original Page is customizable to put icons which are created by user 
or existing symbols freely. We upgraded the application seven times in 3 months 
from the release date (April 23, 2011) to July 23. We have improved this appli-
cation with adopting requests or correcting the bugs from the real users’ voice 
through SNS (Social Network Service) such as Twitter and Face book. Commu-
nication is essential needs for human. If people with speech disorders can show 
their thoughts and feelings without a spoken language, it will be possible that 
people can understand and relate each other more deeply. The most important 
aim of this application is to let people with such disorders to feel the joy of 
communication and encourage them to communicate with others. We consider it 
will lead the society where people support each other. 

4   Design of the System 

The main purpose for the development of this application is to make it possible for 
autistic children to contact with others quickly and effectively. Therefore, it is im-
portant to figure out what they really need. We adopted ideas and opinions from 
the teachers of special support schools who contact with autistic children every-
day. We made several test manufactures and asked the teachers to use them in real 
classes with the children. In Self-use mode and Supportive mode, we do not use 
the font in PDA, but show the title of symbols as a picture to unify the design of 
the application. However, on Original Page, there are two ways to create a sym-
bol; to put a new symbol which is made by a user, or to use an existing symbol. 
This system makes it possible to use two symbols which were created indifferent 
ways at the same time, but on the other hand, there will be a lack of unity of de-
sign if the title as a picture and the title as a font are mixed up together. Therefore, 
we adopted the method to show the letter information separately by trimming the 
symbol to regular size automatically, when an existing symbol is loaded on Origi-
nal Page. The information of title and sound which is required when an existing 
symbol is loaded on Original Page will be picked up from the XML file where the 
information is described previously. Original Page and interaction of program-
ming files and XML files are shown in Fig. 1. 

To load the sound file, pictures, and title form XML file (called it a plist in In-
tegrated Development Environment), first the former picture and the name of 
sound file are pull out from the plist. Second, a new name of the file of a symbol 
that is trimmed and prepared is created based on the obtained date and time. Third, 
the picture is trimmed and a new file is created. 
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Fig. 1 Relation of Original Page and the XML file 

To use this method brings some benefits. One of the benefits is the file of Sup-
portive mode or Self-use mode will not need to be changed. It is a big progress to 
make it possible to put the existing symbols to Original Page without damaging 
the appearance, since we concentrated to keep good design qualities of this appli-
cation. At the same time, the number of picture files is reduced by modifying and 
using the pictures of Supportive mode and Self-use mode. On iPhone AppStore, 
an application which is more than 20MB cannot be uploaded to iPhone or iPad 
without connecting through PC or Wi-Fi. The number of people who possess 
smart phones or high-performance music players is increased lately because of the 
popularity of smart mobile phone. But not all of the people who possess those 
high-performance equipments are familiar with computer. Also it is hard to say 
that the infrastructure to connect Wi-Fi is widespread among the general public. 
Therefore, we considered it is important to make it possible to install applications 
to the devices conveniently and immediately by using 3Gcircuit. It is effective to 
keep the size of the application under 20MB by using this method. In clinical tri-
als, a subject child sometimes erased a symbol by mistake, or there were some 
children interested in erasing symbols. And the problem was found that pop-up 
alert was displayed repeatedly when switching the pages several times. It was 
happened because the reacting time of the delete button was too short. So we reset 
the length of the time to delete from1 second to 3 seconds. But another problem 
was occurred that the liquid panel reacted to a slight movement or vibration of a 
finger, and it caused to block to delete. We prepared the flag variable and set the 
initial value to 0, and added a postscript as below: 

 

(1) When an icon is touched, set Flag to 1 and start to count the timer. 
(2) When a finger leaves from an icon, set Flag to 0again. Flag also returns to 0 when 

a page moves by swiping.  
(3) If Flag is 1 when the count of the timer becomes 3seconds, the alert to confirm to 

delete is displayed and Flag returns to 0 at the same time.  
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“Let’s Talk!” is presumed to be used in noisy situation such as in a town or a 
classroom. Therefore, it is important that a user can communicate with others 
clearly in such circumstances. Many communication applications do not have 
enough volume or have the clipping noise which will prevent smooth communica-
tion in noisy places. Therefore, we tried one way after another to solve this prob-
lem. Usually 16 bit is suitable to record voice, but we adopted 24 bit instead. 
When we use 24 bit, we can enlarge or shrink the voice date in a wider range than 
16 bit. The other reason to use 24 bit for recording is the sound quality does not 
deteriorate when we edit the voice data with an equalizer. To edit the voice data, 
we normalized there corded data (Fig.2) first. Then we calculated the average lev-
el and equalized all voice data. We show the process of normalization in Fig.3. 

 

 

Fig. 2 The wave form of recorded voice data 

 

Fig. 3 The wave form after normalization 

Many of autistic children have hyperacusis. They are over sensitive especially 
in a high register. Therefore, we cut a high register and tried to make the sound 
easy to listen for anyone. We applied an equalizer to change the frequency charac-
teristics of normalized voice signal and cut a high register. We are in the audio 
waveform in Fig.4 are used in applications. 

 

 

Fig. 4 The wave form of voice data on the application 
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The speakers of smart phones sometimes provide quite different sound compare 
with ordinary audio equipment. So unexpected noise will obstruct clear sound 
even we record a high quality voice data. Therefore, we prepared many samples of 
voice besides the data as stated above and modulated them. As a result, we heard 
many positive opinion such as, “I can listen the voice very clearly in the noisy 
place.” 

5   Experiments at School for Handicapped Children 

Introducing "Let's Talk" on the experimental basis was carried out at MiaiYogo 
School, which is the school for handicapped children. This application attracted 
the attention of most of the children and they really enjoyed to use it. They liked 
cartoon-like characters and were interested in the operation since it looked like a 
game for them. Some of the children who had never talked before started to com-
municate with teachers or parents with the application. It is obvious “Let’s Talk!” 
made great effect to those children with speech disorders. We made a survey about 
the reference between “Let’s Talk!” and the behavior of a child with assistance of 
MiaiYogo School. 

5.1   Case Study 1 

The subject of investigation: 8 year-old boy with autism who does not have ability 
to speak.  

This student tried to tell his teacher he want to have another plate at lunch with 
“Let’s Talk!” Fig.5 shows how his behavior had changed when he started to use 
this application.  

 

Fig. 5 The alteration of request behavior with iPod at lunch time (8 year-old boy) 
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It is clear that his motivation to communicate with the teacher had been in-
creased by using iPad with this application. His classroom teacher reported that he 
often had offensive movement such as scratching or spitting to other students 
since he got in the school. But those behavior had been decreased dramatically af-
ter he started to learn how to express his thoughts to others in a proper way with 
this application. Rately, he tries to start communication from him with PECS (Pic-
ture Exchange Communication System) and iPod to let others to know his requests 
or needs. 

5.2   Case Study 2 

The subject of investigation: 10 year-old boy with autism who does not have ability to 
speak.  

This student started to use iPad with “Let’s Talk!” when he tried to tell the 
teacher he want more, need help or reduse the quantity of the food at lunch time 
since the beginning of May 2011. According to his classroom teacher, he had 
learned how to manipulate this application quickly, and made his own icons by 
himself. He brings his own iPad anytime and uses it as a communication tool. 

In these two case studies, it is considered that those students were satisfied as 
their teachers understood what they needed, even their requirements had not been 
fulfilled. It is important that they know someone understands their requests and 
empathizes with them. Many teachers of the school said most of the children 
seemed to enjoy their life at school more after introducing “Let’s Talk!”. Some of 
them use Fun page to make a funny sound and laugh with their friends. If they can 
have fun with this application, it will vitalize their life. 

6   Conclusion 

We developed a new communication assistant tool with PDA, “Let’s Talk!”, for autis-
tic children. If autistic children feel the joy of communication by using this application, 
they will be strongly motivated to try to understand others thoughts. This application 
may have much possibility to be used by not only autistic children but also people who 
have problems of communication because of some diseases, such as pharyngeal can-
cer, cerebral palsy from a stroke, or senile dementia. We believe this application will 
help all the people with or without any disabilities to live in better life. And we also 
think if people can communicate with each other regardless of disabilities, it will pro-
vide new human resources and encourage developing the society where people support 
each other. 
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Földesi, Péter 365
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Niwa, Takahito 515
Nowak, Maciej 21

Ogiela, Lidia 245
Ogiela, Marek R. 45, 245, 485
Ohtani, Kaoruko 515
Ohura, Yoko 137
Oki, Sumiko 13
Ozkul, Haluk M. 253
Ozkul, Tarik 253

Park, Jaehun 477
Pei, Yingchao 99
Peng, Kua-Hsin 107

Qi, Jiangna 89
Qi, Jiangyan 385

Ronczka, John 253, 375

Saga, Ryosuke 323
Satou, Kumiko 13
Satou, Yukmitu 13
Sawamoto, Jun 181
Segawa, Norihisa 181
Seki, Hirosato 471
Selmi, Mohamed Amine 291
Seol, Hyeonju 441

Shindo, Takao 13
Shirahama, Nahoko 515
Sitarz, Sebastian 345
Skowron, Andrzej 391
Song, Cunmi 385
Sorbat, Ivan V. 281
Sugino, Eiji 181
Sumino, Shota 201
Sun, Youquan 495

Takao, Shoichiro 313
Takefu, Masasuke 13
Tanaka, Keigo 323
Tanaka-Yamawaki, Mieko 423
Tarusawa, Ken 181
Terasaki, Shinichiro 263
Torii, Ippei 515
Trzaskalik, Tadeusz 21, 345
Trzupek, Mirosław 45
Tseng, Hao-Lin 149
Tu, Ying-Ching 191
Tzeng, Gwo-Hshiung 3, 21, 107, 149

Ueno, Junji 313

Wajs, Wieslaw 69
Wang, Kewen 333
Wang, Qian 89
Wang, Po-Yen 3
Wang, Szu-Ting 449
Wasilewski, Piotr 391
Watada, Junzo 13
Watanabe, Kenji 117
Wojtowicz, Hubert 69
Wu, Guangmou 99

Xu, Zhengchuan 505

Yamada, Yuu 33
Yamaguchi, Rui 117
Yang, Xin 423
Yoshida, Tetsuya 33, 403
Yushi, Ito 13

Zhang, Cheng Hong 213
Zhang, Chenghong 505



Subject Index

3D reconstructions of images 245

AAC 516
accelerometer 191
activity recognition 191
adaptive reinforcement 201
AIC 315
alternative food movement 263
ambidexterity 505
analysis 45
analytic network process 61, 441
analytical network processes 157
ANP 61, 157, 441
AOI 356
AR(1) process 915
ARM 385, 441
art restoration 21
artificial neural networks 367
aspiration level 21
association rule mining 333, 441
ATD angle 69
attack graph 433
augmentative and alternative communication

515
autistic children 515
automatic optical inspection 356

balance scorecard indicator 367
benchmarking target selection 477
biorheological inerface 253
bipolar method 346
brain perfusion maps 485
branding 172

BSC indicator 366
business NK model 90

cardiovascular surgery ontology class
hierarchy 449

carotid bifurcation 485
celebrity politics 263
centrality 33
centralized purchasing 497
circulation data analysis 139
CIS 450
class attendance record management system

304
classification method 72
climate 268
clinical information system 450
clinical research information system 449
clustering 293
coach driver 149
coach tourism 149
cognitive data analysis systems 245
community boundary 36
community discovery 403
computed tomography angiography 485
computer-aided diagnosis 45
conic filtering 38
cooperation 497
coordination strategy 459
core technology 441
cortisol level of blood serum 13
CRIS 49

DANP 107
data envelopment analysis 441, 477



528 Subject Index

DEA 441
decision rule 335
decision support framework 125
decision support system 69
decision table method 393
defect classification 355
DEMATEL 107
DEMATEL-based ANP 21, 107
dermatoglyphic indices 69
diagnosis 69
distributed lags structure 51
distribution-valued data 117
Down’s syndrome 69
DSF 459
dual channel supply chain 459
dynamic environment behavioral habit

201
dynamic sequence-dependent setup time

79

E-UBIAS systems 245
eigenvalues of random matrix 423
embedded system 385
emergency crowd behavior 99
emotional communication 171
enterpreneurship Not found
environmental degradation 263
epidemic dynamics 100
ES 291
expert system 291

facial harmony assessment model 255
fashion industry 171
FCA 292
FCM 433
feedback GMDH-type neural network

algorithm 313
finger print 78
forecast 51
formal concept analysis 292
free riding 459
friendship network 303
friendship transition 303
functional weight 471
fuzzy decision making trial and evaluation

laboratory 157
fuzzy DEMATEL 149, 157
fuzzy if-then rule 323
fuzzy inference model 471

fuzzy logic 191
fuzzy rule based classifier 323

GA 434
general purpose graphics processing unit

323
genetic algorithm 433
GMDH 313
GMDH algorithm 313
GPGPU 323
GPS 181
granular computing 391
granule mining 333
growing hierarchical SOM 225
gyroscope 191

H-MCDM 21
hallucal area 69
handicap children 521
historical portable organ 21
hot fomentation 13
hot-pack 13
hybrid multiple criteria decision making

21
hyper-plane based filtering 37

image content understanding 45
image processing 45
image understanding 45
image understanding systems 45
immunization 33
improvement strategy 107
infection 99
informatcs medicine 375
information fusion 45
innovation 505
innovation management 237
innovative education system 237
integer programming problem 281
intelligence community 385
intelligent medical image processing 45
interactive computing 391
interactive grammar 391
interactive growing hierarchical SOM

225
interactive information systems 893
interactive tables 391
inventory pooling 495



Subject Index 529

Japanese input system 181
job stress 149

KDD 291
knowledge discovery in database 291

learning 505
learning agent 201
learning support system 138
lens model 171
library data analysis 138
line graph 403
linguistic variable 150
Linux 385
location information 181
lower-back portion 14
Lumen segmentation 485

MADM method 345
manufacturing intelligence 51
Marcenko-Pastur distribution 423
marketing trend 263
maze problem 201
MCDM 21
medical decision support system 69
medicine informatics data system 375
mixed integer programming 79
MLP 368
MmATSP 79
mobile phone 181
modeling 291
modularity 557
moment analysis 423
mono-brand fashion store 171
multi-depot multiple asymmetric traveling

salesmen 79
multi-dimensional images 245
multi-layer perceptron 368
multiple attribute decision making method

345
multiple criteria decision making 61, 107
multiple servers 79

national examination 13
network 33
network evolution 303
network security 433
network traffic characterization 333
neural network 54
neural tree 51

new product development 61
node representation 33
NPD 61

ontology-based system development 451
operational level performance measurement

366
overgood alternative 349

perception based computing 391
pain vector 117
parallel server 79
participatory sensing system 225
patent co-classification 441
pathological change 45
pattern acuisition 49
pattern recognition 54
PCA 423
personal digital assistant 515
polarization matrix 273
political ecology 263
polynomial type neuron 315
post-acceptance use 505
preventive measures 99
principal component analysis 423
production network 273
project team effectiveness maturity 157
PTEM 157

quality assessment 433

radial basis function 313
random matrix thoery 415
randomness degree 415
random matrix theory 423
randomness measurement 415
RBF 313
RBF type neuron 314
reference system 345
revenue sharing contract 459
RMT 423
RMT-test of randomness 423
rough set 333
rough sets 342

scale-free property 309
SDA 117
sea level pressure data 415
self-organization 313
semantic analysis 45



530 Subject Index

semantic description 46
semiconductor manufacturing 51
sigmoid function 313
sigmoid function type neuron 313
single-input rule module 471
SIRM 471
SLP data 416
social inequality 263
social network 33, 213, 403
software testing 125
sole pattern 72
speech recognition 385
Standard and Poor’s 500 index 3
strategic level performance measurement

365
supply uncertainty 495
support vector machine 355
SVM 72
SVM algorithm 77
symbolic data analysis 117
symbolic hierarchical clustering 117
symthetic network 33

tacit knowledge integration 213
TAM 213
task scheduling 79

TDC 107
tourism destination competitiveness 107

UBIAS systems 245
ubiquitous health care 191
underbad alternative 345
upstream-downstream relationship 273

value analysis 21
VAS 13
vendor managed inventory 51
VIKOR 107
visual analog scale 13
visual analogue scale 117
visual data understanding system 45
visual inspection 355
visualization method 273
VMI 51
voice communication aid 515

warehousing process 365
weighted network 403
wisdom technology 391
word prediction 181
WSN 191
WWW 303


	Title�
	Preface
	Contents
	Part IApplications of IntelligentDecision Technology
	Evaluating Top Services-Prepackaged Software Firms in Standard and Poor’s 500 Index by Using a Multiple Objective Programming Based Data Envelopment Analysis
	Introduction
	Literature Review
	Productivity and Efficiency
	Performance Evaluation

	Research Methods
	DEA
	Multiple Objective Programming Based DEA

	Empirical Study
	Discussion
	Conclusions
	References

	Hot Fomentation of the Lower-Back for Stress Relief in Students Preparing for a National Examination of Clinical Medical Technologist
	Introduction
	Research Method
	Subjects
	Ethical Considerations in Primary Research
	Experimental Method
	Statistical Analysis

	Results
	The Change in Cortisol Levels Caused by a 30-Minute Hot-Pack Care
	The Change in Psychological Responses Caused by a 30-Minute Hot-Pack Care
	Correlation Coefficient between the Cortisol Levels and Psychological Responses

	Discussion
	The VAS Evaluation of the Psychological Influence of Hot Fomentation Care
	The Stress Index As Determined by the Blood Serum Cortisol Level
	The Relationship between the Blood Serum Cortisol Level and the VAS Value of Psychological Response

	Conclusions
	References

	Hybrid MCDM Model for the Value Evaluation of the Restoration of Historical Objects
	Introduction
	About the Historical Organ
	Values of an Historical Organ as Decision Criteria

	The Instrument Undergoing the Restoration
	Possible Methods of Instrument Restoration

	Methodologies of MCDM
	Empirical Analysis

	Conclusions
	References

	Immunization of Networks via Modularity Based Node Representation
	Introduction
	Immunization of Networks
	Preliminaries
	Immunization Strategies Based on Centrality
	Modularity of Networks

	Immunization of Networks via Modularity Based Node Representation
	Community Centrality Based on Modularity
	Community Boundary Nodes Based on Modularity
	A Hyper-Plane Based Filtering Approach
	A Conic Filtering Approach

	Preliminary Evaluations
	Experimental Settings
	Results on Synthetic Networks
	Results on Real-World Networks
	Discussions

	Concluding Remarks
	References

	Information Fusion Approach in Computer-Aided Detection of Pathological Changes
	Introduction
	Computer-Aided Detection of Pathological Changes Based on the Example of Coronary Arteries
	Summary and Further Work
	References

	Manufacturing Intelligence to Forecast the Customer Order Behavior for Vendor Managed Inventory
	Introduction
	Fundamental
	Proposed Framework for VMI Forecast
	Problem Definition
	Data Preparation
	Neural Tree Construction

	Empirical Study
	Background and Problem Definition
	Data Preparation
	Neural Tree Construction
	Result Evaluation and Discussion

	Conclusion
	References

	MCDM Method for the Behavior of Innovative New Product Development
	Introduction
	The Framework of NPD
	Technological Innovation
	New Product Development Project
	Environmental Concerns
	Process Model

	Methodologies of MCDM
	Empirical Analysis
	Conclusion
	References

	Medical Decision Support System for Assessment of Dermatoglyphic Indices and Diagnosis of Down’s Syndrome
	Introduction
	The Aim of theWork
	Description of Dermatoglyphic Nomogram
	Classification Method of Fingerprint Patterns
	Classification of the Hallucal Area of Sole Patterns
	Method of the ATD Angle Calculation
	Feature Extraction
	Fingerprint Classification with SVM Algorithm
	Summary
	References

	Parallel Servers Scheduling with Dynamic Sequence-Dependent Setup Time
	Introduction
	Related Works
	Formulation of Problem
	Problem Transformation
	MIP Model

	Numerical Experiments
	Conclusion
	References

	Research on Complexity and Evolution of Business Model Innovation
	Introduction
	Reviews
	The Business NK Model
	Modified NK Model
	Model of Business

	Experiment
	Principle and Index
	Process

	Rules of Business Model Innovation
	Conclusion
	References

	Research on Emergency Crowd Behavior Based on Epidemic Dynamics
	Introduction
	Emergency Crowd Behavior Model
	Feasibilities
	Emergency Crowd Behavior Model

	Emergency Crowd Behavior Based on Epidemic Model
	Infection Conditions among Individuals
	Conditions for Emergency Crowd Behavior

	Preventive Measures for Emergency Crowd Behavior
	Conclusions
	References

	Strategies for Promoting Tourism Competitiveness Using a Hybrid MCDM Model
	Introduction
	Methodology
	An Empirical Case of Taiwan
	Conclusions
	References

	Symbolic Hierarchical Clustering for Pain Vector
	Introduction
	Transform the Visual Analogue Scale into “
	Patient Distribution”
	The Visual Analogue Scale
	Transform the Visual Analogue Scale to Distribution-Valued Data

	Medical Questionnaire in Keio University School of Medicine
	
	Pain Vector

	Hierarchical Clustering for Pain Vector
	The Clustering Algorithm
	Distance between PVs
	New PV in Clustering Algorithm Step 2 and Their Distance

	An Application
	Concluding Remarks
	References

	Temporal Perspective for the Software Testing Decision Support Framework
	Introduction
	Software Testing Decision Support Framework (DSF)
	Additional Framework Component
	Temporal

	Framework with a Temporal Perspective
	Temporal Perspective
	Temporal What-If Analysis

	Decision Support Framework Software Testing Life Cycle
	Summary
	References

	Toward Learning Support for Decision Making: Utilization of Library and Lecture Data
	Introduction
	Library Data Analysis
	Learning Support System
	Outline of the Learning Support System
	Lecture Data Analysis for Learning Support
	Analysis on Information Literacy Course’s Score Data

	Concluding Remarks
	References

	Using a Hybrid MCDM Model Combining Fuzzy DEMATEL Technique to Examine the Job Stress of Coach Driver
	Introduction
	Methodology
	Establishing MCDM Evaluation System
	Constructing the Fuzzy DEMATEL Questionnaire and Clarifying Interrelationship

	Empirical Case Analysis for Coach Driver Job Stress
	Computing Fuzzy DEMATEL to Obtain Total Influential Effect
	Constructing the Network Relation Map by Fuzzy DEMATEL

	Conclusions and Implications
	References

	Using Fuzzy MCDM Method to Exploring the Influence Degree of Project Team Effectiveness Maturity
	Introduction
	The Components of Project Team Effectiveness Maturity Research
	Research Method
	Fuzzy DEMATEL Method

	Empirical Analysis
	Conclusion and Discussion
	References


	Part IIOther Related Topics
	A Model Study on Emotional Communication in a Mono-brand Fashion Store Application of the Lens Model in the Fashion Industry
	Introduction
	Theoretical Framework
	Hypothesis and Methodology
	Findings and Analysis
	Conclusion, Limitations and Future Directions
	References

	A Proposal of a Japanese Input System for Mobile Terminals Enhanced by the Word Forecast Function Based on the Location Information
	Introduction
	System Configuration
	The Japanese-Language Input System and the Automatic Dictionary Generation System
	Relation of Location Information and Input Words
	Decision of Forecast Candidate's Priority
	Automatic Dictionary Generation

	Accuracy of the Location
	Accuracy of GPS
	Difference of Length of the Longitude
	Error Margin by Centrifugal Force of the Earth
	Error Margin by Elastic Deformation of Celestial Body Gravitation

	Experiment
	Experimental Method
	Experimental Results
	Considerations

	Conclusion
	References

	Activity Recognition by Fuzzy Logic System in Wireless Sensor Network for Physical Therapy
	Introduction
	System Implementation
	Hardware Implementation
	Data Calibration
	Feature Extraction

	Proposed Fuzzy Inference System
	Fuzzification
	Rule Evaluation
	Defuzzification

	Performance Evaluations
	Conclusions
	References

	Adaptive Reinforcement Learning for Dynamic Environment Based on Behavioral Habit
	Introduction
	Reinforcement Learning
	LearningRate
	Learning Agent Covering Dynamic Environment
	ALR-P
	Behavioral Habit

	Adaptive Learning Experiment
	Maze Problem with Environmental Changes
	Experimental Results

	Conclusion and Future Works
	References

	An Exploration of Individual Level Tacit Knowledge Integration
	Introduction
	Theoretical Concepts
	TKI Theory
	Knowledge Integration
	Intention of Tacit Knowledge Integration
	Social Networks

	Quantitative Assessment of Research Model
	Survey Sample
	Survey Measures
	Test Results

	Discussion
	Conclusions
	References

	Analysis of Tourist Subjective Data in Smartphone Based Participatory Sensing System by Interactive Growing Hierarchical SOM
	Introduction
	Growing Hierarchical SOM
	Interactive GHSOM and Its Android Smartphone Tool
	Control of Growing Hierarchies
	Android Smartphone Based Interface of GHSOM

	Experimental Results
	Tourist Subjective Data in MPPS
	Data Representation in Interactive GHSOM

	Conclusive Discussion
	References

	Framework on the Innovative Education System for Entrepreneurship
	Introduction
	Entrepreneurship Education in the IES
	Entrepreneurial Culture and Education System
	Education and Training Concerns for Small Business and Entrepreneurship

	Characteristics of Education on Innovation Management for Entrepreneurship
	Discussions
	Conclusion
	References

	Bio-Inspired Image Analysis Using E-Ubias Cognitive Systems
	Introduction
	Analysis Processes in Cognitive Systems
	Reconstructions of Image Data
	Conclusion
	References

	Biorheological Delivery Engines in the Context of Facial Harmony1
	Introduction
	Key Terms
	The Concept of Facial Harmony
	The Concept of Biorheological KEPO’s
	The Interface Problems
	Domains
	Causality
	Conclusions
	References

	Celebrities as Marketing EnhancerCase Analysis of theAlternative Food Movement and “Eco-Chic” Lifestyle Advocacy
	Introduction
	What Makes Celebrity?
	Alternative Food Movements
	What Does Alternative Food Geography Mean?
	Quality Food Movements and Celebrity Chefs

	“Eco-Chic” Lifestyle Movements
	The Emergence of “Going Green”
	Examples of “Eco-Chic” Lifestyle Movements, and Analysis

	Conclusion
	References

	Directional Bias between Communities of a Production Network in Japan
	Introduction
	Method
	Modularity
	Polarization of the Network Direction
	Visualization for Directed Networks

	The Production Network
	Community Structure in the Production Network
	Result: Direction of Transactions between Communities
	Conclusion
	References

	Enterprise Insider Detection as an Integer Programming Problem*
	Introduction
	Statistical Information in Area of Insider Detection
	Problem Description
	The Mathematical Description of This Approach
	Discussion
	Conclusion
	References

	ES-DM: An Expert System for an Intelligent Exploitation of the Large Data Set*
	Introduction
	Basic Concepts
	Discovering Association Rules
	Fuzzy Conceptual Scaling and FCA

	Problems and Contributions
	Definition of an ES for Data Mining (ES-DM)
	Why the Approach Expert System?
	Objective of Expert System for Data Mining (ES-DM)
	Architecture of ES-DM
	Definition of the User-Interface for ES-DM

	Definition of the KB for our ES-DM
	Theoretical Foundation of Our Approach
	Discovering Meta Knowledge

	Validation of the Proposed Approach
	Conclusion
	References

	Evolution of Friendship Networks and Transition of Their Properties
	Introduction
	Class Attendance Record Management System and Friendship Relation
	Friendship Scores Based on Attendance Records
	Friendship Networks
	Basic Information of Friendship Networks
	Analysis of Network Evolution

	Transitions of Common Properties of Social Network
	Transitions of Scale-Free Property
	Transitions of Cluster
	Transitions of Small-World

	Discussions
	References

	Feedback GMDH-Type Neural Network Algorithm Using Prediction Error Criterion Defined as AIC*
	Introduction
	Feedback GMDH-Type Neural Network Algorithm
	First Loop Calculation
	Second and Subsequent Loop Calculations

	Application to Nonlinear System Identification
	Identification Results Obtained by Using the Feedback GMDH-Type Neural Network
	Comparison of the Feedback GMDH-Type Neural Network and Other Models

	Discussion
	Conclusion
	References

	GPGPU Implementation of Fuzzy Rule-Based Classifiers
	Introduction
	Fuzzy Classification System
	Fuzzy If-then Rule
	Generating Fuzzy If-then Rules
	Classification of Unseen Patterns

	GPGPU
	CUDA
	CUBLAS (CUDA Basic Linear Algebra Subprograms)

	Parallel Implementation of Fuzzy Rule-Based Systems
	Computational Experiments
	Conclusions
	References

	Granule Mining and Its Application for Network Traffic Characterization
	Introduction
	Decision Table and Decision Rules
	Association Mappings
	Multi-tier Structure
	Diversity
	Diversity of Granule
	Condition Diversity of Rule

	Experiments
	Dataset
	Effect of
	and
	Thresholds
	Effect of Minimum Confidence
	Number of Hosts and Rules
	Case Study

	Conclusion
	References

	How to Deal with Overgood and Underbad Alternatives in Bipolar Method
	Introduction
	The Source Bipolar Method
	Comparison of Alternatives to Reference Objects
	Position of an Alternative in Relation to the Bipolar Reference System

	Modifications of Reference Sets and Categories
	Modification of the Reference System
	Modification of Categories in Bipolar Ranking


	Improved Defect Classification of Printed Circuit Board Using SVM
	Introduction
	Prerequisites
	Kinds of Defect
	Learning Data
	Support Vector Machine

	Improved Classification
	Analysis of Defect
	Feature Extraction
	Parameter Selection

	Experiment
	Conclusions
	References

	Improving the Strategic Level Performance Measurement inWarehousing Processes
	Introduction
	Our Proposed Approach
	Connection between Operational Level and Strategic Level Performance Measurement
	Artificial Neural Networks
	Collection of the Data
	Training Algorithm
	Experimental Results

	Evaluation of the Results
	Conclusions and Future Works
	References

	Informatics Medicine as an Intervention That Uses Medicine Informatics Data Systems
	Introduction
	Domains
	Causality
	What Are the ‘Informatics Medicine’ Examples?
	Discussion
	Causality?
	Flip side of traditional?
	Entanglements of Entities and Events?
	Semantics to Semiotic based Interfaces?

	Conclusions
	References

	Intelligent Community Embedded Speech Recognition System Research
	Introduction
	System Design and Implementation
	Concluding Remarks
	References

	Interactive Grammars: Toward Perception Based Computing
	Introduction
	Interactive Information Systems
	Interactive Computing
	Towards Interactive Grammars
	Conclusions
	References

	Line Graph for Weighted Networks toward Overlapping Community Discovery
	Introduction
	Community Discovery from Social Networks
	Preliminaries
	Modularity
	Community Discovery Methods

	Line Graph forWeighted Networks
	Overlapping Communities Discovery over Line Graph
	Previous Line Graph Representation
	Line Graph Representation for Weighted Networks

	Preliminary Experiments
	Experimental Settings
	Results
	Discussions

	Concluding Remarks
	References

	Modeling of Climate Data in Terms of AR(1) Process Contaminated with Noise
	Introduction
	SLPData
	Stochastic Processes for the SLP Data
	AR(1) Process
	Random Number Sequence
	AR(1) Process Contaminated with Noise

	Eigenvalue Distribution
	Summary
	References

	Moment Approach for Quantitative Evaluation of Randomness Based on RMT Formula
	Introduction
	Synopsis of the RMT-Test
	Applications of the RMT-Test on Random Sequences
	Discussion on the Reasonable Range of N and T
	Quantitative Evaluation of Randomness by Means of Moments

	Detecting Off-Randomness by Means of the RMT-Test
	Testing the Initial Part of LCG
	Testing the Randomness of Log-Return Sequences

	Comparing with NIST Randomness Test
	Criterion of the Quantitative RMT-Test
	Summary
	References

	Network Security Evaluation Method via Attack Graphs and Fuzzy Cognitive Maps
	Introduction
	Related Work
	Network Security Evaluation through FCM and Genetic Algorithm
	Simulation
	Conclusion and Future Work
	References

	On a Patent Analysis Method for Identifying Core Technologies
	Introduction
	Methodological Background
	Association Rule Mining (ARM)
	Analytic Network Process (ANP)
	Data Envelopment Analysis (DEA)

	Proposed Approach
	Technology Selection and Patent Data Collection
	Construction of Technological Matrixes with ARM
	Calculation of Technological Importance with the ANP
	Identification of Core Technologies with the DEA

	Conclusions
	References

	Ontology-Based CRIS Design Using Three Stage Development Approach
	Introduction
	The Architecture of Clinical Research Information Systems
	The Ontology-Based System Development Approach
	Practical Implementation for the Cardiovascular CRIS
	Results and Discussions
	References

	Revenue Sharing Contract in Dual Channel Supply Chain in Case of Free Riding
	Introduction
	Model
	Model Analysis
	Vertically Integrated Dual Channel
	Partially Integrated Dual Channel
	Decentralized Dual Channel
	Horizontally Integrated Dual Channel

	Conclusion
	References

	Some Consideration of SIRMs Connected Fuzzy Inference Model with Functional Weights
	Introduction
	A SIRMs Connected Fuzzy Inference Model with Functional Weights
	Learning Algorithm
	Identifying Non-linear Functions
	Conclusions
	References

	Stepwise Benchmarking Path Selection in DEA
	Introduction
	Related Work
	Data Envelopment Analysis (DEA)

	Proposed Method
	Stratification of DMUs
	Construct Benchmarking Path Network
	Measure the Benchmarking Objectives
	Search the Optimal Benchmarking Path

	Case Study
	Conclusions
	References

	The Automatic Two – Step Vessel Lumen Segmentation Algorithm for Carotid Bifurcation Analysis during Perfusion Examination
	Introduction
	Methods
	Results
	Discussion
	Conclusions
	References

	The Benefit of Cooperation between Retailers under Supply Uncertainties
	Introduction
	Model Analysis
	Models without Cooperation
	Models under Inventory Pooling
	Models under Centralized Purchasing

	Numerical Analysis
	Concluding Remarks
	References

	Understanding Post-acceptance Usage Behaviors––An Ambidexterity View
	Introduction
	Literature Review
	IS Implementation Process and Post-acceptance Usage Behaviors
	Individual Behavioral Ambidexterity

	An Ambidexterity View of Post-acceptance IT Use
	Propositions
	Implications
	References

	Voice Communication Aid with Personal Digital Assistant for Autistic Children
	Introduction
	Purpose of the Study
	Construction of the System
	Usability of the Application
	Two Modes of the Application
	Supportive Mode
	Self-use Mode
	Original Page

	Design of the System
	Experiments at School for Handicapped Children
	Case Study 1
	Case Study 2

	Conclusion
	References


	Author Index
	Subject Index



