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Preface

The growing interest in design science research in information systems continues
unabated in 2012. Scholars and design practitioners from many areas such as
information systems, computer science, medical informatics, and software engi-
neering are drawn to this area for its ability to extend the boundaries of human
and organizational capabilities. The outputs of DESRIST, new and innovative
constructs, models, methods, processes, and systems provide the basis for novel
solutions to design problems in many fields.

The seventh DESRIST conference, DESRIST 2012, held in Las Vegas built
on the tradition and foundation of six prior highly successful international con-
ferences held in Claremont, Pasadena, Atlanta, Philadelphia, St. Gallen, and
Milwaukee.

The title of this volume, Design Science Research in Information Systems:
Advances in Theory and Practice, reflects the breadth of the field, the continu-
ing interest in DESRIST theory formulation and development, and the degree
to which this highly practical form of research is influencing design practice
in business and government. The subheadings of the table of contents for the
proceedings reflect the extent of design science research and its applications:
Theory and Theory Building (13% of submissions), DSRIS Methodologies and
Techniques (6.5%), Social and Environmental Aspects of DSRIS (19%), DSRIS
in Practice (45%), and Evaluation of DSRIS projects (16%). This year a substan-
tial majority of the papers described the application of design science research
to real-world design problems in both industry and government. This was an
interesting shift that complemented the proceedings of the previous DESRIST
conferences in which theory and theoretical papers dominated.

Forty-four papers were submitted to the conference for review. Each paper
was reviewed by at least two referees. The reviews were double blind, meaning
that each of the two groups – authors and referees – remained anonymous to one
another. Twenty-four papers were accepted as full length research papers and
seven papers as short papers.

We thank the authors who submitted papers to DESRIST 2012, and trust
the readers will find the papers as interesting and informative as we did. We
would like to thank the members of the Program Committee as well as the addi-
tional referees, who took the time to provide detailed and constructive reviews
to the authors. We would also like to thank the other members of the Organizing
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Committee, as well as the volunteers, whose dedication and effort helped bring
about another successful conference. We believe the papers in the DESRIST 2012
proceedings provide several interesting and valuable insights into the theory and
practice of design science, and they open up new and exciting possibilities for
research in the discipline.

May 2012 Ken Peffers
Marcus Rothenberger

Bill Kuechler
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Towards a Comprehensive Online Peer Assessment 
System 

Design Outline 

Dmytro Babik, Lakshmi S. Iyer, and Eric W. Ford 

The University of North Carolina at Greensboro 
{d_babik,lsiyer,ewford}@uncg.edu 

Abstract. The business of business education is rapidly evolving because of 
changing economic and social conditions. At many institutions, class sizes are 
growing, more curricula is being offered online and traditionally successful pe-
dagogical standards are being threatened unless they are adapted to the emerg-
ing economic realities of the 21st century. In response to the economic threats 
and consumers’ preferences, numerous IT artifacts are being created to facilitate 
online teaching in the hope that both quality and cost concerns will be ameli-
orated (albeit not always using the precepts of design science). The purpose of 
this ‘work-in-progress’ paper is to apply design science principles to outline an 
algorithm for a computer-aided peer assessment system, named Double-loop 
Mutual Assessment (DLMA). The project’s goal is to emulate the case method 
online, improve students’ learning experience and increase grading efficacy. 
The DLMA yields two IT artifacts: a method and an instantiation. The DLMA 
method artifact involves two loops of assessment: 1) a summative and forma-
tive mutual peer assessment algorithm for essays; and 2) a summative peer  
assessment of the feedback’s quality. An instantiation of DLMA system – a 
prototype and a beta-version has been implemented and described. Future direc-
tions of researching behavioral and operational aspects of the system are out-
lined. Potential applications of the artifact’s capabilities beyond the business 
necessity are discussed. 

Keywords: design science, design artifact, design process, online, prototype, 
peer assessment, double-loop mutual assessment. 

1 Introduction 

The business model for business education is changing at many universities. In  
particular, the costs of delivering courses in-person and in real-time have risen signif-
icantly in recent years (Declining by Degrees, 2005). The shift in cost structures has 
led to changes in the way classes are delivered and in the way consumers want their 
learning systems to be organized. Rising cost pressures have led universities to  
increase class sizes beyond the thresholds where resource-intensive, in-person, in-
structor-dependent pedagogical tools, such as case studies or creative writing, can be 
implemented effectively (Gibbs & Jenkins, 1992). Besides, tuition inflation has 
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changed consumers’ preferences for how they receive their educational experience. 
Many students work full or part-time to afford college, do not live on or near campus, 
and prefer asynchronous modes of delivery to meet competing time demands. 

One solution that universities have turned to as a means of addressing both their 
own financial constraints and the consumers’ preference is the large-section (i.e., 50-
plus students), online, asynchronous courses. A drawback of such curricular designs 
is that they make instructor-moderated assignments difficult to execute using existing 
online information systems (IS) and technologies. For example, the time cost to the 
instructor of moderating discussion boards is high and the ability to discern an indi-
vidual student’s unique contribution and assign an accurate grade is difficult – if not 
impossible. Further, commercial learning applications (e.g., Blackboard, Moodle & 
Pearson) do not have the flexibility to emulate the student-centered, self-regulating, 
multi-cycle feedback mechanism that allows for complex problem exploration 
through essay writing activities. 

The purpose of this ‘work-in-progress’ paper is to apply Design Science principles 
to the development of a peer assessment system that would accommodate complex 
educational instruments, such as case method or creative writing, while at the same 
time requiring minimal or no moderation by the instructor. The research question of 
this study is how to design a self-regulated IS that simulates a dialogue (discussion) 
experience around creative writing assignments in large-scale, online, asynchronous 
learning environments and delivers benefits of summative and formative assessments. 
Further, the IS should be a ‘safe’ learning environment where potential biases are 
minimized and the grades are not compromised due to flawed evaluations by any one 
peer (i.e., a faulty sub-system). The proposed Double-loop Mutual Assessment 
(DLMA) system creates two types of IS artifacts (of the four types defined by Hevner, 
March, Park, and Ram (2004)). The first artifact is the double-loop peer assessment 
method. The second artifact is a purposeful instantiation of an online system for  
conducting case-study analyses in a virtual course environment. 

The DLMA IS artifacts address the wicked problem (Hevner et al., 2004; Rittel & 
Webber, 1973) faced by educators where there is a critical dependence upon students’ 
social abilities and creativity to generate both summative and formative feedback for 
peers. The complexity and ambiguity of evaluating creative essays requires flexible 
systems. The IS artifacts presented in this paper address the constraints introduced by 
large-class sizes and asynchronous online environments that make instructor-centric 
facilitation strategies, such as the case method, far more difficult to execute. If design 
is concerned with how things ought to be and devising artifacts to attain those goals, 
then building a peer assessment IS that more closely approximates the case method 
for online environments is a worthwhile endeavor (Simon, 1996). 

2 The Role of Peer Assessment and Computer-Aided Peer 
Assessment in Education 

Over the last three decades, researchers and instructors have been debating, research-
ing and experimenting with peer assessment of student performance (Topping, 2005). 
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Peer assessment is a method that requires students to review other students’ work, 
evaluate its quality and provide feedback. In contrast to self-assessment techniques, 
generally limited to basic cognitive levels (Anderson et al., 2001; Bloom, Krathwohl, 
& Masia, 1956), peer assessment enables learning at higher cognitive levels (Bouzidi 
& Jaillet, 2009). Moreover, well-structured peer assessment permits students to de-
velop competencies by following examples and responding to feedback of their peers 
and, thus, engage students in social learning (Bandura, 1962; Bandura & Walters, 
1963). Feedback is an important aspect of learning that focuses on the details of con-
tent and performance. Moreover, it is an important feature of everyday social interac-
tions outside the classroom (and on the internet) and a core management competency 
to be mastered. Peer assessment adds value as a learning tool by exposing students to 
the practice of evaluating others’ performance and receiving feedback on one’s own 
performance (Brutus & Donia, 2010). Peer assessment is a skill that can, and should, 
be honed through purposeful practice in controlled settings rather than through trial 
and error on the job (Sluijsmans & Prins, 2006). 

Most of the existing designs of peer assessment systems focused predominantly on 
summative assessment rather than formative assessment (Trahasch, 2004). Summa-
tive assessment is intended to measure a student’s attainment at a particular time, 
often for purposes of external accountability (typically in the form of a score, grade, 
mark etc.). Formative assessment, in contrast, is a set of formal and informal evalua-
tion procedures employed by an instructor during the learning process with the ex-
press purpose of improving student competencies through behavior modification 
(Crooks, 2001). Formative assessment typically involves qualitative feedback rather 
than quantitative scores (Huhta, 2008). 

In the past, computer-aided assessment (CAA) has been primarily concerned with 
multiple-choice tests because they relieve instructors of time-consuming grading. The 
complexity of manual, multiple-peer, double-blind, repeated assessments with paper 
as the medium, makes such assignments difficult to administer in large classes. Most 
computer-aided peer assessment systems provide a means to create feedback, and in 
some instances grade recommendations, but few create a dynamic learning expe-
rience. Thus, such systems do not produce the formative assessments that, in turn, 
lead to the skill-level gains that higher education is designed to produce. What is 
needed is a reliable and valid algorithm capable of handling summative and formative 
peer assessments efficiently in a manner that also creates an effective scoring sub-
system. 

3 Developing DLMA IS Artifacts: Design Principles and 
System Requirements 

In developing the DLMA system, we applied the general methodology of Design 
Science framework for IS research (Hevner et al., 2004) to show how our research  
is both relevant and rigorous and contribute to the IS knowledge base by solving a 
rising problem in higher education (see Figure 1). For the design process, we follow 
the five-steps proposed by Vaishnavi and Kuechler (2007). At Step 1: Awareness  
of the problem – we have defined the business need by building the case of limited 
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feasibility of case study method in business education in large online classes. At Step 
2: Suggestion – we looked at the role of peer assessment in education, discovered 
what deficiencies existing peer assessment systems have, and proposed a computer-
aided peer assessment solution that is presumably immune to those deficiencies. In 
Step 2 we also defined a tentative conceptual set of elements that the solution to the 
problem should have. Step 3: Development – yielded two artifacts, namely, the me-
thod of DLMA (including the description of the workflow of DLMA data-generating 
process of summative assessment), and the instantiation of a physical DLMA IS. Step 
4: Evaluation – will include a set of experiments to collect and analyze performance 
measures of the DLMA system. Step 5 involves making the results of research public-
ly available. Steps 1 through 3 are completed in this work-in-progress paper. The 
plans for completing steps 4 and 5 are then discussed. 

 

Fig. 1. Relevance / Rigor of DLMA Research (adapted from Hevner et al., 2004) 

Computer-aided peer assessment systems available today typically have at least one 
of the following deficiencies (Aoun, 2008; Doiron, 2003; Topping, 1998): 

1. They do not induce sufficient stimuli for students to provide honest and actionable 
feedback without direct instructor’s intervention; 

2. They are too complex or cumbersome to be applied frequently in a large class 
without using unaffordable human resources; 

3. They are limited to only either summative or formative assessment; 
4. They result in poor quality of feedback (questionable usefulness) or grading (ques-

tionable fairness and objectivity). 
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Bostock (2000) suggested that peer assessment weaknesses can be addressed by using 
anonymity, multiple assessors, and instructor moderation. Therefore, a generic com-
prehensive online peer assessment system has to offer several distinct benefits for 
instructors and students. For instructors, the system needs to: 

1. Be scalable, that is, adaptable for classes of various sizes; 
2. Accommodate an intensive stream of creative assignments even in large classes; 
3. Enable accurate grading without cumbersome and/or resource-intensive scoring 

process; 
4. Allow early identification of underperforming students and offer ways of improv-

ing their learning performance. 

For students, the system needs to: 

1. Intensify learning by engaging in more frequent creative assignments; 
2. Facilitate pluralistic, timely and actionable formative feedback to enforce conti-

nuous improvement during the course; 
3. Guarantee quality and objective summative feedback (scoring) even in large 

classes; 
4. Enhance students’ understanding of how they perform in the educational market-

place. 

Consequently, a peer assessment system that claims to satisfy the demands outlined in 
the business need has to have the following elements: 1) process automation, 2) peer 
anonymity, 3) random allocation of peer groups, 3) reciprocal assessment of essays on 
common topics, and 5) multiple-peer feedback. 

In order to address the business need outlined above, the design principles of 
distributed cognition system, namely ownership, multiplicity, easy travel, 
indeterminacy, emergence, and mixed forms (Boland Jr, Tenkasi, & Te’eni, 1994), 
were used to design DLMA. The DLMA system facilitates the workflow consisting of 
the following events: 

Event 1: Students anonymously submit essays; 
Event 2: Students rank-order (or rate) essays submitted in Step 1 by several of their 
peers and provide anonymous feedback to each of the peers in reciprocal manner (that 
is, in a small group of students, everyone evaluates everyone else’s essay); 
Event 3: Students rank-order (or rate) feedback submitted in Step 2 in the same  
manner. 

In addition, based on the class design, students can be placed into groups randomly or 
non-randomly; a single assignment or multiple assignments may be required; students 
may be matched with a new or the same group for each assignment. Thus, the DLMA 
system has to have the following functional properties: 

1. Be able to facilitate anonymous (double-blind) exchange of essays and feedback in 
student groups; essays can be pooled either randomly or non-randomly; 

2. Be able to utilize either ranking (relative comparison) or rating (absolute compari-
son), or both ways of comparison to generation of scores of summative assessment; 
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3. Enable the monitoring of peer assessment process by instructor (including real-
time monitoring and comprehensive reporting); 

4. Enable flexible setup of assignment parameters (such as essay length, scoring 
structure, scoring scales); 

5. Be adaptable for non-academic settings (for example, non-college online courses). 

4 Prototype and Beta-Version of Computer-Aided DLMA 

To physically realize the concept of DLMA in a working IS, we built a prototype in 
the summer of 2011. The prototype used MS Excel as a processing platform and 
Google Docs and Google Forms as the student-user interface. The prototype was suc-
cessfully used in four courses during summer and fall semesters of 2011 in the Bryan 
School of Business and Economics at the University of North Carolina at Greensboro, 
with undergraduate and graduate classes ranging from 18 to 60 students. The proto-
type model showed that DLMA is operational, demonstrates high levels of student-
student and student-instructor inter-rater reliability (empirical studies evidencing this 
will be submitted for publication as a separate paper) and is generally accepted by 
students. While the prototype was essentially capable of replacing the instructor grad-
ing function with an IS artifact, it demanded a substantial level of human involvement 
to maintain data integrity. In spring 2012, the prototype was replaced by a fully-
functional web-based beta version of DLMA that entirely automates the process 
(http://baeloop.uncg.edu/). 

5 Expected Outcomes and Evaluation of System Performance 

Based on the review of the literature on peer assessment, we hypothesized that a 
group of students is capable of assessing each other’s “essays”, such as case analyses, 
short papers, compositions, visual presentations and similar projects, with the overall 
outcome superior to, or at least not worse than that of an assessment by a single in-
structor. The results of such assessment entail: 

a) Pluralistic (based on opinions of several people), timely, and actionable feedback 
on student essays (formative assessment); 

b) The distribution of quality of student essays that results in a certain distribution 
of scores or grades (summative assessment). 

We argue that a sequence of creating an essay, providing feedback, receiving feed-
back, evaluating others’ feedback, and having own feedback evaluated constitutes an 
organic and powerful experience that results in better learning outcomes. Moreover, 
the impacts on formative learning outcomes are increased significantly if the sequence 
is repeated several times during a course. Further, this sequence creates a self-
regulated in-class economy that ensures a “right” set of stimuli to provide honest and 
constructive feedback. Finally, if implemented appropriately, this process may re-
move the burden of grading a large number of essays from an instructor, thus permit-
ting a more diligent focus on disseminating knowledge. 
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Based on the above rationale, we put forth the following propositions regarding the 
outcomes of the DLMA peer assessment system: 

Proposition 1 (Summative assessment proposition): The distribution of a student per-
formance metric generated by the DLMA system, when the students’ performance is 
not directly observed, is the same as the distribution of the students’ performance 
metric generated by an instructor directly observing student performance. 

Proposition 2 (Formative assessment proposition): Given the same set of assignments 
being evaluated, the learning effectiveness of students in a class with the DLMA as-
sessment system is greater than without the system. 

These propositions will be tested in a series of experiments using the beta-version of 
the DLMA system. We expect to submit the results of the evaluation for a journal 
publication. 

6 Conclusion and Further Research 

This paper proposed an outline of the design of a new computer-aided peer assess-
ment IS. The following premises stipulate the needs for such system. First, peer as-
sessment approaches’ validity has been supported continuously by the research litera-
ture and its popularity is increasing in higher education as a result. Second, unre-
solved issues exist around computerized peer assessment calling for further research 
and development. Third, solutions to these issues require more sophisticated 
workflows and complex algorithms, making manual processing impractical and often 
infeasible. Such solutions, however, could be effectively implemented using comput-
er-aided design. 

Further research on DLMA system will entail several new studies. First, an alge-
braic representation of data-generating process of summative assessment, as well as 
empirical evidence of validity and reliability of this process, are planned to be submit-
ted for publication as a separate complete paper. We will collect empirical evidence 
supporting the validity of DLMA-based summative assessment vis-à-vis other metrics 
of student performance (e.g., GPA, and multiple-choice tests). In addition, instructor-
versus-student reliability and student inter-rater reliability will be demonstrated. 
Second, an empirical study of students’ attitudes and learning effects produced by the 
system is expected to support the argument that the system delivers superior learning 
experience to students compared to traditional forms of assessment. Finally, the im-
plementation of such system will open a wide range of behavioral questions that we 
plan to set off and explore. Although there is yet to be much discovered about com-
puter-aided peer assessment systems, they have the potential to deliver competitive 
advantages to both business schools and their students through improved competency 
attainment. 
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Abstract. In recent years, the phenomena of open data have lent a promise to 
expand the innovation network of an organization. By allowing this type of 
access to organizational resources, developers beyond the organizational realm 
may hence generate new innovative artifacts surpassing existing capabilities. 
However, as an organization utilizes these innovation capabilities they simulta-
neously loose significant control over the innovations’ alignment with existing 
organizational goals. One way to nurture and harness this type of innovation is 
to arrange a contest where third party developers are invited to attend. Using a 
Design Science Research approach, such a contest - a type of artifact we coin 
Digital Innovation Contest - was designed and field-tested in 2011. The contest, 
WestCoast TravelHack 2011, summoned 76 developers distributed on 20 teams 
and was based on an idea to both generate novel digital service prototypes and 
having these applications promote the organizational goal of less energy-
consuming ways of everyday travel. We conclude that by following our empiri-
cally grounded and theoretically informed guidelines, this type of contest can 
indeed increase the likelihood of both producing innovative artifacts and align-
ing these innovations with organizational goals. 

Keywords: Digital Innovation Contest, Open Data, Design Science Research, 
Digital Innovation. 

1 Introduction 

Innovation of novel digital services can be performed in closed or open settings. In 
the latter, organizations may invite third party developers to pursue innovation driven 
either by non-profit grounds [1] or business models [2]. In recent years, open and 
distributed digital innovation has been propelled through the provision of open data 
(e.g. traffic, transport and environmental). The rationale for distributing data in a 
more open fashion is to attract outside innovators to design new services going 
beyond what existing services provide [3]. However, as organizations adopt such a 
distributed way of pursuing innovation it also means that they simultaneously looses 
significant control of the direction of the innovation work performed. A challenge and 
insofar unresolved quest is hence how to perform distributed innovation in open  
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settings promoting that the digital services both becomes novel and adhere to organi-
zational goals.  

One concept to stimulate open innovation of ideas and novel products are idea 
competitions [4]. Events of this kind are based on the nature of a contest to drive and 
encourage open innovation processes.  Transferred into the realm of distributed digital 
innovation, we argue that the concept of idea competitions can be materialized into a 
sub-concept coined Digital Innovation Contest (DIC). A DIC is defined as an event in 
which third-party developers compete to design and implement the most firm and 
satisfying digital service prototype, for a specific purpose, based on open data.  

The emerging body of knowledge about idea competitions has generated several 
tentative guidelines [c.f. 4-6] for how to design idea competitions, which we argue 
could inspire to support the design of DIC. However a review of this body of know-
ledge indicates that existing guidelines are still missing important aspects of DIC’s. 
Although idea generation is an important activity in a DIC, software design, imple-
mentation and testing are also examples on crucial activates which have to be per-
formed in a successful DIC. This gap points towards the need for a grounded and 
theoretically anchored contest design process complementing those principles current-
ly available. The research question addressed in this paper is consequently How can 
digital innovation contests be designed to generate results that both are novel and 
adhere to organizational goals?  

Design science research (DSR) is proposed as research approach to use when via-
ble artifacts should be developed in the form of a construct, a model, methods or an 
instantiation [7]. In the next chapter we describe how we have utilized DSR as re-
search method to develop guidelines for DIC Design. In the following four chapters 
we describe how we have utilized the applied research method to 1) identify chal-
lenges and opportunities when designing DICs, 2) based on observations and existing 
literature formulated requirements and hypothesize on implementation principles for 
the artifact, 3) materialized these hypotheses on the design of DIC to enable testing in 
the field, and 4) evaluated the designed artifact. In the last chapter reflections are 
made regarding our contribution and the paper is concluded with suggestions for fu-
ture work.    

2 Research Approach and Process 

This paper presents developed, field-tested and evaluated guidelines for DIC Design. 
This contribution constitutes the artifact generated by a five-step DSR process, de-
picted in table 1. The three DSR Cycles presented by [8] have been used to derive and 
organize the steps in the research process. To further govern the work performed the 
seven DSR Guidelines provided in [7, 9] was used to guide the planning of the  
research and used as an approach for the research work performed in the different 
activities.  



 Designing Digital Innovation Contests 11 

 

Table 1. Research Approach and Process 

 Research approach 
Research  
Process 

DSR  
Cycle 

DSR Guideline(s) 
Chapter in 

paper 
Identify challenges 
and opportunities in 
contemporary DIC 
Design 

Relevance 
cycle 

Guideline 2: Problem relev-
ance; Guideline 6: Design as 
a search process  

G
uideline 1: D

esign as an artifact 
 

3 

Derive implementa-
tion principles 

Rigor 
cycle 1 

Guideline 5: Research rigor; 
Guideline 6: Design as a 
search process 

4 

Design and field-
test DIC Design 
Guidelines Design 

cycle 

Guideline 6: Design as a 
search process 5 

Derive principles 
for and perform 
evaluation 

Guideline 3: Design evalua-
tion 6 

Report contribu-
tions and commu-
nicate research  

Rigor 
cycle 2 

Guideline 4: Research contri-
bution 
Guideline 7: Communication 
of research 

1, 2, 3, 4, 5, 
6, 7 

3 Challenges and Opportunities in DIC Design  

This study is a part of a larger innovation and research program in Western Sweden 
entitled Innovation for Sustainable Everyday Travel (ISET) [10, 11]. This program is 
driven by a vision to create a service ecosystem for sustainable innovation, that 1) 
supports the provision of open data for distributed innovation of digital services that 
enhance sustainable mobility, 2) facilitates that the provision of data is turned into 
new services for sustainable everyday travel through distributed development, and 3) 
that the services developed in turn become viable and improves everyday travel in 
western Sweden (www.viktoria.se/projects/iset). ISET is organized  as a 
cluster of industrial and science partners. It currently runs three projects from 2009 to 
2013 with a total turnover of €3 million euro. ISET is structured in three phases: in-
frastructure innovation, service innovation and systems innovation. The first phase 
was completed in the second quarter of 2011 and aimed to facilitate the release of 
traffic, transport and environmental data to the public. The work within this phase 
resulted in a digital infrastructure - a developer zone - that promotes distributed de-
velopment of digital services that supports sustainable everyday travel 
(www.trafiklab.se).  

In spring of 2010 the second phase in ISET - service innovation - was launched in 
parallel to the ongoing first phase. The aim with this second phase was to promote 
and establish a viable use of the developer zone and stimulate the development of 
novel services that promoted sustainable travel. Early on, the cluster formed the idea 
that a contest might be the vehicle to use to elevate distributed innovation of services 
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based on the open data provided by the developer zone. In June of 2010 however, the 
contest idea was merely a blur opportunity. As a first step a team was put together to 
1) understand and assess the value and the challenges of a contest given, and 2) if 
feasible, turn the ideas into realty. Members from the team visited two different 24 
hour competitions held in Sweden in 2010 and 2011 to seek out and collect expe-
riences regarding the development contest as phenomena.  

The first competition visited was CODEmocracy (www.codemocracy.se), 
which summoned some 50 developers in September of 2010 in Stockholm, Sweden 
for a 24-hours contest. For the members of the ISET contest team this event – through 
the quality of the participants and the resulting artifacts – validated on one hand the 
contest as a potential vehicle to promote innovation of digital services based on open 
data, but on the other hand also illuminated a number of challenges which needed to 
be addressed. 

They also got a first sense of the community participating in the event. During the 
contest they informally inquired into why participants chose to spend an entire week-
end programming for virtually no reimbursement (a significant portions had even paid 
to travel across the country to attend). Various reasons was given as response: some 
expressed a need to do something fun and non-work related (compared to their daily 
work as company developers – one programmer termed this as “to come up and 
breathe from the ‘enterprise development swamp’”), others enjoyed the laid back and 
friendly atmosphere and some saw this as a way establish themselves in the (Smart-
phone application) development community. 

One identified challenge was connected to the observation that most solutions 
(with some notable exception) were very technology-oriented. While they utilized 
new and emerging technological capabilities, the user interface was often crude and a 
clear value for users was mostly missing. We connect this to three observations: 1) 
primarily programmers participated in the event. ISET is driven by the idea that nov-
el and viable digital services can contribute to a more sustainable society, however in 
order to produce services that achieve such impact an assumption is that services can-
not just be based on innovative technology. They must also offer substantial value for 
various users (travelers) in the everyday travel situation. Further, they need to be de-
signed with the capacity to promote sustainable travel and themselves be sustainable 
over time to be able to have an impact. This in turn required that participating teams 
not only had to include capabilities such as programming, but also user interface de-
sign, ideas on business design and sustainable development. 2) CODEmocracy was 
primarily organized around open data as contest resource. The challenge for the 
ISET DIC was to provide both interesting open data as the crucial “juice” for the de-
sign work during the competition, but in addition, we saw a need to provide additional 
resources that adhered to the overall goals for the competition (which for CODEmo-
cracy meant increasing transparency and public influence); e.g. user needs, tools for 
assessing user value, attractive descriptions of future vision and ways of supporting 
the teams during the contest. 3) The criteria for the competition were vague. Even 
though the event were organized as a contest, very little information on what grounds 
the winner would be picked were given prior to the contest, which gave participants 
little guidance on how to design a winning contribution. 
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In March 2011 members from the ISET DIC team visited Appening 2011 in 
Sundsvall, Sweden (www.appening.se). This DIC was an open data contest with 
the purpose to stimulate distributed innovation of digital services based on data pro-
vided by different governmental agencies on a national and regional level. The event 
was similar to CODEmocracy as it was organized as a 24-hour contest. The rules 
were simple. Teams should include no more than 5 individuals. All contributions 
should use public data. The contribution should not be published in any other form 
prior to the event and the contribution had to be made available to the public after the 
event. Similar to CODEmocracy the criteria used to decide the winner was however 
vague. It begun with a three-hour preparation wherein the contest was presented to-
gether with the data sources available for the teams. At 16:00 the competition was 
commenced and ended 24 hours later. A presentation and evaluation segment wherein 
the teams presented the contributions to a jury who evaluated the contributions and 
selected the winners followed the competition segment. A number of prizes ranging 
from cash prizes to technological rewards (Smartphone's) constituted the award in the 
contest. 

In order to prepare the final evaluation the jury visited the teams before the dead-
line and received information about the progress so far and the expected outcome. In 
addition the data providers also provided teams continuously support on demand in 
accessing data in the real operating systems or by the provision of a temporary data 
environment for the competition. When asked the participants especially said that 
they appreciated this on demand support. 

The experiences collected by the ISET DIC contest team at Appening 2011 once 
more confirmed the opportunity to use DIC as vehicle to promote service innovation 
based on open data. The team was however also reinforced about challenges identi-
fied during CODEmocracy. User value was generally not prioritized in the contribu-
tions, and in addition, despite of introductions to organizational goals given during the 
presentation segment prior to the competition, the outcomes preliminary were focused 
on being technological firm rather adhere organizational goals.  

4 Principles of Implementation 

We therefore as organizers of a DIC, with the purpose to enhance sustainable mobili-
ty, concluded that we had to in different ways motivate the participants to develop 
firm applications based on open data as resources that also adhered organizational 
goals, so that the innovation performed created contributions beyond current borders 
of existing services for sustainable travel. In order to theoretically inform the design 
of appropriate guidelines that ensured this double aim of a DIC, we next initiated as a 
second step a rigor cycle with the purpose to derive suitable implementation prin-
ciples for designing guidelines for DIC Design. 

Turning to organizational goals, one lens through which researchers has viewed the 
process of aligning development activities and organizational goals is control [12, 
13]. Kirsch [12] defined control as “any attempt to motivate individuals to behave in a 
manner consistent with organizational objectives” (p. 374). Inherent in current control 
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theory lays an often implicit assumption of agency, materialized as a controller - con-
trolee relationship, where a controller (e.g. manager or group) exercises formal or 
informal control over a controlee (e.g. developer). The basis for this uneven distribu-
tion of power is contractual, where the controlee is financially compensated for its 
work as an employee, contractor or sourcing partner. However, as new forms of de-
velopment organizing emerge - such as the digital innovation contest - the foundation 
for the relationship is fundamentally altered [14]. As noted in the attended contests, 
rather than full or partial financial reimbursement for time spent developing software, 
many individuals are motivated intrinsically by personal growth, subcultural recogni-
tion, or pure personal enjoyment [3]. Nevertheless, any sponsoring of organizational 
development efforts needs to be driven by the promise of meeting some organization-
al goal. Given this backdrop it is important to find ways of aligning the motivation of 
the participants with organizational goals. As a first requirement to be met by a digital 
innovation contest we hence propose: 

 

Requirement 1: In a digital innovation contest, organizers need to find innovative 
ways of motivating voluntary contestants to meet business objectives. 

 

As mentioned above, we suggest that the reason for attending a DIC is primarily 
rooted in intrinsic motivations, which offers a challenge for organizations as organiza-
tional goals per definition are external. However, through the introduction of a con-
test, some means for formal control are introduced as the DIC thereby contain a set of 
evaluation criteria against which all submissions are judged and compared. Thus, by 
arranging a contest and carefully crafting the evaluation criteria according to organi-
zational goals, organizers are able to exercise a form of output control on the contes-
tants [12, 13]. However, given that the participation by developers is not primarily 
rooted in organizational objectives [1], imposing too restrictive criteria may repress 
intrinsic motivations and cause the organizing entity to come off as parasitic [15] as 
well as hamper innovation. To this end we also suggest that significant measures of 
facilitative actions are incorporated into the design. 

Turning to facilitation, this notion literally means activities put in place to make 
social processes easy [16], by the implementation of supporting tools and through the 
behavior of appointed facilitators, acting using different facets and styles [17]. As 
noted above, a DIC need to 1) stimulate that teams participating in the DIC adhere to 
organizational goals during the competition and to 2) stimulate that the innovation 
work performed during the competition results in novel service prototypes. However, 
given the limited space of prescribing contestants’ behavior, we suggest to add facilit-
ative actions to the overall design. Hord [18] provides a six-component framework to 
describe facilitative actions that underpins change and innovation, which includes 
creating an atmosphere and culture for change, developing and communicating a vi-
sion for change, planning and providing resources that enable innovation. In a DIC we 
thus propose:  

 

Design hypothesis 1: In a digital innovation contest, organizers should complement 
control through organizationally driven contest criteria with facilitative actions, both 
prior to and during the contest. 
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Another issue for organizations engaging in DIC concerns the transfer of domain 
knowledge e.g. about prospective users. Any contemporary application development 
method will include components dealing with the transfer of user needs into software 
development, typically formalized into some sort of user requirements. Whatever the 
notation of these requirement are materialized into, such artifacts serve at least dual 
purposes. On the one hand, they convey user needs which the developers are assumed 
to meet by developing appropriate system functionality. However, since developers 
are financially reimbursed as e.g. employees or contractors, requirements also form 
the basis of a contract about the work developers commit to [13] by  e.g. estimating 
the time necessary to develop the specified functionality. As described above, we see 
that the room for dictating the solution space as limited. Thus we conclude, if an or-
ganization wants its knowledge of prospective users to be reflected in the designs of 
contest participants, they need to represent such needs in a non-contractual fashion.  

 

Requirement 2: In a digital innovation contest user needs can help meet organiza-
tional goals but must be communicated in a non-prescriptive way. 

 

In recent years personas has emerged as a new type of user needs representation [19]. 
A persona includes a textual description of typical, yet fictional users – archetype 
users [20]. Personas have been explored in the HCI community and draws on explicit 
descriptions of both contextually important factors (such as age and interests) as well 
as the goals of the archetype user. Based on potential constraining factors and person-
al goals, designers are able to explore different scenarios where a new artifact may 
support a particular activity [20]. This way, it has been argued, the concept of the user 
becomes less abstract and fluid throughout the entire design process [21]. Even more 
importantly, several authors argue that one of the main strengths of the persona is its 
ability render engagement and interest for the user [22, 21]. By describing users this 
way the shared mental image of a hypothetical future user is more likely to become 
used throughout the whole design process. Furthermore, personas have been argued to 
carry the potential to be ingrained with a multitude of both qualitative and quantitative 
data [20]. This enables the designers of personas to inscribe organizationally impor-
tant characteristics to both current and future users.  

 

Design hypothesis 2: In a digital innovation contest, user needs can be communicated 
by introducing personas as a complementary resource. 

 

A concept closely connected to user needs is user value. Albeit understanding user 
needs is important to deliver useful innovative artifacts, correct understanding does 
not guarantee artifact user value [23]. In fact, it lies at the very heart of these types of 
transformational processes – such as a DIC - to find ways of promoting maximum 
user value [4]. Furthermore, given the technology-orientation of the participants in 
these types of contests, both our observations and parallels from the open source 
movement suggest to expect a high level of technical expertise and interest among 
intrinsically motivated programming participants [24]. Previous work has shown that  
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this orientation of participants may yield solutions suitable for experts rather than 
typical end-users [4] which may jeopardize substantial adoption of contest-developed 
services. We thus see a need to avoid development of elegantly engineered prototypes 
missing a user base and to this end suggest. 

 

Requirement 3: In a digital innovation contest, resulting submissions need to articu-
late user value. 

 

A common way of articulating the value for the user is through a business model  
[25, 26]. In fact, the perhaps most important component of a business model is the 
user value proposition [25, 26]. The value proposition either defines ways of execut-
ing a certain task in a more efficient or less expensive way, or suggests how to open 
up new avenues of potential user action. Furthermore, a business model typically 
includes the target user niche, ideas on how the product or service should be distri-
buted and how revenues are created [25, 26]. In sum, by introducing a technique for 
business modeling into the artifact development process, it ideally helps balancing the 
focus between technological possibilities and user uptake in the target context. To 
balance an anticipated technological focus of services we thus suggest.  

 

Design hypothesis 3: In a digital innovation contest, introduction of a toolbox for 
business modeling by the organizers helps balancing issues of technological innova-
tion and user value and adoption.  

 

The generation of new and innovative IT-based artifacts is the main driver for pur-
suing an innovation contest. We use the definition by Yoo et al. [27] of digital innova-
tion as “as the carrying out of new combinations of digital and physical components 
to produce novel products”. It has been argued that perhaps the main driver of this 
digital innovation is digital convergence [28]. As different pieces of information, 
insofar unconnected, becomes available in a digital format, they also become subject 
for potential combinations and thus new, innovative artifacts [27]. Furthermore, 
through the usage of existing software and/or hardware bundles - platforms [29, 30] - 
software developers may rapidly connect and reiterate digital information pieces to 
explore new innovations [27]. Moreover, the perhaps most striking takeaway from 
earlier contest observation was how programmer found innovative ways of combining 
and presenting existing information. For organizations considering hosting a DIC it 
thus becomes important to offer their information in an innovation-friendly format: 

 

Requirement 4: In a digital innovation contest, information addressing the contest 
space must be available in a way supporting rapid re-configurations and deployment 
on common platforms. 

 

In recent years an increasing number of organizations are turning to open organiza-
tional data to outside innovators and thereby may draw on large numbers of develop-
ers building new and innovative artifacts for organizational users. Typically this is 
achieved by adhering to a specific architectural style for web based distributed  
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programming (c.f. SOA, REST, Semantic Web) which allows outsiders to easily in-
corporate organizational data in their applications. Considering this potential, it is  
not surprising that boundary resources such as API’s will be of utmost strategic  
importance for organizations seeking outside innovators to support their business 
[27]. Our final design hypothesis hence reads. 

 

Design hypothesis 4: In a digital innovation contest, web-based API’s can be used to 
enable rapid re-configurations and usage on common platforms.  

 

Next we turn to how these design hypotheses were materialized and tested in the field. 

5 Design and Field-Test of DIC Design Guidelines 

As third step, design and field-test preparations was performed between April and 
October of 2011. With the implementation principles as base, these were transformed 
into a tentative DIC Design, as presented in table 2.  

Table 2. Implementation Details of Field Tested DIC 

Requirement Design hypothesis DIC Design Guidelines 
(incl. mean grading) 

In a digital innova-
tion contest, organiz-
ers need to motivate 
contestants to meet 
business objectives. 

In a digital innovation 
contest, organizers 
need to strike a delicate 
balance between con-
test criteria and facilita-
tive actions. 

1) Motivate participants to address 
organizational objectives by both 
output control through careful de-
sign of evaluation criteria (see be-
low) and help contestants meet 
these criteria through different faci-
litative actions (see below) 

2) Output control 
a. Incorporate a specific 

overall, heavy weighing 
criterion that the service 
does support organiza-
tional objectives [200 
points] (57 %).  

3) Facilitative action:  
a. Prior to the contest, 

present major challenges 
connected to sustainable 
everyday travel in various 
and engaging ways 

b. During the contest, sup-
port the teams in inter-
preting the challenges at 
hand and provide a work-
shop in how to self-
evaluate the feasibility of 
solution ideas 
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Table 2. (continued) 

In a digital innova-
tion contest, personas 
can be used to com-
municate user needs 

In a digital innovation 
contest, personas can be 
used to communicate 
user needs. 

1) Output control 
a. Services should support 

presented personas today 
[150 points] (63,5%) 

b. Services should support 
presented personas in a 
near future [100 points] 
(57%) 

2) Facilitative action 
a. Prior to the contest, 

present personas in an 
engaging way 

b. Prior to the contest, 
present expected societal 
near future developments 
and trends 

c. During the contest, sup-
port the teams in inter-
preting and clarifying 
presented personas and 
trends 

In a digital innova-
tion contest, resulting 
innovations need to 
provide user value. 

In a digital innovation 
contest, introducing a 
toolbox for business 
modeling helps balanc-
ing issues of technolo-
gical innovation and 
user value. 

1) Output control 
a. Present a business model 

(following the ideas of Os-
terwalder [26]) [50 points] 
(100 %) 

b. Present a concise selling 
description (i.e. value 
proposition) [100 points] 
(61,35 %) 

c. Suitability for target user 
niche [100 points] 
(63,85%) 

d. Testable without paying 
(i.e. distribution) and ideas 
on how the service will 
survive over time (e.g. 
revenues) [100 points]. 
(60,1 %) 

e. Realization complexity 
(i.e. key activities) [100 
points] (57,85%) 

2) Facilitative action 
a. Prior to the contest, 

present a business model 
toolbox 

b. During the contest, per-
form a workshop on busi-
ness modeling to support 
the teams in designing 
business models 
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Table 2. (continued) 

In a digital innova-
tion contest, informa-
tion addressing the 
contest space must 
be available in a way 
supporting rapid re-
configurations and 
deployment on 
common platforms. 

In a digital innovation 
contest, web-based 
API’s can be used to 
enable rapid re-
configurations and 
usage on common 
platforms 

1) Output control 
a. Use of 1 API thought to 

support organizational 
goals [100 points] (42,55 
%) 

2) Facilitative action 
a. Prior to the contest, 

present all available data 
in an engaging way 

b. During the contest, sup-
port contest with API is-
sues 

The DIC was coined WestCoast TravelHack 2011 (www.travelhack.se) and 
in June 2011 ISET announced that on October 8-9 2011 TravelHack 2011 would re-
ward the team who developed the most innovative, best implemented, and impactful 
digital service prototype, that facilitate people to shift from overly energy consuming 
travels to other more sustainable ways of travelling. The participating teams would 
compete for awards exceeding the total amount of SEK 100.000 (approx. €10.000) 
together with wide exposure of their contributions. The prototype built should be 
operational and could be any kind of software application.  

 

Fig. 1. Snapshots from WestCoast TravelHack 2011  
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A jury, specialized in this domain (see ch. 6 for further details on jury composition) 
was recruited and after presenting them with the criteria’s, minor revisions were 
made. As advocated by Hevner & Chatterjee [9] the output from designing the artifact 
must be returned into the environment for study and evaluation. 

Following the tentative guidelines, the contest team further designed a set of cohe-
rent facilitative actions. These actions were performed both prior to the competition as 
well as during the contest. Two months prior to the contest major challenges and vi-
sions connected to sustainable mobility were published on www.travelhack.se 
The motive behind this action was to prepare participants that the DIC had a specific 
purpose adhering to certain organizational goals. The aim was to build up capabilities 
within the teams to meet one or several of the challenges described.  

The event commenced on October 8 at 8.00 am. After arrival and registration the 
team received their working areas. During the first contest day prior to the contest 
start the team was once more introduced in the challenges underlining the importance 
to develop a contribution in line with the challenges at hand (c.f. figure 1). This dialo-
gue-based seminar on sustainability challenges for everyday travel was also accom-
panied with seminars about 1) all the data sources available at the competition (over 
20 APIs), 2) Eight traveler personas representing different life situations and current 
trends in the society, and 3) a toolbox for business model design1. In addition fourteen 
real life user needs, generated through a traveler competition, was posted on the walls 
in the contest facilities in order to stimulate innovation.  Most of the associated re-
sources (personas, visions etc., however not the data or the real life user needs) had 
incrementally been released on www.travelhack.se the months prior to the 
competition in order to build up the capabilities within the different teams. In this 
sense, the seminars merely completed the preparation phase prior to the contest.  

The contest started at 1.00 pm on October 8. During the contest phase facilitative 
actions were also performed in various ways to support the participants in their inno-
vation work. A workshop was given to support the teams to interpret the sustainability 
challenges at hand and to support them to self-evaluate feasibility in solution ideas 
before implementation. This workshop was followed up with two “health checks”, 
one after 12 hours and one after 18 hours, in which the organizers visited the teams in 
their working spaces and gave them the opportunity of self-evaluate their progress. 
Another workshop was in addition given early in the competition to support the par-
ticipants to develop a business model for the digital service prototype utilizing the 
toolbox provided. Support was also given to the teams in interpreting and clarifying 
presented personas and trends. And in addition the data providers supported with API 
issues during the 24-hours that the competition ran. In all nine data providers partici-
pated providing more than the 20 APIs with released data.  

The contest phase was ended on October 9 at 1.00 pm. As a final sequence of this 
phase, the jury visited all the teams and received a demonstration of the prototype. 
Ultimately on WestCoast TravelHack 2011, 76 individuals competed organized in 20  
 
                                                           
1  The seminars was streamed live via Bambuser. In total these broadcasts were viewed live by 

756 viewers (http://bambuser.com/channel/travelhack). Slides used during 
the DIC were published on Slideshare (www.slideshare.net/travelhack)  
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Fig. 2. Snapshots of the digital service prototypes innovated at WestCoast TravelHack 2011 

teams. A total of 1824 hours of innovation work was performed during the DICs 24 
hours resulting in 20 digital service prototypes (c.f. figure 2 and table 3). The submit-
ted contributions (represented by screen shots of the service prototype, a description 
of its functionality and a business model of the intended service) were published by 
the teams as projects on the developer zone prior to the jury evaluation. 
(www.trafiklab.se/travelhack2011bidrag). After the deadline the jury 
elaborated during two hours evaluating the different contributions. At 3.00 pm the 
teams was summoned in the grand hall and the different winners were announced. 
After this final ceremony the event was ended.  

Table 3. Submitted digital service prototypes on WestCoast TravelHack 2011 

Title Digital Service Prototype Description 

Barker 

Barker is a digital service aimed toward event organizers. The organizer 
can create a “find us” page, which easily can be incorporated on the event 
web page. This page has all necessary information about how to get to the 
event utilizing car, public transportation and ride sharing. All modalities 
have attributes such as travel time and CO2 emissions. This guides the 
event participants in choosing sustainable means of transportation to and 
from the event  
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Table 3. (continued) 

BeThere 
BeThere will be a seamless integrated, non-intrusive automatic reminder 
that makes sure that the user is at the right place at the right time. It utilizes 
the users calendar while encouraging you to use public transportation. 

BusStopInfo 

BusStopInfo provides the means to present information about different 
public transportation stops to the user. The intention is that information 
about stops on different routes can act as incentives for increased usage of 
public transportation services. It also provides functionality to send feed-
back to the operators informing about the current status at a specific stop.  

Buynearby.se 

Buy Nearby is a service that incorporates information about homes for sale 
with information about travel and means of public transportation. The 
service provides criteria to search home for sales in relation to travelers 
occupations. Suitable homes for sale are displayed on a map together with 
information how to utilize public transportation including travel time and 
when to departure in order to reach an occupation utilizing public transpor-
tation.   

Carpal 

Carpal is a rideshare service integrated with existing services e.g. Facebook 
and Spotify. Provides functionality to select ride shares based on pictures, 
age, number of friends and music taste. It utilizes the Facebook wall to 
spread information about trips and trip requests.  

Commute GBG 

Commute GBG promote eco-driving by providing information about the 
CO2 emissions produced by the user as a car commuter. The service is 
constructed in an idea that congestion fees in urban areas will become 
variable in relation to the amount of pollution a commuter generate. 

Commutify 

Commutify encourage in a fun way to climate smart traveling by providing 
functionality which facilitate that travelers can challenge themselves to 
travel more climate smart by challenging friends or celebrities to travel 
climate smart. Enhanced travel behavior will be rewarded by different 
incentives such as offers, improved personal health and a better environ-
ment. 

Compass 

Compass is designed as a dashboard with widgets. The user decides which 
widgets should be included in the specific Compass. The widgets have are 
developed to inform the user about public transportation, how to utilize 
means in the public transportation systems, plan trips, evaluate trips etc. 
The service will be provided in two configurations: one towards the public 
and one towards companies and other type of organizations.  

Daily CO2 
Emissions 

The service will be integrated with Google Calendar. The aim is to include 
time for travelling, ticket purchase, SMS-alerts and CO2 information for 
the trip when a meeting is arranged using Google Calendar. 

Dev.ia.tion 

This prototype is a hub (an API) through which travelers as well as traffic 
coordinators, drivers or systems can share and receive traffic deviations. 
The API in turn promoted distributed development of other services im-
proving sustainable smart mobility 

EnoughTime 

This service will eventually support the traveler to make public transporta-
tion or car traveler more reliable by incorporating live-information about 
disturbances in the traffic system in travel planning. The aim is to improve 
advance planning and coordination before and during trips (e.g. commut-
ing). 

Find me a ride 

Find me a ride allows users to search for, create and join rides from wherever 
in the city (or between cities eventually) to wherever. A ride is a set of 
 point-to-point journeys (each belonging to one user) that makes a reasonable 
route; it is a trade-off between stops, passengers, times and fuel consumption. 
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Table 3. (continued) 

Go Green Game

GGG is a game that assigns points to the users based on the way they travel 
in a city. Users need to press start a journey button and after they reached 
to their destination, press on finish journey. GGG automatically identifies 
transportation types and calculate desire points. GGG has designed as the 
way that gives highest points for zero-emission journeys and lowest for 
cars. 

Moving In 

The prototype was constructed based on the vision that the service should 
support people when they are moving making an informative decision 
based on traffic and public transportation information. Suitable objects 
(houses, apartments etc.) available are chosen and visualized based on the 
possibility to utilize. 

My Public 
Transportation 

Travelers are via the services provided support to give feedback, ask ques-
tions or provide information about deviations to the public transportation 
operator during the travel.  

SmallButBig 

SmallButBig transforms the traveler to the main character in a game. By 
entering the game a tournament begins against other travelers to conquer 
public transportation stops and compete quests of different sorts. All with 
the purpose to attract travelers to utilize public transportation. 

SocialTrip 

The service is based on the idea of making public transportations social. 
The prototype is built on a social network of travelers who plans their trips 
based on collective actions of other actors on the network. In so doing, 
travelers will be encouraged to use public transportations more than they 
used to and/or encourage travelers to shift from private to public transpor-
tations. 

TimeTraveller 

The service will provide functionality that supports the user to add favorite 
trips and view these trips for different themes: time, environment and price. 
Relevant data for the user is presented when the traveler choose a specific 
theme. The service will also provides alerts to inform the user when he or 
she should leave the home/office in order to not miss a specific departure 
from a public transportation stop. 

TravelBot 

TravelBot is integrated with Facebook. By creating a user utilizing the 
login credentials on Facebook all FB friends is integrated in TravelBot. By 
adding the travelers favorite routes TravelBot informs the user about 
weather on the route and also disturbances in the traffic systems. TravelBot 
will also provide alternative routes to avoid disturbances, and in addition 
provide functionality to simulate alternative directions as well as what 
impact a change of modality will create. 

TravelCheck 

TravelCheck provides functionality that makes it easy for the traveler to 
log the travels that he/she makes. Every trip generates a receipt about the 
CO2 effects, time traveled, distance etc. The aim with the service is to keep 
track of the effects created by the individual travel behavior. 

6 Evaluation 

To assess whether our hypotheses in ch. 4 held true we matched the result of our de-
sign against the two overarching characteristics of successful DIC’s, innovative sub-
missions which are aligned with organizational objectives. To investigate whether the 
resulting submissions were innovative, we compared submitted applications towards 
existing ones in the domain.  



24 A. Hjalmarsson and D. Rudmark 

 

Of the 20 submissions, 15 were applications for Smartphone's. We thus searched 
the three major Smartphone platforms (Apple, Google Android and Windows Mobile) 
for applications on everyday travel. We used keywords such as “traffic”, “transit”, 
“parking”, “bicycle” etc. to find such existing applications. We excluded those search 
results which evidently fell out of the scope of the competition (such as applications 
for promoting driving schools). In total we found 44 applications addressing everyday 
travel in Western Sweden on the three platforms. We then studied the descriptions of 
the existing applications and compared them with those submitted in the DIC. In our 
assessment we found that one submitted application to some degree existed on two 
Smartphone platforms (an automated public transit-based tourist guide), however the 
remaining 14 we considered novel and non-existing. Of the remaining five, three were 
web-based applications. Since it is not possible to inventory web sites in the same 
manner as Smartphone applications, we manually searched for web-based applica-
tions similar to those submitted. Of these three we found one which existed as a pro-
totype but not as a fully operating application. For the remaining two submissions, 
one based on Facebook and one publically available API for open reporting of traffic 
disturbance we found no equivalents. Thus, as we found only two submissions to be 
already existing (although only partly) we conclude that the goal of innovative arti-
facts is met. 

The other major foundation of a successful DIC is that the services produced meet 
organizational objectives. Since we wanted a researcher-independent assessment of 
the contributions’ alignment with organizational goals we recruited an external jury 
judging the viability of the submissions. The jury consisted of the CEO of the region’s 
public transit company, a business development manager for public transit on a na-
tional level, a business angel and social media expert, an official from the Govern-
ment Offices of Sweden (national coordinator of public open data initiatives) and a 
technology reporter from the largest newspaper in Gothenburg. The primary goal was 
to generate services which promote more energy efficient everyday travel. This over-
all goal is divided into several important aspects manifested as contest criteria. A 
closer examination of the expert-based assessment reveals that the mean of all sub-
mission was about 60 % and that the top three submissions received between 80 % 
and 90 % of the maximum points available2. Given that the criteria are correct and the 
independent expert-based evaluations of the submissions are done in a rigorous way, 
evidence points towards that a significant portion of the submissions carry the possi-
bility to meet organizational goals. 

7 Final Reflections and Future Work 

The DSR presented in this paper points towards the conclusion that it is indeed possi-
ble to perform DIC Design and create a contest that better meet the intended objec-
tives; and thus to generate innovative artifacts adhering to organizational goals. By 

                                                           
2  As a backdrop, one of the main governmental funding agencies expects ISET to produce at 

least three services in this vein. 
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carefully designing the contest in accordance to the observed environment, guided by 
the extended literature review, we managed to finally extract a number of firm and 
novel digital service prototypes. We can based on this argue that this paper presents 
derived and evaluated DIC Design Guidelines.  

However, our study has some shortcomings. First, we have only made a single 
field study. One interesting expansion is to compare our findings with a control group 
in which the competitors have received the same challenge but not received the guide-
lines put forward here and then compare the outcomes innovated. Our study also only 
focuses on the 24-hour on-site form of a DIC and not virtual or lengthier formats for 
DIC's. We believe that a comparison between formats is valuable in order to investi-
gate the effects that length and location might have on the quality as well as the mar-
ket readiness of the outcome produced from DIC's.  

Further, this study was made in the vein of personal transportation, an area which 
seems to be attractive to work with from the developer community. Hence we do not 
know how well these findings may be transferred to other domains. Further, from a 
temporal perspective, we only study the actual competition. However, in order for a 
competition to be truly successful, the resulting submissions must be deployed and 
utilized by users in the environment which the time frame of this paper did not allow 
us to do. To this end, we invite other scholars to study and test whether these guide-
lines actually help promoting the applications in the phase following the competition; 
all in all to expand and improve the body of knowledge regarding DIC's. 
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Abstract. In a business world characterized by ecosystem-based competition, 
APIs are key determinants of success. However, there is very little guidance on 
how organizations should go about making decisions about APIs. API design 
must account for the needs of both present and future application developers 
who use the API, and API outcomes depend on the success of the applications 
which incorporate that API. As a result, the design of APIs poses unique chal-
lenges that would benefit from design science inquiry.  At the same time, these 
multiple sources of input in API design pose special challenges for carrying out 
design science research.  This paper focuses on developing a foundation for fu-
ture design science research in the API domain by addressing the first two steps 
of the design science research methodology recommended by Peffers et al:  We 
view these as preliminary steps towards the development of a methodology for 
the design of APIs. 

Keywords: API, kernel theory, modularity, stakeholders, strategy. 

1 Introduction 

A business ecosystem consists of firms embedded in formalized, significant, and en-
during inter-firm relationships [1]. These business ecosystems permit a focal firm to 
access resources and capabilities external to the firm. The information flows in the 
ecosystem have the potential, when combined with the focal firm’s resources, to posi-
tively impact firm performance [2]. 

The dynamics within the software industry call for simultaneous firm cooperation 
and competition. Thus, every software firm faces the challenge of ensuring product 
interoperability with other firms’ products. Interoperability is critical because no sin-
gle firm provides all the software required by users. The value to end customers is 
based on coordinated product launches of complementary products that work together 
seamlessly [3].  

Consider the case of Facebook and Zynga. Zynga developed games like Farmville 
and Cityville and launched them on the Facebook platform. Thus Facebook becomes 

                                                           
*  The authors contributed equally to this paper and are listed in alphabetical order. 
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a platform provider and Zynga a complementor [4]. In order to support this arrange-
ment, Facebook opened up its platform in 2007 and provided Application Program 
Interface (API) driven access to its internal functionality and data.  

An API is an interface provided by a software system to expose specific services to 
external applications. Today there are billions of API calls being made per month on 
Google, Twitter, Facebook and Netflix. In what becomes a battle for control and stra-
tegic advantage, a platform provider provides APIs to make it easy for complementors 
to develop applications. While it is providing support, the platform provider is simul-
taneously trying to make sure that it is not substituted by the complementor and the 
complementor is trying to make sure that it stays interoperable with this platform and 
is portable to other platforms. In this arena, decisions related to API design and adop-
tion have significant business implications.  For example, when, in May 2010,  
Facebook and Zynga came to a standoff over revenue sharing, Facebook turned off 
Zynga’s access to some of its APIs and thereby denied Zynga users the ability to use 
Facebook features like status updates. Facebook forced Zynga to settle on a 5-year 
revenue sharing agreement.  

As our stakeholder analysis below will emphasize, the value an API provides to its 
stakeholders is mediated by the applications which developers build on top of the 
API.  This indirect element of an API’s design impact has profound implications both 
for the importance of engaging in design science research on APIs and the difficulty 
of carrying out that research. 

Because the functions provided by an API are incorporated in complex ways into 
other design artifacts (the applications built using the API), certain design decisions 
made by an API’s architect are highly visible to the application developers who make 
use of the API in their creations. In particular, the interfaces defined by the API must 
be understood precisely by developers. Thus the design of an API will receive very 
close scrutiny by potential adopters and it becomes all the more important for API 
designers to understand the principles which govern API design.   

A second issue driving the importance of developing a strong theory of API design 
is the high cost of changing an API. As Jacobsen et al [5] observe, API developers 
must consider carefully how changes to their interfaces will impact existing applica-
tions. A change to an interface has the potential to break existing applications thus 
requiring use of a versioning system or requiring developers to rework their applica-
tions. Clearly design decisions carry special weight in an API context, with important 
ramifications for the existing code base as well as for opportunities for downstream 
innovation. 

For these reasons API designers and companies seeking to invest in API develop-
ment would stand to benefit from the kind of careful investigation of design decisions 
and their consequences that design science can provide.   

The same indirect element of API design that makes it such a promising area of in-
quiry for design science also creates interesting challenges for that research. While 
APIs are certainly not unique among design artifacts in requiring designers to focus 
on the requirements of multiple stakeholders, the problem is perhaps more severe in 
the API context because the functionality provided by an API to the end user is  
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mediated through the applications developed using the API. The API designer must 
provide functionality that will be provided in applications of which she may be una-
ware and over which she has no control. Evaluating an API design is exceptionally 
challenging for similar reasons: the value and success of an API depends both on its 
direct appeal to the developers who use it in their applications and the success of the 
applications those developers create. Evaluation will be more difficult because of the 
need to measure impact on both these levels. As Jaroslav Tulach has observed, an 
additional challenge is that APIs are being designed for both present and future devel-
opers and changes in APIs must take into account the issue of backwards compatibili-
ty with past developers as well [6]. 

This paper seeks not only to call attention to the potential benefits of this research, 
but to begin the work of developing a foundation for future design science research in 
the API domain by addressing the first two steps of the design science research me-
thodology (henceforth referred to as DSRM) recommended by Peffers et al [7]:  

1. We explicate the API design problem by carrying out a stakeholder analysis. We 
argue that such an analysis is important to scoping the problem by bringing in addi-
tional dimensions that go beyond the core technical concerns. 

2. We begin the process of identifying objectives for API design. Rather than focus-
ing on a specific API design problem in this paper we want to lay the groundwork 
for such specific research by identifying general characteristics that might be used 
to distinguish a good API design. Our approach to this question will be to consider 
the relevance of various candidate kernel theories. As Walls et al have observed, 
such kernel theories serve as a basis for deriving “meta-requirements” for a given 
design domain [8]. Identifying the strongest candidate kernel theories is a first step 
towards this goal.  

2 Stakeholder Analysis 

We describe requirements for defining, designing, developing, and deploying APIs 
from four perspectives: owner, architect, builder and end-user. Figure 1 shows what 
each stakeholder expects as inputs and what they expect to achieve from using APIs. 

Owner. This stakeholder looks at APIs from the perspective of building a competitive 
advantage and the various business models it can enable. A business model describes 
the rationale of how an organization creates, delivers, and captures value [9]. Thus the 
owner will expect business models to be at an appropriate level of granularity for their 
purposes and will expect the models to allow each asset to be reused and monitored.  
Owners will study the feasibility of various combinations of business assets. Ulti-
mately, they would want to answer the question “How can APIs liberate the trapped 
value in my enterprise and allow me to experiment with various business models?” 
The answer to this question results in identifying the various business assets that need 
APIs, the budget allocated, and metrics for performance. 
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Fig. 1. A Stakeholder Analysis of an API 

Architect. An architect will help define the platform on which various business mod-
els can be enabled, including the APIs to be provided. This person defines the design 
principles, components, interfaces and tests to the platform.  The architect asks: 

• “What principles and commitments will guide the design of the required business 
assets?” 

• “Which of those business requirements could we provide using APIs?” 
• “What are the advantages/disadvantages of delivering the requirement using an 

API?” 
• “Which business assets should be built and what functionality should they encap-

sulate?” 

For a company to have a strong position within an ecosystem, the architecture deci-
sions should be made in a transparent manner and be subject to close scrutiny by a 
community of users. 

Developer. A developer implements and integrates components using the architecture 
design principles and the API capabilities as defined by the architect.  A developer 
asks: 

• “What supplier provided solutions will I deploy to implement and integrate? 
• “What granularity of components should I select?” 
• “How long would it take, and what would it cost to develop each application?” 
• “What new skills would we need to acquire to develop these API-based business 

assets?” 
• “What products/tools/technology should we purchase?” 
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End-User. This person is mainly interested in getting his or her work done. The end-
user makes requests to applications or business assets and expects accurate and timely 
responses. The end-user asks: 

• “How do I use this set of services to perform my business responsibilities or solve 
business problems?” 

• “What could I do with the new application that is currently difficult for me to do?” 
• “How can I improve the quality of responses from my application systems?” 

In summary, the stakeholder analysis provides a list of requirements for designing 
APIs that take into account the full scope of stakeholder interests. These requirements 
help to define more fully the nature of the API design problem that an API-based 
design methodology must address. 

3 Kernel Theories 

The second activity called for in the DSRM is to define objectives for a solution to the 
design problem previously identified: designing an effective API that meets the re-
quirements of all the relevant stakeholders. A set of objectives for designing an API is 
of necessity going to be very dependent on the specific context: the purpose of the 
particular API being designed and the specific goals of the stakeholders involved.  
Thus, as noted in the introduction, our agenda at this point is to elucidate some gener-
al principles to guide the discovery of such objectives given a specific API design 
problem. To arrive at such principles we will consider a number of kernel theories 
that may offer insight into what counts as good API design. 

3.1 Modularity 

One place to look for guidance in the design of APIs is the theory of modularity [10], 
given that APIs are modules separated from the applications which consume their 
services.  Messerschmitt [11] lists five key attributes which characterize good  
modular design: 

• Functionality. Each module offers a set of functions which are conceptually con-
nected so that the overall scope of the module seems to represent a natural  
grouping.  

• Hierarchy. Modules can be further decomposed into sub-modules and this internal 
structure is not typically visible externally.  

• Separation of concerns. Each module is only loosely coupled with other modules. 
• Interoperability. Modules can easily interact with each other.  
• Reusability. Modules can be reused in multiple systems. 

While these attributes can be used to guide the design of any software including an 
API, there are particular aspects of how these principles apply to API design that 
should be made explicit:   
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Functionality. The more intuitive the functionality offered by each element in an API, 
the more easily developers can learn which function to use for a given purpose, thus 
making the API easier to learn and code easier to maintain. 

Hierarchy. The degree to which the internals of an API exhibit hierarchical design 
would appear to be less directly relevant to its adoption by developers since, as de-
fined by Messerschmitt, this concerns internal issues which are not exposed to the 
API’s consumers.  However, as with any complex system, there is the potential bene-
fit of hierarchical design as a way to manage the internal complexity, and thus the 
stability and maintainability, of the API’s implementation.   

Separation of concerns. In the context of API design there are two kinds of coupling 
to be considered:  coupling between elements of the API and coupling between the 
API and the applications which use it. For the first of these: to what extent does suc-
cessful use of one function call rely on use of other calls? While some interaction 
among calls is inevitable, the more complex those interactions the more difficult use 
of the API is likely to be. In the case of coupling between the application and the API, 
issues might include to what extent the developer needs to understand the internal 
state of any data structures maintained by the API.   

Interoperability. While by its very nature an API is designed to be interoperable, one 
might assess the complexity of the mechanisms employed to interact with the API.  
For example one has the issue of whether to use lighter weight technologies such as 
REST and JSON or more powerful XML-based techniques for accessing APIs over 
the web. 

Reusability. While an API inherently offers the potential for reuse in that its functions 
are available to be called by multiple applications, in practice reuse will depend on the 
extent that the functionality embodied in an API is usable across a wide range of po-
tential applications. 

3.2 Design Patterns 

Given that many modern APIs are object-oriented in nature, an important possible 
resource for good API design would be the classic book on Design Patterns by Gam-
ma and colleagues [12]. In this book the authors set forth a series of best practices for 
object-oriented design. The best practices are expressed as design patterns following 
the approach proposed by Alexander and colleagues [13], in which a design best prac-
tice is given a memorable name and situated in the context in which its use is most 
appropriate.  

The patterns proposed by Gamma et al are sometimes known as the “Gang of Four 
Patterns” or “GoF Patterns” because of the number of the book’s authors.  The GoF 
patterns taken one at a time each represent a kind of mini-design theory in that they 
document best practice as it already exists in the field based on the judgments of ex-
perts in the field.  However, there remains much latitude as to which pattern to use in 
what circumstance and how specifically the pattern is to be realized for a given soft-
ware project.   
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GoF patterns can play several distinct roles as a kernel theory to support API de-
sign: first, the patterns constitute a theoretical vocabulary for describing object-
oriented designs. Thus any given API can be described in part in terms of the patterns 
it uses. Second, while in some cases the choice of a pattern may not be obvious, there 
are cases where the presence or absence of a particular design pattern can have clear 
normative implications. 

For example, the Singleton pattern would apply to an API when some data struc-
ture needs to be globally visible and unique.  The Singleton pattern suggests that an 
API provide a dedicated function for locating such a global object rather than, for 
example, requiring applications to use some agreed upon “hard coded” object name.   

Beyond the GoF patterns there are other contributions to the patterns literature that 
seem promising for our purposes: Fowler has proposed a set of patterns of enterprise 
application architecture which address a number of issues which relate to API design, 
for example alternatives for defining the interface between the business logic layer of 
an application and the database layer [14].  One of the patterns Fowler has identified 
in this regard, Active Record, has been explicitly adopted in a number of APIs includ-
ing the Ruby on Rails web framework. 

The point here is not that API developers should be using software patterns in their 
work. Clearly this is already the case.  However, as Tulach has observed, the patterns 
which are appropriate for developing an object-oriented application are not necessari-
ly the patterns that are best for developing an API [6].  There is additional work to be 
done to clarify what patterns apply to API design and in what circumstances, and to 
discover new patterns specific to API design. Tulach has made a very important  
contribution in this area, based on years of experience developing APIs and guiding 
others in doing so. The result is a body of knowledge that can serve as an important 
resource as we move forward in using design science research methods to develop an 
API design methodology. To do so, we must take into account technical knowledge 
such as that embodied in Tulach’s work together with the broader scope of require-
ments we have identified in our stakeholder analysis. 

4 Conclusions 

In this paper we have argued that the domain of APIs represents an important area for 
future design science research.  As a first step we have articulated the scope of the 
API design problem by conducting a stakeholder analysis, and have identified some 
potential kernel theories that can provide the elements of a theory of API design.   

In future work we expect to further develop the stakeholder analysis by modeling 
the interdependencies and interactions among the stakeholders. Moving forward,  
the next steps in our work are clearly defined by the DSRM. Having described the 
API design problem we need to articulate the objectives for API design. In this paper 
we have explored the potential applicability of two existing kernel theories: modulari-
ty and software design patterns. To further develop our understanding we plan to 
undertake a series of interviews with API developers and strategists to clarify the 
design objectives, challenges, and strategies which emerge in the practice of API 
design. As the DSRM suggests, this clarification of objectives should then lead to the 
construction and evaluation of a design artifact. In our case the design artifact will 
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take the form of an API design methodology. Such a methodology will be informed 
by existing best practice and kernel theories and will provide API designers and other 
stakeholders with guidance for developing API designs that take into account the 
broader strategic context we have begun to surface with our stakeholder analysis.  
Our hope is that pursuing this line of inquiry will lead to a significant contribution to 
the design-science knowledgebase [15].  
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Abstract. Process design remains an important yet difficult concern for postin-
dustrial organizations. We posit that processes ‘become’ processes in  these or-
ganizations only via their anchoring in concrete artifacts. Consequently, we 
identify and refine two design principles: processes as anchored in concrete ma-
terial artifacts (not abstract process representations); and process design through 
recombination of existing processes (instead of designing anew). Our research 
starts by building a research artifact, ReKon, that instantiates these two prin-
ciples. The paper describes this artifact with the meta-model, an implementation 
and the fine-granular process units, as template chunks created from ~1,200 
real-world templates, to populate the tool. We revise and refine the design prin-
ciples via successive cycles of implementation of the research artifact, forma-
tive evaluation with student teams, and insights obtained from an ongoing field 
study. We conclude by pointing to directions for future research.  

Keywords: Business Process, Templates, Artifacts, Granularity, Recombination. 

1 Introduction 

Process design and management is a crucial aspect of postindustrial organizing. The 
past two decades have seen significant scholarly activity and practitioner interest in 
this area [1-4]. Many techniques and methodologies, such as Quality circles, Total 
quality management, Business process management, Six Sigma, and Method Engi-
neering have been proposed for the design, reconfiguration and management of busi-
ness processes. Scholars have proposed Process Handbooks [5], Process Grammars 
[6] as well as tools to generate innovative business process ideas [7].  

Although these efforts have produced a rich body of scholarship on process design 
and management, fundamental problems remain. Existing approaches are neither able 
to keep existing processes in sync with changes in the business environment nor able 
to generate new processes in response to shifts in customer demands. Many extant 
studies show that existing approaches aimed at designing and managing processes 
often lead to suboptimal outcomes [8-12] and at times, entrap the organization [12-
14]. These unresolved issues provide the broader motivation for our current study: 
how do we generate and implement processes to respond to ongoing changes in the 
business environment?  
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The solution we propose is based on the following argument. We posit that existing 
conceptualizations of ‘process’ are too abstract and coarse-grain. They fail to notice 
that processes are materially anchored in concrete artifacts, such as project templates, 
forms, checklists, slide decks, boilerplates and more. Due to this oversight, approach-
es for process design cannot easily translate new processes to work practices, and end 
up being ineffective at infusing process changes onto the day-to-day fabric of work. 
We advocate the position that processes become processes only when they materially 
anchored in concrete artifacts. Existing approaches to process design do not address 
this important dimension, and instead, remain trapped at higher levels of abstraction 
and granularity. The research challenge, thus, is how to facilitate process design 
through a recombination of materially anchored processes.  

Our approach to addressing the research challenge starts with two foundational de-
sign principles: (i) processes are anchored in concrete material artifacts of some form, 
and hence, process design should be orchestrated through these artifacts; (ii) new 
processes are generated through the extension and recombination of existing 
processes. Together, they suggest that process design should be supported via artifacts 
such as templates that are modularized for subsequent recombinations. In doing so, 
our core argument remains: artifacts such as templates represent material anchors of 
processes, which can facilitate process (re-)design.  

We follow the canonical design research approach [15] that aims at knowing via 
building [16], aided by empirical field work. We build multiple iterations of ReKon, a 
tool that allows recombination of fine-granular template chunks to generate new 
processes. The paper elaborates theoretical foundations of the tool, derives design prin-
ciples from the specific implementation, and outlines formative evaluation results that 
have lead to evolution of the design principles. We conclude with future research steps.  

2 Background 

We begin with a motivating example, followed by a review of relevant prior work.   

Consider a scenario faced by EntArch, Inc., a large IT services firm, specializing in 
the migration, integration and maintenance of banking and telecom systems. With 
over 400 clients, including many major US banks and telecom carriers, and 1000+ 
completed projects, their primary methodology is incremental commitment and 
test-driven development. Over the years, EntArch has derived these from past 
projects: a large repository of process knowledge, a best practice toolkit including 
rules, routines, checklists and procedural guidelines, and a methodology for captur-
ing and representing workflows from their clients along with past examples of ER 
Schemas, DFDs and Petrinets. They are now dealing with a new client, TeleCorp, 
and deciding how to approach a new systems integration effort. The project  
requires constructing a catalog of maintenance timelines and service-level agree-
ments from a scheduling application, and outlining procedures to replicate it with 
other legacy applications. EntArch, Inc. has done similar projects in the past, and 
would like to reuse these processes where possible. However, they realize that 
these processes will need adjustments to address new project needs and are unsure 
about how to do this. EntArch, however, has several practice artifacts, in the form 
of word documents, spreadsheets, slide decks, forms, checklists and more, each 
codifying best practices used in past projects. Each runs into several pages,  
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contains instructions and worksheets for tasks such as requirements gathering, 
business process modeling, database designing, and testing. The project team is 
more comfortable with the possibility that their project can benefit from these arti-
facts and would like to leverage the artifacts appropriate for this project. They real-
ize that no single artifact can fully address their concerns and several artifacts  
contain more than what they might need. The sheer number of artifacts, and con-
flicting and overlapping choices, is making it difficult for them to move forward, 
and leverage these process knowledge assets.  

    In situations like these, the traditional response involves use of techniques such as 
Business Process Management (BPM) or Method Engineering (ME), i.e., a return to 
prescriptive and coarse-grain methods to design and reconfigure processes. Such a 
response ignores practice-related knowledge such as rules, routines and best practices 
from past projects codified in artifacts. Artifacts, as we have suggested above, act as 
material anchors of processes. They provide a more concrete alternative to the high 
abstraction of BPM [3] and ME [17] that end up hindering translation to practice [18, 
19]. We elaborate this in the review of prior work next.   

2.1 Process Design 

Early interest in the design of processes can be traced to the industrial era [20], where 
the design of processes and work activities could be mapped against the physicality of 
the manufactured product and its hierarchical decomposition [21]. The shift to a post-
industrial era brought on challenges of invisible and tough to measure work, making it 
difficult to design business processes by partitioning work activities ex ante [22, 23, 
24]. BPM  was, therefore, seen as a useful approach for partitioning and formalizing 
intangible work into processes, and formalizing these for mapping against organiza-
tional functions [25, 26]. Digitization, coupled with knowledge management  
initiatives, formalized this further with mechanisms for creating, reconfiguring and 
maintaining processes [27-29]. These processual assets [30, 31] provided a source of 
competitive advantage [32-34].  

Despite these theoretical arguments and empirical evidences, efforts to design and 
maintain business processes have remained tenuous at best (see [10, 35, 36] for re-
lated arguments). Scholars have repeatedly documented why these efforts become 
counterproductive [9, 37], and have showed how and how firms fall into capability 
traps [11, 12] due to self-confirming attribution errors that arise during the dynamics 
of process design.  

2.2 Method Engineering 

A more recent analog to process design research is found in research aimed at ad-
dressing limitations posed by generic systems development processes [17, 38, 39]. An 
example is Method Engineering [17]. It suggests adapting methods such as ER,  
PetriNets and FDM or deriving tool-kit approaches that respond to the needs of a 
particular project. This may take the form of selection from a set of methodologies to 
selection of a path within a methodology to compiling a method outline or even mod-
ular method construction [40].  
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Although the potential benefits of method engineering seem obvious, its feasibility 
has remained a concern [41, 42]. Mathiassen et al. [43], for example, argue that the 
primary customers of method engineering are not those who are ‘working with me-
thods’ but those who are ‘learning the methods’. Thus, expert practitioners and actual 
work context assume only a secondary role for structuring and presenting new methods. 
Method engineering also involves substantial effort to examine current methods before 
mapping these to project characteristics or fragmenting methods to derive them as 
needed [41]. And even after expending these efforts, method fragments turn out to be 
either too abstract to use in practice or too tightly coupled to the larger technique, lead-
ing to redundancy and loss of integrity. Researchers suggest that the coarse granularity 
of fragments present key obstacles to making method engineering relevant to practice 
[41, 43]. Together, these problems can be traced to an abstraction mismatch between 
‘method’ and ‘day-to-day practice,’ similar to those outlined for process design.   

2.3 Concrete Artifacts and Process Design 

The two streams of research summarized above have lead to a healthy skepticism 
about Business Process Management, Method engineering and other such approaches 
[1, 44]. Attempts to re-examine this problem have, however, remained at a coarse-
granular level, e.g., inter-divisional [45], capabilities [46, 47] or systems [14]. We 
argue, based on the example outlined and the review above, that there is a need to 
return to fine-grain and concrete artifacts for process design. In doing so, we extend 
the arguments from others who have implicitly made the point about the importance 
of artifacts in dynamic postindustrial environments [48-54]. 

3 Research Approach and Methods 

To address our research question, we employ design science research [15] aided by 
empirical work, through five overlapping stages (See Figure 1).   

In stage 1, we interviewed individuals in four organizations to understand their 
process management concerns. The software services domain was selected (following 
purposive sampling) because of its process-intensive nature [55], and the organiza-
tions were selected based on the criteria that a) they were in operation for at least 25 
years, and b) they had a stabilized set of business and project management processes. 
During this stage, the organizations also contributed ~1200 real-world templates.  

In stage 2, we analyzed the templates starting with qualitative artifact analysis [56, 
57]. We examined the attributes such as format, length, and content of each template 
to make claims [57] about ways in which they may enable or constrain software de-
velopment work. Based on this, we derived a meta-model and designed heuristics for 
categorizing, chunking and placing the template chunks into specific phases and tasks 
where they could be used.   

In stage 3, we designed and built the first version of a research artifact, ReKon, aimed 
at facilitating navigation through and recombination of template chunks. For example, 
the tool would allow accessing template chunks given a phase/task, and allow users to 
combine the templates as needed. Stages 2 and 3 unfolded in an iterative manner.  
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Fig. 1. Research Approach 

In stage 4, we conducted formative evaluation [58] with users involved in working 
on real-world, process-intensive projects to implement integration solutions as part of 
a course. The evaluation consisted of two steps. First step, conducted prior to the in-
troduction of the research artifact, ReKon, assessed the size and number of template 
chunks compared to having coarse-grain templates. The second step, conducted after 
the students explored ReKon for a few weeks, assessed properties such as appro-
priateness and relevance for project needs.  

In stage 5, we conducted semi-structured interviews in 2 of those 4 software ser-
vices organizations to obtain more in-depth insights about how project templates are 
created, institutionalized and put to use.  This included 11 from one organization en-
gaged in legacy application support, characterized as high process intensity, with 
more than 3000 employees worldwide; and 7 from the other organization engaged in 
information management, characterized as very high process intensity, with more than 
220,000 employees worldwide. Based on the obtained insights, we have we returned 
to iterating the research artifact, ReKon. 

The five stages (that took place from January 2009 to December 2011) were ac-
companied by a concurrent and ongoing stage (similar to Sein et al., [59]) to reflect on 
the efforts and outcomes. This ongoing reflection has allowed derivation and conti-
nual refinement of design principles. We elaborate next on the tangible outcomes as 
well as design principles. 

4 Recombining Templates for Designing Processes 

We describe the research outcomes – design principles as well as tangible instantia-
tions –derived through the research process. In doing so, we add more detail to the 
research approach, for example, describing the techniques used for developing the 
research artifact, and outlining the choices made for the evaluation cycles.  

The first stage, initial conversations with individuals from four software services 
organizations provided us a glimpse of the problem. We understood that process de-
sign did not stop at the conceptual level. Constructing a process by specifying depen-
dencies among activities was merely considered a starting point. We realized that 
processes are realized only through their anchoring in concrete artifacts such as forms, 
screens and reports. The specific form of artifacts that was implicated most in the 
design of processes was templates. Consider some examples (Figure 2). Here, the first 

Concurrent and Ongoing Stage: Reflect and Continually Refine Design Principles 
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template (on the left) captures best practices for a requirements gathering task, and 
includes pointers that project participants can use to structure the task, including po-
tential sub-tasks. The second (on the right) is a code review template that includes a 
checklist for the overall structure and sequence for conducting a code review.   

   

Fig. 2. Templates for (a) Gathering Requirements, (b) Code Review 

    Such templates are abundant and include, for example, functional specification doc-
uments, high-level and low-level design templates, effort estimation spreadsheets, boi-
lerplate contract documents and others. They do not represent an abstracted workflow or 
method fragment. Instead, each provides an instance of concrete and realizable process 
knowledge, experientially derived, symbolically articulated and materially anchored 
[34]. There are, however, problems associated with the reuse of these templates. They 
are too many and too varied, so the search costs to locate an appropriate template tend to 
be high. Each can run into several pages - only a portion is likely to be relevant to a new 
process, yet, no single template can fully support a task - the needed knowledge is 
spread across multiple templates. Based on these, we derived initial design concerns for 
the class of problems. Figure 3 specifies these concerns.  
 

How to facilitate (re)-design of processes by utilizing concrete arti-
facts that carry experientially derived process knowledge? How to 
overcome problems such as coarse-granularity and minimize search 
costs when working with these artifacts? 

Fig. 3. Specifying Design Concerns for the Class of Problems 

These provided the motivation to the design research process. In response, our ini-
tial design of the research artifact, ReKon, followed two foundational design prin-
ciples that we derived from prior work (see Table 1). 

Table 1. Initial Design Principles drawn from Prior Work 

Principle Description 
Anchoring in Material 
Artifacts 

Processes are, in real world, anchored in concrete ma-
terial artifacts of some form, and hence, process design 
should be orchestrated through artifacts 

Process design is  
Re-design 

New processes are generated through the tinkering and 
recombination of existing processes 



42 A. Karunakaran and S. Purao 

These initial design principles were supported by extant theories and prior  
empirical studies (reviewed earlier), and reflected what we learned from initial con-
versations with the four software services firms. The next steps on ReKon involved 
designing the meta-model and deriving the template chunks.   

4.1 The ReKon Meta-model 

The ReKon meta-model conceptualized template chunks as logical components 
needed for a software development effort. The physical template chunks were concep-
tualized as instances (i.e. material anchors) of these process units. Consider, for ex-
ample, a client interviewing protocol (logical process unit) for conducting interviews 
(task) during gathering requirements (phase). Interview protocols available (physical 
template chunks) in multiple templates were then separated and represented as 
chunks. Project members could access these (retrieval) and combine to create new 
templates (target template). Figure 4 describes the ReKon meta-model.  

 
Process Units and Software Development Efforts 
p ∈ P Phases in a Software Development Effort 
t,u ∈ T Tasks in a Software Development Effort 
l,m ∈ L Logical Process Units 
need (l,t,p) Process Unit l is needed for Task t, Phase p {0,1} 
 

Template Chunks 
s ∈ S Project Templates contributed by four Consulting Organizations 
j, k ∈ K Physical Template Chunks constructed from Project Templates  
part (k,s) Physical Template Chunk k is part of Project Template s {0,1} 
 
ReKon Repository 
instance (k,l)    Physical Template Chunk k is an instance of Logical   
                        Knowledge Unit l {0,1} 
 
Target Template 
d ∈ D          New templates constructed by recombining Physical Template   
                   Chunks 
 
Operations on ReKon 
{k | (retrieve (instance (k,l) | need (l,s,t))} 
                    Retrieval of a set of Physical Template Chunks {k} that represent    
                    instances of Logical Knowledge Units (l) needed for task t, phase p 
 
k ∈{k} Selection of the appropriate Template Chunk instance k 

Fig. 4. The ReKon Meta-model 
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4.2 Chunking and Categorization 

Based on this meta-model, we designed and implemented the ReKon artifact. We 
populated this version of ReKon, with template chunks derived from the ~1,200 tem-
plates acquired from those four software services organizations. To generate the tem-
plate chunks, we started with qualitative artifact analysis [56, 57]. First, we examined 
the format, length, and other attributes (such as the number of sections, sub-sections, 
labels etc.) of each template, and recorded these. We then made “claims” [57] about 
the ways in which these templates could be used, and how they could enable or con-
strain process design for software development work.  

Using these, we chunked and categorized each template. Each chunk was placed in 
a matrix of Phases and Tasks constructed by consulting Project Management Insti-
tute’s PMBOK and Lam and Shankarraman’s [60] “enterprise integration” methodol-
ogy. Some examples of Phases include: Planning, Market Research, Requirements 
Gathering, Implementation, and Testing. Some examples of Tasks include: IP Waiver, 
Status Reports, and Client Interaction. The intersection Phases and Tasks provided 
“cells”. Each cell was populated with template chunks.  

To ensure fidelity for this chunking and categorization process, multiple coders 
worked through multiple rounds. First, a random sample of 122 documents (~10% of 
the set) was chosen. Coders established common guidelines for chunking and catego-
rizing these templates. They identified headings and sub-headings of individual tem-
plates, and parsed these to decide if a template chunk could fit into a particular cell. 
For example, a client interview protocol represents a template chunk that fits in the 
cell at the intersection of conducting interviews (task) and gathering requirements 
(phase). Interview protocols available in multiple templates – say, for different variety 
of clients (e.g., Small businesses, Large enterprises), or for different types of projects 
(e.g., Web Development, Legacy System Maintenance) - were separated and placed in 
this cell.  Multiple rounds of chunking and classifications allowed comparisons and 
discussions (to resolve differences) across coders. Table 2 shows the results and inter-
coder agreement during the two rounds, suggesting high levels of agreement [61].   

Table 2. Inter-Coder Reliability for Chunking and Coding Templates  

Round Templates 
Coded 

Number of Coders Inter-Coder 
Agreement 

1 122 2 78% 
2 122 3 86% 

 
    The complete set (~1220 templates) were then divided and assigned to coders who 
chunked each into logical fine-granular units for placement in a cell in the matrix. The 
templates assigned to each cell were then examined to select the best templates fol-
lowing simple heuristics, such as number of sections, thoroughness of descriptions, 
and availability of examples. Figure 5 shows a screenshot of the ReKon artifact built 
to contain these template chunks. It outlines the Phases along the leftmost column, 
and the Tasks along the top row. Choosing a Task in the top row shows the template  
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chunks available to structure the task for each Phase. This screen (in Figure 5) cap-
tures the Task RFP development and the template chunks available for this task for 
the Phases: Planning and Market Research.  
 

Fig. 5. A Snapshot of the ReKon Prototype 

    Reflecting on this first implementation effort for the ReKon artifact suggested sev-
eral revisions to the design principles. Table 3 outlines these revised principles. 

Table 3. Revised Design Principles after Implementation of Research Artifact 

Principle Description 
Process Anchoring in 
Templates 

Processes are anchored in generic templates; appropriate-
ly chunked, these template chunks represent parts of 
existing processes  

Template Chunks as 
Knowledge units 

Template chunks represent concrete knowledge units that 
represent organizational expertise about existing 
processes 

Navigation of Template 
Chunks via Phases/Tasks 

Phases and tasks from existing processes provide a navi-
gation mechanism for template chunks 

Design via Template 
Chunk Recombination 

New processes can be generated by recombination of 
template chunks, each representing a part of an existing 
processes 
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4.3 Formative Evaluation 

The ReKon research artifact was subjected to formative evaluation [58] in two steps. 
Users were recruited from a second course in a series (titled Advanced Enterprise 
Integration) engaged in working on real-world projects to implement integration solu-
tions (systems of systems). The first step, conducted prior to the introduction of the 
ReKon platform assessed the use and relevance of (sections within) coarse-grain tem-
plates traditionally used. The students were also asked to comment on comparative 
usefulness of a coarse-grain template versus a hypothetical scenario where different 
sections from the template would be available separately. The second step, conducted 
after allowing the students a few weeks to explore the ReKon platform assessed con-
cepts such as granularity, size, appropriateness of classification and relevance of 
knowledge units, as well as usefulness for project needs. Table 4 shows selected 
comments from step 1 of the formative assessment.   

Table 4. Coarse-Grain Templates versus Hypothetical Availability of Sections 

Select Prompts Representative Comments   
Although I may not 
have used all sec-
tions, it is useful to 
have the complete 
template 

(Positive) … useful to have the template because most of the 
information we have to come up with ourselves so to have a 
guide line to fill in is very helpful to the success of this project  
 
(Negative) …it is difficult to determine if a section is relevant 
or not. Figuring out what needs to be included is work in itself  

It is better to have 
each section availa-
ble separately, so 
we can create the 
document we need 
by combining the 
sections relevant to 
our project. 

(Positive)  Most groups will not use all sections and it may be 
easier to make your own document. 
 
(Negative) … I'd rather error on the side of caution when it 
comes to including all possible sub-sections. Having the sec-
tions available separately poses the risk of missing something  

 
The responses suggest strong ambivalence among the users. To understand these 

further, the students were asked to rate the relevance of individual sections of a tem-
plate.  Although some sections of the template were found useful across the board, 
others were not considered relevant. The answers had a large range: 97% found a 
particular section (scope definition) to be relevant, while only 33% found another 
section (related projects) to be relevant. Together, these results clear supported the 
argument in favor of fine-grain template chunks. 

Although this first step indicated a preference for template sections (instead of 
templates), the exact nature of these sections was open to question. In the second step, 
the ReKon platform was populated with template chunks created from the ~1200 
templates contributed by the four organizations. The second step was, therefore, 
aimed at assessing properties such as granularity, size, appropriateness of classifica-
tion, and relevance of template chunks for project needs. On a scale of 1-5, the users 
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indicated that they rated the size of template chunks to be 2.65 (1=too small and 5 = 
too long). Their rating for whether the template chunks satisfied project needs was 
2.71 (1= all and 5=very little). The rated the relevance of template chunks as 2.82 
(1=all relevant, 5=none relevant). 

The results are encouraging because it is difficult to operationalize rules of thumb 
such as how large a template chunk should be. A more direct assessment was pro-
vided by whether the template chunks units satisfied the project needs, and was con-
sidered relevant. These were assessed for a knowledge unit that the participants ran-
domly chose.   

Comments from the respondents provided further suggestions for improvement. 
One suggested the need for additional meta-data: “further explanation may be needed 
in the templates. … to have a better understanding.” Another suggested: “… quick 
view feature that open it up in a tiny thumbnail to view” to locate and retrieve appro-
priate chunks quickly. One commented that some: “some of the "chunks" … should 
possibly be re-worked to make them easier to understand”. Together, the responses 
provided formative feedback, and also added support to and refined the underlying 
design principles (see Table 5).  

Table 5. Refined Design Principles after Formative Evaluation Cycles 

Principle Description 
Process Anchoring in 
Template Chunks 

Processes are anchored in generic templates; appropriately 
chunked, these template chunks represent parts of existing 
processes  

Template Chunks as 
Knowledge units 

Template chunks represent concrete knowledge units that 
represent organizational expertise about existing processes 

Quick Navigation of 
Template Chunks 

In addition to phases and tasks, a quick preview and navi-
gation mechanism for template chunks 

Making sense of 
Template Chunks 

Providing drill-up access to source templates to under-
stand context from which template chunks are drawn 

Process Design by 
Recombining Tem-
plate Chunks 

New processes can be generated by recombination of 
template chunks, each representing a part of an existing 
processes 

4.4 Iteration and Ongoing Refinement 

Based on the insights obtained from the formative evaluation, we decided to design 
the next iteration of the research artifact. We also returned to the field to understand 
how templates were actually created, deployed and used within organizations. We 
conducted semi-structured interviews in 2 of the 4 software services organizations. 
Analysis of data gathered from the interviews revealed additional themes. First, we 
found that templates are created for the purposes of standardization of operations that 
would allow the organization scalability across project and clients. Second, we found 
that it is through these templates that project-management related processes get mod-
ified over time and across a series of projects. These two themes further strengthened 
our design principles. Moreover, we also found that these templates were more than 
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just encodings of process knowledge. Rather, they represented a far more complex 
entanglement of material scaffolds with human knowledgeability. As a software engi-
neer reflected, “I'm building templates for projects that will predefine the phases that 
will go on. The deliverables are going to have to come out of those phases in terms of 
documents not product. ….  All the document framework that has to be filled in, so 
when a new project comes along, they will use that template” (Italics ours for empha-
sis). In other words, these templates were not just used to facilitate software services 
work, but instead, were intrinsic to it.  

Other themes we found included the length of templates, how engineers look for 
relevant templates, how they make sense of the categorization of the templates, and 
more. Importantly, we found that most of the newly recombined templates often stays 
within the laptop/workstation of the individual engineers, and rarely gets back into the 
central document repository where it could be referred to and reused by other em-
ployees. Current document repositories and process and knowledge management 
systems lack the needed workflows and design features to facilitate the feedback 
process. Consequently, we plan to iterate the tool and incorporate three major fea-
tures: (a) social tagging of templates; (b) tracking user-metrics; and (c) approval 
workflows. This work is still ongoing, and we plan to generate a new version of the 
research artifact to infer more refined design principles.  

5 Conclusion and Future Work 

In this paper, we have described ReKon, a research artifact for effective process de-
sign through recombination of templates. We have outlined the research process that 
started with first directing research attention to real-world artifacts, which are used to 
support in day-to-day software development activities. We also argued that the coarse 
grain nature of existing process design methods and its abstract definition hinders its 
translation to work practice. In addition to the abstract conceptualization of processes 
and process design methods, the very phenomenon of process is in itself abstract and 
ungrounded in day-to-day work activities.  To overcome this, we proposed that 
processes are, in real world, anchored in concrete material artifacts of some form, and 
hence, process design should be orchestrated through these artifacts. In addition, we 
also posited that new processes are generated through the recombination of existing 
processes; and hence, artifacts should be modularized in a manner to allow for their 
subsequent recombinations. To realize these principles and subject them to evaluation 
and refinement, we focused on a particular type of artifact, templates, to build a re-
search artifact.   

The research artifact, ReKon, consists of fine-grain template chunks, which could 
be recombined to generate a process that is tailored to the needs of the project. Forma-
tive evaluation was carried out in two phases. The first phase established the ambiva-
lence that project participants express in having access to complete templates versus 
granular knowledge units that they can combine as needed – a result that fits the need 
to balance the conflict described above. The second phase assesses the quality, relev-
ance, size and number of knowledge units contained in ReKon. The combined results 
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indicate that the fundamental ideas underlying recombinable template chunks are 
likely to be valuable for meeting the emergent needs of postindustrial organizations, 
such as the software services firms. Throughout the process, we have reflected on our 
own research activities to identify, revise and refine design principles that underlie the 
research artifact. These represent our response to the class of problems identified, and 
the core contribution of this research. Ongoing work is aimed at improving the ReKon 
artifact, a field study to further understand how the complex relationship between 
templates and process design, and a summative evaluation in the field.  
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Abstract. In this paper, we report new findings of an on-going action design re-
search (ADR) study in a public organization, Hansel Ltd, the central procure-
ment unit of the Finnish government. A procurement organization acts as a 
middleman in public sector procurement. In order to coordinate large-scale pro-
curement supported by a third party, inter-organizational systems (IOS) are 
needed. However, it is challenging to develop these, as the stakeholders are 
scattered and not necessarily interested in supporting the development of sys-
tems. Our goal is to identify and formulate design principles for efficient and 
effective inter-organizational systems development in the procurement context. 
With the particular focus on power relations between the involved organiza-
tions as well as their separate interests in the IOS being built, we develop  
design principles for such systems. In addition to being useful for our case 
company, we illustrate how these design principles can be applied to a class of 
similar problems.  

Keywords: information sharing, public procurement, power relations, interest 
in IOS, action design research. 

1 Introduction 

Globalization, rapid technological change, and government reforms are creating 
increasing pressures for organizations to improve information sharing and integra-
tion capabilities across organizations [1]. To cope with these changes and as an at-
tempt to reduce costs and increase purchasing efficiency, many organizations are 
looking for ways to exploit purchasing synergies [2] [3]. One way to do this is to 
employ centralized purchasing and corporate-wide framework agreements. The pur-
pose of these centralized contracts is to enable the negotiation of lower prices, as 
well as to save costs through reduced duplicated effort in the purchasing process, 
including supplier search, negotiations and contract management [4]. Efficiencies are 
also sought from inter-organizational systems (IOS) that enable organizations to 
share information and to electronically conduct business across organizational boun-
daries [5].  Generally, IOSs as “planned and managed cooperative ventures between 



 Design Principles for Inter-Organizational Systems Development – Case Hansel 53 

 

otherwise independent agents” [6], (p. 280) are aimed at reducing both transaction 
costs and organization costs of one or more of the companies involved in the  
relationship [5].  

In Finland, Hansel Ltd (hereinafter Hansel), acts as the central procurement unit 
that negotiates and maintains central framework agreements that are used by other 
governmental units, such as ministries, ministerial offices, state agencies and publicly 
owned enterprises, for purchasing of goods and services. Hansel aims at creating sav-
ings for the Finnish government through centralized purchasing.  

So far, Hansel has collected information on the contract usage through a web portal 
in which suppliers are required to report their framework agreement purchases once a 
month. Based on this information, the suppliers pay their service fees to Hansel. This 
data collection procedure is burdensome for the suppliers who have consequently 
been very dissatisfied with it. Furthermore, the existing system has not particularly 
encouraged compliance in supplier reporting, rather the opposite. As a consequence, 
Hansel has not been able to collect all the due service fees, and it receives incomplete 
information about the use of the framework agreements.  

To address the issues with the reporting system Hansel started a development 
project to design an efficient and effective supplier reporting process and a related 
Inter-organizational system (IOS) between Hansel, the government units that are its 
customers, and the suppliers.  

In the previous phase of the project, a new concept was introduced for automated 
inter-organizational reporting (for more details, see [7]). In this paper we present find-
ings of a pilot project during which the suggested system and related processes were 
tested through a real-life application at Hansel.  

We will next introduce our case company, research approach and theoretical 
grounding. In the following sections, we describe the results of our study. The paper 
then closes with conclusions and directions for future research. 

2 Case Organization 

Hansel is a non-profit organization that is financed by service fees collected from 
the suppliers participating in the framework agreements. The purchase volume 
channeled through Hansel frame agreements has increased notably over the past 
five years; the total annual purchase volume has more than doubled since 2006, 
reaching €553 million in 2010. The service fees are at most 1.5% of the value of 
these purchases, and are at the moment based on purchase information provided by 
the suppliers. The inefficiency and ineffectiveness of the current data collection 
procedure motivated Hansel to start a development project in which the reporting 
system and the process were being reconsidered and redesigned. In the first phase 
of the project, a new concept was introduced for automated inter-organizational  
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reporting. The suggested technological solution was based on electronic invoice (e-
invoice) duplication that would obliterate the need for separate reporting, as shown 
in Fig. 1.  

Hansel

Hansel

NEW SYSTEMCURRENT REPORTING SYSTEM

Supplier Customer

Current
reporting
system

E-invoice

Report
Supplier Customer

New
reporting
system

E-invoice

E-invoice
duplicate

 

Fig. 1. Old and new reporting system and process concept 

In the current system, suppliers generate separately largely the same purchase in-
formation to their customer invoices and to a separate report sent to Hansel. In the 
new reporting concept, purchase data could be copied directly from the e-invoices, 
making the separate reporting procedure unnecessary.  

With a power and interest perspective of multiple parties on the IOS being devel-
oped [5], and Action Design Research [8] as our research method, we identify and 
formulate design principles relevant for inter-organizational procurement systems 
development based on the pilot phase of Hansel’s new system project.  

3 Research Approach and Theoretical Grounding 

In this section we first briefly describe the Action Design Research approach em-
ployed in this paper and then the theory base used for the IOS development. 

3.1 Action Design Research 

Action Design Research (ADR) is a new research method that combines action  
research and design research for the purpose of generating prescriptive design know-
ledge through building and evaluating ensemble IT artifacts in an organizational  
setting [8]. 

In action research, theory is regarded as tentative, applied and then improved by 
successive cycles of application and reflection until the practitioner-defined problem  
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is adequately addressed [9]. In ADR, the initial research opportunity is more strongly 
based on existing theories and technologies [8], in our case on web based systems and 
theories of interest and power in IOS [5]. Our aim is to develop a system and a  
process that align the interests of all parties during an IOS development project, while 
identifying design rules for such systems. The existing e-invoicing technology serves 
as a basis for designing the IT solution.  

The ADR method is essentially set up to deal with two seemingly disparate chal-
lenges of; 1) addressing a problem situation encountered in a specific organizational 
setting by intervening and evaluating, and 2) constructing and evaluating an IT arti-
fact that addresses a class of problems typified by the encountered situation [8]. The 
goals of this research project are well aligned with these challenges: the project is 
both about building a new reporting system for Hansel through an action research 
project, as well as about applying the design research approach in building the IT 
artifact. The ADR method is useful both in supporting the research process along the 
way, and in helping to make a theoretical contribution by creating results that are 
generalizable also outside the case context. Overall, the case project complies with the 
principles of the ADR method of practice-inspired research and building a theory-
ingrained artifact.  

The trigger for the first stage of ADR is a problem perceived in practice or antic-
ipated by researchers. This stage includes determining the initial scope, deciding the 
roles and scope for practitioner participation, and formulating the initial research 
questions [8]. Critical issues in this stage are securing the long-term commitment of 
the organization and formulating the identified problem as an instance of a class of 
problems. The second stage of ADR uses the problem framing and theoretical pre-
mises adopted in stage one to carry out a change in the target organization. This BIE 
(building, intervention and evaluation) phase interweaves the building of the IT arti-
fact, intervention in the organization, and continuous evaluation of the project, result-
ing IT artifact, and the research effort. For this project we employ organization domi-
nant BIE where the primary source of innovation is organizational intervention. Dur-
ing the iterations in this form of BIE, the ADR team challenges organizational partic-
ipants’ existing ideas and assumptions about the artifact's specific use context in order 
to create and improve the design. This stage draws on three principles: reciprocal 
shaping, mutually influential roles, and authentic and concurrent evaluation. [8] Ref-
lection and learning continues throughout the ADR process. This stage emphasizes 
that the ensemble artifact reflects not only the preliminary design but is shaped by 
organizational use, perspectives and participants. Finally, in spite of the situated na-
ture of ADR, learning from the project is further developed into general solution con-
cepts for a class of similar problems. This stage aims therefore to formalize learning 
through design principles derived from the design research outcomes. See Fig. 2 for 
general ADR phases. 

In the following we describe each phase of the ADR project in the Hansel case and 
elaborate on how the principles were identified and formulated.  
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Fig. 2. Action Design Research Process [8] 

3.2 Problem Formulation 

Suppliers’ criticism towards the current reporting system initiated the development 
project. The fundamental problems related to the inefficient reporting process that 
causes excessive workload for the suppliers. Furthermore, the current system is not 
satisfactory for Hansel either, due to the inherently weak control over reporting com-
pliance. In the first phase of the project a conceptual solution for mitigating the prob-
lems in the current reporting system was suggested [7]. The overriding aim of the 
project for Hansel was to develop an effective and efficient system for supplier re-
porting so that Hansel can:   

1) offer better service for the suppliers (efficiency);  
2) enhance the control of supplier reporting and decrease the number of unreported 

purchases (effectiveness); and  
3) ensure appropriate quality level of reporting information. 

However, not all questions could be answered through the initial conceptual design. 
The remaining open questions and challenges were related to the IOS technology and 
the issues of involving all necessary parties in the use of the system. Table 1 below 
summarizes these identified problems.  
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Table 1. Problems with the existing reporting system 

Problem (previous 
phase) 

Reporting system in use 

Laborious reporting for 
the suppliers 

Dissatisfied suppliers 
Low overall reporting efficiency  

Weak control on report-
ing compliance  

Incomplete purchasing information 
Poor visibility to performance, difficulties in 
managing internal resources 
Service fees are not collected to the full 

Problem (this phase) Projected reporting system 

How to make the IOS 
work? 

Technology issues: data standards and technolo-
gy integration between parties?  
Power and interest issues: how to engage all 
parties in the project from the beginning?  

 
The first set of problems was the focus of the planning stage of the development 

project and was addressed in the selected process concept and the planned, new report-
ing system. Now, in the pilot stage, the main focus is on ensuring the performance of 
the new IOS by addressing technological as well as organizational and social concerns. 

3.3 Theory Ingrained Artifact: Division of Power and Different Interests in 
IOS 

With IOS, an information system essentially aimed at supporting links outside the 
organization, it is crucial for management of the organization developing the system 
to focus on the external users. While the new system can be driven by cost and  
control issues, as in Hansel’s case, the interests and power of external users, such as 
suppliers in our case study, must not be ignored.  

This calls for effective knowledge sharing to be carried out throughout the devel-
opment stages, particularly, in the efforts of planning for and implementing informa-
tion integration technologies [1]. The scope for the design of an effective IOS has 
been found to be dependent on a combination of technical, economic and social fac-
tors, which are intertwined (see e.g. [5]). These include a wide range of issues related 
to abilities, awareness and knowledge of the involved parties that can have a substan-
tial effect on the different organizations’ willingness as well as capability to adopt and 
use an IOS. More focal to our study, however, are the factors related to technology, 
interest and power relations.  

Technical factors are related to issues such as standards and compatibility of both 
software and hardware. Even though these are not trivial matters and need to be duly 
addressed when designing and developing an IOS (or any IS, for that matter), but 
especially the increasing availability of the Internet, among other developments, has 
decreased the problematic nature of these.   
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Organizational interest in the IOS depends on the potential IOS users’ perception 
on the economic and/or strategic advantages the new system could bring about. The 
expected benefits from the use of the information system can include both direct (e.g. 
operational savings) and indirect benefits (e.g. impacts on business processes). If the 
interest of a party in an IOS is low, the organization does not expect to gain much by 
the use of the system or, it expects that the disadvantages (e.g. increased operational 
costs or incompatible internal and external technologies) offset the potential benefits. 
A high degree of interest, in turn, relates to the perception that the IOS could signifi-
cantly contribute to the overall goals of the company [5]. Accordingly, in the case of 
Hansel’s planned IOS, the perceived interests of the involved organizations are pro-
nounced in terms of how much each of them believes to be able to benefit from using 
the IOS and whether the benefits will outweigh the costs. 

Power relations between the involved organizations impact on the likelihood of be-
ing able to involve and engage all the required or desired parties. This kind of organi-
zational power manifests itself in our case context in situation in which Hansel is not 
able to make the suppliers to use the system, or when the suppliers have the power to 
ignore the system.  

Demands on an organization to adopt a given technology or an information system  
can result from both formal and informal pressures exerted on the organization by 
other organizations upon which they are dependent [10] [11] [12]. A powerful party 
with a strong interest in an IOS can coerce the less powerful parties to use the IOS, 
even independent of their perceived interest in the IOS [12]. The concept of power 
can be viewed from processual, institutional and organizational perspectives [13]. 
Since our focus is on the relations between organizations, we will concentrate on 
processual (i.e., the social interaction between interest groups) and institutional (i.e. 
the bases from which power is mandated to organizations) perspectives on power.  

Boonstra and De Vries [5] categorize IOS by dividing participants in terms of 
power and interest. Whereas a balanced IOS can be developed and used when all the 
relevant parties have a clear interest in an IOS, in unbalanced situation, an IOS is 
characterized by contradictory interests or at least by contradictory perceptions of the 
costs and the benefits involved in the system. Earlier research suggest that in order to 
achieve a balanced IOS, the participants involved need to cooperate (e.g. [6]) and the 
participants’ interests must be aligned and brought together into a common structure 
and vision [14]. We seek to ensure that these issues are taken into consideration al-
ready in the development phase. 

4 BIE at Hansel 

4.1 Preparation and Organization of the Pilot Project 

After the concept design phase, the executive board at Hansel gave permission to 
continue the project to the next phase and build a pilot system. The rationale was that 
of using a prototype for further testing of whether, and under which conditions, the 
new reporting system and process is actually applicable. The pilot project started in 
May 2011 and is still on-going.  

At first, Hansel made the necessary preparations, went through a thorough tendering 
process during the summer and received offers from three software vendors for building 
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the pilot system in early October. Hansel decided that instead of building a heavy pre-
version of the future system, a proof-of-concept (POC) would be most suitable at this 
point. The goal of the pilot project was essentially to learn and document the lessons 
learned in order to utilize it in the future development of the full-scale system.  

As for the project organization, Hansel first set up an internal pilot project team, 
including representatives from the IT, finance, and legal departments, and one of the 
ADR researchers. This project team has held bi-weekly meetings to keep track of the 
project status. The technology provider and its sub-contractor coordinated the build-
ing and actual coding of the system through a POC steering committee. One of the 
ADR researchers was also part of the POC project team. Other parties whose in-
volvement was needed included suppliers who would test the system and provide 
invoice data, customers who would simply agree that their invoices could be used for 
testing, and the potential information intermediaries; the financial shared services 
center (FSSC) and the e-invoice operator of the Government. All stakeholder groups 
and their roles and responsibilities in the project are listed in Table 2 underneath. 

Table 2. Stakeholder issues 

Stakeholder Role/responsibility 
ADR researchers IOS development, documenting 

learning gained from the project 
Hansel management/IT/finance Project ownership, user testing 
Hansel project team Project management in Hansel, en-

gaging other stakeholders to the 
project 

POC project team Building the IT system, monitoring 
progress 

POC management team Management of the IT system build-
ing 

Pilot customers Agreement to use invoice data for 
testing 

Pilot suppliers Agreement to use invoice data for 
testing, pilot system testing 

E-invoice operator E-invoice data conversion and trans-
fer to Hansel 

 
The scope for the design of an effective IOS has been found to depend on a combi-

nation of technical, economic and social factors, which are intertwined [5]. We will 
address these in the following sub-sections through issues related to IOS technology, 
interest and power. 

4.2 Technology-Related Issues 

Building the user interface (which is also the most visible part of the system) proved  
not to be very complicated and co-operation with the software provider and the  
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sub-contractor worked very well. The POC project team held regular demo meetings to 
monitor the incremental development of the system and discuss possible changes and 
new features. All members of the POC team had browser-based access to the pilot sys-
tem at all times during the development period. The complete user interface was con-
structed with little trouble within three months and was completed in January 2012.  

The technology issues that arose were related to data standards and building the 
IOS linkages. In order to actually test how the pilot system works, Hansel needed 
access to real invoices sent by the suppliers to their customers. In the concept devel-
opment phase one of the critical tasks was to determine the most technologically via-
ble point of the process from which the XML invoice data should be drawn from. It 
was decided that a centralized solution should be used in which the data would be 
drawn from either the financial shared services center (FSSC) of the Government, or 
the recipients e-invoice operator. At first, the centralized option was left out from the 
scope of the pilot project because of the presumably high set-up costs. 

Instead, the idea was to make the sourcing of data easier by collecting invoices di-
rectly from those suppliers who agreed to take part in the pilot project. It was soon 
discovered that this was not possible: Hansel could not get enough data for testing 
because all of the suppliers did not use Finvoice 1.3, the e-invoice standard that the 
pilot system was capable of handling. Although Finvoice 1.3 is a widely used stan-
dard, it is not the only one used by Finnish organizations. Hence, Hansel was forced 
to reconsider adopting the centralized solution already in the pilot project. In the cen-
tralized solution the invoice operators convert the invoices and subsequently supply 
them in a consistent format to Hansel’s customers through the FSSC.  

Both centralized alternatives, the FSSC and the e-invoice operator, were investi-
gated in detail and finally Hansel decided to work with the operator in the pilot phase. 
Importantly, the pilot system thereby directly replicates the process of the future sys-
tem and hence genuinely serves as a proof-of-concept (see Fig. 3). 

Pilot suppliers Operator network Pilot customers
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Fig. 3. The modified reporting system 
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4.3 Interest-Related Issues 

Although there were still some technological questions that had to be solved in the 
pilot system, the real challenge was to gain the IOS parties’ commitment. Since this 
was only a pilot project, there were no direct benefits for the different user groups 
except for Hansel. Since the incentives were clearly not great enough to promote  
voluntary active participation, Hansel had to put substantial effort in achieving other 
stakeholders’ commitment.  

To have a set of testable data, Hansel needed a permission both from a supplier and 
from its customers to use their invoices as testing material. The pilot customers were 
not required to take an active role in the project, only to agree that Hansel could use 
their invoice data for testing purposes. The new reporting system will not create any 
benefits the customers, neither directly nor indirectly; their interest towards the IOS 
was low, as could be expected. In addition, they still needed to go through a contrac-
tual procedure to agree on the use of the invoices, which might have hindered the 
engagement further for some customers, especially when there were no benefits for 
them. 

The pilot suppliers were expected to test how the system works with their own in-
voices. This was only for testing purposes, and they were still required to use the old 
reporting system for the monthly reporting as before. Although the system would very 
much benefit the suppliers in the long run in the future, the suppliers who were asked 
to join the pilot project hung back on the decision. Hansel negotiated with potential 
suppliers during the entire pilot system building phase, and in the end, managed to 
find five suppliers who would participate in the pilot. To put this number into context, 
is should be mentioned that Hansel currently has more than 300 suppliers. 

Despite the five suppliers agreed to take part in the pilot, Hansel could not get the 
invoice data from them due to technical problems, and the system testing was at risk 
to fail altogether. Hansel then decided to turn to an e-invoice operator to gain access 
to the needed data. The operator’s commitment was not easy to achieve, either. Al-
though they had been involved in the concept design phase, they did not respond very 
actively to Hansel’s requests to join the pilot project before they were offered finan-
cial compensation for their co-operation. The operator agreed to provide consultation 
and to transmit invoice data to be used in testing, but could not make all the necessary 
arrangements right away. Due to these challenges, the actual user-testing phase had to 
be postponed.  

4.4 Power- Related Issues 

A powerful party with a strong interest in an IOS can urge the less powerful parties to 
use the IOS, even independent of their perceived interest in the IOS [12]. Power to 
control IOS can stem from: independence of partner organization, formal authority 
and legal requirements, control over technology, and/or from inter-organizational 
alliances, networks and control of informal organization. Related power relation is-
sues between the most critical IOS stakeholders - Hansel, the suppliers and the  
e-invoice operator - are discussed next (see Table 3 for a summary). 
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Generally speaking, Hansel has strong power over the suppliers because the public 
sector is a large and reliable customer, and the suppliers are, to a varying extent, de-
pendent on the public contracts. The same goes for the e-invoice operator. This de-
pendence is expected to give Hansel leverage in persuading the partner organizations 
to participate in the IOS. 

In some cases, Hansel can exercise its formal authority over the suppliers by add-
ing certain demands to the framework contracts. Hansel has not made such contrac-
tual demands during the pilot project, and hence it has not been able to control the 
suppliers through it. However, an attempt to gain formal authority over the e-invoice 
operator was made prior to the pilot project, as the Finnish Government renegotiated 
their contract with the e-invoice operator. Through the new contract, the operator was 
obliged to “co-operate with Hansel in the development of a new supplier reporting 
system”. This did not, however, ensure the commitment of the e-invoice operator. 

The new reporting system brings considerable advantage to the suppliers who at 
the moment struggle with the existing one. These suppliers cannot ignore the possibil-
ity of using the new IOS. However, some suppliers have developed their own IT-
based solutions to better cope with the existing reporting system, and hence are more 
likely to disregard the new reporting system. Since the new IOS depends on the in-
formation intermediaries in data collection, the e-invoice operator is in great control 
over the technology. Without the commitment of the e-invoice operator, the IOS con-
cept is not feasible to begin with.  

The new reporting concept is an interesting initiative also from the perspective of 
the information intermediaries as it promotes further usage scenarios of also other 
types of data and information that they mediate. Hence, the operator is not expected to 
ignore the development of such an IOS. Hansel has also managed to build alliances 
with some suppliers who are supportive of development of public procurement. These 
suppliers are not likely to ignore a possibility to benefit from participating in the IOS 
either. 

Table 3. Power and control relations in the case 

Sources of power to 
control IOS   

Operationalization 
within IOS  
Hansel vs. suppliers 

Operationalization 
within IOS  
Hansel vs. operator 

Independent of partner 
organization 

Strong  Strong 

Formal authority, legal 
requirements 

Weak Some 

Control over technolo-
gy 

Strong, but not over all 
suppliers 

None, operator has full 
power 

Inter-organizational 
alliances, networks and 
control of informal 
organization 

Some, specific suppli-
ers 

Strong 
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4.5 Summary of the BIE Phase 

During the first cycles in the ADR project, a new concept for inter-organizational 
reporting was developed. This was done through multiple iterations within the ex-
tended ADR team comprising of the ADR researchers, and practitioners from Hansel 
and other interest groups. In this study, the focus was on the Pilot IT system cycle in 
which the involvement of all stakeholder groups was required (see Fig. 4).  

The pilot project can be further divided into two sub-cycles: system building and 
system testing. In the first sub-cycle, it became evident that in the case of the IOS, 
building the user interface was not an issue, but the challenges related to data stan-
dards and integrations between the IOS parties. Furthermore, the IOS integrations 
needed to be tested for a true proof-of-concept. To cope with these challenges, close 
co-operation with the IOS parties was needed. However, despite the enthusiasm to-
wards the project, all parties were not prepared to put effort to developing the IOS. 

Stakeholders’ engagement proved to be a critical issue also in the second sub-
cycle. It was impossible to test a system without the users and data for this purpose. In 
Hansel’s case, the suppliers held back on deciding whether to join the pilot project or 
not. A technology-related set back experienced with the data standards as the original 
plan to get the test invoices directly from the suppliers failed, forced Hansel to co-
operate with the information intermediaries. Although one e-invoice operator finally 
volunteered to supply the data, the process was not totally frictionless and required 
further compensation for co-operation. In summary, it was noticed that not all the 
parties had great enough interest towards the IOS and were able to ignore it, particu-
larly in the cases where Hansel was powerful enough to coerce them to join or they 
were not compensated for joining. 
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Fig. 4. BIE at Hansel 

5 Reflection and Learning 

This stage of the ADR process moves from building a solution for a particular in-
stance to applying that learning to a broader class of problems. During the process we 
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identified two general design principles for IOS development: early engagement and 
balanced IOS. These two principles are elaborated on in Table 4 below. 

Table 4. The formulated design principles 

Design Principle Description 

Early engagement To avoid problems and delays in IOS adoption, all stakehold-
ers should be engaged in the development project already at 
an early stage 

Balanced IOS Stakeholders’ interest towards the IOS and power in relation 
to the other parties define their willingness to take part in the 
IOS 

 
The first design principle draws on the power relations of the key stakeholders [5] 

and the importance of exerting pressure, providing incentives or otherwise engaging 
all necessary parties early on in the development initiative. The second principle is 
almost a truism based on earlier IOS research on the need to cooperate and find a 
common vision [6] [14], but in practice the alignment of interests and benefits can be 
extremely difficult. 

The findings of the Hansel case can be generalized to similar  problems related to 
inter-organizational systems for mandatory third party reporting. Examples include 
companies reporting their VAT sales to the tax authorities or international 
trade figures to the customs authorities. Similarly to Hansel’s suppliers who have an 
obligation to report their purchases to the central procurement unit, companies subject 
to value-added taxation or customs duties are obliged to report to the corresponding 
authorities. Furthermore, we argue that most third party market places could benefit 
from observing the design principles identified.  

6 Conclusions 

In this paper, we have described the development of an IOS involving three different 
parties. We identified potential and realized development problems with stakeholder 
engagement and power differences [5]. Based on the power relations and interest 
perspective, we formulated principles for engaging stakeholders and balancing the 
interests of different partiers early on to mitigate the risks of developing these kinds 
of systems. 

We believe that the same type of problems frequently common in IOS develop-
ment. Therefore, the design principles introduced in this paper should be applicable 
for many if not most IOS development initiatives. The interplay of technology, stan-
dards and power relations among the participants is in most cases complex and not 
easily foreseeable. Thus, the principles of engagement and balancing of interests, 
while general and seemingly straightforward, can help to overcome recurring prob-
lems in this kind of systems development. 
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In the future we shall continue to work together with Hansel in developing the IOS. 
Once the pilot project is completed, the feasibility of the new reporting system and 
process will be re-evaluated. Based on the results a decision will be made whether to 
continue to a full-scale implementation of the IOS. If so, the principles of early en-
gagement and balanced IOS will be applied in the implementation phase of the final, 
full-scale system.  
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Abstract. Knowledge-intensive business services (KIBS) such as consulting 
and research and development services are important factors of performance 
and innovation in industrialized economies. However, current modeling tech-
niques aimed at supporting service design do not account for their core charac-
teristics such as the relational nature of exchanges among providers, clients, and 
other actors. Using data from a case of academic research and development ser-
vice as a type of KIBS, we present a modeling technique that can support the 
design of successful service engagements in this domain. This work is guided 
by the understanding of service as a process of collaborative value creation, or 
value cocreation. Beyond the contribution of the modeling technique to KIBS 
design, our work shows the strength of using a Design Science Research me-
thodology in creating design artifacts that are strongly aligned with the problem 
domain for which they are developed. 

Keywords: Design Science Research, KIBS engagements, service design, value 
cocreation, modeling technique. 

1 Introduction 

Knowledge-intensive business services (KIBS) such as information services, compu-
ting, and research and development services are important factors of performance and 
innovation in industrialized economies [1]. While current literature on KIBS helps us 
understand their core characteristics and patterns of innovation, it has rarely addressed 
how best to support their design. The understanding of service as a process of colla-
borative value creation, or value cocreation [2], could provide a framework guiding 
KIBS design. It allows us to understand parties engaged in KIBS relationships as 
service systems - collections of specialized resources (people, technology, informa-
tion, etc.) organized in a manner that enables collaborative value creation, or value 
cocreation [3]. However, a full understanding of the value cocreation process has yet 
to be developed [3]; moreover, this understanding needs to be transformed into design 
tools in order to provide practical design support to KIBS professionals. Using a De-
sign Science Research methodology, our work aims to identify generative mechan-
isms of value cocreation in KIBS and express them through a modeling technique that 
can support the analysis and design of service engagements in the domain of KIBS. 
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We propose to derive the modeling technique from Agent-Oriented modeling, in 
particular i* (short for distributed intentionality) [4]. i* offers a socio-technical pers-
pective on organization and information system design, viewing people, organizations 
and technologies as actors that depend on each other to reach their goals. Such an 
approach can be contrasted with current service-specific modeling techniques such as 
Service Blueprinting [5] and a number of other process-based techniques. While these 
techniques support the design of service activities, they are unable to link activities to 
expected benefits and high-level interests of actors engaged in service relationships. 

Beyond the contribution of the modeling technique to KIBS design, our work 
shows the strength of using a Design Science Research (DSR) Methodology in creat-
ing relevant design artifacts for a given domain. We use an extended DSR framework, 
which explicitly adds ‘understanding of the domain’ to the original ‘build’ and ‘eva-
luate’ research activities [6, 7]. This allows us to anchor our modeling technique in 
empirical data. Specifically, we are conducting a multiple-case study of service en-
gagements in academic research and development services as a type of KIBS. The 
key mechanisms of value cocreation identified through the case study first lead to the 
development of a design framework comprised of identified generative mechanisms 
and resulting design-oriented questions. Our modeling technique is then adapted from 
i* and other techniques in order to both express generative mechanisms and help an-
swer design-oriented questions of the design framework. 

2 Research Problem and Objectives 

As with many design problems, developing a modeling technique to support the de-
sign of Knowledge-Intensive Business Services (KIBS) involves addressing two 
nested problems: a knowledge problem and a practical one [8]. Core characteristics of 
KIBS are their knowledge intensity, the involvement of clients in production, and the 
relational nature of exchanges among providers, clients, and other actors [1, 9]; these 
characteristics need to be taken into account when designing for KIBS. Service is 
increasingly being understood as a process of collaborative value creation, or value 
cocreation [2]. Taken as a framework, value cocreation addresses these core characte-
ristics through its focus on knowledge and skills and their embodiment in technology, 
on the collaborative process between provider and client, and by situating the creation 
of value in a wider value configuration space. However, a full understanding of the 
process of value cocreation has yet to be developed [3]. A better understanding of 
how value is cocreated in KIBS is thus needed before this framework can be used as a 
basis for their design. 

The practical problem relates to transforming this understanding into tools that can 
support the design of successful KIBS engagements. Because of their communicative 
and analytical affordances, models are key service design tools. Many modeling tech-
niques have been proposed in this regard, including Service Blueprinting [5] and a 
number of other process-based techniques. These service-specific modeling tech-
niques focus on provider-client interactions and sequential activities; they are not able 
to express key concepts of value cocreation such as collaboration, subjective value 
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determination and network relationships. Modeling techniques from other fields thus 
have to be explored. However, the choice of a relevant modeling technique to support 
KIBS design first relies on a better understanding of value cocreation in this domain.  

Guided by key concepts of value cocreation identified in literature, our first re-
search objective is to identify the key generative mechanisms that lead to the cocrea-
tion of value for parties engaged in a KIBS relationship. This objective stems from a 
Critical Realist perspective that helps us to understand service engagements as struc-
tures that possess inherent mechanisms leading to observed outcomes [10]. By direct-
ing attention to questions of why, when and how particular mechanisms are activated, 
Critical Realism enables an understanding of what fosters or hinders value cocreation 
in KIBS. Our second research objective is to provide practical support to KIBS pro-
fessionals through the development of design tools able to support KIBS design. We 
propose to arrive at this objective by developing a modeling technique able to both 
express key mechanisms of value cocreation and support the analysis of KIBS  
engagements.  

3 Methodology 

A methodology in line with the precepts of design science research (DSR) is used for 
this research project. DSR is posed as a type of research alongside behavioral, social, 
and other scientific approaches aiming to understand a phenomenon. By contrast, 
DSR aims at intervening in a phenomenon; while this may necessitate to first under-
stand it, the practical goal of intervention always predominates in DSR [8]. DSR thus 
aims at developing practical solutions that can be used by professionals in their field 
[6, 11]. More concretely, solutions – or design artifacts - can take the form of con-
structs, models, methods or instantiations [6, 12].  

The initial DSR framework mainly consists of the development and evaluation of 
design artifacts from foundational knowledge and methodologies taken from an exist-
ing knowledge base, but driven by a real-life problem or need identified in the envi-
ronment [6]. This framework is thus particularly useful when mature theories are 
available to guide the development of design artifacts. When this is not the case, for 
example in new research areas, design solutions can be developed from field research, 
in particular case studies [7]. Doing so expands the initial ‘build and evaluate’ DSR 
framework by explicitly devoting a phase of the research to ‘understanding’ the do-
mains for which artifacts are being built. However, understanding for design cannot 
be limited to descriptions or explanations of a phenomena; it should point to design 
opportunities, thus to intervention that can lead to more desirable outcomes in a given 
domain. Such design-oriented understanding also referred to as design theories, can 
be derived from the understanding of how generative mechanisms produce observed 
outcomes in specific contexts [13].  

As we discussed in the previous section, this research aims at developing a model-
ing technique able to support the design of KIBS engagements in a way that fosters 
value cocreation. However, while key concepts of value cocreation have been pro-
posed in literature, a theory of value cocreation has yet to be developed [3]. We thus 
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use an expanded ‘understand, build and evaluate’ DSR approach. We further separate 
‘building’ into the development of a design theory and of a design artifact from that 
theory.  The main activities of this research are thus to 1) Understand: identify genera-
tive mechanisms of value cocreation in real-life instances of KIBS engagements; 2) 
Build a design framework: identify design-oriented questions that need to be  
answered to foster value cocreation 3) Build a design artifact: develop a modeling 
technique supporting the design of KIBS engagements; 4) Evaluate: strengthen the 
validity of the design framework and artifact through a multiple-case study design and 
evaluation of the modeling technique by KIBS professionals. This paper focuses on 
the first three phases of our research. 

Our research design includes a multiple-case study of academic research and de-
velopment service engagements as a type of KIBS. We specifically follow the case 
study strategy of explanation building, where initial theoretical propositions both 
guide a study and are refined through evidence from a number of cases in a iterative 
manner [14]. We apply this strategy to the first three research activities; thus, the 
understanding of generative mechanisms, the accompanying design framework and 
the resulting modeling technique will be further developed and refined through a 
number of cases. Such a strategy strengthens generalization by helping to identify the 
conditions under which the same results can be attained [14]. 

We present the results from a first case, a service engagement between a team of 
university professors and students, and departments in a Canadian municipality. 
These parties collaborated in the creation of a virtual event aiming to inform city resi-
dents about available services in an innovative manner. Data consist of two series of 
interviews with four key stakeholders, observations during key meetings, and a re-
view of the project’s documentation. The data were first analyzed inductively to iden-
tify emerging categories. Categories were then interpreted as generative mechanisms 
through key concepts of value cocreation identified in literature [2], [3]; the inductive 
coding of data also enabled us to identify mechanisms that had not been accounted for 
in current literature.   

Generative mechanisms identified through the case study served to identify ques-
tions that can guide the design of relationships among actors looking to engage in a 
service relationship. The modeling technique was then developed so as to express the 
conceptual model in terms of mechanisms and their relationships, and provide analyt-
ical means to answer its design questions.  

4 Design Framework for Value Cocreation 

The results of our first case study led to the identification of seven direct mechanisms 
and four supporting mechanisms of value cocreation. Direct generative mechanisms 
are those that cause the evolution of the process of value cocreation; supporting me-
chanisms intervene in direct mechanisms throughout the service engagement. Due to 
space limitation, we will focus on the direct and supporting mechanisms that shape 
the conditional phase of the service engagement. This phase covers actors’ initial 
situation, their identification of opportunities from a potential collaboration, and the 
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resulting commitment to the service engagement. Below, we introduce each genera-
tive mechanism in turn: 

• Development of high-level interests. High-level interests are the general interests, 
vision or objectives pursued by an actor. Actors’ high-level interests guide who 
they interact with and why, shaping their perception of potential benefits to be 
gained from engaging with other actors. The concept of high-level interests points 
to the presence of a larger value-configuration space in which actors create value 
from their perspective [3]. In our case study, high-level interests of the City in-
cluded exploring electronic means of connecting with their residents, while those 
of the University Team included getting research funding. 

• Perception of benefits. Actors perceive potential benefits to be directly gained from 
a service engagement, in particular from what others can offer (their value proposi-
tion). This process can also lead to the perception of potential risks by actors. Im-
portantly, actors not only perceive benefits for themselves, but also actively infer 
benefits to be gained by others. This generative mechanism emphasizes that value 
resides in the actions and interactions made possible by the acquisition of an offer-
ing, not in the offering itself nor in the activities necessary to produce the offering 
[15]. In our case, perceived benefits included accessing needed expertise and re-
sources for the City, and testing new technologies for the University Team. 

• Creation of a value proposition. A value proposition is what one party offers to 
another; this consists of resources such as time, people, and knowledge, but can al-
so be the actor’s context or reputation. Actors have conversations and engage in 
negotiations in order to adapt their value proposition in relation to others’ per-
ceived benefits. This mechanism implies that the provider cannot embed a good 
with value before delivery, but can only propose to apply its knowledge and skills 
to produce something desired by the customer [16]. In our case, the City provides a 
test-bed for research to the University Team, which in exchange offers to develop 
assets for the virtual event. 

• Organizing resources. The resources needed to fulfill actors’ value propositions 
are not readily available to them. They must be planned, allocated, arranged, 
created – in other words, organized. Actors commit to organizing resources be-
cause of the benefits that they hope to gain; they thus seek to balance the amount of 
resources needed to benefit others with perceived benefits from the relationship. 
This mechanism is in line with a Service-Dominant Logic of economies and socie-
ties, which states that economic entities possess specialized knowledge that they 
apply for the benefit of others, in exchange for others' application of their own spe-
cialized knowledge [2]. For example in our case, the University Team brings ex-
pertise in virtual worlds to the service engagement, while the City brings its do-
main knowledge and IT support. 

• Reconciling different values. Reconciling different values among actors involved in 
a service engagement concerns among other things the negotiation of one’s and 
others’ offering, and the alignment of perspectives, visions, and expectations 
among organizational and individual actors. Reconciling actors’ values is key to 
aligning value propositions with perceived benefits. The need to reconcile actors’ 
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different values is inherent to the collaborative dimension of value creation in ser-
vice engagements [15].  

These generative mechanisms of value cocreation are in line with current literature, 
but emphasize the strategic intentions of actors driving value cocreation. A modeling 
technique able to support the design of KIBS relationships needs to express and sup-
port the analysis of this intentionality. 

  

 

Fig. 1. Generative mechanisms of value cocreation – conditional phase 

Figure 1 illustrates the way in which key generative mechanisms of the conditional 
phase of a KIBS engagement conceptually relate to each other. We draw on the con-
cept of service systems to express the interactions between generative mechanisms. A 
service system can be understood as a collection of specialized resources (people, 
technology, information, etc.) organized in a manner that enables an entity to cocreate 
value with other entities offering complementary specialized resources [3], [17]. 
While the actual unit being referred to by the term “service system” differs according 
to authors, we take it to encompass at minimum a provider, its client, and the target of 
their engagement [18], [19]. We apply the concept of service systems to actors that 
commit to service engagements in the context of our case study.  

Figure 1 attributes generative mechanisms to a provider and its client (in our case, 
the academic R&D group and the municipal department) in a service engagement, 
thus forming a service system. The crossed arrows between the provider’s and client’s 
perceived benefits (PB) and value propositions (VP) emphasize that value proposi-
tions are not fully pre-defined but rather adapted to the other party’s perceived bene-
fits through a process of reconciliation of values (RV). They also show the interde-
pendency of actors within service systems. Solid arrows between mechanisms show a 
directional or bidirectional influence between mechanisms. Specifically, they show 
that actors’ wider high-level interests (HLI) shape the perception of specific benefits 
(PB) to be gained from the engagement, and that value propositions (VP) lead actors 
to organize resources (Rs) but that they are also constrained by resources that can be  
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organized. The dotted, bidirectional arrow between organized resources (Rs) and 
perceived benefits (PB) represent the cost-benefit type of analysis that actors under-
take before committing to the service engagement. 

Relating generative mechanisms helps to identify important questions to support 
the design of future service engagements. Firstly, these questions concern the under-
standing of direct mechanisms, thus knowing what each actor’s high-level interests, 
perceived benefits, value propositions and available resources are. Secondly, ques-
tions concern the relationships among direct and supporting mechanisms (see num-
bers in Figure 1): 

1. Is the value proposition of each party well aligned with the benefits that the other 
party is interested in? Can they be better adapted? Are there potential risks for each 
party associated with the other party’s value proposition?  

2. Are there other benefits that could meet each party’s high-level interests?  
3. Does each actor have the means to access, allocate or create the resources required 

to fulfill its value proposition?  
4. Is the amount of resources required to fulfill each actor’s value proposition on a par 

with the benefits it perceives from the service engagement?  

5 Modeling Technique 

We propose to express key mechanisms of value cocreation through i*, an Agent-
Oriented modeling language. In i*, agents are viewed as social entities that depend on 
each other to reach their goals [4]. Agents are characterized as intentional in the sense 
that goals and perceived means to reach these goals are the driver behind their inter-
dependency, and social because they depend on a network of other agents to reach 
their goals [20]. This understanding is in line with the strategic dimension of the  
generative mechanisms of value cocreation presented in the previous section. By at-
tributing goals to specific actors, i* also enables the expression of different and poten-
tially conflicting goals among them.  

Figure 2 illustrates the use of i* in a simplified model of our case study. The mod-
eling technique uses i* constructs, but changes their semantics in order to express 
identified mechanisms. We further propose a new construct, ‘commitments’, to em-
phasize crossed dependencies between service providers and clients in KIBS. 

• High-level interests are expressed through the softgoal construct, thus as qualita-
tive goals that can only be satisficed (more or less satisfied). This contrasts with 
hard goals (not used here), which are either fully satisfied or denied. Like soft-
goals, high-level interests are not precisely defined and do not have clearly pre-
defined criteria for success. The softgoal construct also means that the actor to 
whom the goal is attributed does not care “how” the goal is achieved. Contribution 
links are thus used to represent relationships between perceived benefits and high-
level interests. The use of a “some +” contribution link implies that other alterna-
tives could be proposed to satisfice actors’ high-level interests. For example, the 
City could have decided to collaborate with another organization, or to collaborate 
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with the City’s IT department in order to extend its existing website.  Alternative 
perceived benefits can be expressed in i* using an “or” contribution link between 
them and high-level interests (not shown for legibility purposes).  

 

Fig. 2. Adaptation of i* to express generative mechanisms of value cocreation 

• Perceived benefits are also expressed as softgoals. While perceived benefits are 
defined more precisely than high-level interests, they typically cannot be satisfied 
in a binary manner. Contribution links are again used to connect value propositions 
to perceived benefit. This expresses the possibility for actors to offer different val-
ue propositions in order to gain perceived benefits. However, the presence of de-
pendency links from actors’ perceived benefits to each other’s’ value propositions 
(through the proposed commitment construct explained below) shows that actors 
depend on each other to realize these benefits. For example, the University profes-
sors had the expertise to develop other technologies able to help the City connect 
with its residents, but offered to develop virtual world assets because the City spe-
cifically wanted to explore this kind of technology. 

• Value propositions are expressed through the task goal construct, thus goals that 
imply specific activities to be carried out by the actor offering the value proposi-
tion. A value proposition is carried out in response to the other actor’s perceived 
benefits, as shown through the use of dependency links. However, the “some +” 
contribution link reminds us that actors develop value propositions first and fore-
most because they are a means to achieve something that is beneficial from their 
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own perspective. Thus, offering a test-bed for research is a means for the City to 
access University expertise and resources, but only because the University profes-
sors are interested in such opportunities. 

• Organized resources are either expressed as resource goals, thus goals that are 
either available or not, or as softgoals, thus goals that may be satisficed through 
other service engagements. As such, a resource that is not directly accessible to an 
actor becomes a perceived benefit to be gained by committing to another actor who 
can provide that resource (shown through dependency links). In our case, the Uni-
versity Professors needed the participation of students who were knowledgeable in 
virtual world technologies to fulfill their value proposition. In exchange students 
had the opportunity to be involved in a real-life project, which improved their em-
ployability (the internal motivations of the “Students” actor are not show in Figure 
2 because of space constraints). Decomposition links show that a number of re-
sources may be needed to fulfill one value proposition.  

• Actors’ commitments to a service engagement are expressed through a new 
construct, commitment. Commitments are not a generative mechanism but rather 
the outcome of well aligned value propositions and perceived benefits (the condi-
tional phase of value cocreation), thus an intermediate outcome of the overall value 
cocreation process. Commitments are situated outside of actor boundaries because 
they do not belong to any single actor. i* does not provide constructs that express 
outcomes. 

i* constructs are useful for expressing and evaluating the alignment of generative 
mechanisms of value cocreation. However, they provide limited support to the fourth 
design-oriented question, namely the evaluation of required resources against per-
ceived benefits. As we discussed earlier, actors aim for a situation where the cost of 
organizing the resources necessary to fulfill their value proposition is on a par with 
the benefits they hope to reap from the engagement. While i* does provide a proce-
dure to analyze goal satisfaction in models, it would be difficult to apply this proce-
dure to do this cost-benefit type of analysis.  

Value network analysis was developed to analyze tangible and intangible ex-
changes among actors within an organization or part of a larger network [13]. This 
technique provides analysis tables that are particularly useful to evaluate if the overall 
ratio of risks or costs and benefits will lead each actor to commit to the service en-
gagement. We have thus adapted impact analysis and value creation analysis tables in 
order to proceed with this evaluation. Figure 3 shows a partial analysis table where 
one of the parties, the City department, evaluates its willingness to commit to a ser-
vice engagement with the University Team.  

The section of the table shown in Figure 3 analyzes the risks/costs and benefits of 
an incoming value proposition. In line with the data, benefits can be identified from 
the collaborative process itself (e.g., relationship building), and from the deliverable 
(e.g., reaching out to a bigger portion of residents). An actor can also perceive risks 
(e.g., accountability to another actor) and costs (e.g., resources) associated with 
another actor’s value proposition. Combined with adapted i* models, these analysis 
tables can support the design of service engagements that will be perceived as  
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beneficial by all actors involved. Indeed, data from the case study show that partici-
pants – both from the provider and client side – already think in terms of identified 
mechanisms when setting up and managing their relationships. For example, they 
both actively identify benefits that they may gain from collaborating with others, and 
try to infer benefits that others may perceive as beneficial so as to develop desirable 
value propositions. However, they do not do so comprehensively or systematically. 

Table 1. Analysis table of an actor’s willingness to commit to a service engagement (partial) 

Commitment: Develop virtual event 
Actor: City department 
1 Analysis of the impact of others’ VP 
Value 
proposi-
tion (VP) 

From Perceived 
benefits 
from col-
laboration 

Perceived 
benefits 
from 
delivera-
ble 

Perceived 
risks of 
collabora-
tion 

Perceived 
risks of 
delivera-
ble 

Overall 
risk as 
benefi-
ciary  

Overall 
benefit  
as benefi-
ciary 

Develop 
virtual 
world 
assets  

Uni-
versity 
team 

Develop 
relation-
ships for 
future pro-
jects  
 
 

Promote 
City ser-
vices to 
more 
residents  

Failed 
event if 
University 
team does 
not deliver 
as promised 
– mitigated 
by pilot 
status of 
event 

Negative 
percep-
tion or 
disinterest 
from 
residents 

Medium High 

For example, students wanted a greater involvement in the social media dimension 
of the event, which would have involved the production of non-moderated content 
about the city. Thus, this tentative value proposition - developing social media content 
for the virtual event - was perceived as a risk rather than as a benefit by the City. Us-
ing our modeling technique may have helped to identify what students’ desire meant 
in terms of value propositions, and find alternative ways to meet students’ perceived 
benefits (getting real-life experience in social media marketing) in ways that were 
positive for the city. This technique would thus provide actors engaged in KIBS rela-
tionships, in particular providers, with a means to think systematically about the key 
dimensions of new service engagements and improve chances of successful outcomes 
for all parties.  

The modeling technique presented in this paper accounts for why actors engage in 
service relationships and how they evaluate the value of a service engagement. It also 
focuses on the relational level of service engagements by illustrating the networks that 
are created through actors’ need or desire to access others’ resources, including know-
ledge. This contrasts with current service-specific modeling techniques such as Ser-
vice Blueprinting [5], which focus on sequential activities within service transactions 
between a provider and client. These techniques thus support the design of service 
activities, but are unable to link those to actors’ motivations for engaging in them. 
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6 Conclusion 

We have shown that a Design Science Research methodology can lead to the devel-
opment of design artifacts that are grounded in empirical data. Specifically, we have 
identified key mechanisms of collaborative value creation in knowledge-intensive 
business services (KIBS) through the study of a real-live case of KIBS engagement. 
We have then proposed a design framework for KIBS engagements, composed of 
questions that emerge from the understanding of what fosters collaborative value 
cocreation this domain. We finally proposed a modeling technique able to express 
both key mechanisms of collaborative value creation and help answer design-oriented 
questions from the design framework. Specifically, the modeling technique is derived 
from i*, an agent-oriented modeling language [4], and value network analysis [21], a 
technique which provides analytical tables able to help determine actors’ willingness 
to commit to a service engagement. This modeling technique can complement 
process-based design approaches focusing on the activities involved in the service 
process, but that are unable to link these activities to the expected benefits pursued by 
collaborating actors. 

This paper outlines the first steps in better supporting the design of service en-
gagements, in particular those found in the domain of knowledge-intensive business 
services. The results presented in this paper are limited to one case and will be streng-
thened and refined through a second case within the same sub-domain of academic 
research and development services. The second case will concern a service engage-
ment between a research group in a different type of academic institution and a for-
profit client. The difference in context will ensure that identified mechanisms of value 
cocreation are not limited to a particular situation or organizational culture. Results 
from the second case study will also help to refine our design framework and model-
ing technique. The modeling technique will then be validated through its application 
to a third case.  
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Abstract. The importance of maturity models and business process manage-
ment (BPM) is already recognized, resulting in many business process maturity 
models (BPMMs) to progress in BPM. Nonetheless, practitioners have no over-
view of existing BPMMs and their differences, which makes an informed 
choice difficult. Choosing the right model is, however, important, as our pre-
vious research indicated a great diversity of BPMMs. Therefore, we will design 
a decision tool that organizations can use to select a BPMM that best fits their 
needs. The current article introduces possible decision criteria for the tool. Fur-
thermore, the methodology and the conceptual model are discussed. It is argued 
that the final decision tool can be extended with additional criteria and BPMMs, 
and translated towards other (maturity) models. 

Keywords: business process maturity, design research, decision tool, decision 
table, consensus-seeking decision-making, Delphi method, multi-criteria deci-
sion-making, Analytical Hierarchy Process. 

1 Introduction 

As from the 1970s, maturity models are recognized as important tools for organiza-
tions to progress. Meanwhile, a great amount of maturity models have been designed 
for different domains, also for managing business processes, e.g. CMMI [1]. In order 
to improve their design, maturity models are an upcoming research topic within the 
design-science paradigm [2,3]. 

Figure 1 introduces the conceptualization of a business process maturity model 
(BPMM) for this study. A BPMM assesses (AS-IS) and improves (TO-BE) business 
process maturity. The latter is a collection of capabilities, i.e. abilities or competences, 
which are needed for a business process to perform excellently. Maturity levels  
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indicate the overall growth through all capabilities, whereas capability levels indicate 
the growth per capability. The business process may consist of several sub processes, 
and defines how an organization operates. For cross-departmental processes, the or-
ganization is one legal entity. However, for cross-organizational processes, the organ-
ization is a business network of multiple legal entities [1]. 

 
Fig. 1. The conceptual model of a BPMM (limited version) 

Nevertheless, the current BPMM proliferation [1] raises questions about the sub-
stantial differences between BPMMs. To our knowledge, the BPMM literature is 
mainly restricted to the design of particular BPMMs, e.g. [4]. Some comparative 
overviews have been made, albeit without a comprehensive study on a large number 
of BPMMs [5]. Consequently, organizations have an incomplete state of knowledge 
on how to select a BPMM that best fits their organizational needs. Besides confusion, 
information asymmetry makes a rational BPMM choice difficult [6,7]. Moreover, it 
contradicts rational decision-making theories, such as the multi-attribute utility theory 
which assumes that decision-makers use relevant criteria to choose a model out of a 
set of alternatives in order to maximize utility, i.e. value [8]. 

As examining how an organization must choose a BPMM is paramount, our re-
search question is: 

RQ. Which criteria help organizations choose a business process maturity model? 

The next section motivates how this research question belongs to the design-science 
paradigm. Section 3 elaborates on the methodology. Preliminary results are discussed 
in section 4, followed by limitations and future research. Finally, we summarize the 
findings. 
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2 Linking Our Research to the Design-Science Paradigm 

Our research is situated in the design-science paradigm by building and testing a 
BPMM decision tool to solve the incomplete state of knowledge on BPMM selection. 
This tool will be of practical use for managers wishing to progress towards business 
(process) excellence, and therefore want to choose the BPMM that best fits their spe-
cific context. Challenges grow even manifold given the huge number of BPMMs that 
are around these days. It thus concerns an applied design research which is (1) rele-
vant for solving a real-world problem within the business or process-oriented com-
munity, but also (2) rigorous by applying principles from the design-science para-
digm. Particularly, we will apply: (1) the information systems (IS) design research 
cycle and guidelines of Hevner et al. [9], (2) the artefact types of March and Smith 
[10], and (3) the design theory components of Walls et al. [11]. 

With tool, we primarily mean the design product, i.e. to be of practical use for 
managers, rather than the design process, i.e. the methodology. Nonetheless, some 
authors agree that also an applied design research must build and test theories [9,11]. 
As such, we also intend to develop a corresponding methodology. Table 1 illustrates 
how our study can build a design theory related to a BPMM decision tool. 

Table 1. Applying the design theory components of Walls et al. [11] 

1. Design product 
1.1 Meta-
requirements 

• Utility. The decision tool should enable an informed BPMM 
choice, which fits the organizational needs. 

• Effectiveness. The decision tool should be based on a limited set 
of the most relevant decision criteria. 

• Efficiency. The decision tool should be easy to use, within a 
limited timeframe. 

• Quality. The output must be clearly and briefly summarized. 
1.2 Meta-
design 

• Conceptual model of the BPMM decision tool (constructs) 
• Overview of decision criteria and their weightings (model) 
• Questionnaire (model) 
• Decision table (method) 
• Decision tool (instantiation) 

1.3 Kernel 
theories 

• Theory of bounded rationality [7] 
• Theory of information symmetry [6] 
• Theory of managerial work [12] 

1.4 Testable 
design  
product 
hypotheses 

• Utility. Organizations are more satisfied with the chosen BPMM 
if the decision tool is used. 

• Effectiveness. For each use, the decision tool results in at least 
one BPMM. If more BPMMs are obtained, additional informa-
tion is given to support final decision-making. 

• Efficiency. Organizations using the decision tool are satisfied 
with the time spent. 

• Quality. Organizations using the decision tool are satisfied with 
the presentation of the output. 
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Table 1. (continued) 

2. Design process 
2.1 Design 
method 

• Content analysis of existing BPMM design documents 
• Consensus-seeking decision-making (i.e. Delphi method) 
• Multi-criteria decision-making (i.e. AHP method) 
• Decision table design 

2.2 Kernel 
theories 

• Multi-attribute utility theory [8] 
• Theory of collaboration [13] 

2.3 Testable 
design 
process 
hypotheses 

• Delphi experts are satisfied with the decision criteria and their 
weightings. 

• Organizations using the decision tool are satisfied with the deci-
sion criteria, their question formulation, and their weightings. 

• The design evaluation guidelines of Hevner et al. [9] are met. 

March and Smith [10] distinguish four IS artefact types that are commonly accepted 
in IS research [9]: (1) construct, (2) model, (3) method, and (4) instantiation. Translated 
to our research, the constructs of the decision tool are visualized in Figure 2. 
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Fig. 2. The conceptual model of the BPMM decision tool 

The final decision tool will be based on a set of relevant decision criteria with cor-
responding options, a priori identified by subject matter experts through consensus-
seeking decision-making. The experts will also weigh the criteria and options through 
multi-criteria decision-making. These relative weightings will allow evaluating exist-
ing BPMMs with a final score, and will determine the sequence in which decision 
criteria are presented in the tool. Regarding this presentation, the decision criteria and 
options will be translated into questions and answer options. Hence, organizations 
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interested in BPMM selection, will answer a questionnaire, i.e. a mandatory set of 
questions, and the tool will present BPMMs that best fit their needs. 

Two models will be designed: (1) an overview of the final decision criteria and op-
tions, including their relative importance as weightings, and (2) a questionnaire. A 
decision table will be designed as a method, based on the overview, to process the 
questionnaire. It will explain how answers suggest a BPMM choice. Finally, the in-
stantiation will be the physical implementation into a working tool that organisations 
can practically use to choose a BPMM. 

After designing a proof-of-concept, the number of BPMMs to be evaluated and se-
lected can increase without repeating the identification and weighing of criteria. Simi-
larly, the methodology remains applicable when updating the tool with new criteria. 
Furthermore, by replacing the upper construct by another model type, the conceptual 
model becomes transferable to other domains. Also the methodology can be easily 
generalized (section 3). 

3 Methodology 

3.1 Initial List of Decision Criteria 

In 2010, we collected a sample of 69 BPMMs (i.e. 37 generic and 32 domain-specific 
models). After a positivist text analysis of their design documents [14], 20 initial cri-
teria were identified by the researchers. 4 additional criteria were obtained from feed-
back on the EIS2011 conference (http://www.st.ewi.tudelft.nl/~hidders/eis2011/  
doku.php/home) and a pilot study with other BPM scholars within our faculty. A 
comparative study of the collected BPMMs based on the initial decision criteria will 
be the subject of another paper. 

3.2 Identifying Decision Criteria by Consensus-Seeking Decision-Making (i.e. 
Delphi) 

To obtain a more objective (i.e. inter-subjective) set of decision criteria, we consulted 
independent subject matter experts in an international Delphi study. A Delphi study is 
an established consensus-seeking decision-making method using ‘a series of sequen-
tial questionnaires or rounds, interspersed by controlled feedback, that seek to gain 
the most reliable consensus of opinion of an expert panel’ [15,p.458]. 

We have chosen for a Delphi study as its iterative approach enhances validity, 
compared to a single questionnaire. Furthermore, according to Van De Ven and Del-
becq [16], it generally results in a higher quantity and quality of ideas than other 
group decision-making methods. The experts are also anonymous, which minimizes 
group pressures [13]. Moreover, a Delphi study is widely used for exploring ideas and 
structuring group communication on framework development and rating. Delphi  
examples are also present in IS research in general [17], and business processes in 
particular [4]. 
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In November 2011, the Delphi study started with 22 BPM experts, i.e. 11 academ-
ics and 11 practitioners, each from five different continents. The academics had cred-
ible BPM(M) publications in academic journals, and the practitioners designed a 
BPMM, applied BPM(M), or were interested in BPMM selection. The selection pro-
cedure conforms to [17], introducing different backgrounds to minimize bias [13]. 
Nevertheless, the initial criteria allowed orienting all experts to the study by providing 
common ground. Table 2 summarizes the Delphi rounds. 

Table 2. The use of the Delphi method 

Round Input of the codification panel Output of the expert panel 
1 Phase 1: brainstorming 

• Propose initial list of criteria 
• Request missing criteria 

• Per initial criterion: 
─ rate its importance 
─ give open comments 

• For all criteria: 
─ rate overall importance 
─ give open comments 

• Propose missing criteria 

2-3 Phase 2: narrowing down 

• Consolidate criteria 

• Per criterion: 
─ rate its importance 
─ give open comments 

• For all criteria: 
─ rate overall importance 
─ give open comments 

4 Phase 3: weighing 

• Determine final criteria 
• Request weightings 

• For all criteria: 
─ rate overall importance 
─ give open comments 

• Weigh criteria and options 

Consensus conditions were a priori defined for a 7-point Likert scale, based on 
measures of location (i.e. frequencies) and spread (i.e. interquartile range) [18]: (1) 
50% of the experts must agree on the two most extreme scores (i.e. either 1-2 or 6-7), 
(2) 75% must agree on the three most extreme scores (i.e. either 1-2-3 or 5-6-7), (3) 
the interquartile range must be 1.50 or less, and (4) no opposite extreme score given 
by any expert (i.e. either 7 for the first case or 1 for the second). 

At the time of this writing, the Delphi study was in its second round. Per round, the 
responses are anonymously analyzed by the researchers and an independent coder. 
This codification panel will stop iterating when the consensus conditions are met, or 
when results become repetitive. Hence, a Delphi study typically takes three to four 
rounds [4,18]. 
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3.3 Weighing Decision Criteria by Multi-criteria Decision-Making (i.e. AHP) 

In the final Delphi round, the experts will weigh the decision criteria that reach con-
sensus, including the options. We recall that the resulting weightings will be used to 
determine the sequence of criteria within the decision tool, but also to evaluate exist-
ing BPMMs. The latter ultimately allows a critical view on the many BPMMs. More-
over, BPMMs with the lowest evaluation scores could be omitted beforehand to guar-
antee the quality of the decision tool’s output. Given this purpose, weighing implies 
eliciting which criteria and options are more important, but also how much more, i.e. 
their relative importance. 

Three commonly used ranking methods within Delphi studies are [19]: (1) simple 
ranking (e.g. item A > item B), (2) scale rating, as used in the previous Delphi rounds 
(e.g. item A = 6/7 and item B = 3/7), and (3) pairwise comparisons (e.g. item A is 
three times more important than item B). Only the third method calculates relative 
importance, albeit time-consumingly. Hence, the final round will use multi-criteria 
decision making without consensus-seeking, particularly by the Analytical Hierarchy 
Process [20]. AHP is a distinghuised method that calculates weightings based on 
pairwise comparisons and normalised principal Eigen vectors. Besides a thorough 
calculation procedure, AHP guarantees the quality of weightings by measuring a 
consistency ratio per expert judgement. Hence, only consistent judgements are taken 
into account (CR≤0.1) [20]. Furthermore, AHP has been widely used for three dec-
ades, also within Delphi studies. Therefore, it has overcome the initial validation con-
cerns of new methods, compared to other multi-criteria decision-making methods [8]. 

3.4 Decision Table and Questionnaire 

If possible, the final decision table will be designed with the PROLOGA decision table 
tool [21]. PROLOGA also supports the conversion into an automated questionnaire. 

4 Preliminary Results 

In the first round, 24 criteria were introduced: (1) number of assessed organizations, 
(2) lead assessor, (3) certification, (4) benchmarking, (5) number of assessors, (6) 
functional role of respondents, (7) business versus IT respondents, (8) data collection 
technique, (9) number of assessment items, (10) assessment duration, (11) rating 
scale, (12) capabilities, (13) number of business processes, (14) type of business 
processes, (15) architecture type (i.e. staged with maturity levels or continuous with 
capability levels), (16) number of lifecycle levels (i.e. maturity levels or capability 
levels), (17) level calculation, (18) level representation, (19) labeling of levels, (20) 
external view of levels, (21) architecture details (i.e. with descriptive or prescriptive 
improvements), (22) creation methodology, (23) validation methodology, and (24) the 
direct costs to access and use the BPMM. 

Two missing criteria were proposed by the experts: (1) the purpose for which the 
BPMM is intended to be used, i.e. it combines the initial criteria of ‘benchmarking’ 
and ‘certification’, and (2) whether the assessment items are publicly available. 
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All these criteria to be considered in the Delphi study are BPMM characteristics, and 
thus, inherently fit into the BPMM conceptual model of section 1. Conform to [1], Fig-
ure 3 visualizes that a BPMM is used by assessors, and consists of an assessment me-
thod (i.e. to rate the current level and identify a gap with the desired level), and an im-
provement method (i.e. a road map to evolve from the current to the desired level). 
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Fig. 3. The conceptual model of a BPMM (extended version) 

5 Research Limitations and Future Research 

This article concerns a work-in-progress, which is its most important limitation. When 
the Delphi study is finalised, the decision criteria with consensus and their options 
will be used to build a proof-of-concept of the decision tool. 
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1. The evaluation scores of collected BPMMs will be calculated, according to the ob-
tained weightings. BPMMs with the lowest scores might be omitted. 

2. The criteria and options will be translated into a questionnaire, and pilot tested. 
3. The questionnaire will be coupled to a decision table, which comprises a mapping 

to the BPMM sample. By answering the questionnaire, the decision table will sys-
tematically navigate to the BPMMs that best fit the given answers. 

4. Both the questionnaire and the decision table will be automated in a proof-of-
concept. 

5. This proof-of-concept will be tested in case studies. Managers, wishing to start 
with a BPMM, will be asked to evaluate both the tool and its output, i.e. by rating 
their satisfaction with the decision criteria and with the proposed BPMM selection. 

Furthermore, we present some methodological limitations. First, the study relied on 
the knowledge of a small, non-random sample of experts. Hence, careful attention 
was given to expert selection and defining strict consensus conditions. Secondly, the 
absence of personal communication between experts and coders might cause an inter-
pretation bias. Therefore, the responses were analyzed by multiple coders, and the 
experts received a feedback report per round. Thirdly, the bias of prior research in-
volvement was addressed by Likert scales, and a coder from another university. Final-
ly, initial criteria might bias the first round, but experts could give open comments at 
any time and propose an unlimited list of missing criteria. 

6 Conclusions 

Business process maturity has received a lot of attention in the literature, but mainly 
as individual BPMM designs. Our research tries to fill this gap by building and testing 
a BPMM decision tool, conform to the design-science paradigm. Criteria for the tool 
are elicited based on decision-making methods and a sample of 69 BPMMs. Indeed, 
organizations wishing to start improving business process maturity must first choose a 
BPMM out of a wide array. Frequently, such organizations are not aware of the sub-
stantial BPMM differences. Therefore, the decision tool will support their choice. 
Besides practical relevance, our study contributes to the literature by gaining insights 
in BPMMs. Since BPMM aspects do not fundamentally differ from other maturity 
models, our BPMM conceptual model can be a basis for other maturity models with 
minor changes. The conceptual model of the decision tool and its methodology are 
even more generic and allow theory building on decision tools. 
 
Acknowledgements. We truly thank the independent coder and the expert panel for 
their continuing participation throughout the different Delphi rounds. 
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Abstract. Enterprise Resource Planning (ERP) Systems are notori-
ously difficult for users to operate. We present a framework that consists
of a data model and algorithms that serve as a foundation for implement-
ing design principles presented in an earlier paper for improving ERP
usability. The framework addresses the need for providing user, task and
process context of each system-user interaction. It is intended to form
an integral part of the system’s data model, which can be queried in real
time to produce the information required for a variety of user interface
enhancements. We have implemented the framework within an ERP pro-
totype and used it in a laboratory emulation of ERP usage. Using the log
data from this laboratory emulation, we present examples demonstrat-
ing how the framework meets its design goal of providing contextual and
historical information.

Keywords: Usability, human-computer collaboration, enterprise sys-
tems, ERP, human-computer interaction.

1 Introduction and Motivation

Enterprise Resource Planning (ERP) systems integrate data and information
flow from throughout the organization. Companies rely on them for standardiz-
ing their processes around best practices. Rather than the system conforming to
the way a particular company does business, the company must conform to the
system-prescribed approach in order to reap the maximum benefit. Representing
industry-wide rather than company-specific practices places a heavy burden on
the user, who must undergo extensive training to learn how to perform particular
tasks with the system. Users typically memorize how to do those tasks, as the un-
derlying processes are hidden behind very complex interfaces and little guidance
or support is provided by the system. The poor usability of ERP systems has
been noted in industry reports [16,22,15,17] and our own field studies [26,10], yet
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usability problems still abound. Considerable advances in research on human-
computer interaction [19] have also not resulted in significant improvements in
ERP system design.

The work presented here is part of a comprehensive research effort aimed
at achieving a breakthrough in the usability of enterprise systems by applying
the human-computer collaboration paradigm [25] to system design and evalu-
ation. This paradigm is grounded in theory of collaboration and requires that
the system act as a partner that supports its users in the increasingly complex
environments of modern applications [13]. To be a collaborative partner, the sys-
tem must do its part by sharing information and adjusting its behaviors based
on its knowledge and awareness of the user, the context of the interaction, and
its own functionality. (Note that this is different from Computer-Supported Co-
operative Work (CSCW), which is concerned with computing technology that
supports human collaboration).

In previous work [7], we derived four design principles based on system-user
collaboration for addressing the usability issues identified in our field studies. In
this paper, we present a representational framework and algorithms that serve as
a foundation for implementing these principles. In validating our approach, we
focus here on two of these principles, which are referred to as Design Principle
2 (DP2) and Design Principle 4 (DP4). DP2 concerns providing context- and
user-appropriate navigational and progress guidance to the user. DP4 focuses
on improving access to data and actions that are most likely to be relevant and
useful. The other two principles, which involve mechanisms for customization
and error handling, are also supported by our framework and are topics of on-
going research that is beyond the scope of this paper.

Our framework specifies a model that represents the system’s task structure,
interface components, and usage log of all user-system interactions. It has been
specifically designed to enable the system to make effective use of usage histories
during system-user interactions. This model, which we refer to as the Task-
Interface-Log, or TIL, model, provides the requisite information for supporting
the design principles by explicitly associating low-level user inputs with higher-
order processes. Our approach is further distinguished by its use of logged data
in support of system-user interactions in real time, as opposed to the off-line
processing of logged data for process mining and discovery purposes [2,23], which
is the more common focus of research involving usage logs in the enterprise
system domain.

We have implemented the TIL model in SQL and embedded it in an ERP
prototype. To evaluate the capabilities of both the TIL model and the algo-
rithms for supporting the design principles, we conducted an emulation of the
use of ERP systems in a laboratory setting. The usage data collected from this
emulation was used to validate our approach.

The next section of this paper presents related work. This is followed by de-
scriptions of the design principles. We then present our representational frame-
work and examples that illustrate the framework’s utility using empirical data.
We conclude with a discussion and directions for future work.
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2 Related Work

Usage data has been used extensively for extending the functionality of au-
tomated tutoring, recommender, and adaptive hypermedia applications (e.g.
[21,9]). Jameson [20] provides a review of interfaces that adapt their behav-
iors in order to better meet the needs of the user. In these applications, the
possible set of actions that a user can perform is typically well-defined, and the
emphasis is on modeling the user in order to provide suitable recommendations,
guidance, and support.

The ability to reason from usage logs for supporting users in real time within
the context of complex enterprise systems is far less commonplace. Günther et
al. [14] describe how event logs are recorded at very low levels of abstraction,
making them difficult to relate to activities within a process. As noted by Ivory
and Hearst [18], keystroke data is easy to record but difficult to interpret. Our
framework overcomes this hurdle by associating interface components with both
contextual information and usage histories, making it possible to analyze and
utilize data ranging from the keystroke level to the task level, from a single user
to multiple users.

While ERP users are constrained by the business logic of the system, there
are no strictly enforced process models. Rozinat and Aalst [23] have shown that
activities followed in completing a process, as mined from ERP system logs
and other administrative systems, often deviate from the prescribed process. A
variety of algorithms and techniques exist for constructing process models from
low-level events in a usage log [2]. Investigating system usage by applying such
techniques for deriving workflow models that can then be analyzed off-line is the
focus of much of the work in this area (see, for example, [4,5,11,6]).

Our own interest lies in developing design models that enable a system to
provide dynamic guidance and support to users based on process sequences cor-
responding to actual organizational practices, which is the subject of far less
research. Aalst et al. [3] describe an application that focuses on processes that
have not yet completed for checking on conformance, estimating completion
times, and making recommendations on steps for minimizing overall flow times.
Schnonenberg et al. [24] propose a recommendation service that guides users
by giving recommendation on possible next steps based on past process exe-
cutions. It has been implemented in ProM [4], an open-source process mining
framework for implementing process mining tools. A partial case from the user
who is seeking guidance, consisting of a sequence of performed steps, is sent to
to the recommendation service. The case is then compared to the log, and a
recommendation is generated.

The above works are all based on discovering processes from usage log ac-
tivity traces that are contained within the time period between the predefined
starting and ending activities. This approach is complicated by the noise that
comes from the non-process related tasks that are commonly interleaved with
the process-related ones within the identified time period. Aalst [1] notes that
there are several shortcomings to existing algorithms due to processes being
highly concurrent and the existence of complex dependencies between activities.
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In our framework, we avoid many of the challenges inherent in mining-based
approaches because our model contains the specification of tasks included in the
process. Our approach is distinguished by the ability to automatically and ac-
curately identify process instances based on log records, by virtue of the direct
representation of tasks, processes and the flow of domain objects in the TIL
model.

3 Design Principles

Given the integrated nature of ERP systems and the complexity of their design,
approaches that specify isolated patches for addressing particular issues will not
succeed in improving overall system usability. Rather, a systematic approach
for evaluating and addressing usability issues is required. Our field studies of
ERP system users revealed common categories of usability issues that can be
explained as examples of non-collaborative behavior between the system and
its users. We applied collaboration theory [8,13] as the unifying perspective for
viewing human-computer interactions in deriving our design principles [7], which
are presented in figure 1. What we refer to throughout this paper as processes
are referred to as transactions in these principles.

 

 

 

 

Fig. 1. Design principles for greater ERP usability
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DP1 grew out of reported instances of users needing to undergo a lengthy
process, characterized by some as “brutal” and “intimidating,” of learning the
language of the system and adapting to its practices. DP2 arose from the diffi-
culties users face in understanding the process flow and navigating the system,
with little support on how to proceed or what progress has been made. DP1 and
DP2 are meant to address the failure of the system to be a good collaborative
partner by communicating its knowledge concerning the steps that need to be
taken, the means for performing them, and the progress made toward achieving
the goal.

Numerous reports by users of their inability to determine the cause of an error,
decipher error messages, or figure out how to address the problem led to the
statement of DP3. In such cases, the system is failing to help a partner in need.
Lastly, DP4 grew out of observed and reported cases of the system presenting all
possible choices, even those that will not work in the current situation, in search
interfaces, lists, etc., and failing to take the user’s previous entries and actions
into account. In these cases, the system has not provided appropriate support to
assist the user in daily operations.

The framework presented in this paper provides the information needed for
supporting all four principles. We have limited our validating examples in the
next section to two of these, DP2 and DP4, due to space limitations. Examples
related to DP1 and DP3 will be presented in future work.

4 Representational Framework

In this section, we present the representational framework that we developed
to support implementation of the design principles. The design goals behind
this framework originated from the requirements on the system’s awareness of
historical and contextual data, as necessitated by the design principles:

1. to represent the system’s task and interface structure in a way that enables
reasoning about their relationship to each other and to the ERP domain
data in the context of a business process,

2. to capture and store the history of each system-user interaction in a way
that enables a quick identification of the task and user context of all past
and on-going interactions, as well as recording the lower-level keyboard and
mouse input details, and

3. to make the knowledge included in the first two items accessible to the
system at run-time for supporting a variety of implementations of the design
principles.

The framework includes the Task-Interface-Log (TIL) data model, algorithms
for deriving process-related data, and input-aware components. The following
sections describe the model and algorithms. While the components have also
been implemented, they are not reviewed here.
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4.1 Overview of the TIL Modules: Task, Interface, Logging

At the core of our representational framework is the TIL data model for repre-
senting Tasks and their inclusion in business processes, the Interface components
that implement them, and usage Logs that store the details of system-user in-
teractions.

The Task module of the TIL model captures the description of tasks that the
system implements and their inclusion in business processes. The set of interface
pages associated with each task is described in the Interfacemodule. This module
also describes the composition of each interface page from user input controls,
such as input fields, buttons, and menus. The descriptions within the Task and
Interface modules are static, in that they do not change with use of the system,
with one exception that allows the system to be configured with business process
specifications as desired collections of tasks. The data within these two modules
is used to render interface pages, when the user invokes a task interface, and for
tracking the task and process context of each interaction.

The Logging module records user interactions with the system on two inter-
connected levels: the task level and the interface level. Logging on the task level
involves keeping track of task instances, i.e., the user’s engagement with the sys-
tem on a particular task. A task instance can extend over multiple user-sessions,
and the Logging module chronicles the execution of a task instance from the
beginning to the end.

The interface layer log stores the detailed key-press level information regarding
the user’s interactions with input controls within the task. To support usage data
capture, we have implemented and used a library of user input components that
record the interaction data. Taken together, the information contained within
these two layers of the Logging module enables a quick and complete reconstruc-
tion of a sequence of events as they occurred over time.

The records of organizational data, such as customers, vendors, and invoices,
are stored in the ERP system database, which we refer to as the Domain module.
We call Domain module entities domain objects and their corresponding tables
object types.

Definition 1. A domain object is a record from a table in the Domain module.
The domain object type, or simply object type, is the name of the table in the
Domain module storing the domain object.

All three modules of the TIL model are also related to the Domain module -
these relationships specify the flow of organizational data through the tasks.
In particular, each task description (Task module) includes a specification of
the type of organizational data object that the task produces, called the task’s
output object type. For example, the Add Material task produces a record in the
Material table; thus, it’s output type is Material. The references to the actual
objects (e.g. a concrete Material record) produced as a result of a specific task
instance are contained within the Logging module’s record of task instances.
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Along with the output object type for a task, the TIL model also includes
information on each task’s input object types. Each user input component de-
scription in the Interface module specifies the type of object that should be
entered in the field. Since each input component is associated with a task, the
TIL model enables the derivation of the set of input objects used in a task.

4.2 TIL Relations

This section introduces the details of the TIL model that are essential to the
algorithms and derivations that follow. Boldface is used to denote the names of
the relations, and italics is used for the attributes. The relations are defined over
standard SQL types, such as varchar, int and datetime. Please refer to figure 2
for descriptions of the attributes of each relation that we review below.

The Domain Module represents the ERP organizational data and is not part
of TIL, but TIL model relations reference the Domain module tables that store
a variety of domain objects. The User relation of the Domain module has a
special significance, because it is linked to all usage log related records. For
the sake of simplicity, we model the User relation as consisting of the single
identifier attribute UID. Other attributes describing the user’s relationship with
a particular organizational unit, role, or set of permissions within the system
could be added for greater richness of informational queries from the log data,
but such treatment of User is not included in this paper.

The Task Module consists of three relations: Task,Process and
ProcessTasks. The DTableOut attribute of the Task table refers to the task’s
output type which, as we defined in section 4.1, is the name of a table from the
Domain module that stores the output objects associated with that task. The
Process and ProcessTasks tables list the business processes and specify which
tasks are included in each process, respectively.

The Interface Module represents user interface components and their orga-
nization and relationship with the Task and Domain modules. Each Task is
associated with a set of distinct TaskPages which, in turn, consist of Groups
of InputControls.

The InputControl table describes interactive GUI elements such as buttons,
text fields, lists, and menu items. Input control records for text fields specify in
the DTable column the type of object that must be entered into the text field. For
example, a field designated for a customer number will have the DTable attribute
value equal to Customer, which is the table storing customer information in
the Domain module. The DTable column of input controls used for entering
non-domain object data, such as an order quantity or a delivery date, has no
value.

The Logging Module records the usage history and describes the relationships
between click-level and keyboard-level data, users, and tasks.
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Module Description

Domain User U User description UID User Identifier (PK)
others omitted

Task Task T Task description TID Task Identifier (PK)
Tname Task name
DTableOut Task output type(Domain table name)

Process PR Process Description PRID Process Identifier (PK)
PRName Process name

ProcessTasks PRT Tasks included in process PRID Process identifier
TID Task identifier
Opt Task optional or required status

Interface Task Page TP PID identifier
TID Task identifier

Group G GID Group Identifier
PID Task Page Identifier

Input Control IC User input component ICID Input Control Identifier (PK)
GID Group Identifier
DTable Input Object Type (Domain table name)

User Session SID Session Identifier (PK)
UID User Identifier
ts Time session started
te Time session ended

Task Instance TIID Task Instance Identifier (PK)
TID Task Identifier 
ts Start time of task instance 
te End (completion) time
OutPKVal Output object produced by the task instance
STIID Session Task Inst. Identifier (PK)
TIID Task Instance Identifier
SID Session Identifier 
ts Start time of session task instance
te End time of session task instance

Entry Field EF Input control instantiations EFID Entry Field Idenetifier (PK)
Input Control Identifier  

SID Session Identifier 
TIID Task Instance Identifier

User Entry UE UEID User entry record (PK)
EFID Entry Field Idenetifier 
ts Start time of user input (focus-in)
te End time of user input (focus-out)
Vs Value in field at the start time
Ve Value in field at the end time
E user input 

Timed user input per entry field

Task instance breakdown by user 
session

User session - continuous period 
between the time user logs in and 
out of the system.

Task instance  - an instantiation of 
a task, possibly spanning multiple 
user sessions between start and 
completion.

Session Task 
Instance

Relation and  Abbreviation Atributes and their  descriptions

Interface pages associated with 
each  task

Group of input controls on a page

Fig. 2. A summary of the essential components of the TIL model and the Domain
module

The UserSession relation represents periods of time during which the user
is continuously logged in to the system. It is used to relate each interaction to a
particular user.

The TaskInstance relation records instantiations of tasks. A new task in-
stance record is created each time the user opens a new task. The task instance
end time corresponds to the moment when the user either cancels the task in-
stance or completes it, in which case the output is saved in the Domain database.
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The identifier of the output object is stored in the outPKVal column of the Task
Instance record.

As the task instances can span multiple user sessions, the
SessionTaskInstance relation is used to record the task instance execution
times within different sessions.

Taken together, theUserSession,TaskInstance and SessionTaskInstance
relations specify the user and task context of system-user interactions. The de-
tailed log of system-user interactions within the task instances is stored within
the EntryField and UserEntry relations, described next.

The EntryField table represents the instantiations of input controls corre-
sponding to a specific task instance and user session. The ICID attribute refers
to the instantiated input control. SID and TIID are references to the session
and task instances, respectively, in which the entry field was created.

The UserEntry relation records the user input directed to the specified entry
field. The start and end times of the period when the entry field is in continuous
focus are defined by ts and te . Attributes Vs and Ve record the value in the
text field at the start and the end of that time period, while E denotes a string
recording the user’s input as a sequence of keystrokes or mouse events.

4.3 Task and Process Graphs and Algorithms

To provide context-aware guidance and navigational support for design principle
DP2 requires that the system be aware of the relationships between the tasks
and the input-output flow of objects between them. The TIL model specifies
the input and output types of tasks in a process and, during runtime, records
the actual domain objects that are instantiated. This information enables the
automatic determination of the relationships between task and task instances in
a chain comprising a business process. Figure 3 illustrates the types of task and
process-related information that we focus on in this section.

Task Graph. Figure 3(a) presents a fragment of a system task graph that can
be composed from descriptions contained within the Task and Interface modules.
The nodes correspond to tasks, and an arrow from one node to another designates
that the output of the source task may be used as an input to the target task.
For example, arrows from task a, Add Material, lead to tasks b, c, e, and f . This
is because these four tasks have Material as part of their input, which can be
established by querying the TIL model records on the input fields for these tasks.

The task graph is composed from the TIL model data using proceduresDInput
and DOutput, which stand for Domain Input and Domain Output and are de-
picted in figure 4. We use relational algebra operations [12] of natural join (∗),
projection (π), selection (σ) and renaming (ρ). We use the abbreviated names of
the TIL relations, as presented in the third column of figure 2. Uppercase letters
used here and throughout the paper denote relations, while the names of scalar
values and individual tuples begin with a lowercase letter.

Procedure DInput(paramTID) returns a set of domain input types of task
paramTID , i.e. the types of domain objects that can be entered as an input to
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Legend
a – Add Material
b – Add Purchase Requisition
c – Add Purchase Order
d – Add Goods Receipt
e – Edit Purchase Requisition
f – Edit Purchase Order
g – Add Vendor
h – Add Plant

– required task 

– optional task

(a) Fragment of a task graph (b) Process graph subgraph of the task graph
showing tasks of the Purchasing process.

(c) Sample Purchasing process instance
Subgraph of a task instance graph corresponding to
a sample process instance a1c1a2f1f2d1

c1
(user12)

Material, #74

f1
(user12)

PO, #47

a2
(user12)

Material, #80

a1
(user5)

f2
(user13)

PO , #47 PO, #47

d

d1
(user7)

GR,  #43

Fig. 3. Task, process and process instance graphs

task paramTID . (We refer to the tuples from our data model by their identifier
value, as described in the fifth column of figure 2.) DInput computes the result by
collecting the set of table names associated with all of the task’s input controls.
Procedure DOutput(paramTID) returns the value of the DTableOut attribute,
which specifies the output table for the task with identifier paramTID .

Definition 2. A task graph is a directed graph in which the set of nodes cor-
responds to the tasks, and a link from task a to task b is drawn if and only if
DOutput(a) ∈ DInput(b).

Process Graph. In our framework, the processes are specified as a set of tasks,
which must be related via their inputs and output. We define business processes
as being comprised of one or more required tasks and zero or more optional
tasks. Optional tasks are those that are not required by the system to complete
a process. Process compositions from tasks can be configured by organizations
to match their own practices.

Definition 3. A process is a set of tasks, which form a weakly connected sub-
graph in the task graph. Some steps in a process are designated as required, while
the rest are optional.
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Procedure DInput
Input: task id paramTID
Output: set of domain input types of task paramTID
1 R = πIC.DTable(σT.TID=paramTID(T ∗ TP ∗ G ∗ IC))
2 return: R

Procedure DOutput
Input: task id paramTID
Output: domain output types of task paramTID
1 return: πT.DTableOut(σT.TID=paramTID(T))

Fig. 4. Computing the domain input and output types of a task

Figure 3(b) demonstrates a part of the task graph corresponding to the Pur-
chasing process. Defining processes based on the natural flow of business objects
between tasks has a number of advantages for the purpose of providing user
guidance. For example, given a task, we can determine the tasks that precede
it and the tasks that may follow it by using just the data from the Task and
Interface modules. In comparison, data mining approaches have to rely on hav-
ing significant amounts of usage data to provide a similar kind of guidance. Our
approach also produces accurate descriptions of process and process instances,
whereas data mining algorithms are inherently affected by noise. Furthermore,
given the data in the Logging module, we can present the users with a full his-
tory of the process instance that they are working on, as shown later in this
section. An illustration of one such process instance derived from empirical data
that corresponds to the process in figure 3(b) is depicted in figure 3(c).

Definition 4. We say that task a precedes task b and that task b follows task a
in a given process p if a, b ∈ p and there is a path from a to b in the task graph.

In the multi-user environment of ERP systems, the precedence relationship be-
tween tasks does not necessarily correspond to the temporal order of the task
instances involved in a process. Instead, a precedes task b reflects that a is in-
volved in producing input to b, and, in turn, b is involved in handling the output
from a.

An algorithm that computes the set of tasks preceding a given task in a
specified process is depicted in figure 5. Procedure PrecedingTasks is a breadth-
first traversal of the process subgraph of the task graph starting from the given
task in the reverse direction of the arrows. The procedure starts from the given
task paramTID (step 2), identifying all of its input types (step 6) and adding
the tasks within the process that produce objects of those types to the set Θ1

(steps 7,8). The same process is performed for each task in Θ1 and so on until no
new tasks (i.e. tasks that are not already found in the union of all visited tasks
∪n−1
i=0 Θi) are discovered. The set of tasks following a given task is computed by

a similar traversal in the direction of the arrows.



Implementing Design Principles for Collaborative ERP Systems 99

Procedure PrecedingTasks
Input: task id paramTID , process id paramPRID
Output: set of tasks preceding task paramTID in process paramPRID
1 n = 0
2 Θ0 = {paramTID}
3 do
4 n = n + 1
5 for each taskTID ∈ Θn−1

6 InputTypeSet = DInput(taskTID)
7 for each objType ∈ InputTypeSet
8 Θn = Θn ∪ ProducerTasks(objType, paramPRID) − ∪n−1

i=0 Θi

9 while (Θn �= ∅)
10 return: ∪n

i=1Θi

Procedure ProducerTasks
Input: domain object type paramObjType, process id paramPRID
Output: task ids for task from process paramPRID outputting objects of type
paramObjType
1 return: πT.TID(σT.DOutputType=paramObjType∧PRT.PRID=paramPRID(T ∗ PRT))

Fig. 5. Computing the set of tasks preceding a given task in a specified process

Task Instance Graph and Process Instance Identification. The TIL
model also provides for an easy and noiseless reconstruction of process instances,
i.e. sets of task instances corresponding to a specified process, regardless of the
order in which they have been executed and the number of users involved.

We introduce below two auxiliary procedures, TIIn and TIOut, which stand
for Task Instance Input and Output, respectively. Shown in figure 6, these proce-
dures return the actual inputs and output objects of a given task instance. Both
are used in a process instance identification procedure, whose definition follows
in figure 7. The identification procedure is based on a domain object produced
as an output and can be best understood as a breadth first traversal of the task
instance graph.

Procedure TIIn(paramTIID) returns a list of (objectType, objectID) pairs for
those objects entered into the entry fields associated with paramTIID . To deter-
mine which object id was entered, a query selects the chronologically last value
of an entry field recorded in the UserEntry relation. To perform this selection,
steps 1-2 of the procedure compute the complete set of user entries into the en-
try fields associated with task instance paramTIID . Based on the timing of the
user entries, steps 3-4 produce the set of final values for each entry field, i.e. the
values that were actually submitted. From those final values and the description
of their domain type stored in the InputControl relation, step 5 composes a
set of (objectType, objectID) pairs, where objectID is the value entered in the
field, and objectType specifies its domain type.

TIOut(paramTIID) returns the output object type and id of the task instance
paramTIID from the Task and TaskInstance relations.
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Procedure TIIn
Input: task instance id paramTIID
Output: set of pairs (objectType, objectID) used as input to paramTIID
1 J = σTI.TIID=paramTIID(TI) ∗ EF ∗ IC ∗ UE
2 K = σIC.DTable!=null∧UE.Ve!=null(J)
3 L = ρLast(EFID,te )(EFIDFMAXte

(UE))
4 M = σUE.te=Last.te(K ∗ L)
5 R = ρTIIn(objectType,objectID)(πIC.DTable,UE.Ve(M))
6 return: R

Procedure TIOut
Input: task instance id paramTIID
Output: pair (objectType, objectID) describing the type and value of domain output
of paramTIID
1 return: πT.DTable,TI.OutPKV al(σTI.TIID=paramTIID(TI ∗ T))

Fig. 6. Procedures computing the input and output of a specified task instance

Definition 5. A task instance graph is a labeled directed graph in which the set
of nodes corresponds to the task instances, and a link from task instance a to
task instance b with label o = TIOut(a) is drawn whenever TIOut(a) ∈ TIIn(b)
and a.te < b.ts, where ts and te refer to the task instance start and end time.

The process instance information can be explored in a number of useful ways,
including:

1. identifying all complete or incomplete instances of a given process, or for a
given user,

2. given an object, such as a goods receipt, identifying all the task instances
within the process involved in creating that object, and

3. identifying all instances of a process that use a given object, such as a pur-
chase requisition, as their input.

As an illustration, figure 7 presents a procedure called ObjectHistory that deter-
mines, for a given process and a given domain object, the part of that process that
led to the current state of that object. The algorithm is a breadth-first traversal
of the task instance graph induced by the Logging module. The traversal is per-
formed in the reverse direction of the arrows, starting from the chronologically
latest task instance that has the given domain object as its output. The traver-
sal is complete when all task instances that are a part of the given process are
identified. The output of the procedure is a set of task instances that correspond
to the steps of the input process up to the point of the latest modification of the
input object.

Procedure Producer , shown in figure 7, is called by ObjectHistory and returns
the task instances corresponding to a given process paramPRID that have a
specified object as their output. Only task instances that ended before a specified
time are returned.
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Procedure ObjectHistory
Input: process PRID, domain table name objType, domain object identifier objID
Output: a set of task instances from TI that correspond to the process PRID and
precede the latest task instance outputting the object objID
1 TIs = Producer(objType, objID ,CurrentTime())
2 latestTime = FMAXte

(TIs)
3 Θ0 = πTIID(σTI.TIID∈TIs∧TI.te=latestTime(TI))
4 n = 0
5 while (Θn �= ∅)
6 n = n + 1
7 Θn = ∅
8 for each ti ∈ Θn−1

9 Υn = TIIn(ti)
10 for each tiinput ∈ Υn

11 Θn = Θn ∪ Producer(tiinput .objectType, tiinput .objectID , ti .te) − ∪n−1
i=1 Θi

12 end while
13 return: ∪n

i=1Θi

Procedure Producer
Input: process parPRID, domain table name objType, domain object identifier
objID , time value t
Output: a set of task instances from TI ending before or at t of tasks from process
PRID that outputted object objID of type objType
1 K = πTIID(σPRT.PRID=parPRID∧(objType,objID)∈TIOut(TI.TIID)∧TI.te<=t(TI ∗ T ∗ PRT))
2 return: K

Fig. 7. Determining the object’s history within a specified process

ObjectHistory(paramPRID , objType, objID) starts by calling Producer to ob-
tain all task instances that had the parameter object as their output. From that
set, steps 1-3 determine the task instance that ended most recently (we assume a
domain object cannot be edited simultaneously by different task instances). That
task instance, stored in Θ0, is the starting point of the traversal. The traversal
can be characterized as a series of computations of setsΘn, for n >= 1, comprised
of task instances adjacent to those in Θn−1 in the task instance graph, which
continues until no new task instances can be discovered. Only task instances
corresponding to the tasks in the specified process paramPRID are considered.
The procedure returns a set of all task instances discovered via the traversal.
This set contains all instances of the tasks from the given process linked via the
input-output chain that have the given object as their output.

The data model and algorithms presented in this section are used in the
illustrative examples presented in the next section.

5 Empirical Validation

To evaluate how the TIL framework meets its design goals and evaluate its
usefulness for supporting collaborative system-user interactions, we have built
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a prototype ERP system that utilizes the TIL model. We have conducted an
emulation of ERP usage in an organization using our prototype in a laboratory
setting. The emulation involved 15 users performing typical ERP tasks over a
period of 27 days, with overall logged usage time of a little under 12.5 hours.
There were 39 user sessions that resulted in 6,691 separate user entries. The
users accessed a total of 15 different task pages, which created approximately
450 different task instances.

We have tested all algorithms presented in the previous section on the usage
data collected during the emulation. Here, we present examples that demonstrate
the usefulness of our framework for supporting design principles DP2 and DP4
using the emulation data.

5.1 Example 1: Implementing Design Principle 2

Design principle 2 mandates that the user performing a business process be
assisted by having the system display navigational guidance through completed
and remaining tasks. This guidance should take into account the task and process
context. It is easy to see that the TIL representation and algorithms presented in
the previous section directly support derivations of context and process guidance
information.

Figure 8 shows a design of an interactive display visualizing the tasks that
precede and follow the user’s current task. This display was constructed from the
emulation data using the data and algorithms presented in the previous section.
It includes the Purchasing process task information and references to the task
instances related to the Add Purchase Order task instance.

Add Material

Add Purchase Requisition
Edit Purchase Requisition

Material #74 Nov 11, 17:11
Material #80 Dec 2, 10:57

Edit Purchase Order
Add Goods Receipt

Current task: Add Purchase Order PO #47 Dec 2, 10:59

Precede

Follow

PURCHASING process tasks Current process instance:
task instance outcome , date

Fig. 8. An interactive display showing a Precede/Follow list, providing quick access to
related tasks, objects and task chronology

The left side of the display in figure 8 specifies the tasks, separated into those
that can precede the current task and those that can follow it. As defined in
section 4.3, preceding tasks are those that are involved in producing the input
to the current task and are obtained by executing the PrecedingTasks procedure
(fig. 5), which derives the information from the Task and Interface modules of
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TIL. The Precede/Follow list highlights in boldface the tasks that are required
for the process. It also serves as a useful reminder of the tasks related by the
input-output flow and as a navigation tool: given that each task is associated
with its interface page specification, a task name can also link to the appropriate
task page.

The number of instantiations of each preceding task and the timing of each is
included in the instance-specific information on the right side of the interactive
display. The figure shows that the currently active task instance of Add Purchase
Order was preceded by two Add Material instances. The other two preceding
tasks are optional, and are not present in this process instance. This data is
produced using the algorithm presented in figure 7, which returns a list of task
instances within the process that are involved in producing the object created
by the current task. The data includes the objects created by each preceding
task instance and the date that the task instance was completed. Clicking on
the object description (e.g. Material #74) will display the object. The user can
also sort the list of preceding instances by the completion date to see the actual
chronology of the process instance.

5.2 Example 2: Implementing Design Principle 4

A core proposition of DP4 is that the system should make use of what it knows
about the user, the organization, the tasks, and the context to provide faster
access to more likely choices. Software systems often do make use of prior user
interactions for assisting with data entry. For example, in filling out a form on
the Web, the browser will typically display one or more values that the user had
previously entered to a field. With the knowledge represented by the TIL model,
the system can provide access to values previously entered by the current user as
well as by other users performing a particular task. The latter can be especially
helpful to users with limited usage histories of their own. The granularity of
usage data in our model also makes it possible to determine the users experience
at a detailed level, so that appropriate assistance can be offered not only to
users who are novices with the system overall, but also to those with limited
experience in a particular task or even with a particular component within a
task.

To demonstrate the type of information available to the system for use in
tailoring the support it offers on a task-by-task basis, table 1 contains data from
our laboratory study showing the users who submitted the Purchase Requisition
(PR) Enter Header and Defaults page during a two-day period, the number of
times they submitted, and the date of their most recent submission.

For those users with recent and frequent experience in submitting purchase
requisitions, default values based on prior entries are likely to be the most use-
ful. For someone with little or no experience, however, knowledge of the values
entered by other users performing the same task can be very helpful. Values
previously entered to a field can be sorted by frequency of entry, the most recent
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Table 1. Count of submissions and time stamp of most recent submission of PR Header
and Defaults page during a two-day period

date of entry, or any other useful property. Table 2(a) shows the values entered
by all users into the Plant field in the PR header and defaults page during a two-
week time period. The most frequently entered value during that time period
was 15, which was also the value entered most recently. This type of information
can be used in guiding a user with limited experience in filling out any form
within the system.

Table 2. (a) User-entered values during two-week period into Plant field in PR Header
and Defaults page; (b) Access counts for all input controls in the PR Header and
Defaults page

(a) (b)

DP4 also specifies that, if a choice of data or action is obvious, the system
should have the option of enacting it, with the user able to replace or cancel that
action. If a user almost always enters the same plant value in filling out a PR,
for example, then it would make sense for the system to enter that value for the
user. Similarly, if the user typically enters multiple PRs, as evidenced from the
log, then the system should let the user cycle through the PR process multiple
times, while also providing easy access to other frequently performed tasks.

The data captured to the usage log also provides insights into the practices
of the organization that can be used for assisting the user. As an example,
consider the fields that the organization requires users to fill in versus those
required by the ERP system. While the latter may (or may not) be marked
as required in the system, there is typically no discernible way for users to see
what fields must be entered in order to adhere to organizational practices; this
is because customization is costly and difficult to maintain when systems are
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upgraded. The system, however, does have knowledge of which fields are most
often completed, or left blank; which options are most typically selected, or
ignored, etc. Highlighting fields that are typically filled in can help improve the
users’ efficiency in filling out forms, particular those with which they have less
experience.

As an example, table 2(b) shows the number of times each of the input controls
in the PR header and defaults page were accessed. While storage location is not
a required field, it was the most frequently accessed field. Table 2(b) also shows
that none of the menu items were accessed from this page, as there were other
ways of navigating that were chosen instead. Because ERP systems are designed
to meet the needs of a vast array of users in varying industries, there will typically
be fields or options on every page that are not needed by particular groups
of users. The system can be designed to not include those components when
rendering the interface. In particular, the removal of fields that are never filled
in because they are not relevant to a particular organization’s practices can lessen
interface complexity and improve user efficiency. For other components, such as
the menu items in Table 2(b) and other navigational aids, it could be that the
user is just not aware of them but they could actually be beneficial (as evidenced
by another group of users making frequent use of them, for example). The system
could be designed to direct the user’s attention to hitherto unexplored options
based on its knowledge of overall system usage.

6 Conclusions and Future Work

We have presented a framework, consisting of the TIL data model and algo-
rithms, that was designed as a foundation for implementing design principles
for achieving greater ERP system usability. The framework was implemented
within an ERP prototype and tested using data obtained in a laboratory emu-
lation of ERP usage in an organization. The evaluation confirmed that the TIL
model meets its design goals of supporting context-aware system interactions by
enabling real-time querying of contextual and historical information in support
of the design principles from section 3.

The task and process specifications contained within the TIL model structure
alone (without the usage log data) make it possible to identify all of the tasks
that lead to the creation of a specific type of object and all of the subsequent
tasks in which that output can be used. The TIL model can also be exploited for
providing support to users by informing them, for example, of the flow of outputs
through the system leading to the task currently being worked on. Analysis of
the usage data within the TIL model provides the larger picture of the many
possible ways that users can complete processes with the system, which can be
applied to navigational support, guiding the user in input choices and actions,
and providing access to data and actions that are most likely to be useful.

A limitation of the presented framework is that tasks are described as hav-
ing only one output: while many ERP tasks can be characterized in this way,
there are some tasks that produce more than one object type. The model and
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algorithms can be extended to handle multiple output objects in a straightfor-
ward way.

Compared to the related work in workflow mining, which addresses some of
the same aspects of system behavior, our approach is both model- and log-data-
driven rather than being based solely on usage log data. This results in several
advantages, including accurate and complete process instance identification re-
gardless of the number of process instances in the log, and the ability to provide
user guidance that is based on the model of tasks, processes and object flow.

In this paper, we provided examples illustrating the utility of the framework
for implementing two of the four principles, DP2 and DP4. The framework also
provides a foundation for several aspects of the other two principles. Indeed, the
declarative description of tasks and related user interface components enables
the easy customization of the system’s vocabulary. The process descriptions in
the TIL model provide a mechanism for process customization, as required by
DP1. DP3 involves reasoning about errors, which is not addressed by the model
presented here, but the TIL model already contains components that are a nec-
essary part of error-related support of the user. In the future, we will extend
the framework to fully support all four design principles. We will also develop
proof-of-concept implementations of the kinds of interface features described in
section 5 and evaluate them in user studies.
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Abstract. In the effort to measure the business value and impact of Enterprise 
Architecture (EA), we need to adapt an appropriate form of information  
systems research in order to cope with the encountered challenges. For this  
purpose, we employed Design Science Research (DSR), a problem-driven ap-
proach to provide a solution represented as artifacts to provide the required  
utility to our stakeholders. The main contribution of this research is the detailed 
focus on how artifacts are actually conceived in an organizational context and 
the realization that   a complex environment demands for more than just one 
artifact. Therefore, we are in need of a flexible research methodology. The DSR 
in this case is conducted within a well-known information systems research 
framework and follows widely accepted principles and guidelines. We explain 
the business need that arose from the current business practices in the course of 
a case study and describe the flexible research methodology we pursue and how 
we intend to solve the problems we identified as current DSR approaches lack 
the necessary flexibility we were looking for in practice. This flexibility greatly 
improves the management of our project in the organizational environment in 
terms of planning and implementation. Furthermore, we outline the evolutio-
nary state of the artifacts during our adapted research process.  

Keywords: Design Science, Enterprise Architecture, Business Value  
Assessment. 

1 Introduction 

Conducting research in the field of information systems involves many challenges, 
especially when considered in the context of business and industry demands. We con-
stantly encounter problems which need to be solved or emerging business needs that 
have to be satisfied. For this purpose, we must follow a rigorous procedure to deliver 
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the adequate solution. As a means of achieving this, we have Design Science Re-
search (DSR) at our disposal which creates novel solutions that serve human purposes 
as contrasted by natural science that tries to understand reality. Hence, Design 
Science is the research of the artificial and produces different kinds of results such as 
constructs, models, methods and instantiations which are referred to as artifacts  
[1], [2]. In our case, we want to apply this kind of research to the field of Enterprise 
Architecture (EA) and more specifically to the way we measure and assess the busi-
ness value and impact of EA as perceived by different stakeholders. In collaboration 
with an industry partner, we identified the business need to facilitate a more  
sophisticated way of assessing EA in an organizational context. This calls for an ap-
propriate methodology of research and hence, the satisfaction of this business need 
shall be given by designing various artifacts. Consequently, this work is focused on 
artifacts in terms of development as well as the context in which they are intended to 
be applied and we therefore our research methodology is centered on the artifacts and 
we discuss the state of these throughout the research process. 

2 Design Science Application 

Despite many existing options to conduct IS research, we chose DSR since it de-
mands a rigorous identification of problems or business needs respectively. This 
course of action is of utmost importance since the design of the artifacts is dependent 
on the outcome of this analysis. Another reason for choosing DSR is that actual re-
search processes enriched with guidelines and principles exist in literature on which 
we can base our adapted research method. 

For designing our artifacts, we explore the academic knowledge base, an activity 
which results in a rigorous literature review. Due to the fact that our artifacts are 
created within an organizational context, we further capitalize on the knowledge base 
available within the company in addition to other forms of publications and best prac-
tices prevalent in industry. 

We will now describe our adapted IS research framework in the next section  
followed by the principles and guidelines that accompany this kind of research me-
thodology. 

2.1 Research Framework 

For our work, we employed the IS research framework proposed by [1]. As illustrated 
in Fig. 1, our environment consists of stakeholders, the strategy, processes and the 
current EA function within the company. Arising from this environment we can iden-
tify relevant problems or business needs. The IS Research itself is dominated by the 
employed research methodology for both artifacts and theories, i.e. design science and 
behavioral science are complementary approaches. We apply readily available know-
ledge from the knowledge base, such as the company’s IT frameworks and the em-
ployed maturity framework IT-CMF [3]. Furthermore, methodologies found in other 
disciplines such as Business Intelligence and Operations Research are examined and 
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adapted as required. The results of this research will enrich the practitioner environ-
ment as well as the knowledge base in terms of insight and added value. 

 
Fig. 1. Adapted DSR Framework (cf. [1]) 

2.2 Research Principles and Guidelines 

Research, as in many other disciplines, needs principles and guidelines. They ensure 
that the result of the contribution achieves a certain level of quality. As suggested in 
[4], we adopt the following principles when designing our artifacts. 

─ Abstraction: Each of our artifacts must solve a class of problems. 
─ Originality: Each of our artifacts must contribute to the knowledge base. 
─ Validation: Each of our artifacts must be justified. 
─ Benefit: Each of our artifacts must yield some kind of business value for the stake-

holders. 

In addition, we follow the seven guidelines proposed in [1]. These are summarized in 
Table 1 in context of our work. 

2.3 Research Methodology 

We employ the basic research methodology outlined in [4]. Although other metho-
dologies can be found in the literature, such as [5] and [6], we focus on four basic 
phases for our design science application although we consider these methodologies 
as sub-steps of our process. The main phases or activities respectively are Analysis, 
Design, Evaluation, and Diffusion. Each main phase consists of several sub-steps in 
which a particular deliverable is produced (cf. Fig. 2). This research process will be 
explained more detailed in the course of our case study in section ref. But before we 
go in to detail on the research process, we will describe the application domain and 
the organizational context in section 3.1. 
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Table 1. Design Science Research guidelines for our application 

Guideline Our Application 
Design as an Artifact We design a main construct which comprises further artifacts: a 

method, a model and another construct (cf. 3.2). 
  

Problem Relevance The problem relevance is shortly covered in the introduction and 
will be further detailed in section 3.2. Generally spoken, prob-
lems that are solved with a projected increase in business value 
are always relevant. 

  
Design Evaluation Since the artifacts will be implemented, the evaluation will take 

place in an organizational context. 
  

Research Contribution Our research contribution is centered on the designed artifacts 
and the corresponding environment and knowledge base. It clari-
fies the artifact creation at various stages of the research metho-
dology. 

  
Research Rigor For both the design and evaluation we utilize adequate methods 

to embrace the required research rigor. 
  

Design as a Search 
Process 

Since every step of our design process takes place in collabora-
tion with an industry partner, we satisfy the environmental needs 
and adhere to the environmental rules and regulations. Because 
of this collaboration, we have an extended knowledge base at our 
disposal, i.e. the means to conduct such a search process are 
diversified and meant to reach a designated end. 

  
Communication of 

Research 
Our work combines business and technological knowledge and 
therefore is presentable for both the management-oriented and 
the technology-oriented audiences. 
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Fig. 2. Used Research Methodology as a Process including deliverables 

3 Case Study 

For our case study, we employ our approach in an organizational context in order to 
evaluate and validate its practical utility. First, we shed light on the actual context 
which is the assessment of EA business value (EABV). 

3.1 Context: Enterprise Architecture and Business Value 

The discipline of Enterprise Architecture is meanwhile a core practice for large com-
panies within the IT Domain. Furthermore, the number of contributions from acade-
mia underlines the importance of EA as a relevant research topic. Another hint on 
how important the EA community views this topic is the myriad of available EA 
frameworks as the title of [7] suggests. Large companies, in particular, leverage the 
benefits of such frameworks in order to improve the effectiveness of their IT function 
and corresponding organizations. In many large companies, IT organizations are 
meant to undergo a transformation from cost centers to value centers which is where 
EA frameworks deliver means to accomplish this. While the value proposition of 
employing such frameworks may seem obvious, it is still not clear enough how to 
exactly measure and assess it in terms of business value and maturity [8]. 

Value Proposition 
The value propositions of EA are manifold. It is a means of generating business value, 
reducing complexity, improving business-IT alignment (BITA), reducing costs and so 
on. Generally spoken, it increases overall organizational performance and delivers 
business value to all stakeholders. The most important outcomes of successful EA 
adoption are classified by [9] as follows: 

• Reduced IT costs (operation and maintenance) 
• Increased IT responsiveness 
• Improved Risk Management 
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• Increased management satisfaction 
• Enhanced strategic business outcomes 

The problem now is that we do not automatically know how to measure the promised 
value. We will discuss EABV assessment in the next section. 

EABV Assessment 
Assessment of EABV is not a trivial task as there will always be a gap between real 
and perceived value with differences for every stakeholder group [10]. Little guidance 
on how to capture EABV and the difficulties of finding the adequate metrics for EA 
adds up to an ongoing struggle for EA practitioners and EA researchers alike [8]. This 
is why we find several contributions to address the difficulties of EA measurement in 
literature. In [11] an IT management assessment framework is presented while  in 
[12], a quantitative analysis at firm-level provides insight on outcomes and success 
factors of EA by means of employing a conceptual framework. The value from a 
model-driven analysis is subject of [13]. A classical approach from performance mea-
surement, the Balanced Scorecard, is applied to EA in [14]. The question which EA 
practices and techniques influence EA benefits is answered in [15]. 

When it comes to EA assessments, we differ between maturity assessments and EA 
performance measurement where the former evaluates the overall EA capability pe-
riodically while the latter is focused on the operational and organizational perfor-
mance which is measured continuously. Regarding our case study, our company con-
ducts EA maturity assessments with the IT Capability Maturity Framework (IT-CMF) 
[3] which itself is also a practical DSR application [16]. With our focus on continuous 
EA performance measurement, we want to align with the maturity assessment and 
provide a solution where both assessments complement each other in order to elabo-
rate the EABV. 

3.2 Applied Research Process 

Analysis 
During the first phase of our research process, we rigorously analyze the current state 
of the EA function and the relevant problems that come with it. As we outlined in 
section 2.2, we design our artifacts to be applicable to a class of problems adhering to 
the abstraction principle. A crucial part of the analysis is the identification of relevant 
problems existing in the environment by conducting surveys and expert interviews 
with our stakeholders in an exploratory manner. The summary of our problem analy-
sis is outlined in Table 2, Table 3, and Table 4.  

The first problem class is of the perception/definition type, i.e. what is EABV and 
how is it viewed by stakeholders. Then we have the visibility/transparency problems 
which arise from the fact that the EABV is not or just hardly to find and once found 
how to measure it. Finally, we deal with improvement/optimization problems. In our 
case this means how can we improve or optimize respectively the EA adoption, i.e. 
the acceptance and execution of the EA function, the EA collaboration between 
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stakeholders, EA Governance, EA decision making in terms of overall IT strategy, 
EA practices, EA maturity and Business-IT Alignment (BITA).  

If we now consider the environment, we can give a problem statement and/or the 
business need and provide the intended solution or IT artifact for it. Based on this 
analysis we can deliver a first solution proposal in form of four artifacts: EABV 
Framework (EABVFW), an EA Measurement Process (EAMP), an EA Balanced 
Scorecard (EABSC) and an EABV Model (EABVM). We will explain these in the 
following section where we commence with the design of these artifacts. 

To summarize, the analysis phase is divided into three steps (cf. Fig. 2). The first is 
the problem/business need identification where we generate a problem description 
document. Based on that description, we gather information within the environment 
and knowledge base and produce a findings summary which describes how to best 
address such kind of problem and what has been learned so far. We then compile a 
solutions proposal which needs to be advertised to get accepted for e.g. funding or 
management support. 

Table 2. Problem classes 

Problem Class Questions 

Perception/Definition Problem 
What is EABV?  
How is EABV viewed? 

  

Visibility/Transparency Problem 
Where can we find EABV?  
How can we measure EABV? 

  

Improvement/Optimization Problem 
How can we improve/optimize EA adoption, collabo-
ration, Governance, decision making, practices, ma-
turity and BITA? 

Table 3. Environmental perception and visibility problems and their solution 

Environment Problem/Business Need Solution/IT Artifact 
Stakeholders Definition of EABV, Perception of EABV EABVM 

   
Strategy Measurement of EABV EABSC 

   
Processes Scope of EABV, Tracking of EABV EABVFW, EABVM 

   
Current EA Measurement of EABV EABVFW, EAMP,  EABVM 

Design 
The main process phase of DSR is devoted to the design of artifacts because this is 
what DSR is all about, providing an artificially crafted solution to a problem in the  
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Table 4. Environmental improvement problems and their solution 

Environment Problem/Business Need Solution/IT Artifact 

Stakeholders 
Improvement of EABV, EA adoption, EA 

collaboration, and EA Governance 
EABVFW, EAMP 

   
Strategy Improvement of IT decision making EABSC 

   
Processes Improvement of BITA EABVFW 

   

Current EA 
Improvement of EA practices and EA 

maturity 
EABVFW, EAMP 

 
form of an construct, model, method, or instantiation. We already outlined our arti-
facts in the previous section as part of the solutions proposal. Now it’s time to take a 
closer look at these and what they intend to accomplish. The EA Business Value 
Framework (EABVFW) is the main artifact since it serves as overall solution to our 
business needs. Besides having the other three artifacts as components, it provides a 
repository and guidelines how to implement the solution as well as templates on how 
the EABV is reported. The EABVFW takes the current EA function, i.e. EA services 
and processes, stakeholder information (e.g. feedback), and strategic objectives as 
input, measures the performance and translates it into EABV which in turn serves as 
input for decision making in order to improve current practices by means of better 
informed strategic knowledge. In order to have a clear definition and scope of what 
EABV is and how it is generated, we need the EA Business Value Model (EABVM). 
We want to achieve a common understanding and consistency in measuring perfor-
mance and communicating EABV. This model also serves as means of making  
various entities such as metrics persistent in terms of implementation. The EA Mea-
surement Process (EAMP) is the way we conduct continuous EA performance mea-
surement. Therefore, we employ the process outlined in the ISO/IEC 15939:2007 
standard [17] which defines a measurement process with the purpose of collecting, 
analyzing, and reporting data related to a product or process within an organization in 
order to facilitate effective management as well as providing information about the 
quality of those. As a tool to assist decision makers we design an EA Balanced Score-
card (EABSC) based on the well-known performance measurement approach of [18]. 
It relies on different perspectives where appropriate measures monitor and track the 
performance of chosen strategic goals.  

Naturally, the objectives of our artifacts are to solve the problems and business 
needs that were identified earlier. These objectives are outlined in Table 5. We see 
that they are directly addressing the problem statements of the previous section which 
described our problem analysis. 
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Table 5. Artifact objectives 

Artifact Objectives 

EABVFW 
Improve EABV, EA adoption, EA collaboration, EA Governance, BITA, EA 
practices and EA maturity 

  

EAMP 
Improve EABV, EA adoption, EA collaboration, EA Governance, EA practices 
and EA maturity, find the EABV within the organizational context and represent 
it according to the value model 

  
EABSC Improve IT decision making, provide measuring of KPIs for various views 

  
EABVM Define integrated business value model for EA in an organization consistent way 

We now know what our artifacts should accomplish, but we need to be aware of 
the requirements that are attached to them. We differ between business, architectural, 
functional and non-functional requirements. These are summarized in Table 6. For 
more information about requirements, see [19]. 

Table 6. Artifact requirements 

Type Requirement Statements Artifacts 
Business Must be feasible. All 

 Must provide business value. All 
 Must support decision making. All 
   

Architectural Must fit in with the current EA function, tools and frame-
works. 

All 

 Must be flexible to cope with architectural changes. EABVFW, 
EAMP 

   
Functional Capture EABV in predefined output. EAMP 

 Provide deliverables at various stages. EAMP 
 Deliverables must be usable for strategic planning process. EAMP 
 Must be executable as a process. EAMP 
 Must be executable on-demand. EAMP 
   

Non-functional Deliverables must be reliable and accurate. EAMP 
 Execution must be ease-of-use. EAMP 
 Must be secure and compliant. EABVFW, 

EAMP 
 Must be scalable. EAMP 



 Applying DSR for Enterprise Architecture Business Value Assessments 117 

Summarizing the Design phase (cf. Fig. 2) we perceive that it is split into defining 
objectives, defining requirements and actual design steps. The latter leaves much 
freedom of choice on how to actually design the artifact. The first to steps produce an 
artifact specification as clear basis for the design, together with the solution proposal 
from the analysis phase. The last document generated in the design artifact step is the 
comprehensive artifact description or manual respectively. The actual design phase 
leaves much freedom on how to build and implement the artifacts. Hereby, the re-
searchers are able to exploit the knowledge base or even create new methodologies 
which themselves can be artifacts again. 

Evaluation 
In the Evaluation phase (cf. Fig. 2), the time has come to evaluate the artifacts. There-
fore, we need to undertake a small-scale demonstration of the artifact whether it is 
applicable for that kind of problem and we obtain some preliminary results. The more 
comprehensive large-scale test and evaluation over a certain period of time to validate 
the artifact comes next and generates an evaluation report. The evaluation of the arti-
facts will take place in an organizational context. From Evaluation, it might be neces-
sary to go back to the Analysis in case the report shows some flaws in the initial  
solution approach and the following design. 

Diffusion 
Diffusion marks the step of emitting the outcomes of the research process to different 
kinds of audiences through various channels by means of various media, usually in 
form of a publication (cf. Fig. 2). Actually, diffusion is considered the last step of this 
process, although diffusing results can be done at even earlier stages of a DSR 
project. The usual types of audiences are either management-oriented or technology-
oriented which consequently calls for a different form of representation, i.e. the focus 
of the DSR contribution must be adapted to the intended audiences [1]. 

4 Research Analysis 

We already described the basic layout of the research process (cf. Fig. 2) which gen-
erally is assumed to be iterative. In the initial process, there was only one way to go 
back in case we need to rework on our solution. This option is possible from the eval-
uation back to the analysis phase. In practice, we realized that this proved not flexible 
enough for our needs as our research process is strongly coupled with our project plan 
and management. Furthermore, the diffusion takes place throughout the research ef-
fort and not only in the end, be it internal distribution of milestone documents or ex-
ternal publications in academia. 

As a result after our process analysis, we propose this process is more of an artifact 
build cycle where it is possible and often even necessary to step back from one phase 
to another in order to accommodate for requirements or changes which were not  
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considered yet. For example, if we realize during design that we have not analyzed 
the problem properly, we must step back to the analysis phase to amend accordingly 
before we can continue. The same is true during the evaluation, where we need, de-
pending on how grave our misjudgment of the initial solution was, step back either to 
the design phase or restart the cycle with an ameliorated analysis. The resulting arti-
fact build process cycle is depicted in Fig. 3 and provides an updated perspective on 
our research process. It also clarifies the role of the diffusion phase which is actually 
done throughout a research project. 

 

Fig. 3. DSR Artifact Build Cycle Process 

As we further analyzed our research, we deem it very useful to provide the actual 
state of the artifacts during the whole research process. This helps to formulate miles-
tones during project planning and execution. Being able to anticipate and capture the 
evolutionary state of the artifacts alleviates any collaboration efforts since a common 
understanding on what has to be how and when is crucial in team research. These 
states are outlined in Table 7. 
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Table 7. Artifact state during research process 

Phase Artifact State 

Analysis  
Identify Problem/Business Need First ideas and concepts how to solve encountered prob-

lems or business needs. 
Gather Information Further develop initial ideas and concepts. 
Advertise Solution Present initial solution proposal where the intention on 

how to solve the given issues is elaborated in order to get 
the support for the development. 

  
Design  
Define Objectives Based upon the solution proposal, the objectives of the 

artifact are clearly specified. 
Define Requirements An important step is to specify the requirements for the 

artifact, which can be business, architectural, functional 
and non-functional requirements. 

Design Artifact The actual design and development of the artifact is a big 
sub-process itself and can be achieved in numerous of 
ways depending on the nature of the artifact. Here, the 
artifact takes the desired representation in its projected 
end state. 

  
Evaluation  
Demonstrate Artifact Demonstrating the viability of the artifact in a certain 

form helps to justify the research effort and that the solu-
tion delivers the intended results. This is the initial test of 
the finished artifact in its native environment.  

Evaluate Artifact Evaluation is the rigorous assessment of the artifact and 
builds upon the findings from the demonstration. It shall 
be shown that the artifact provides the sought-after utility 
for the target stakeholders. Results from the evaluation 
can trigger another analysis or redesign of the problem or 
the artifact respectively. 

  
Diffusion  
Communicate Solution The now finally finished artifact is ready to be diffused 

through various inter- and intra-organizational channels 
although premature diffusion is possible. 

5 Conclusions and Future Research 

In our paper, we presented a practical DSR application in the domain of EABV as-
sessment and therefore went through an adapted research methodology. The identified 
problems are solved by four artifacts: the main artifact is the EABV Framework 
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which incorporates an EABV Model and comprises of an EA Measurement Process 
and an EA Balanced Scorecard. All of these artifacts are designed und evaluated with 
an industry partner who also provides the business environment as well as parts of the 
knowledge base in terms of our chosen research framework. Since the relevant busi-
ness needs and the projected solutions are very complex and comprehensive in nature, 
we limited ourselves to a high level inspection of our artifacts to introduce the overall 
concept and  hence, we cannot deep dive into the design of every artifact as this 
would be out of scope for this paper. 

As we have experienced in our practical application of the DSR approach, there is 
a lack of flexibility in rather iterative and sequential research processes which are still 
predominant in DSR. We therefore adapted a research process and employed an arti-
fact build cycle which provides the necessary flexibility and also keeps track of the 
evolutionary state of artifacts. In doing so, we greatly benefit in our combined re-
search effort in terms of the surrounding project management. Our process cycle alle-
viates common understanding for all participants and additionally sheds light on the 
actual creation of the artifacts. Thereby, we contributed to the research rigor by 
enriching the state of artifacts in the course of various process phases. Based upon our 
achievements so far, we further step along the projected process path to evaluate our 
artifacts in an organizational environment. As a somewhat concurrent process phase, 
we continue to diffuse our findings in order to encourage the discussion of our solu-
tion as well as our methodology to achieve it. 
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Abstract. Local perspectives are important in designing effective enterprise in-
tegration solutions because they provide deep understanding of how each sys-
tem may interact with others. Combining these local perspectives into a global 
solution is, however, equally important to develop a coherent enterprise integra-
tion blueprint. The participants in this exercise tend to be managers who have 
local but informal knowledge, and designers who may have a global but incom-
plete view that must be translated into formal models necessary for implementa-
tion. We develop a method and supporting modeling constructs aimed at such 
‘designing-in-the-large’ that facilitates this bridging from local perspectives to 
global solutions, and from informal representations to formal models amenable 
for implementation. We present the result as design science outcomes – a Me-
thod and Modeling Constructs – that have benefited from multiple design-and-
test cycles, and describe an authentic demonstration.   

Keywords: Designing-in-the-Large, Systems Integration, Design Science  
Research. 

1 Introduction 

Designing of enterprise-wide systems-integration solutions is a large and complex 
task because it involves designing and deploying technology platforms for exchange 
of information and control across different organizational units separated by speciali-
zation and geography (Hobday et al., 2005; Hasselbring, 2000; Markus, 2000). Prior 
work shows that systems integration contributes to organizational effectiveness 
(Bhatt, 2000) by countering providing the natural tendency of different units to focus 
on local optimization at the cost of cross-unit coordination. Designing systems inte-
gration solutions is, however, expensive (Bass and Lee, 2002), and faces many chal-
lenges including technology platform differences (Lee et al., 2003; Evgeniou, 2002) 
and availability of local and global information. In particular, systems integration 
requires coordination across a large number of organizational actors including func-
tional managers and systems integration professionals. We conceptualize the systems 
integration problem as Designing-in-the-Large taking our inspiration from a related 
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term in software engineering that emphasizes this problem of scale in the context of 
programming (DeRemer and Kron, 1975).  

In contrast, contemporary research on system integration has been limited to large-
ly technical concerns. For example, integration platforms and approaches proposed 
include multi-agent coordination (Sutherland and Heuvel, 2002; Skiora and Shaw, 
1998), service-oriented platforms for integration (Vernadat, 2007; Erl, 2004; Krafzig 
et al., 2004), and data integration (Foster and Grossman, 2003; Li et al., 2001). Al-
though useful, these approaches focus on employing specific technologies and em-
phasize solution delivery instead of front-end activities such as designing integration 
solutions. They assume a-priori knowledge of the systems to be integrated and inte-
gration requirements from the perspective of these systems. 

The conceptualization we propose, Designing-in-the-Large, highlights the need for 
early stage design of systems integration blueprints focusing on concerns such as 
understanding and capturing of integration needs and designing a cohesive solution 
that reflects their synthesis. Prior work that may be repurposed to resemble our con-
ceptualization may include work and information flows (e.g., Casati and Discenza, 
2001), and existing modeling techniques such as BPMN and UML to capture the 
requirements (e.g., Jonker et al., 2004). However, these existing approaches suffer 
from incomplete articulation, lack of clear conceptual foundations, and close associa-
tion with vendor-specific implementation tools. We hope to overcome these shortfalls 
while addressing the fundamental problem of supporting Designing-in-the-Large in 
the context of developing systems integration solutions. 

Our research is aimed at developing and demonstrating an approach - a method and 
associated modeling constructs - for such Designing-in-the-Large. The approach 
combines knowledge contained in multiple local perspectives contributed by func-
tional managers to generate a global solution as a systems integration blueprint. Spe-
cifically, it allows (a) modeling local perspectives from multiple business managers, 
(b) merging these perspectives to create a global solution blueprint, and in the 
process, (c) bridging informal and formal representations. The systems integration 
domain is appropriate for developing our approach because it often presents situations 
that are described as ‘hairball,’ i.e., they include a very large number of systems with 
point-to-point integrations (Schmidt, 2009). The approach we develop aims at a pur-
poseful re-orienting of this ‘hairball’ starting from local perspectives shared by own-
ers of different systems followed by an approach to integrate these perspectives to-
wards a solution blueprint.  

Contextualizing in the setting of generating enterprise-wide systems integration 
blueprint, our proposed approach, comprising of a modeling method and associated 
constructs, builds on prior work such as integration patterns (Hohpe and Woolfe, 
2003) and the black-box technique (Hevner and Mills, 1995). We follow the design 
science research method (Hevner et al., 2004) with multiple design-evaluate cycles. 
The key contribution of this research is a design science artifact that codifies a pre-
scriptive theory (Gregor, 2006), including a method and modeling constructs (March 
and Smith, 1995) for Designing-in-the-Large in the context of systems integration. 



124 S. Purao, N. Bolloju, and C.H. Tan 

2 Challenges for Designing-in-the-Large of Systems Integration 
Solutions  

A canonical description of the design process is hard to pinpoint. The Simonian ap-
proach (Simon, 1996) emphasizes problem and design spaces along with search me-
chanisms. Studies of design processes emphasize strategies such as induction and 
abduction (Zeng and Cheng, 1991) as well as techniques externalization of represen-
tations (Oxman, 1997). Other perspectives include reuse-based approaches (Purao et 
el., 2003) and accounting for extraneous but important factors values (Friedman, 
2008). Our emphasis is on an aspect that has been recognized elsewhere but for pro-
gramming and implementation: the problem of scale (DeRemer and Kron, 1975).  
We argue that Designing-in-the-Large is qualitatively different from designing-in-the-
small just like Programming-in-the-Large is qualitatively different from program-
ming-in-the-small. DeRemer and Kron (1975) first argued for this distinction,  
suggesting the need to identify and respond to problems such as decomposition, mod-
ular approaches and coordination across members of a programming team. 

Designing-in-the-Large is difficult for similar reasons. In the context of building 
systems integration solutions, the difficulty can be pinpointed to: (a) problems related 
to acquiring appropriate inputs from functional business managers who possess accu-
rate but incomplete knowledge about the roles fulfilled by the IT platforms and hu-
man capabilities within their control, and (b) problems related to action from systems 
integration professionals to convert this knowledge into actionable designs such as 
systems integration blueprints. The first challenge is related to identification and 
communication of integration needs by functional business managers who possess 
partial knowledge of requirements from their local perspective to systems integration 
professionals who often seek to work with concise, often graphical representation of 
integration needs from a global perspective. The second challenge deals with the need 
to move across different sets of expectations (one from the functional business man-
agers, the other from systems integration professionals) and in doing so, bridging the 
informal-formal gap between the articulations from functional business managers and 
the systems integration professionals (Fraser et al. 1991). A third, related, challenge 
deals with granularity. Interactions across systems, which may be pointed to as a key 
abstraction when dealing with systems integration efforts cannot scale easily because 
of the large number of systems and interactions (Brownsword et al. 2006).  

Together, this set of challenges describes a class of problems related to supporting 
the process for Designing-in-the-Large. The next section describes the design science 
research method we used to address these challenges.  

3 Application of Design Science Research Method 

This research followed a design science research method (Hevner et al, 2004). Our 
investigation started with identifying our domain of interest as the class of problems 
that require: Designing-in-the-Large, and the unique context in which we would ad-
dress this class of problems: building systems integration solutions. The challenges 
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outlined in the previous section provided the set of driving concerns for our investiga-
tion. Following Vaishnavi and Kuechler (2007), our intent was to learn via building. 
The intended research outcomes (March and Smith, 1995) for our investigation con-
sisted of a Method (for Designing-in-the-Large) and a set of Modeling Constructs in 
support of this method. To develop these outcomes, we followed an iterative, design-
and-evaluate approach (Hevner et al., 2004).  

Our work to develop the Method drew on several precursors such as: bottom-up 
methods to facilitate database view integration (Batini et al., 1986), leveraging local 
vs. global knowledge (Smith, 2001), bridging formal and informal specifications 
(Fraser et al., 1991) and approaches for eliciting functional requirements (Hull, et al., 
2010). Extending these, we conceptualize the Method as one that takes into account 
the fragmented nature of domain knowledge by facilitating capturing the perspective 
of each system before merging these iteratively to arrive at an enterprise-wide sys-
tems-integration blueprint. 

Our work to develop the Modeling Constructs drew on several precursors such as: 
considering systems interactions as first-class citizens (van der Aalst et al. 2000), box-
structured modeling principles (Hevner and Mills, 1995), coordination theory (Ma-
lone and Crowston, 1994), enterprise integration patterns (Hophe and Woolf, 2003), 
and task dependencies in process models as surrogates for interactions among soft-
ware systems (Umapathy et al., 2010). Drawing on and extending this prior work, we 
develop the Modeling Constructs which have the further properties of faithfully 
representing the domain of interest (Chan et al,. 1993), avoiding structural and im-
plementation details (Teo et al., 2006; Topi and Ramesh, 2002), and allowing com-
munication with non-IT professionals (Brodie, 1984). 

We carried out multiple design-evaluate cycles to generate and refine the research 
outcomes: (a) a method to support Designing-in-the-Large by allowing modeling of 
local perspectives followed by mechanisms for merging the local models into a global 
integration blueprint, and (b) a set of modeling constructs that build on the key ab-
straction of systems interactions, treating them as first-class citizens. The design-
evaluate cycles ensured refinement of research artifacts (see Figure 1). The initial 
design-evaluate cycles tested and refined adequacy of the proposed method and mod-
eling constructs. Later design-evaluate cycle added authenticity to the constructs and 
method.  

The evaluation cycles were started in Spring 2008 and continue still. The initial 
cycles consisted of application in classroom settings with groups of graduate students 
who employed the method and the constructs in their semester-long projects. This 
first round of feedback lasted three semesters and consisted of feedback related to 
several elements including clearer specification of the method and more concise defi-
nition of the modeling constructs, and the results were reported in Bolloju (2009). The 
second round consisted of feedback from three experts, senior IT professionals (a 
CIO, a Consultant and an Enterprise Architect not connected with this research)  
with extensive experiences in several large-scale systems integration projects. We 
relied on their experience in prior integration projects to provide feedback on our 
approach. Comments from these experts highlighted the strengths of our approach,  
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and suggested enhancements such as greater documentation of local and global views 
to help in communication between different groups of professionals. The final round, 
currently ongoing, consists of controlled experiments. Improvements from the first 
two cycles and partially from the third are incorporated into the Method and Modeling 
Constructs outlined in the following section. 

 

Fig. 1. Design-Evaluation Cycles 

4 A Method and Modeling Constructs to Support  
Designing-in-the-Large  

4.1 Method: Eliciting Local Perspectives and Merging  

The method we have developed first helps to elicit local perspectives as interactions 
among systems. Each such perspective is represented by an individual model frag-
ment captures the services consumed, events subscribed, and coordination mechan-
isms required from the perspective of a single system. Figure 2 outlines the method 
with an example. 

 

Fig. 2. Outline of the Method to Elicit Local Perspectives and Merge 
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An example model fragment for the Order Processing System is shown next, in 
Figure 3. Each such fragment may also show services provided and events published 
for other systems. In model fragments, the information is necessarily incomplete, for 
example, as may be seen in Table 1 describes information be captured from the model 
fragment shown in Figure 2.  

getQuantityOnHand()

Order 
Processing 

System

Inventory 
Management 

System

newOrder

Logistics
System

Payment 
Gateway?

outOfStockItems

getSupportHistory() getPaymentAuth()

calcShippingCharges()

estShippingCost()itemOutOfStock

GROUP

X

 

Fig. 3. Example of a Model Fragment for Order Processing System (see also Table 1) 

The process of creating an individual model fragment – that is, interactions 
from the perspective of a given system, say, Si, starts with eliciting and depicting 
interactions of the system with other systems considering the goals and objectives 
of processes and activities supported by Si. An initial version of the model frag-
ment for Si is developed by identifying services consumed and events subscribed 
to by Si.  The destination nodes for such interactions may be known, unknown or 
not yet identified. As additional information becomes available, the model frag-
ment may be enhanced. Model fragments may be synthesized by simply combining 
integration requirements captured in multiple model fragments (see Figure 4).   
A synthesized model fragment may contain a combination of direct links, and links 
through one or more coordination groups. Synthesized model fragments are 
created and refined by analyzing requirements such as services consumed and 
events subscribed, and the characteristics of services provided and events pub-
lished (as shown in Table 1).  
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Table 1. Services, Events and Coordination Mechanisms (see also Figure 3)  

Events 

Subscribed 

Attributes Description Requirements 

outOfStock-

Items 

{itemID} List of item identifiers indicat-

ing out of stock 

Medium priority 

Services 

Consumed 

Inputs Outputs Description Requirements 

getQuanti-

tyOnHand() 

itemID quantity Returns the quantity on hand 

for a given itemID 

Response time 

should be below 0.5 

sec; Volume 100 

requests per min 

…     

Coordina-

tion Me-

chanisms 

Description Mapping Details 

X Translates calcShippingCharges() 

service request instances into estShip-

pingCost() instances 

fromCity <-> origin 

toCity <-> destination 

package weight <-> weight 

price <-> cost 

GROUP Batches itemOutOfStock events for 

hourly delivery  

itemID <–> {itemID} 

Events 

Published 

Attributes Description Characteristics 

newOrder customerID, orderDate, orderAmount, 

shippingAddress, {itemID, quantity, 

price} 

Details of a new order placed 

by a customer 

150 events are 

published per min  

…    

Services 

Provided 

Inputs Outputs Description Characteristics 

getOrderS-

tats() 

fromDateTime, 

toDateTime 

noOfCustomers, 

noOfOrders, 

totalOrderValue 

Returns the order stats  Response time < 3 

sec for 95% of 

requests 

…     
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Fig. 4. A Synthesized Model Fragment 

We describe the modeling constructs next.  

4.2 Modeling Constructs to Represent Core Concepts and Model Fragments 

We propose three basic constructs for modeling integration requirements:  two types 
of nodes for representing systems (rectangles) and coordination mechanisms (rectan-
gles with rounded corners), and directed links representing one of more interactions 
between a pair of nodes. Figure 5, for example, shows two interactions representing a 
service request and an event among three systems using the basic constructs.   

 

Fig. 5. Two types of interactions among systems 
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The interactions describe the basic building block used by systems to achieve 
coordination. Interactions describe dependencies across systems related to events and 
service requests that must be coordinated through appropriate routing and/or trans-
formations. Figure 6 shows the generic coordination mechanism inspired by Malone 
and Crowston (1990).  

 

Fig. 6. Generic Concept of Coordination Mechanism 

A coordination mechanism may use additional information through another event 
or service request to control coordination, and/or to enrich information in the incom-
ing objects. Examples of such mechanisms include waiting for a signal before  
forwarding an object, using the results of a service request to identify one or more 
destination nodes, appending additional values to an incoming object, and discarding 
an incoming object without forwarding.  We propose nine types of coordination me-
chanisms as presented in Figure 7. These go beyond the general concept from Malone 
and Crowston (1994) and reflect the systems integration context along with input 
from the formative evaluation cycles.   

Coodination

Routing

FORWARD

Transformation

FILTER DISTRIBUTE

DISTRIBUTE-A

X GROUP SPLIT UNITE DIVIDE

 

Fig. 7. Mechanisms for Coordination of Interactions 

Each coordination mechanism is described as part of our set of Modeling Con-
structs. The purpose of this definition is to ensure that the semantics are clear and 
construct overlap is avoided. For example, the coordination mechanisms FORWARD, 
DISTRIBUTE and SPLIT are defined as the following:  

O1

Sys 1

O2Sys 2

Sys 3

O3

Sys 4

Sys 5

O5

O4

Coordination
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FORWARD sends each instance of each type of incoming object, from one or 
more source nodes, to one or more destination nodes as indicated on the link labels. 
Different types of objects may be forwarded to different destinations, a form of static 
routing. 

DISTRIBUTE routes the incoming interactions dynamically based on values of an 
incoming object instance. DISTRIBUTE-A, a special case of DISTRIBUTE which is 
applicable only to synchronous service invocations, aggregates responses returned 
from destination nodes in preparing results to the source system.  This coordination 
mechanism covers aggregate functions such as sum, min, max, average and count.  

SPLIT separates incoming grouped objects into individual objects before forward-
ing to the destination nodes.  The separated objects are forwarded either in the order 
they were presented or in the order of one or more attribute or parameter types. 

Each coordination mechanism is defined in this manner and a graphical symbol is 
attached to this definition to allow communication with multiple stakeholders. Figure 
8 shows an example of the DISRIBUTE-A coordination mechanism.  It shows that 
an Order Processing System interacts with multiple Inventory Management Systems– 
aggregating the responses received to obtain the total quantity available on hand. 

 
Fig. 8. Example of Coordination Mechanism DISTRIBUTE-A  

Together, the Method and the set of Modeling Constructs support Designing-in-
the-Large for deriving systems integration blueprints. Both were subjected to multiple 
rounds of design-evaluate cycles (Hevner et al., 2004). We demonstrate application of 
the approach next with an example drawn from an authentic setting.  

5 Demonstration  

The example we use for demonstration of our approach comes from the project report 
for a logistics company systems integration submitted by a graduate student team. To 
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respect the space constraints for this manuscript, we limit the demonstration to a 
summary of the problem situation, and a brief example of the outcomes obtained.  

 

Problem Situation: Asia Parcel Service (APS) is a global package delivery company that offers a range of supply chain 

solutions such as freight forwarding, customs brokerage, fulfillment, returns handling and repairs. APS provides guar-

anteed time-definite and day-definite deliveries based on shipment origin and destination. They have about 60 internal 

systems, many connected to one or more external systems. Their internal systems portfolio includes shipping, tracking, 

warehouse management, order processing, and dispatch systems.  The external systems to which they are linked 

include payment gateway and labor support systems. Major drivers for their systems integration effort, apart from  

increasing their competitive advantage, include enhancing process efficiency by improving information flow across 

different systems. Some challenges they had to face include a heterogeneous mix of systems including some legacy 

systems, data exchange and integration problems, and difficulties in accessing information from multiple systems. 

 
The graduate student team created several model fragments by gathering informa-

tion from each functional manager. Figures 9 and 10 show examples of two model 
fragments (scanned from student projects) with coordination constructs updated to 
match those in the current version (as shown in Fig. 7).  

 

Fig. 9. WMS Model Fragment for Asia Parcel Service 

The model fragments represent integration concerns from the perspective of the 
shipping system, the tracking system and the warehouse management system respec-
tively. Figure 10 shows one of these, for the shipping system in greater detail.  

 

GROUP

SPLIT
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Fig. 10. TS Model Fragment for Asia Parcel Service 

The synthesized model is shown in Figure 11. It contains 16 systems, multiple 
coordination mechanisms across the collection of systems and services. The graduate 
student team was able to construct the model fragments over a period of three months. 
The project was one among scores that used the modeling constructs and the method 
for moving from local perspectives to a global blueprint for integration.  

6 Discussion and Concluding Remarks 

We have argued the Designing-in-the-Large is an activity that is qualitatively differ-
ent from smaller design efforts. Our cue comes from the classic work related to Pro-
gramming-in-the-Large (DeRemer and Kron, 1975). In particular, this work has ad-
dressed problems related to eliciting local perspectives and merging them to create 
global blueprints – using systems integration as the context. To address this class of 
problems, the solution we have proposed is inspired primarily by Malone and Crows-
ton’s (1994) work on coordination but also extends my much prior work such as box-
structured models, coordination theory and conceptual modeling, and related practi-
tioner knowledge such as requirements modeling and integration patterns. Extending 
these prior efforts, we have identified and proposed a Method and a concise set of 
Modeling Constructs each of which can be customized to fit to the needs of specific 
integration scenarios. The research approach we have followed is canonical design 
science research with multiple design-evaluate cycles (Hevner et al., 2004), which 
have allowed us not only refinement but ongoing empirical assessments.  

X
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Fig. 11. The Synthesized Model for Asia Parcel Service 

Based on the design-evaluation cycles so far, we have, in this paper, described the 
Method and the Modeling Constructs and shown a demonstration. The work com-
pleted so far and feedback from multiple evaluation cycles suggests that the model 
fragments one can create using the modeling constructs we propose are expressive 
and the models appear to be semantically close to the domain of systems integration. 
Each of these initial impressions is, of course, subjected to a more rigorous empirical 
evaluation. The set of constructs, evolved through three design-evaluate cycles, com-
bines theoretical as well as practitioner knowledge. To further enhance the description 
of the constructs, semantic specification of them, which could further aid the under-
standing, would be feasible. Furthermore, based on the students’ usage of the  
proposed approach in several integration scenarios, we find that the constructs offer 
ontological clarity as well as ontological completeness with minimal construct over-
load or redundancy. Here as well, these represent initial impressions and may be sub-
jected to more rigorous evaluation. 

The Method we have proposed realizes a bottom-up up approach to creating indi-
vidual model fragments that are then merged. The formative evaluation cycles suggest 
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that such an approach is likely to be more suitable for obtaining local perspectives 
from functional business managers who may be distributed across geographical loca-
tions and may have only limited, local knowledge. This presumed benefit of the bot-
tom-up approach may also be tested empirically. During the formative evaluation 
cycles, the IT experts we interviewed commented that beginning with local integra-
tion requirements is more appropriate and practical, suggesting that the premise was 
found valid from a pragmatic perspective. Merging or synthesizing model fragments 
was, however, considered to be a demanding and potentially time-consuming task. 
Although relatively straightforward, it was emphasized that it would be possible to 
automate major parts of this process if implemented in a modeling tool. This remains 
on our agenda for future work, which would also facilitate empirical evaluation. 

The next steps we have outlined above may be considered to be current limitations 
of this ongoing research effort. Further, we acknowledge that some of the formative 
evaluation cycles have been conducted among graduate students albeit engaged in 
authentic project experiences, often with external clients in real-world settings. In 
fact, these graduate students had an average IT experience of 6 years and held full-
time IT positions. One may still, however, argue that there is still a concern about 
how the approach may be adopted beyond project settings in an educational environ-
ment.  We acknowledge this limitation. We do argue, however, that the mix of stu-
dents who used the proposals included both, students from a technology as well as 
business backgrounds and corresponding working experience, i.e., very similar to the 
target group of users.  The inputs we collected during the formative evaluation 
cycles also included secondary sources they generated while completing their project 
work and therefore, were not affected by bias that may surface during conversations.  

Our formative evaluations of the approach have been performed without support 
from existing CASE tools. With more commercial applications developed to aid sys-
tem analysis, design and implementation, more significant empirical evaluations may 
be conducted. In addition, efforts may also be expended to develop mechanisms for 
resolution of differences across individual model fragments as part of merging 
process and building CASE tools to support our approach by providing assistance for 
activities such as mapping textual requirements to model fragments, tracing integra-
tion requirements, and mapping synthesized integration models to architectural solu-
tions and suitable products for implementation.  

In term of theoretical contribution, this research is one of the first to address the 
problem of Designing-in-the-Large in the context of generating enterprise-wide  
systems integration blueprints. The proposed approach with the Method and the  
Modeling Constructs (March and Smith, 1995) represent outcomes of multiple de-
sign-evaluate cycles (Hevner et al., 2004) and therefore, exemplify beginnings of a 
prescriptive theory (Gregor, 2006) in the form of a design science artifact. The work 
builds upon and extends several theoretical precursors, the dominant one being Ma-
lone and Crowston’s (1994) coordination theory. With the outline of the Method and 
Modeling Constructs we have proposed, we have started to build the contours of such 
a prescriptive theory. Considering the systems integration context as an instance of 
the larger class of problems characterized by the need to work with local contexts 
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before moving to global blueprints, our work represents a first step in developing 
approaches for the class of problems described as ‘Designing-in-the-Large.’ 

The study clearly offers several suggestions to practice because it has been moti-
vated by problems observed in practice. First, the approach provides a mechanism for 
assisting business and IT professionals involved in systems integration projects to 
collaboratively surface, represent and merge integration requirements from the pers-
pectives of various internal and external systems. Considering the current trend of 
budgetary investments in systems integration related projects, the results of employ-
ing our approach, which emphasizes on graphical representation of requirements sup-
ported by textual descriptions, could provide valuable inputs to subsequent architec-
tural design(s) and implementation of integration solutions. Further, business and IT 
professionals responsible for enterprise systems integration projects often have to deal 
with phases such as understanding integration requirements, architecting integration 
infrastructures, and selection and implementing suitable solutions considering enter-
prise wide needs and long term impacts. Our bottom-up approach can be applied to 
surface integration requirements simultaneously by different business and IT profes-
sionals from different divisions or departments.  

With increasing recognition of understanding and supporting the design of large-
scale systems, and the expressed need for fundamental research into the design of 
large-scale complex systems (Deshmukh and Collopy, 2010), cogent approaches to 
designing-in-the-large are becoming essential. Although it is acknowledged that there 
is no silver bullet when it comes to the design and implementation of large-scale IT 
systems (Rolland and Monteiro, 2002), a range of problems is being identified in the 
context of systems-of-systems (Boehm, 2010). The approach we have outlined – with 
a method that allows moving from local perspectives to a global blueprint and the 
associated set of modeling constructs – represent an effort to address these urgent and 
growing concerns. We hope that the approach along with the future research steps we 
have outlined will spur additional research in this direction. 
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Abstract. The current state of emergency communication is dispatch-mediated 
i.e. the messages from the scene are directed to responders and agencies 
through the dispatch. Emergency dispatch provides essential support to emer-
gency responders during emergencies. However, there are several problems as-
sociated with the dispatch-mediated communication. Utilizing IBM’s message 
modeling concept, we develop a messaging model to provide support for com-
puter-mediated communication (CMC) systems. 

Keywords: Computer-mediated Communication, Messaging Model, Design 
Science, Emergency Response. 

1 Introduction 

Emergency communication is the most important aspect of an emergency response 
[8]. The current state of emergency communication is dispatch-mediated i.e. the mes-
sages from the scene are directed to responders and agencies through the dispatch, 
with radio being an inseparable component. Emergency dispatch provides essential 
support to emergency responders during emergencies. However, there are several 
problems associated with the dispatch-mediated way of communication: First, since 
the dispatch agency employs radios for exchanging messages, there are problems 
relating to message reproducibility and information quality [1]. Second, since the 
dispatch agency handles multiple messages from a single incident on a single channel, 
there are problems relating to longer process time. Third, since the dispatch agency 
attends to messages through a single channel, there are problems relating to call  
prioritization. 

[4], [6] provide solutions to address issues with dispatch-mediated communication 
in the form of computer-mediated communication (CMC) systems that utilize com-
puter(s) for communicative transactions. [9] provides a number of objectives of CMC 
systems that point to improvement in communication including, but not limited to, 
collective intelligence, information reliability (security, privacy) and parallel  
communication. [9] states that the core of CMC system is the message. There have 
been numerous studies that focus on message characteristics (such as message cost, 
message size) and message transmission (such as message delay, message quality). 
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However, there is no study that explores the current dispatch messages to develop a 
messaging model. 

Utilizing IBM’s message modeling concept, in this paper, we examine the issues 
associated with the current mechanisms of communication in terms of a messaging 
model that provides support for CMC systems as follows: First, we develop a mes-
sage classification based on a detailed exploration of emergency messages. Second, 
we determine message frequencies and its temporal patterns for various incident 
types. Third, we develop a standardized messaging format. This message format im-
proves information standardization by structuring the message. 

The paper is developed based on the analysis of over 10000 messages from over 
1000 incidents and inputs from first responders. The paper adheres to the design 
science research guidelines [3], [7]. The paper is organized as follows. In section 2, 
we develop the messaging model. In section 3, we provide an exploration of emer-
gency communication messages. In section 4, we provide a case application for the 
messaging model. In section 5, we develop a prototype system. In section 6, we con-
clude with limitations and future work for this paper.  

2 Development of Messaging Model 

The development of messaging model is driven by Communication Theory – that 
studies the human process of communication. We employ Schramm’s Model of 
Communication to identify the key entities in the process of dispatch-mediated com-
munication including the communicator, the message objectives and the message 
interpretation.  

2.1 Overview of Emergency Incident 

The interaction among responders from various agencies is mediated through dis-
patch. For example, if fire agency requires police assistance for perimeter safety, 
they request it with dispatch, who further notifies the local area police about the 
request.  

The initial notification of the incident is received by dispatch agency that generates 
an incident-related document known as the “Incident Report”, which is used for vari-
ous purposes like incident monitoring, resource allocation and post-incident analysis 
[2]. Upon receipt of this notification, dispatch alerts fire chiefs assigned to the locality 
of the incident. The fire chiefs respond to the notification with status of their location. 
Upon arrival at the scene of the incident, the fire chief may request additional vehicles 
or resources from the dispatch. The communication messages that are exchanged 
between the dispatch and the responders/agencies are logged as “Messages”, which is 
the main focus of the paper. In this paper, we develop our messaging model based on 
these messages. 
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2.2 Development Process 

We inspect raw data from 1147 major incidents responded to by North Bailey fire 
station from the period 2008 to 2010. The 1147 incidents provide a sample of 10411 
communication messages. We then contacted first responders (two dispatchers and 
two fire chiefs) from dispatch and fire department with an average of more than five 
years of experience in dealing with emergencies. They were provided with various 
emergency messages. The responses included rules that facilitate the process of mes-
sage classification based on message objectives.  

3 An Exploration of Emergency Communication Messages  

For the exploration of the emergency communication messages, we identified all the 
possible message types during an emergency communication. We also carried out 
message classification, message frequency analysis and message formatting based on 
our data set.  

3.1 Message Classification 

A classification of emergency messages helps in standardizing communication over 
mobile devices, other than radios, that are used during the emergencies. This classifi-
cation is also helpful from the interpretation perspective after the incident for future 
planning and prevention. The emergency messages are classified, based on their ob-
jectives, into four message types, namely notification, request, response and update.  

Table 1. Emergency Message Types 

Type Message Scenario Use 

NOT “MERS NOTIFYING 
EC HAZMAT” 

The ERS issues a 
notification to Haz-
mat team 

To inform an 
agency about the 
incident 

REQ “HARRIS HILL … – 
MAA REQ” 

The commander 
requests for addition-
al ambulances  

To request for 
additional re-
sources 

RESP “CD142 TO CLA OPS 
CTR” 

The deputy chief 
responds to Clarence 
Operations  

To provide status 
of agency 

UPD “5800 LBS OF FUEL 
ON BOARD” 

The airplane agency 
updates the dispatch 
center with fuel level 

To update the bits 
of information 
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3.2 Message Frequency 

The most commonly occurring incidents identified from the incident reports fall into 
Medical and Vehicle category. The level of response is higher depicting higher levels 
of resource demand, owing to number of casualties. The illustration of an emergency 
response communication is summarized in the Figure 1 below. The horizontal axis 
depicts the timeline with an interval of 15 minutes. The vertical axis depicts the fre-
quency of message use, in percentage of total messages. The different colored graphs 
indicate the different message types. The incidents have been normalized to an hour 
for illustrative purposes. Page limitations constraint us from including a more detailed 
explanation of the figures below. 

 

a. Illustration of a Medical Emergency 

 

b. Illustration of a Vehicular Emergency 

Fig. 1.  
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In general, the level of notifications is generally higher in the first 15 minutes, and 
gradually decreases. The level of updates follows a similar pattern except that it tends 
to increase a little towards the end of the incident. The level of requests is generally 
lower in case of vehicular and chemical incidents. The level of responses follows a 
similar pattern compared to updates i.e. higher in the beginning, gradually decreasing 
and higher towards the end of the incident. More specifically, during a medical emer-
gency, dispatch agencies start off with additional requests, owing to fatalities.  

The temporal analysis of the different types of messages by incident type allows 
for structuring the dispatcher interface by taking into account the need of the dis-
patcher with the progression of time. 

3.3 Message Format 

As analyzed from the incident reports, a message typically contains a communicator 
(the sender and the receiver), a keyword, time stamp, and an informational content 
such as interacting agency, resource, status of response, etc. These messaging formats 
are summarized in Table 2 below with the help of terminology: 
 

DT: Date Time 
NOT: Notify 
REQ: Request 
RESP: Response 
UPD: Update 

AN: Agency Name 
*: Any Agency or Responder 
IC: Incident Commander 
MT: Mutual Aid Type  
UT: Update Type 

ST: Status 
IN: Information 
NT: Notification Type 
DR: Dispatch Responder 
AR: Agency Responder 

Table 2. Message Format 

 

Source Destination Date Time Keyword Attribute1 Attribute2 

* AR DT NOT NT AN 

IC DR DT REQ AN MT 

AR DR DT RESP AN ST 

* DR DT UPD UT IN 
 

4 Case Application 

For the case application, we provide a brief subset of dispatch communications with 
regards to the plane crash of Continental Flight 3407, from Newark Liberty Interna-
tional Airport in New Jersey to Buffalo Niagara International Airport in New York on  
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February 12, 2009. The messaging model was applied to this emergency, and some of 
the design and function issues were identified as a result.  

5 Prototype System 

The artifact exemplifies the application of our messaging model. It helps to create a 
better understanding of our messaging model by facilitating comparison with models 
from other domains. Moreover, it helps in suggesting improvement in the current 
dispatch system with the implementation of our messaging model.  

The design of a ticker-like system for Emergency Dispatch System consists of fol-
lowing subsections: incident process checklist, performance logger and process feed 
summary. The incident process checklist provides user with a skeleton of critical mes-
sages, derived from message characteristics and frequency, for that incident. These 
critical messages and their status are displayed along a time line for the average 
length of the incident. The incident logger keeps a log of emergency messages, de-
rived from the expert classification, during the incident. The summary of the logged 
messages are saved in the feed summary section of the logger, which is standardized 
with the help of message format. A snapshot of the ticker-like system is provided in 
the Figure 2 below.  

 

Fig. 2. Snapshot of a Ticker-like Prototype System 
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6 Conclusion 

This paper contributes to research in the dispatch mediated emergency communica-
tion. Emergency dispatch provides essential support to emergency responders during 
emergencies. Radio is used as primary means of communication during dispatch me-
diated communication [10]. However, there are several problems associated with the 
dispatch-mediated communication such as message delay, channel switching, call 
prioritization, etc. Utilizing IBM’s message modeling concept, in this paper, we de-
velop a messaging model to provide support for computer-mediated communication 
(CMC) systems. With the help of four experts (two fire chiefs and two dispatchers) 
and raw incident communication report, emergency communication messages were 
classified based on their objective into four message types, namely notification, re-
quest, response and update. The messages were analyzed for identification of messag-
ing frequency. This led to development of a message format based on messaging  
elements.  

The paper has certain limitations. First, it considers data for only single incidents. 
Second, it considers data from only one dispatch agency. Third, the messaging model 
is not verified for applicability in case of multiple incidents. A mechanism for dealing 
with missed messages in the system is being addressed as one of the several future 
extensions to the paper. The elements of the message could be further inspected to 
identify a relation between them.  
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Appendix 

Design Science Mapping [3], [7] 
 
Problem: Emergency dispatch provides essential support to emergency responders 
during emergencies. However, there are several problems associated with the dispatch-
mediated communication such as delay, channel switching and call prioritization 
 
Solution: Utilizing IBM’s message modeling concept, in this paper, we develop a 
messaging model to provide support for CMC systems, adhering to design science 
principles and contributing to emergency communication literature 
 
Design: The paper uses Schramm’s Communication Model to guide this process of 
development as follows: First, classify different message types based on their effect 
(objectives). Second, we examine the message for semantic and temporal interpreta-
tion. Third, we develop a message structure.  
 
Demonstration: Case Application, Ticker-like Prototype System   
 
Communication: Researchers, Professionals 
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Abstract. Mobile applications and services have received significant attention 
among researchers, developers, wireless carriers, and content providers. Many 
of these applications, such as Google Latitude and Find My Friends, use loca-
tion-based information from GPS or wireless networks to support location-
awareness. For mobile advertising, location information is certainly important, 
however deriving and utilizing user's dynamic context can significantly im-
prove the effectiveness of advertisements. In this "research-in-progress" paper, 
we present a design-science method for building artifacts for context-aware 
mobile applications. The method supports sensing, processing and deriving the 
most current context based on both live and stored information including cur-
rent activities, location, and user profile. Several important research issues are 
also presented. 

Keywords: context-awareness, artifact, mobile advertisement, location-based 
services. 

1 Introduction 

Mobile advertisements are effective due to users' immediate and personal attention to 
mobile devices [3, 16]. When combined with location-based information, the effec-
tiveness is shown to be even higher [3]. Many industry surveys estimate the potential 
market for mobile advertisement in billions of dollars per year in US alone. There is a 
need to design and evaluate artifacts to study mobile advertising and transactions. 

These artifacts can derive the current context in real-time based on both live and 
stored information including current activities and nearness to specific services and 
their current offerings, people and their activities, and locations with matching con-
texts. To start with, the artifacts will use information available related to when (time), 
what (activity), who (identity), where (location) [4-6], how (process) and from whom 
(source).  In simple cases, the user can provide some information, but in most cases 
the artifacts will sense, process and derive the current context based on information 
[8-9, 11-12] derived by a variety of wearable, portable, and environmental sensors 
and smart spaces. The smart artifacts should be evaluated for their effectiveness, ac-
curacy, and real-time processing of context information. 
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The research questions are how to build artifacts for context-aware mobile adver-
tising based on proximity to people and their activities, services and their offerings, 
and locations with interesting matching of contexts? How to evaluate such artifacts 
against a range of requirements? In this paper, we present a method for designing and 
evaluating smart artifacts for mobile advertising. In the rest of this paper, we present 
mobile advertising and context, a method for designing artifacts, and conclusion.  

2 Mobile Advertising and Context 

Location-aware mobile advertising involves sending content-rich messages to users in 
certain locations, where size of the location identified by advertisers or users, or to 
users in any location, using the history of buying preferences or specified choices 
[16]. The effectiveness of location-aware mobile advertising is high especially if these 
messages can be highly targeted and time-specific [3]. The effectiveness of location-
aware advertising can be further improved by using contexts derived from multiple 
sets of information, both live and stored.  

The basic ideas behind context awareness are to create pro-active and smart opera-
tion of artifacts by minimizing user efforts and interactions, creating a very high level 
of intelligence in the systems, adding adaptability and effective decision making, and 
increasing the level of customization and personalization for users. A system is con-
text-aware if it uses context to provide relevant information and/or services to the 
user, where relevancy depends on the user’s task [2]. Thus, context-aware systems 
have the ability to discover and react to changes in their environment.  The context 
includes who (identity), what (activity), where (location), when (temporal) and why 
(reasoning for behavior and actions). Additionally, it can include how (process) and 
from whom (source). Personalization allows a user to specify his/her preferences, 
passive context-awareness includes sensing and presentation of changes in context to 
the user without automatic changes, and active context-awareness involves automatic 
changes. Context awareness can enhance the application's behavior to be more perso-
nalized for their users. Context information for an application is everything that could 
change the behavior of the application such as the location, user preferences, envi-
ronment or properties of connectivity. For context aware applications running on 
mobile devices, it is vital to deal with the dynamically changing environments and to 
efficiently exploit the context information within limited resources of the device and 
mobile communication system [5].  

3 The Method for Designing Smart Artifacts 

Design science focuses on understanding of a phenomenon, some or all of which may 
be created (not naturally occurring), this leads to artifact design and evaluation. An 
artifact can be (a) a set of components and their organization, (b) structurally coupled 
to its environment, (c) working design, or (d) improved instance of a tool [14].  
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3.1 The General Method 

We focus on how to incorporate context-awareness in the design and evaluation of 
smart artifacts. The artifacts can be implemented on mobile devices and will use in-
formation available from multiple sources about the user in generating highly effec-
tive advertisements. In artifact development, the "tentative" design is developed and 
implemented [14]. The general method used is shown in Figure 1, and is derived from 
[7, 14].  
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Design
Guidelines

Derivation Design of
Smart

Artifacts

Evaluation of
Smart

Artifacts

Utilization

Theory-inspired steps Design Science steps 

Modeling

Iterative Process

Improvement

 
Fig. 1. The general method  

3.2 Requirements and Guidelines 

The introduction of context-awareness translates to the following requirements for 
artifacts: (a) ability to use relevant information about the user in deriving the context, 
(b) ability to process fast enough to allow the advertisement to reach to the user be-
fore any major changes in context, and (c) ability to gracefully degrade to at least the 
effectiveness of location-based application in cases of overload. 

The addition of context-awareness will result in an increased amount of storage for 
user profiles among other things. The real-time processing requirements also increase 
due to added complexity of context-awareness. However, context-awareness will 
reduce the number and size of messages, improve the suitability and effectiveness of 
messages, and reduce the possibility of message transmission to an unintended re-
ceiver. The effectiveness of context-aware application can be measured in terms of (a) 
increased accuracy of advertisement and (b) the user's response to advertisement and 
starting a transaction to purchase something advertised. 

The mobile advertisement can be tailored to the preference of mobile user, who 
may want certain information presented in a certain style. This type of personalization 
can be an important part of future implementations. The artifacts can be designed to 
address some known challenges.  

There are many issues that should be addressed in implementation and testing such 
as (a) processing speed vs accuracy trade-off, (b) implementation complexity vs ef-
fectiveness trade-off, (c) impact of failures or malfunctions, (d) network traffic, and 
(e) additional distraction for mobile users.  
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Additional guidelines in design and evaluation of artifacts can be derived to ad-
dress privacy issues in collecting user information and its potential abuse, processing 
complexity of context, suitability of mobile advertisements, potential distractions to 
mobile users, perceived similarity to "spam", and small screen and interface usability 
issues. 

3.3 Context-Derivation and Utilization 

The context-derivation and utilization in smart artifacts is shown in Figure 2. Here 
multiple related informational items are collected, processed, and integrated to create 
an effective context-aware mobile advertisement. The context generation can be im-
plemented as a set of rules (conditional logic) or  modeling of action probabilities.  

Filtering
&

Information
Integration

Unusual
Conditions

Recent 
Transactions

Current
Activities

Vital Signs

Device and Network 
Characteristics

User
Profile

Advertising
Information

Context
Generation

and 
Processing

Context-aware
Advertisement

 

Fig. 2. Context-derivation and utilization 

4 Conclusions and Research Recommendation  

Our goal was to present a method for designing smart artifacts for mobile applica-
tions, specifically mobile advertising. As we build artifacts and then evaluate these, 
we hope to get a better understanding of how artifacts behave and how users interact 
with these artifacts. With improved understanding, the artifacts can be redesigned to 
increase their suitability and effectiveness in mobile advertising.  

There are numerous questions that need be answered such as privacy in collecting 
user information and its potential abuse, processing complexity of context, suitability 
of mobile advertisements, potential distractions to mobile users, perceived similarity 
to "spam", and small screen and interface usability issues. We hope that this will gen-
erate some discussion on exciting research opportunities related to the application of 
design science in emerging areas of mobile and pervasive computing.   
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Abstract. A magnitude of predominantly qualitative empirical and conceptual 
work has indentified design principles that provide for the design of creativity 
support systems (CSS). Numerous kernel theories have been utilized to inform 
CSS design principles. However, the logical next step for design research is 
pending: this rich field of research may now allow for more quantitative empir-
ical research on the actual effects of particular CSS design features on creative 
performance. Against the background of this research gap, we first analyze  
existing CSS design theories applying an analysis framework encompassing ob-
ligatory design theory components. On that basis, we extract the underlying  
independent (latent) variables addressed in design principles. Our contribution 
entails a unified design theory for CSS, laying the basis for future research in IS 
design science on creativity-support. Furthermore, we reflect on our approach 
to develop a unified design theory and discuss its implications for the philoso-
phy of design science.   

Keywords: Design Theory, Creativity Support Systems, Empirical Evaluation. 

1 Motivation  

Creativity is an important competitive asset for organizations (Everett 1983). New 
ideas for the creation or improvement of organizational procedures, services and 
products are fundamental to continuous adaption to rapidly changing market envi-
ronments. Creativity is often defined with respect to the properties of the creative 
product as output of a creative process. A product is considered to be creative if it is 
both original, i.e. something ‘new’, and useful, in the sense that its fits the purpose it 
has been created for (Amabile 1996; Sternberg & Lubart 1995).  

Creativity techniques, such as Brainstorming (Osborn 1957), have found their way 
in problem solution processes in many organizations. Increasingly, dedicated IT ap-
plications replace or supplement classical ‘offline’ approaches to creative problem 
solving. One prominent example is the Group Support System (GSS) ThinkTank 
(GroupSystems 2011), currently applied for collaborative idea generation in large 
governmental organizations and enterprises. The technologies that “enable people to 
be more creative more often” (Shneiderman 2007 p. 20). are referred to as Creativity 
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Support Systems (CSS). Technically, the term CSS refers to a class of information 
systems encompassing diverse types of IS that share the purpose of enhancing creativ-
ity (Wierenga & van Bruggen 1998; Avital & Te’eni 2009). Thus research on CSS 
covers a broad range of systems, including Electronic Brainstorming Systems (EBS), 
Computer-aided Design environments (CAD) for technical and illustrative design, 
Decision Support Systems (DSS), Knowledge Management Systems (KMS), and 
GSS. Broadly, these systems can be categorized with respect to the support of creative 
processes of individuals or groups (Massetti 1996; Müller-Wienbergen et al. 2011). 
We focus on the category of individual-level CSS. Within that scope, we consider 
design issues that hold true for CSS in general, rather than on single types of informa-
tion systems. This is in line with the statement that CSS “… can be expected to have 
at least some major components which are common across several domains of crea-
tive work” (Hewett 2005, p. 400). 

Several experimental studies report on the effect of CSS on creative performance 
(Massetti 1996; MacCrimmon & Wagner 1994; Marakas & Elam 1997; Elam & 
Mead 1990). These insights have been partially incorporated into the design theories 
that are at focus of our considerations. They guide the purposeful design of IT arti-
facts for creativity support. However, this body of knowledge is very fragmented. We 
identified 23 publications stemming from diverse scientific background. In our itera-
tive literature search process, we initiated to search for seminal psychological crea-
tivity literature and IT-related creativity literature in general. We subsequently fo-
cused on the subset addressing CSS design. Most contributions on this topic stem 
from conferences and journals residing to the disciplines of HCI, CSCW and IS. We 
then applied forward and backward search to extend our search results (vom Brocke 
et al. 2009).  

The goal of our analysis is to identify recurring themes in the design principles that 
are yet scattered in the different streams of literature. We seek to provide for a unified 
design theory as offset for rigorous empirical CSS evaluations. Against this back-
ground, we pursue the following objectives with our study: First, we systematically 
analyze existent design theories on CSS design (section 3) in order to identify com-
mon design themes in design propositions (section 4). Second, we seek to lay the 
basis for developing a unified design theory for CSS to inform rigor design artifact 
evaluation and reliable evidence. The remainder of this paper is structured as follows. 
In the next section, we introduce the framework for design theories which we apply to 
systematically analyze our selected design theories. In section 3, we present the re-
sults of the design theory analysis. In the successive section we present our unified 
design theory for CSS.  

2 Framework for Design Theories and Parameters for CSS  

Before reviewing specific design theories, we seek to draw from philosophy of design 
science in order to base our analysis on a sound framework. IS design theories are 
prescriptive in nature, i.e. the “theories give explicit prescriptions […] for construct-
ing an artifact” (Gregor 2006, p.313). Specifically, design principles as component of 
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design theories offer guidance in the selection or development of system features 
(Walls et al. 1992). Kernel theories are non-IS ‘behavioral science’ or ‘natural science 
theories’, provide predictions in the form of cause-effect relationships, i.e. explicitly 
define hypothesis (Gregor 2006; Kuechler & Vaishnavi 2008). Kernel theories inform 
the design of design theories. Therefore, the designer of the design theory has to con-
duct a transformation from cause-effect predictions to artifact design recommenda-
tions (see Figure 1). She or he hereby bridges a semantic gap ‘separating’ both theo-
ries (1st semantic gap). In a second transformation, the system designer has to trans-
form the design recommendations for designing the artifact. Often, recommendations 
have to be interpreted to allow for implementation. This represents the bridging of a 
second semantic gap. Our focus is on the evaluation of the design artifact to generate 
rigor evidence for the validity of underlying kernel theory and design theory.  

 

 

Fig. 1. Relations of kernel theory, design theory and design artifact (modified from Kuechler & 
Vaishnavi (2008)) 

We argue that for rigorous evaluation of the design artifact, the design theory has 
to (a) make explicit the causes (independent variable) and effects (dependent variable) 
incorporated in the design theory, (b) the transformation of those to design principles 
and goals and (c) guide the transformation from design principles to the design arti-
fact. Some of those elements have already been addressed in the anatomy of design 
theories by Gregor & Jones (2007), which we take as foundation for our design theory 
framework. Where feasible, we define and give recommendations for each of these 
elements for our context of design theories for CSS: 

1. Goal: The purpose of the artifact to which the theory applies, also referred to as 
meta-requirements, shall be explicated (Walls et al. 1992).  Later analysis of 
CSS design theories show, that the purpose of the tool differs significantly, de-
pendent on the chosen kernel theories and the application context it applies to.  
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2. Dependent variable and measurement: As to our prior claim, design theories 
have to indicate the causes or independent variables it incorporates in its design 
principles (Markus et al. 2002). Moreover, measurements for the dependent vari-
able(s) shall be defined. In anticipation of our design theory analysis none but 
one design theories addressed this theory component.  

3. Scope: The scope of the theory has to be defined. We refine the scope in three 
dimensions, each refining the origin or field of application (see Seidel et al. 
(2010)):  

(a) Type of information systems: design systems for product design, decision 
support systems, knowledge management systems and general purpose  
systems.  

(b) Scientific community the theory stems from: the major source of design theo-
ries we analyzed is from the field of HCI, complemented by theories from IS.  

(c) Application contexts: product designs, scientific (knowledge) work and  
general purpose theories.  

4. Kernel Theory: Design theories shall not be developed “from out of the blue”. 
Hence, it shall be supported by justificatory knowledge from the natural or social 
or design sciences. Walls et al. referred to these as product and process kernel 
theories (Walls, Widemeyer, & El Sawy, 1992). Later analysis of the design 
theories shows a broad repertoire of creativity kernel theories.   

5. Method for design principle (DP) development: It has to be indicated which re-
search methodology has been applied to derive the design principles. In the case 
of the analyzed design theories, literature analysis was the dominant method, 
partly supplemented by case study designs.  

6. Design Principles: Design principles have to be explicated (Markus et al. 2002). 
They shall guide the CSS system designer in deciding on what the system should 
support with its features.  

7. Independent variable and measurement: Design theory designer shall indicate the 
independent variables, measured later in artifact evaluation (Kuechler & 
Vaishnavi 2008). Those theoretical constructs emerge from both the kernel 
theory and the design principles expressing artifact properties. Additionally, 
measurement items shall be explicated.  

8. Hypothesis: As stipulated by Gregor & Jones (2007), testable hypothesis have to 
be defined. For example, the theory designer has to explicate which independent 
variables residing from the kernel theories could be mediated or moderated by 
which property of the system instantiation employed in the experiment.  

9. Implementation examples, prototypes: The formerly mentioned second  
semantic gap has to be bridged. Therefore the theory design should provide for 
guidance in the implementation of his or her design theory. One approach is to  
provide examples for concrete system features. Moreover, researchers could  
provide prototypes, also referred to as expository instantiation (Gregor & Jones 
2007).  
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10. Method for DP evaluation: In cases where design artifact evaluations have al-
ready been conducted, the evaluation methodology has to be explicated (Hevner 
et al. 2004). We later present a single case of user observation and informal  
interviews. 

With this analytical scheme at hand, we subsequently analyze a selected set of design 
theories. The results of this analysis will in turn lay the basis for developing a unified 
theory of CSS. 

3 Analysis of Design Theories for CSS 

Against the background of our formerly presented framework for design theories, we 
provide a concise overview of our analysis of theories. We identified 23 publications 
stemming from diverse scientific background. In our iterative literature search 
process, we initiated to search for seminal psychological creativity literature and IT-
related creativity literature in general. We subsequently focused on the subset ad-
dressing CSS design. Most contributions on this topic stem from conferences and 
journals residing to the disciplines of HCI, CSCW and IS. We then applied forward 
and backward search to extend our search results (vom Brocke et al. 2009).  Out of 
the 23 design theories, a subset of eight design theories has been selected for in-depth 
analysis. To gain a representative subset, we selected papers from possibly diverse 
disciplines (HCI and IS) addressing a possibly diverse set of CSS system types (CAD, 
KMS, DSS and CSS in general). 

The analysis of the design theory of Hewett & DePaul (2000) according to the 
formerly defined design theory components is exemplarily shown in table 1. The 
frameworks for the other seven design theories can be found in the appendix (see 
table 2 to table 8). In general, the design theories expose some commonalities and 
differences with respect to their components. By purpose of our selection process, the 
design theories stem from different fields of research (which also provides for their 
sequential ordering in this paper): the first four design theories are on interface or 
interaction design respectively (see table 1 to table 4), the following two address 
knowledge management (see table 5 to table 6), one focuses on DSS (see table 7) and 
the last in sequence resides to IS (see table 8). All eight design theories are grounded 
in kernel theories or empirical evidence: the largest share applied the method of litera-
ture analysis for the deduction of design principles. The only two exceptions are 
Candy & Edmonds (1995) and (1996) following an exploratory action research and 
case study approach (see table 5 and table 6). With regard to the kernel theories, there 
is a tendency for a certain type of kernel theory: four design theories (see table 2 and 
table 3, table 5 and table 6) exclusively or partially apply process theories, i.e. de-
scriptive models of phases typical for creative work. Generally, most design theories 
refer to psychological creativity theories, focusing on cognitive aspects promoting 
moments of creative insight (table 1 to table 3) or personality related issues (table 6 
and table 7). The scope the design theory applies to is defined in all eight contribu-
tions. Moreover, six out of eight theories provide for implementation examples or 
refer to prototypes incorporating the design principles. 
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Table 1. Design theory framework for Hewett & DePaul (2000) 

Criteria Hewett & DePaul (2000) 
Goal Computer based working environment tailored to 

the system interaction flow peculiarities and  
cognitive aspects of scientists or engineers 

Dependent variable and mea-
surement 

Not provided 

Scope Interface and interaction design (HCI), Scientific 
problem solving environments, Science 

Kernel Theory (1) Design principle of Norman (1988) for inte-
raction design, emphasizing the importance of  
understanding the user’s tasks and its proceeding 
in solving it. (2) Importance of analogical think-
ing as cognitive aspect of scientific problem solv-
ing (e.g. Clement (1988)). (3) Design for the tar-
get group of scientists and knowledge workers, 
drawing from the design principles of Candy & 
Edmonds (1995). 

Method for DP development Literature analysis 
Design Principles (1) Library of analogs, (2) multiple representa-

tions, (3) simultaneous representations, (4)  
flexible and tailorable usage, (5) multiple configu-
rability, (6) multiple store and find operations, (7) 
multiple database access, (8) multiple communi-
cation channels, (9) logging of process and  
results, (10) ability to restructure the problem 
domain. 

Independent Variable and 
measurement 

Not provided 

Hypothesis Not provided 
Implementation examples, 
prototypes 

For some design principles, concrete implementa-
tion suggestions are provided, e.g. implementation 
of idea documentations in the form of  
“Post-it-notes” and idea sketches. 

Method for DP evaluation Not provided 

 
However, we observe three aspects in current design research on CSS that might 

hamper future experimental evaluation: First, most design theories do not refer to the 
independent variables they manipulate (e.g. effects of task problem visualization), 
when the tool is implemented according to the design principles. This observation in 
related to in-transparencies of some design theories, not clearly explicating how the 
design principles were deduced from the kernel theories (see figure 1, first semantic  
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gap). E.g. for the design theory of Elam & Mead (1990), the underlying kernel theory 
is Amabile’s componential model of creativity, stating that domain relevant skills, 
creativity-relevant skills, and task motivation are crucial factors for creative perfor-
mance. The first design principle, claiming that DSS (in consequence) have to allow 
users to stop, store work sessions in process, then resume work later, does not clearly 
relate to the aforementioned creative components.  Second, the design theories do not 
refer to the dependent variable the tool is to have an impact on (e.g. creative perfor-
mance). Third, for some design theories the design principles leave remarkable de-
grees of freedom for designing the artifact (i.e. the CSS) (see figure 1, second seman-
tic gap) – even though some implementation examples are provided. Put simply, most 
design theories formulate what features CSS should provide, but provide only some 
guidance in how these features shall be implemented. This bares the risk that the ac-
tual intention of the design principle might not be realized. However, all design theo-
ries provide for theoretically or empirically informed guidance of CSS in form of 
design principles. As a result, a comprehensive orientation of the design process is 
provided. In the analysis of the design theories, especially of the formulated design 
principles, repeating themes emerged. This provided the basis for a unified design 
theory that allows for rigor evaluation in controlled experiments is still missing. 

4 Towards a Unified Design Theory for CSS 

We analyzed the design principles of all presented design theories, with the goal of 
identifying the underlying independent variables, i.e. the theoretical constructs that lie 
behind the system design properties for CSS. These independent variables can then be 
applied in quantitative experiments to reason about their actual effect on creative 
performance of users employing the system. The variables emerged in an iterative 
process of open coding and selective coding (Strauss & Corbin 1998): in the process 
of open coding, we identified themes relevant to the identification of underlying con-
structs in the design principles of our design theories which are manipulable by CSS 
tool design (see Figure 2, e.g. comparison, rich interpretation, customization). In the 
process of selective coding, we then used the most frequently identified themes, and 
systematically analyzed all design principles for occurrences of these. As a result, we 
had a set of eleven recurring themes. The number of occurrences of these themes 
found in the design principles is annotated in brackets in Figure 2 (more than one 
occurrence in a single design theory was counted as one occurrence). We finally rea-
son that the themes pertain to a set of three generic CSS system properties, namely 
playfulness, comprehension, and specialization, which represent the underlying latent 
variables of our eight design theories. In the following we describe the themes we 
identified and provide our line of argument for “merging” them in the three latent 
variables. 

Playfulness. In two of the presented design theories (Hewett & DePaul 2000; Elam & 
Mead 1990), the support of iterative development of (intermediate) creative products 
was deemed to be preferable over strict linear development process support. Accor-
dingly, “activities may need to be performed iteratively and with the ability to halt a 
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process, back up, modify the input or the process, and restart” (Hewett & DePaul 
2000, p.15). Similar to this, the provision of simulation in CSS is one recurring claim. 
Simulation is connoted with the exploration of solutions (Shneiderman 2000) and the 
refinement of rules in experimental settings (Candy & Edmonds 1995). Yet another 
aspect of simulation is the testing of solutions in diverse contexts (Avital & Te’eni 
2009). Comparison, as another prominent recurring theme in CSS design principles, 
is the simultaneous representation of diverse sets of alternative data (Hewett & 
DePaul 2000; Candy & Edmonds 1995; Shneiderman 2000), easing decision making. 
For Avital and Te’eni (2009) the fostering of human insight is supported by “juxta-
posing diverse frames that are not commonly associated with one another” (Avital & 
Te’eni 2009, p.357). Lastly, the theme of modification refers to the modification of 
the problem of the creative task. Negotiating, changing and adding rules and con-
straints for the solution space shall be facilitated,  so that the user can rephrase the 
problem to his/her current understanding of the domain (Hewett & DePaul 2000; 
Candy & Edmonds 1995). In later work, Candy and Edmonds (1996) state that prob-
lem formulation is an emergent process. We see all presented themes for design theo-
ries related with the latent variable (LV) of tool playfulness, which we understand as 
follows: 

LV-1: Playfulness is the property of a tool to encourage unfettered trialability in de-
sign, helping the user to push intermediate solutions to final results iteratively. 

Comprehension. Another prominent theme in our set of design principles is rich 
representation of the data used for idea development. By this, it shall be possible to 
“[…] model and explore an idea […]” (Hewett & DePaul 2000, p.14). For Candy and 
Edmonds (1995), the goal is to support user’s judgment and readily incorporation of 
emerging knowledge in his or her activities. Rich representations shall further serve 
the purpose “to discover new aspects of the situation and explore them through inte-
racting with representations” (Yamamoto & Nakakoji 2005, p.512). Shneiderman 
(2000) argues for inspirational functions of rich interpretations. A common example 
for those representations is free-hand sketches. In line with this visualization support, 
CSSs shall provide for “a holistic view of high quality visual data […]” (Candy & 
Edmonds 1995, p. 246). Abstraction tools shall enable the examination of objects or 
processes at multiple degrees of granularity (Avital & Te’eni 2009). Another claim is 
to design CSS in a way the users can interact naturally with the creative (interme-
diate) products. “A designer has to be able to feel as if he/she interacts with the repre-
sentations rather than with the computer system […]” (Yamamoto & Nakakoji 2005, 
p.523). In the context of knowledge systems natural interaction shall include drawing 
upon terminology which is the user is acquainted to (Candy & Edmonds 1995). In 
order to prevent the user from loosing scope in the development of creative artifacts, 
constant visual groundings shall be provided. Dimensional structuring of representa-
tions, e.g. a two-dimensional matrix, shall serve this purpose (Shneiderman 2000; 
Yamamoto & Nakakoji 2005). We argue that these four presented themes of design 
principles characterize a tool design that fosters the comprehension of artifacts in the 
design process. We thus understand the latent variable of comprehension as follows: 
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LV-2: Comprehension is the property of a tool to foster a rapid and clear understand-
ing of the artifacts employed for idea development. 

Specialization. Different creative tasks often require support by special purpose 
tools. Users have to be able to “[…] pick and choose which pieces of functionality 
[they require]” (Hewett & DePaul 2000, p.15) in order to maximize their scope and 
control over the application (Candy & Edmonds 1996). Applying the metaphor of a 
workbench, special purpose tools could be re-used in a variety of tasks (Hewett 2005). 
Moreover, those single applications should be arrangeable in environmental tool con-
figurations, customized to the needs of a task at hand (Hewett & DePaul 2000; Avital 
& Te’eni 2009; Hewett 2005). Finally, it is necessary to integrate all graphical inter-
face components of a CSS. This includes components for simulation, comparison, 
modification, rich visualization and the like. “[…] the main challenge for designers is 
to ensure smooth integration across these novel tools and with existing tools […]” 
(Shneiderman 2000, p.122). Against the backdrop of fostering creative insight, the 
integration of subsystems shall allow for associations across different “[…] domains, 
disciplines, practices and organizational units” (Avital & Te’eni 2009, p. 358). We 
conclude that tools have to provide the right features for the right tasks. We therefore 
define the third latent variable specialization as follows: 

LV-3: Specialization is the property of a tool to provide the user with task specific 
support and to allow selecting and arranging this support for future re-use. 

 

Fig. 2. Unified design theory for CSS  

We subsume our analysis in a unified design theory for CSS (see Figure 2). The  
latent, independent variables playfulness, comprehension and specialization character-
ize properties of CSS, all being supposingly positively correlated to the creative  
performance of individuals and groups applying them in their creative work. For the 
design principles, the numbers in brackets indicate their occurrences in the analyzed 
design theories. Thus, the rich interpretation of intermediate creative products and the 
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comparison of those is the most prominent design principle. The simulation of mod-
ifications to intermediate creative products and the customization of the CSS were 
each addressed in three design theories. Based on our findings, we are now able to 
propose the following three hypotheses (H-1 – H-3) for future design research in CSS: 

H-1: CSSs that facilitate playful production of creative products will increase the 
creative performance of its users. 
H-2: CSSs that facilitate comprehensive interpretation of intermediate creative prod-
ucts will increase the creative performance of its users. 
H-3: CSSs that facilitate specialized support of context dependent creative tasks will 
increase the creative performance of its users. 

Creative Performance. Three branches of creativity assessment are discussed in 
literature (Amabile 1996): assessment of individual creativity, of the creative process 
and of its outcome, the creative product. Since CSS eventually aim at fostering the 
production of creative outcomes, the most feasible approach for our context is the 
measurement of creative performance with the product-oriented approach. With the 
three-factor model of creativity, Guilford (1968) introduced three notions of the  
creative output, i.e. the quantity of ideas produced (referred to as idea fluency), the 
novelty of ideas (referred to as originality) and how ideas differ from each other (flex-
ibility).  Though the quantity of ideas produced can easily be assessed inter-
subjectively, objective assessment is still cumbersome in idea quality assessment. 
Amabile stated that “[…] ultimately, the assessment of creativity simply cannot be 
achieved by objective analysis alone. Some type of subjective assessment is required” 
(Amabile 1996, p. 29). An appropriate set of criteria for the assessment of the crea-
tivity of ideas has been sought in the scientific community for a long time. Dean et al. 
(2006) compared existent criteria and merged the most frequent occurrences in a cata-
logue of four criteria: novelty refers to the originality of an idea, assuming that  
nobody has expressed it before. Workability, also referred to as feasibility, refers to 
the degree to which an idea can be easily implemented and does not violate known 
constraints. Relevance of an idea is given if it satisfies the goals for the given creativi-
ty task. Finally thoroughness also referred to as elaboration or specificity, of an idea is 
the degree to which it is worked out in detail. This set of criteria, or a subset (mostly 
originality and relevance), has been applied in numerous experiments (e.g. Blohm et 
al. (2011), Gallupe et al. (1992)). For the calculation of overall creativity metrics for a 
set of subjects, there is evidence that good-idea-count, “which is calculated by count-
ing the number of ideas in the session with a quality score that meets or exceeds some 
quality threshold” (Reinig et al. 2007, p.146), is the most reliable calculation method. 
We thus recommend to measure creativity by counting the ideas produced (fluency), 
assessing the ideas with regard to novelty, workability, relevance and thoroughness 
and calculate an overall value with the approach of good-idea-count. 

In the next section we will discuss the relevance of our two central contributions of 
our paper, i.e. the systematic analysis of extent design theories for CSS and the uni-
fied design theory for CSS, for design science research in IS in general and for crea-
tivity-enhancing system design in particular. 
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5 Discussion 

Current State of Research on CSS Design. Addressing our research goals (see Sec-
tion 1), we started off with systematically analyzing extant design theories for creativ-
ity support tools. Here, we observed that there exists a plethora of research efforts in 
the field of HCI that addresses interface design and creative work. In contrast, in IS 
research and especially in IS design science, this research stream is rather underdeve-
loped despite the generally recognized importance of this phenomenon (Seidel et al. 
2010). Our theory review revealed that the majority of work in this field provides rich 
information about how CSS should look like in order to be successful. Often, this 
research well refers to kernel theories from related disciplines, such as psychology 
and social sciences (Amabile 1996; Csikszentmihalyi & Sawyer 1995; Sternberg & 
Davidson 1995). However, extant work is beset with certain limitations. It is regularly 
rather difficult to extract clear construct definitions and rigorous measurement models 
of both the dependent as well as independent variables (e.g. generative capacity, ge-
nerative fit (Avital & Te’eni 2009), multiple representations of knowledge (Candy & 
Edmonds 1995)). Much work on CSS provides design guidelines that inform about 
what set of features the class of IS, here CSS, should encompass in order to be ‘suc-
cessful’(Hewett 2005; Candy & Edmonds 1996). Less regularly, it is actually reported 
about how these desirable design features should be implemented exactly. The result 
is considerable ambiguities for implementation-oriented design research and rigorous 
design theorizing on CSS. Among other issues, it proves difficult to actually feed 
back into the body of knowledge that the kernel theory stems from for reasons of rigor 
(see Kuechler & Vaishnavi (2008) on mid-range theories). Besides some first results 
gained from experiments in  the 1990s (Massetti 1996; Marakas & Elam 1997), lite-
rature does not yet provide a wide range of design research efforts that test the effects 
of particular CSS design features in controlled environments, such as lab experiments. 
These efforts need to be followed up, tapping on design opportunities provided by 
state-of-the-art technology. We consider this shortcoming a result of these ambiguities 
as well that the field does not yet provide an integrated or unified view on these  
different strands of design approaches for CSS.  

CSS Design Theory Unification and Agenda Setting. Our second research objective 
was to identify and to consolidate prevalent CSS design themes into an integrated 
model. Here, our study yields three core constructs: 1) Playfulness: the property of a 
CSS to encourage unfettered trialability in design, helping the user to push interme-
diate solutions to final results iteratively, 2) Comprehension: the property of a CSS to 
foster a rapid and clear understanding of the artifacts employed for idea development, 
and 3) Specialization: the property of a CSS to provide the user with task specific 
support and to allow selecting and arranging this support for future re-use. We fur-
thermore extracted differentiated sets of concrete design options that (based on prior 
works’ findings) may be assumed to stimulated/triggered the three, as we argue,  
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‘latent variables’. Our ‘unified design theory’ opens up for an array of future research. 
First, the effects of playfulness, comprehension, and specialization on creative per-
formance will need to be studied in an integrated model. So far, CSS studies overlap 
only partially with these aspects. However, the construct playfulness is not new to IS: 
Microcomputer playfulness is a situation-specific individual characteristic and “de-
scribes an individual’s tendency to interact spontaneously, inventively and imagina-
tively with microcomputers” (Webster & Martocchio 1992, p. 202). Being an individ-
ual trait, rather than a property of an information system, this construct has only indi-
rect implications for CSS design. Moreover, playfulness is related to research on he-
donic information systems, where the value of using the systems is a function of the 
degree to which the user experiences fun (van der Heijden 2004). As such, they are 
opposed to utilitarian information systems, for which the “objective is to increase the 
user’s task performance while encouraging efficiency” (van der Heijden 2004 p.696). 
Our CSS design considerations focus on increasing (creative) user performance. 
However, fun in CSS usage may well have a positive influence on the task perfor-
mance (Csikszentmihalyi 1975). Thus, both the body of knowledge on microcomputer 
playfulness and hedonic information systems may provide for new perspectives on the 
construct of playfulness in the design of CSS. Second, the relationships between con-
crete design choices (IT implementations) and the three abstract latent variables need 
to be studied. Which of the given designs is best suited for representing one of the 
latent variables? Can an integration of two or more suggested designs represent a 
latent variable better? Are there other design options, not yet discussed in the litera-
ture, that are able to represent the latent variables even more adequately? With our 
study and our actual propositions, we thus hope to contribute to setting an IS design 
research agenda that accounts for both design theorizing and IT artifact implementa-
tion issues for creativity support. 

Method for Design Theory Unification. Integrating constructs from numerous po-
tentially relevant kernel theories into a comprehensive design theory is cumbersome. 
For holistic design theories, a broad range of kernel theories need to be included. 
Moreover, the transition from kernel theory constructs to design principles may be 
challenging, dependent on the IT-system relatedness of these constructs. With our 
approach to draw on the body of different design theories in order to extract central 
theoretical constructs from design principles, we hope to inspire future design science 
research on design theory unification. We specifically propose a three step approach 
(see Figure 3): first, a set of design theories covering a possibly broad range of scien-
tific disciplines and thus perspective on the design problem shall be selected. Second-
ly common themes in design principles shall be identified, using the data analysis 
method of open coding and selective coding (Strauss & Corbin 1998).  Subsequently 
those themes shall be analyzed for underlying theoretical constructs, that cluster those 
theme to a ‘super-topic’ which may in turn represent the latent variable influenced by 
design properties of the design artifact. 

 



164 M. Voigt, B. Niehaves, and J. Becker 

 

Fig. 3. Three step approach for the identification of latent variables from design theories  

Limitations and Outlook. Our study yields an identification of important gaps in 
CSS design literature, a unified design theory for supporting creative work, and a 
novel design theorizing approach. However, these contributions and our findings are 
beset with particular limitations. First, our review of extant CSS design literature is 
naturally not complete. While we see that our set of articles already resulted in theo-
retical saturation, one may argue that a review of entirely different fields of study can 
give new impulse and provide new theory variables. As to our scope on individual-
level CSS, we consider a review of (group) psychological literature and CSCW litera-
ture as a potentially fruitful for future construct identification. Most certainly, the 
suggested unified design theory needs to be empirically tested. In addition to the be-
fore-mentioned open questions, methodologically, we see great potential for conduct-
ing design science experiments in controlled environments. As for design theory un-
ification approach, we see potential for codifying the steps in the form of a systematic 
procedural model in order to increase its applicability. Finally, we studied the particu-
lar area of CSS design and look forward to future research that is able to confirm or to 
add to our findings with regard to other fields of design science.  
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Appendix 

Table 2. Design theory framework for Hewett (2005) 

Criteria Hewett (2005) 
Goal Human-centered computer-based support environ-

ment to facilitate innovation and creative work 
Dependent variable and 
measurement 

Not provided 

Scope HCI, Generic CSS (1)  
Kernel Theory (1) Conditions for insight (Motivation 

(Csikszentmihalyi & Sawyer 1995), Knowledge 
(Davidson 2003), Test possibilities (Ippolito & 
Tweney 1995), collaboration (Csikszentmihalyi & 
Sawyer 1995), visualization (Ippolito & Tweney 
1995), constraints (Isaak & Just 1995), analogical 
similarity (Weisberg 1993)) (2) Iteration in the 
creative process (Gruber 1989) (3) Genex frame-
work (Shneiderman 1998): non-linear four phases 
of the creative process, i.e. collect, relate, create, 
and donate have to be supported (4) Other Design 
theories of (Candy & Edmonds 1995) and (Hewett 
& DePaul 2000) 

Method for DP development Literature review 
Design Principles (1) Provide special purpose tools (2) Tools can be 

configured (3) Allow visualization of structures (4) 
Library of reusable objects (5) Auto-logging of 
communication 

Independent Variable and 
measurement 

Not provided 

Hypothesis Not provided 
Implementation examples, 
prototypes 

References to other publications referring to proto-
types are given, e.g. Regli et al. (2001) referring to 
CodeLink 

Method for DP evaluation The evaluation of DP principles was out of scope of 
this theory 
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Table 3. Design theory framework for Shneiderman (2000) 

Criteria Shneiderman (2000) 
Goal If designers of CSS follow the proposed design 

theory, they “[…] can create powerful tools that ena-
ble users to be more creative more of the time”  
(Shneiderman 2000, p.115). 

Dependent variable and 
measurement 

Not provided 

Scope Interface design (HCI), evolutionary creativity 
Kernel Theory (1)  Genex framework (Shneiderman 1998): non-

linear four phases of the creative process, i.e. collect, 
relate, create, and donate have to be supported (2) 
Three perspectives on creativity: (a) Inspirationalists 
emphasize moments of insight in which a dramatic 
breakthrough unexpectedly appears, (b) structured 
approaches to creativity support apply methodical 
techniques to explore the solution space, and (c) sit-
uationalists emphasize the importance of social con-
text. 

Method for DP develop-
ment 

The design principles are deduced by means of logi-
cal reasoning. 

Design Principles Support of the four phases of the genex framework 
with eight activities: (1) Searching and Browsing 
Digital Libraries, (2) Consulting with Peers and Men-
tors, (3) Visualizing Data and Processes, (4) Thinking 
by Free Associations, (5) Exploring Solutions: What-
If Tools, (6) Composing Artifacts and Performances, 
(7) Reviewing and Replaying Session Histories, and 
(8) Disseminating Results. Features to support those 
activities should have a high degree of integration. 

Independent variable and 
measurement 

Not provided 

Hypothesis Not provided 
Implementation examples, 
prototypes 

(1)  Example implementations are provided, e.g. 
word processor, spreadsheets, computerized thesauri, 
mind maps, etc. (2) References to several commercial 
tools (partly still existent today) are made 

Method for DP evaluation The evaluation of DP principles was out of scope of 
this theory 
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Table 4. Design theory framework for Yamamoto & Nakakoji (2005) 

Criteria Yamamoto & Nakakoji (2005) 
Goal “[…] application systems for early stages of informa-

tion design tasks” (Yamamoto & K Nakakoji 2005, p. 
513). Further, the systems are to reduce the cognitive 
overhead in creative activities 

Dependent variable and 
measurement 

Cognitive overhead 

Scope Interaction design (HCI) 
Kernel Theory (1)“reflection-in-action” (Schön 1983), i.e. a design 

process in which the designer produces externaliza-
tions to interpret situations while the externalizations 
emerge and “reflection-on-action” (Schön 1983), i.e.  
the reflection of the externalization, after it has been 
completed (2) Issues to be addressed by computation-
al tools supporting the early stages of information 
design: (a) Available means of externalizations influ-
ence designers in deciding which courses of action to 
take. (b) Designers generate and interact with not only 
a partial representation of the final artifact but also 
various external representations. (c) Designers pro-
duce externalizations not only to express a solution 
but also to interpret situations. (d) Design proceeds as 
a hermeneutic circle; designers proceed with pro-
jected meanings of representations and gradually 
revise and confirm those meanings 

Method for DP develop-
ment 

Literature Analysis 

Design Principles (DP) (P-1) Interpretation-rich representations, (P-2) Repre-
sentations with constant grounding, (P-3) Interaction 
methods for hands-on generation and manipulation of 
the representations 

Independent variable and 
measurement 

Not provided 

Hypothesis Not provided 
Implementation examples, 
prototypes 

Example of ART#001, an existing tool for the early 
stages of writing. Three basic system components are 
defined: (1) ElementEditor, for creating and modify-
ing an element (text chunk, video chunk). (2)  
ElementSpace: for specifying relationships among 
elements (e.g. a two-dimensional space).  (3) Docu-
mentViewer: for viewing a document under construc-
tion made up of elements that have been created. 

Method for DP evaluation User observation with eye-tracking and informal in-
terviews 
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Table 5. Design theory framework for Candy & Edmonds (1995) 

Criteria Candy & Edmonds (1995) 
Goal “The aim is to reduce the constraints upon the scien-

tist's explorations and unpredictable courses of  
action” (Candy & Edmonds 1995, p.243). 

Dependent variable and 
measurement 

Not provided 

Scope Knowledge Support Systems, specific support for 
scientific knowledge work  

Kernel Theory Process model of knowledge work: exploration and 
evaluation, generation and invention, constraints and 
requirements 

Method for DP develop-
ment 

Exploratory action research 

Design Principles (1) Exploration & Evaluation Support reflected in the 
activities of (a)examine data, which is supported by 
providing holistic views, multiple representations of 
data, visual data annotation, and concurrent 
processes, (b) evaluating rules, which is supported by 
multiple representations of knowledge, feedback, and 
domain specific evaluation, (c) refining rules, which 
is supported by ‘natural graphical interaction’, know-
ledge modification, and evolution. (2) Generation and 
invention reflected in the activities of (a) examine 
data, which is supported by providing holistic views, 
multiple representations of data, concurrent processes 
and evaluation of knowledge, (b) create rules, which 
is supported by creating objects, knowledge modifica-
tion and evaluation, comparative evaluation of know-
ledge, (3)Constraints addressed in the activities of (a) 
receive and revise constraints, which is supported by 
'natural' graphical Interaction, knowledge modifica-
tion and evaluation and comparative evaluation of 
knowledge, (b)negotiate constraints, which is sup-
ported by knowledge modification and evaluation, 
visual data annotation, and comparative evaluation of 
knowledge 

Independent variable and 
measurement 

Not provided 

Hypothesis Not provided 
Implementation examples, 
prototypes 

Not provided 

Method for DP evaluation The evaluation of DP principles was out of scope of 
this theory 



 Towards a Unified Design Theory for Creativity Support Systems 171 

Table 6. Design theory framework for Candy & Edmonds (1996) 

Criteria Candy & Edmonds (1996) 
Goal Support of creative design 
Dependent variable and 
measurement 

Not provided 

Scope Interactive knowledge support system, support for 
creative design, individual support 

Kernel Theory (1)  A set of criteria addressing personality traits of 
high profile designers (Maccoby 1991): system think-
ers, insistency, learning from negative instances, con-
fidence, intrinsic motivation, (2) Design process 
model of knowledge work (Candy & Edmonds 1995): 
exploration and evaluation, generation and invention, 
constraints, (3) Elements of creative design: problem 
formulation, idea generation, strategies, methods, 
expertise, (4) Case study findings: interview data in 
support of the aforementioned theory elements, pro-
viding the empirical basis for design principles 

Method for DP develop-
ment 

Literature analysis, case study 

Design Principles (1) Design knowledge exploration and evaluation, (2) 
design space and design knowledge access, (3) design 
knowledge sharing,  (3) tentativeness and uncertain-
ty, (4) problem formulation and the emergence of 
concepts, (5) strategic knowledge and strategy devel-
opment 

Independent Variable and 
measurement 

Not provided 

Hypothesis Not provided 
Implementation examples, 
prototypes 

Not provided 

Method for DP evaluation Not provided 
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Table 7. Design theory framework for Elam & Mead (1990) 

Criteria Elam & Mead (1990) 
Goal “[Decision support systems that] enable decision mak-

ers to develop better and more creative solutions to the 
problems they face.” 

Dependent variable and 
measurement 

Decision making process [single step process, multi 
step process], creativity of response [Consensual tech-
nique for creativity assessment (Amabile 1996)] 

Scope Decision support systems 
Kernel Theory Amabile’s componential model of creativity (Amabile 

1983), referring to individual skills necessary and 
sufficient for producing creative results: domain rele-
vant skills, creativity-relevant skills, task motivation 

Method for DP develop-
ment 

Literature analysis 

Design Principles (1) The DSS will allow users to stop, store work ses-
sions in process, then resume work later. (2) A DSS 
should provide depth and positive tenor in its feedback 
(3) The DSS will make available to the user a full 
range of qualitative as well as quantitative decision 
aids. (4) A DSS will be technically easy to use and 
conceptually challenging. (5) The DSS will provide an 
enjoyable or "fun" computing environment. 

Independent Variable and 
measurement 

Software treatment [no software, software version 1, 
software version 2] 

Hypothesis Hypothesis 1. A user of a creativity-enhancing DSS 
will adopt a multiple step decision process, whereas a 
user of no software will adopt a single step decision 
process. Hypothesis 2. The use of a creativity-
enhancing DSS will result in higher levels of creative 
responses than the use of no software. 

Expository Instantiation ods/ CONSULTANT 
Method for DP evalua-
tion 

Experiment 
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Table 8. Design theory framework for Avital & Te’eni (2009) 

Criteria Avital & Te’eni (2009) 
Goal Reach generative fit of the CSS, i.e. the highest  

possible “extend in which a particular information 
technology artifact, or part thereof, is conducive to 
evoking and enhancing that generative capacity in 
people” (Avital & Te’eni 2009, p. 346). 

Dependent variable and 
measurement 

Generative fit 

Scope Design environments and generative systems in gen-
eral 

Kernel Theory Theory of generative capacity, i.e. an individual’s 
capacity to produce creative results and theory of 
generative fit, i.e. “the extent to which an information 
technology-based system is designed to […] enhance 
the inherent generative capacity of its users” (Avital 
& Te’eni 2009, p. 349). 

Method for DP develop-
ment 

Literature analysis 

Design Principles Systems have to be (1) evocative by supporting Visu-
alization, Simulation, Abstraction, integration, and 
communication, (2) adaptive by supporting customi-
zation and automation and (3) open-ended by sup-
porting peer-production and rejuvenation. 

Independent variable and 
measurement 

Generative capacity 

Hypothesis Not provided 
Implementation examples, 
prototypes 

Specific examples of a 3-D CAD system 

Method for DP evaluation The evaluation of DP principles was out of scope of 
this theory 
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Abstract. Wikis were originally intended for knowledge work in the
open Internet environment, and there seems to be an inherent tension
between wikis’ affordances and the nature knowledge work in organiza-
tions. The objective of this paper is to investigate how tailoring wikis
to corporate settings would impact users’ wiki activity. We begin by
synthesizing prior works on wikis’ design principles; identifying several
areas where we anticipate high tension between wikis’ affordances and
organizational work practices. We put forward five propositions regard-
ing how changes in corporate wikis deployment procedures may impact
users’ wiki activity. An empirical study in one multi-national organiza-
tion tested users’ perceptions towards these propositions, revealing that
in some cases there may be a need for modifying wiki’s design, while
in other cases corporations may wish to change their knowledge work
practices to align with wikis’ affordances.

Keywords: Wiki, Affordances, Knowledge Management.

1 Introduction

Wiki, derived from the Hawaiian-language word for fast, is a web-based col-
laborative authoring application [40,57]. While wikis are similar to discussion
forums and blogs, these prior online collaboration tools append to the content
contributed by users (e.g. discussion forums); in wikis each user edits the previ-
ous version of the page, with the most recent version reflecting the cumulative
contributions of all authors. Such features have made wiki-based applications
popular for knowledge management (KM) on the Internet (e.g. Wikipedia) and
many organizations are now making use of wikis to meet their own knowledge
management needs [23,30,42].

Wikis were originally intended for knowledge work in the open Internet en-
vironment; the most notable success of wiki technology is Wikipedia. Despite
the success of wikis in the public domain, it is not clear that wikis can succeed
in corporate settings as there seems to be an inherent tension between wikis’
affordances and the nature knowledge work in organizations [3,24]. While the
wiki system used in both Internet and corporate settings might be very similar,

K. Peffers, M. Rothenberger, and B. Kuechler (Eds.): DESRIST 2012, LNCS 7286, pp. 174–190, 2012.
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wiki-based conversational KM practices may differ substantially from Internet
systems such as Wikipedia. For example, over the Internet, wiki editing is open
ended, while a corporation may put restriction on access privileges, provide tem-
plate formats, or calculate users’ relative contribution to be used in performance
evaluation [6,62].

Because of this tension, wikis may be less successful in corporate environments
where incentives and governance structures differ from those of the open Internet.
The objective of this paper is to investigate how tailoring wikis to corporate
settings would impact their successful adoption in organizations. Participation
is essential to the success of communities of practice and online communities. In
line with Arazy and Croitoru [2], we use participation as a proxy for the success
of corporate wikis. We define ’participation’ broadly, to include both active (i.e.
editing the wiki by adding new content, restructuring the wiki page, or removing
irrelevant content) and passive (reading the wiki) participation.

In particular, our primary research questions are: “How can we reduce the
inherent tension between wiki affordances and the nature of corporate knowl-
edge work?” and “Would such manipulations of wiki affordances affect users’
wiki participation?” We put forward five propositions regarding how changes in
corporate wiki deployment would impact users’ wiki behavior and test users’ at-
titudes towards these propositions using a survey of wiki users at IBM with the
goal of understanding possible changes necessary for successful corporate wiki
adoption.

1.1 Wiki Affordances

Gibson [22] coined the term ’affordance’ and defined it as a perceivable property
of an object or of the environment that allows a particular individual an op-
portunity for action. The idea was popularized by Norman [44,45], who brought
it to the attention of the design community and, in particular, researchers in
human-computer interaction [21]. The notion of affordances is increasingly be-
ing used in the information systems area [32,47,63]. The concept is useful since
it emphasizes the role of the situated activity of the person who perceives the af-
fordance, and thus allows conceptualizing the relations between the technology’s
features and organizational work processes.

Prior literature on wikis has described the primary design features of wikis
(e.g. [40,57]). However, the notion of affordances is different than ’design feature’
as it focuses on the suitability of the tool for supporting a specific task rather
than on tool design per-se. Recently, studies have described some of the work
practices supported by wikis [41,58,60], and have begun using the notion of
affordances. Building on these prior studies [40,58,60], we can identify three
broad categories of affordances: (a) affordances that simplify content creation
and management, (b) affordances that reduce or remove workflow constraints
and the distinction between content creation, editing and administrative tasks,
and (c) affordances that support peer-based governance. A key feature of many
of these affordances is to remove entry barriers that are typical of traditional
knowledge management systems [9,58]. Examples include simple formatting, easy
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access, and incremental editing; all features that make it easy to create and
update content with little technical training.

1.2 Tensions between Wikis’ Affordances and Corporate Practices

Early on, organizational KM approaches focused on knowledge as objects that
could be organized to support decision making, and KMS were seen as tools to
manage codified knowledge, such that most KM projects were initiated
top-down and driven by management. However, the rigid structure of such
centrally-controlled KM initiatives exhibited poor incentives to sharing and reuse
of knowledge. Peer-based production over the Internet, as exemplified by open-
source software development [38] and later Wikipedia [5], has offered an alterna-
tive model of KM that emphasized principles such as open access and community
governance [7,20,39,57,64]. Rather than centralized control of KM initiatives and
the codification of all organizational knowledge, firms increasingly recognize that
distributed collaboration is a more effective way of sharing knowledge. However,
firms trying to adapt to this new open KM face some substantial challenges. Wiki
is a light-weight KM system that is intended to support knowledge work in the
open Internet settings, and wikis’ affordances are designed for peer-production.
As corporations begin deploying wiki technology it becomes apparent that there
are inherent tensions between wikis’ affordances and organizational knowledge
work practices [3], especially in situations where the organization has not fully
adapted to open KM. For example, in Internet settings, reducing recognition of
individuals’ contributions (non-attribution) is viewed as an essential principle
for ensuring diversity and protecting users’ privacy. However, in corporate set-
tings this feature is often undesired as it impedes accountability and individual
incentives; further, recognition of contributions is believed necessary for moti-
vating user engagement. Technology affordances are malleable [47] and organi-
zations are seeking ways to adapt wikis to their existing knowledge management
practices.

Recent accounts of corporate wiki deployment [2,3,18,23,36] portray an envi-
ronment that leverages on wikis’ affordances in some cases and adheres to tra-
ditional organizational practices in others. In line with ’the wiki way’, content
is automatically published and users’ contributions are not attributed; however,
users are often required to register through the organizational system before
allowing to access the wikis and there is less reliance on collaborative editing
norms and peer-based quality control.

What, then, is the best way for deploying wikis in corporate settings? Is it
possible to find a compromise between wiki affordances and corporate knowl-
edge work practices? How could organizations drive wiki adoption? We identify
a subset of five wiki affordances where we anticipate high tension with traditional
organizational knowledge management procedures, and put forward propositions
- one for each of the affordances under investigation - regarding how deviations
from the current corporate wiki deployment practices (by either modifying the
technology or by changing organizational procedures) would impact users’ wiki
activity. We are not aware of works in the context of wikis, or more broadly in
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the context of knowledge management systems, that have looked at how ma-
nipulating certain affordances will affect user behaviors (or attitudes towards
behavior) within the systems.

Promoting Collaborative Editing Norms. While the role of editing norms
is fairly well documented in Wikipedia [35,56,61], little is known about the ex-
tent to which corporations rely on such norms to guide users through the col-
laborative editing process. Wiki editing is unconstrained, which provides much
flexibility, but also raises uncertainty regarding the expectations for use. Corpo-
rate users are accustomed to having training on new technology usage; however,
wikis are deployed in many corporations from the ground up, with little or no
training. Not providing guidance for users on such a flexible technology can have
detrimental effects; the lack of norms indicating information to share across or-
ganizational boundaries was a major impediment to the adoption of a wiki in a
health care setting [23]. An alternative approach for guiding users is modifying
wiki technology through the use of templates, constraints placed on wiki pages,
or ontologies to ensure consistent wiki page structure and terminology [14,15,25].
A recent survey of corporate wiki users suggests that the use of wiki enhance-
ments that constrain the otherwise open-ended editing process (e.g. templates)
can accelerate wiki adoption [18]. Given prior evidence on the important role of
editing norms, as well as recent works that attempt to constrain wiki editing,
we put forward the following proposition:

Proposition 1. Promoting collaborative authoring norms will increase wiki par-
ticipation.

Attribution. Wikis are designed to promote group collaboration and discour-
age individualism [40]; pages are not associated with any single author and it is
difficult to assess individual authors’ contributions [6]. For example, Wikipedia
often promotes high-quality articles (i.e. the output of group effort), rather than
specific users. Thus, it is difficult for authors to publicize their skills and accu-
mulate reputation [53], in stark contrast to many other popular collaboration
platforms, such as Slashdot1. In a lab experiment studying the behavioral im-
pact of presenting user contributions, it was found that users contribute more
when they know that their work is visible and is valued [49], suggesting that at-
tribution will motivate wiki participation. Given that corporate users are driven
by career advancement [28], we expect that corporate users will increase wiki
participation if their individual contributions are acknowledged and propose:

Proposition 2. Attributing contributions will increase wiki participation.

Allowing Unregistered Editing. Allowing users to participate without re-
vealing their identity has the benefits of the so called “equalization phenomenon”,

1 http:\slashdot.org

http:\slashdot.org
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where status and other social cues are removed from the message, allowing col-
laborators to focus instead on the content [13,17,19,31,48,51]. Most wikis do
not include extensive access control mechanisms with the rationale that unreg-
istered editing attracts more participation and increases the size and diversity
of the author-group. Some argue that reducing the barriers to participation is
the key factor to Wikipedia’s success2 [33,46], with the collective intelligence
of a diverse author set resulting in higher quality content [4,7,54]. However,
unregistered and anonymous contributions are usually undesirable in corporate
settings, where accountability is a commonly accepted principle and free rid-
ing is a concern [34]. It is worth noting the tension between the affordance of
unregistered editing and corporate users’ desire to attribute wiki contributions
(see above); if a user contributes without registering, it would not be possible to
measure his contribution. One possible approach for resolving this tension is to
allow those users who wish not to register to still edit content, while recording
the contributions of those users who choose to register. We expect that allowing
(but not mandating) unregistered wiki editing will drive participation, and thus
we propose:

Proposition 3. Opening the editing process to unregistered users will increase
wiki participation.

Controlled Publishing. In traditional knowledge management systems, work
is structured in such a way that each role is able to perform only the tasks he
is responsible for; there is a distinction between content creation, editing, and
administrative tasks. Wikis remove many of these workflow restrictions [57] and
eliminate the distinction between content authoring, editing, and structuring
tasks, such that any writer is automatically an editor, organizer, and publisher
[9,40] without requiring the authorization of any administrator [57]. In particu-
lar, automatic publishing allows for very quick evolution of page content, thus
circumventing the bottleneck associated with traditional content development
projects, where administrators are responsible for qualifying and publishing in-
formation [1,58]. Nonetheless, manually controlling the release of article revisions
may curtail the risks of inaccurate information in a wiki and bring the process
of wiki authorship more in line with existing corporate practices. The control
could take the form of restricting access to pages in a manner that lets selected
groups collaboratively create a page privately before publishing a final version
[10] with or without the approval of an administrator. Although there is no evi-
dence to indicate whether such controlled release of new content is effective, we
expect that because controlled publishing is in line with standard organizational
knowledge management practices, it would be desired by corporate wiki users.
Thus, we propose:

Proposition 4. Controlling the release of article revisions will increase wiki
participation.

2 It is worth noting that since 2006, Wikipedia does not allow anonymous users to
create new articles, although they can still edit existing pages.
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Providing Tools for Peer-Based Quality Control. Since wikis often lack
centralized governance, failing to establish peer-based quality control mecha-
nisms could impede wiki project success. In online communities, peer oversight
has been found to be as effective as expert quality control [11]; quality is at-
tained through constant error correction and refinement by the user community,
enabled by mechanisms for easy error detection and correction [40,59]. Tools such
as watch lists, article quality ratings, software bots (to identify vandalism) and
features to easily recover from vandalism (by reverting changes) are all used by
Wikipedia to maintain high quality articles [52]. Without such tools, wiki con-
tent can quickly deteriorate, as evidenced by The Boomtown Times newspaper’s
editorial wiki, which was abandoned in just three days after being overwhelmed
by disruptive users [60]. Prior works on wiki design have tried to enhance wikis
with automatic quality control tools (e.g., tools to estimate the quality of wiki
pages [27,37]) and such enhancements can motivate users to contribute to wikis
[16]. An alternative mechanism for ensuring quality of pages that is specifically
suitable for corporate wikis is a rating system, where users rate the quality of
content on a wiki page [27]. Tools to measure the quality of wiki pages can signal
the reliability of the information and could make users more comfortable rely-
ing on that information in their work. Hence, we expect that peer-based quality
control tools, such as a rating system, will increase wiki use.

Proposition 5. Incorporating an article rating mechanism will increase wiki
participation.

2 Research Method

Our research methodology is based on a web survey, where wiki users reported
their perceptions on how a specific proposed manipulation (either a change to
wikis’ design or to the deployment procedure) would impact their wiki partici-
pation. There is an extensive body of literature in the information systems area
which demonstrates that attitudes towards technology adoption are good deter-
minants of actual adoption [8,12,43,55], thus we expect that users’ self-reported
attitudes are indicative of the expected effect of various proposed manipulations.
The main advantage of our research method is that it enables us to explore the
(perceived) effect of a relatively large number of wiki modifications in a single
study.

The study was conducted at a large global organization which operates thou-
sands of distinct wikis. The firm chosen as the subject of our study is IBM,
which designs hardware, develops software, and engages in professional services.
IBM has over 350,000 employees and a large user base of early adopters. An
announcement regarding the survey appeared in the homepage of IBM wikis
that all active wiki users could have seen, but the exact number of people who
read the announcement is not known. This mass announcement would be similar
to an advertisement in an industry magazine inviting survey participation. Our
web survey was administered internally and was open to all users over a period
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of eight weeks. Of the 1,205 users who accessed the survey web site, 919 com-
pleted the survey, describing their experiences with 486 distinct wikis. Survey
respondents came from various organizational units, with a significant portion
from software development (capturing the experience of 5% of all wiki applica-
tions). Each subject was asked to rate statements regarding her wiki activity on
a 5-point Likert scale.

Prior literature provides only little guidance on how to measure users’ percep-
tions of proposed manipulations to wiki deployment, thus the articulation of the
survey questions regarding our propositions was informed by our understanding
of corporate wiki practices, and was verified through extensive discussions with
IBM’s wiki administration unit. This collaborative survey development process
ensured that the survey questions would be interpreted appropriately by the
IBM employees who chose to participate.

3 Results

IBM wiki users were asked to rate the extent to which they agree with statements
suggesting that certain manipulations (changes to wiki software or adjustments
in wiki deployment procedures) will enhance their activity. The results of our
study show (at least partial) support to propositions 1, 2, and 5, no support for
proposition 3, and evidence contradicting proposition 4. Our findings suggest
that in some cases wiki users would like to see changes to align wiki deployment
with “the wiki way” (e.g. automatic publishing, the use of collaborative editing
norms, incorporating peer-based quality control tools such as a rating system)
while in other cases corporate users would like to see modifications that are
more in line with traditional organizational knowledge management practices
(e.g. attributing contributions, not permitting unregistered editing). A summary
of the findings is described in Table 1.

Table 1. The extent to which modifications in wiki deployment are expected to increase
participation (on a 1 to 5 scale)

Modifications in wiki deployment Proposition Support Mean Median Std.
Deviation

Promote collaborative editing norms 1 Yes 3.55 4 1.00

Attribution 2 Yes (strong) 3.90 4 0.93

Allow unregistered editing 3 No 2.86 3 1.16

Control publishing 4 No (refute) 2.15 2 1.15

Add a rating system 5 Yes (weak) 3.21 3 1.11

From the five modifications we have explored, attribution had the largest im-
pact on users’ anticipated participation levels, with over 60% of respondents
saying they agree or strongly agree that publicizing their contributions will in-
crease their participation. On the other extreme, over 60% say they disagree or
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strongly disagree that controlling the release of new content by having an ad-
ministrator first review changes would increase their activity. Figure 1 provides
details regarding the distribution of responses to each of the proposed modifica-
tions.

Stro
ngly

Disa
gre

e

3.7

Disa
gre

e

7.5

Neu
tra

l

37.9

Agre
e

31.9

Stro
ngly

Agre
e

19.

0

5

10

15

20

25

30

35

P
er

ce
n

ta
g

e
o

f
R

es
p

o
n

d
en

ts

�a� Promote Collaborative Editing Norms

Stro
ngly

Disa
gre

e

1.3

Disa
gre

e

3.8

Neu
tra

l

30.

Agre
e

33.5

Stro
ngly

Agre
e

31.3

0

5

10

15

20

25

30

P
er

ce
n

ta
g

e
o

f
R

es
p

o
n

d
en

ts

�b� Attributing Contributions

Stro
ngly

Disa
gre

e

14.6

Disa
gre

e

19.9

Neu
tra

l

40.5

Agre
e

14.2

Stro
ngly

Agre
e

10.7

0

10

20

30

40

P
er

ce
n

ta
g

e
o

f
R

es
p

o
n

d
en

ts

�c� Allowing Unregistered Editing

Stro
ngly

Disa
gre

e

38.1

Disa
gre

e

24.6

Neu
tra

l

25.8

Agre
e

6.8

Stro
ngly

Agre
e

4.7
0

5

10

15

20

25

30

35
P

er
ce

n
ta

g
e

o
f

R
es

p
o

n
d

en
ts

�d� Controlled Publishing

Stro
ngly

Disa
gre

e

7.3

Disa
gre

e

16.5

Neu
tra

l

39.

Agre
e

22.5

Stro
ngly

Agre
e

14.7

0

10

20

30

P
er

ce
n

ta
g

e
o

f
R

es
p

o
n

d
en

ts

�e� Adding a Rating System

Fig. 1. Distribution of responses to statements regarding the anticipated effects of
modifications in wiki deployment

4 Discussion

Wikis are designed for open and organic peer-based collaboration; however, as
wikis are entering corporate walls, it is clear that some adjustments are required,
since some wiki affordances run counter to traditional organizational knowledge
management practices. The few empirical studies regarding wikis in corporate
settings suggest that organizations are trying to find a compromise, staying
true to wiki core affordances and adapting their work practices accordingly in
some cases, and adjusting wiki design to fit standard knowledge management
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work in other cases. This work is a preliminary exploration of corporate wiki
users’ attitudes towards various alternative deployment schemes. To the extent
that the perceptions indeed capture users’ expected behavior, our findings sug-
gest that wiki adoption would be highest when organizations are able to find
a fine balance between their traditional knowledge management practices (such
as, not permitting unregistered editing) and the affordances of wiki technology
(such as, automatic publishing). This balance is specific to each organization;
the corporate culture, employee autonomy, motivation and incentives all must
be considered. Following, we discuss the results related to each of the affordances
in this preliminary investigation.

Attribution of authorship seems to be the affordance that is most appropri-
ate modification for corporate settings, and users believe that introducing an at-
tribution mechanism will increase their involvement. Our finding supports earlier
results from a lab experiment [49] and justifies the investment in an automatic
utility to estimate authors’ contributions [6,16,26,27,37,50,53]. An additional
modification that seems likely to affect users’ participation is the promotion of
collaborative editing norms. Roughly 50% of survey respondents believe that
developing and communicating clear guidelines for editing content on wikis will
increase their involvement, whereas only 10% disagree or strongly disagree. This
result is in line with Giordano’s [23] finding on the role of editing norms in wiki
implementation success, and provides justification for the efforts to structure
wiki communications [14,15,25]. Given that in corporate settings users normally
go through training sessions before beginning to use an information system, the
grass-roots deployment of wikis at IBM has circumvented this standard activ-
ity. Further, due to the openness of wiki technology (wikis are used in various
ways - from a web development tool, to a document repository, to a collabora-
tion application [3]), the level of uncertainty regarding how to make meaningful
contributions acts as a disincentive for participation.

Prior works on wiki design have tried to incorporate automatic utilities for
estimating pages’ quality [16,27,37]. However, our findings suggest that providing
peer-based quality control tools such as a rating system would have only
limited impact on users’ participation, and such an enhancement to wiki software
was viewed as beneficial by less than 40% of respondents. We suspect that this
finding represents the relative lack of risks (such as vandalism) in the “behind
the firewall” wiki implementation we’ve studied. However, we believe that when
opening wiki participation to external parties (e.g. customers), quality control
will be of increased importance, as demonstrated by the case of The Boomtown
Times [60].

Overall, wiki users in our sample did not have a clear preference regarding
unregistered editing: roughly 25% of survey respondents believe that allowing
unregistered editors (i.e. anonymous postings) will increase their participation,
while nearly 35% prefer contributions to be made by registered users. We believe
that there is a link between this affordance and corporate users’ interest in
attribution and recognition (see discussion above), which is not feasible when
editors are not identified.
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Research has shown that motivational dynamics in a corporate setting have
an impact on wiki participation [29]; thus we collected data to help us distin-
guish between self-directed use of wikis (motivational drivers such as enjoyment,
self-expression, belonging to a community, learning new skills, and other direct
benefits) and users who are driven to use wikis (motivational factors such as
peer pressure and supervisor pressure). Please refer to the Appendix for details
on survey items. Users who feel compelled to use wikis are more interested in
unregistered editing (correlations are 0.17− 0.19; p < 0.0001) and in controlling
publishing (correlations are 0.22 − 0.37; p < 0.0001) as illustrated in Figure 2.
This demonstrates that these externally-motivated users may shy away from tak-
ing responsibility and are less comfortable with features that would hold them
accountable.
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Fig. 2. Likelihood of increased participation for the affordances of (a) unregistered
editing and (b) controlled publishing based on the degree to which respondents feel
peer pressure to participate in wikis

Finally, automatic publishing of new content is expected to have contra-
dicting consequences: on one hand it increases the risks to content quality, while
on the other hand it can reduce bottlenecks in the creation of new knowledge.
This dual effect was evident in our analysis of wiki roles, which found that con-
tent producers have less interest in controlled publishing since it restricts their
ability to create knowledge, while content consumers have fewer objections to
controlled publishing since it increases wiki content quality, as illustrated in
Figure 3. Overall, users in our survey objected to the proposal to have adminis-
trators control the release of new content on wikis. We see two possible reasons
for this finding. It is possible controlled publishing contradicts the notion of
democracy that is associated with wikis [40] and thus is seen by users as a form
of censorship and as a threat to author autonomy. Alternatively, it is possible
that corporate users are less concerned with quality risks (e.g. vandalism; please
refer to our discussion above) and thus do not see a need for a centralized content
qualification mechanism.
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Fig. 3. Responses regarding likelihood of increased participation if controlled publish-
ing were implemented by user wiki role

Our findings have potential implications for both research and practice. Our
study highlights the tension between wiki affordances as adopted from the open
Internet environment and corporate knowledge management practices, and chal-
lenges the perception that wikis could be successfully deployed in corporate set-
tings as is [3,42]. More broadly, we reveal the potential mismatch between the
intended use of a technology and the way in which organizations choose to em-
ploy it, indicating possibilities in technology acceptance research. We believe
that notion of affordances is very useful in this context, since it brings together
the tool and its use. In addition, our results provide justification for works that
aim to enhance and modify wikis in various ways - e.g. estimating users’ con-
tributions [6], structuring the editing process [14], and automatically estimating
pages’ quality [16] - suggesting that this is a productive research direction.

For practitioners, we identify a need for organizations to be aware of the
disparity between the type of work wikis were intended to support and existing
knowledge management practices. For each of these possible incompatibilities,
the organization should consider whether it prefers to change wiki’s design or
alternatively to adapt the organization to “the wiki way”. Specifically, the results
from our empirical study indicate that corporate wiki users desire recognition
for their efforts, highlighting the need for both a mechanism that can estimate
and publicize users’ contributions as well as to provide clear guidance on the
collaborative authoring process while not attempting to impose controls on wiki’s
automatic publishing affordances.

5 Conclusion

Following the success of internet wiki-based application, such as Wikipedia, busi-
ness organizations have begun adopting wikis. However, the affordances of wikis
seem to run in contrast to traditional tightly controlled corporate knowledge
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management practices. The findings from our preliminary study show that suc-
cessful wiki adoption in organizations will require a hybrid approach to affor-
dances, with some leaning towards settings in line with ’the wiki way’ (e.g. un-
registered editing, peer-based quality control) and others leaning towards more
traditional corporate settings (e.g. attributing contributions). How much corpo-
rate wikis pull towards each side is a delicate balancing act, and may depend
greatly on organizations’ existing knowledge management practices and their
ability to change.

This preliminary study has two goals. Our primary goal is in providing evi-
dence regarding the anticipated effects of five proposed wiki modifications. While
several studies have recently proposed extensions and modifications intended to
adjust wiki affordances, there is no evidence to suggest which of these adjust-
ments is more effective. In this study we investigated five wiki affordances -
collaborative authoring norms, unregistered editing, automatic publishing, non-
attribution, and peer-based quality control - and have reported on users’ percep-
tions regarding the extent to which altering these wiki affordances - by either
modifying the wiki system or by changing work practices - is likely to increase
users’ participation. Second, our conceptualization of wiki affordances goes be-
yond extant literature on the area with the goal of informing studies on wikis’
design. While prior literature has described the primary design features of wikis,
the notion of affordances is quite different than ’design features’ as it focuses
on the suitability of the tool for supporting a specific task (rather than on tool
design per-se).

Our study provides only a preliminary probing into the suitability of wikis for
corporate knowledge work. As such, an important value of this work is in pointing
the direction to further research. Below, we briefly review various ways in which
this study could be extended. First, we have only explored few possible modifi-
cations, and many other possibilities exist. For example, we proposed to change
the affordance of ’automatic publishing’ by adding an administrative control;
however, an alternative modification would allow peers (rather than administra-
tors) to qualify the content before publishing it (c.f. [10]). Second, our study of
wiki affordances was based on user attitudes and, although prior research sug-
gests that attitudes towards technology adoption are a good indicator of actual
adoption [8,12,43,55], we recommend that future research would validate that
actual wiki behavior corresponds to the attitudes reported in our study, either
through a lab or field study. A third limitation lies in the ambiguity of the con-
cept of participation. As we were interested in general adoption of wikis, we were
less concerned about whether users would be more likely to contribute content
(become ’active’ participants) or to read content (become ’passive’ participants).
We believe that there are links between increased readers and increased active
participation, and indeed it is possible that we captured cases where current
readers believed they could become content creators under different affordance
configurations. Follow-up work should include a more formal operationalization
of wiki participation in order to provide better insights for user types as well as
different user roles within both the wiki and the corporation. A fourth limitation
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of this study is the measurement of the likely impact of the proposed wiki mod-
ifications. We have used single-item measures, working closely with IBM’s wiki
administration unit to ensure that the survey questions captured our intentions
and were well understood by wiki users. Thus, some terminology adopted in the
survey was based on how internal IBM employees referred to the feature (i.e.
’anonymous postings’ was used to refer to ’unregistered editing’ and a ’rating’
of wiki articles implied a peer-based control). Such terminology may have other
interpretations and thus caution should be used when adapting the question-
naire items from this study to other contexts. Fifth, future research could also
extend the investigation of wiki affordances beyond the impact on participation
to alternative indicators of project success, such as user satisfaction or job per-
formance. Finally, we call for further research on wikis across various industries
(e.g. business, education, government) and geographical regions. We conclude
with a call for future research in this exciting area and hope that others would
be able to fill-in the gaps in this study.
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Appendix: Survey Items

Instructions. For all questions below, please indicate the degree to which you
agree of disagree with the following statements. Possible answers:

– Strongly Disagree
– Somewhat Disagree
– Neither Agree Nor Disagree
– Somewhat Agree
– Strongly Agree

Table 2. Survey Items

Title Question

Modifications in wiki deployment

Unregistered Allowing anonymous postings will have a positive effect on my
Editing wiki participation.

Attributing Publicizing (within and outside the wikis) the contribution of
Contributions wiki users will have a positive effect on my wiki participation.

Peer-Based Adding Rating to wiki articles would increase my participation.
Quality-Control

Promoting Clearly communicating wiki behavior norms (e.g., no personal
Collaborative attacks, formatting rules) will have a positive effect on my
Authoring Norms wiki participation.

Controlled My wiki participation would increase if all wiki contributions
Publishing were reviewed by an administrator who decided what to publish

Motivations

Enjoyment I enjoy using the wiki.

Learning new Through my wiki activity, I’m learning new skills.
skills

Belonging to a Participation in the wiki provides me with a sense of belonging to
community a community.

Self-expression Wiki participation allows me to express my views and opinions.

Direct benefits Using the wiki helps me to get the rewards I’m seeking.

Peer Pressure I feel pressure from my peers and colleagues to participate in the
wiki.

Supervisor I feel pressure from my IBM supervisors to participate in the wiki.
Pressure
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paper presents a design science approach for social systems from organizational 
science and discusses its implications for contemporary IS research. 

Keywords: design science, IS design, organizational design, social systems de-
sign, socio-technical systems design. 

1 Motivation 

While there is an ongoing discussion about the role and methodologies of design sci-
ence in the Information Systems discipline, most of the discussions revolve around 
the IT artefact and place it in the centre of deliberations [18] [27] [28]. Hevner et al. 
suggest, for example, “to include not only instantiations in our definition of the IT 
artefact, but also the constructs, models, and methods applied in the development and 
use of information systems”, while at the same time, they “do not include people or 
elements of organizations” [18]. In a contrarian position, as put forth by Hess, for 
example, it is suggested to make this organizational perspective the cornerstone of a 
design science paradigm for IS (or rather, its German equivalent, “Wirtschafts-
informatik”) [17]. This is also supported by Bygstad who classifies the IT infrastruc-
ture as an element of the organizational structure [6]. Furthermore, as shown in 
greater detail in section 3.1, this also conforms to the general topical direction where 
IS research seems to be heading. Therefore it could be worthwhile to explore how IS 
design research could be influenced and improved by taking a deliberate organiza-
tional design perspective.  

At the same time, there were discussions around rigor, relevance, and research 
methods in the field of management and organizational research [34], which can be 
regarded as in some ways comparable to similar discussions in Information Systems 
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[4]. Like in IS, there was also a development of design science approaches [30] [37] 
and their subsequent discussion and evaluation [26]. These approaches are not aimed 
at designing information systems, but social systems, like organizations. While the 
basic idea has been taken up in several publications in the field of IS (for example, by 
Alter [2], Iivari [21], McKay & Marshall [24], Hrastinski et al. [20], or Carlsson et al. 
[7] [8]), neither a “full-scale” transfer of a comprehensive approach from management 
research to the field of IS, nor a discussion of actual implications of such a transfer for 
key fields of IS research has yet taken place. As Kuechler & Vaishnavi note, such a 
transfer can serve to mitigate the “view of IS design science research as a ‘hard’ engi-
neering practice” by drawing a greater amount of attention to the business environ-
ment [23]. One related field is the application of action research in the IS design  
science context [32]; however there are also critical voices who characterize action 
research as “seemingly similar, but decisively dissimilar” to design science [22].  

The goal of this paper is to show potential ways and benefits of applications of de-
sign science approaches from management research to relevant fields of IS research, 
exemplified by the most comprehensive one by van Aken et al. In order to do this, it 
will first present this approach and afterwards discuss its implications as well as its 
limitations for the two most suitable areas of current IS research, which are identified 
based on a brief analysis of the tracks of recent IS conferences. 

2 A Design Approach for Designing Social Systems 

This section presents a generic design science approach for organizations based on the 
work of van Aken [37] [38] [39], Denyer et al. [9], and Huff et al. [19]. It serves as 
the foundation for the subsequent discussions of its implications for IS research. Of 
the various contributions to the aforementioned design science discussion in man-
agement research, van Aken’s approach can be regarded as the most comprehensive 
one, which is the reason why it is chosen here. His approach is grounded on Simon’s 
“Sciences of the Artificial” [33] and Bunge’s work about technological design rules 
[5]. It is summarized in figure 1 and expanded by suitable research, where applicable, 
as mentioned. 

According to van Aken, any organizational design effort should start with types of 
organizational problems or actors’ goals rooted in the real world [38: 225]. The de-
sign artefact should aim to improve the organizational reality by solving the problems 
or reaching the goals [39: 68]. Ideally, the design artefact should be applicable beyond 
a singular case and also contain a solid, scientific foundation. 

The input for the scientific design process is provided by theories of the “explana-
tory sciences” [9: 394]. Van Aken distinguishes here between two types of theories. 
Descriptive theories contain “truths” about the “real world”, while prescriptive theo-
ries contain “truths” about theory-based and empirically validated, heuristic design 
rules [37: 235]. However, these design rules should not be causal input-output-(IO) 
rules (“If X, then Y”).  
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Fig. 1. Process for the design of social systems according to van Aken et al.  
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Instead, he suggests design rules where the final result is triggered by certain 
mechanisms and the mechanisms in turn by organizational interventions [37: 230]. 
The suitability of the interventions to trigger the mechanisms, and in the end, deliver 
the intended results, is dependent on the specifics of the organizational context. 
Denyer et al. call this kind of design rules “CIMO rules” (“Context-Intervention-
Mechanism-Outcome”). They give the following, simplified example for such a 
CIMO rule: “If you have a project assignment for a geographically distributed team 
(class of contexts), use a face-to-face kick-off meeting (intervention type) to create an 
effective team (intended outcome) through the creation of collective task insight and 
commitment (generative mechanisms)” [9: 396]. The reason for this explicit context-
dependency is that any organization is in certain ways unique and also in a unique 
situation at any point in time [30: 563]. Additionally, organizations are continuously 
concerned with phenomena like change, emergence, turbulences, surprises etc. both 
from inside and from their environment (their context) [19]. This uncertainty makes 
heuristic CIMO rules more suited than causal IO rules to arrive at generic design rules 
for organizations since they will not become automatically invalid simply due to a 
sufficiently differing context. In other words, their “truth” is also context-dependent.  

Van Aken emphasizes that sufficient rigour can only be achieved when the design 
rules are not only based on theories, but were also validated in the field [37: 221]. 
New and different contexts (and subsequent validation through appropriate field tests) 
can always lead to further refinement and extensions of a rule. Generally, a rule can 
consist of a single sentence or an entire book, depending on its complexity and the 
amount of differentiation in the four elements of context, interventions, mechanisms, 
and outcome [38: 23].  

Both descriptive as well as prescriptive theories can only make statements about 
the past (“in hindsight”, or “ex post”). Both kinds of theories can be developed in 
various ways, besides “disciplined imagination” [41] or systematic review [36], espe-
cially by repeatedly conducting quantitative and qualitative studies concerning the 
success of design efforts [37: 229] 

Van Aken divides the design science research process into the design of the design 
process itself (“process design”), the design of the artefact (“object design”), and the 
design of a generic implementation process to embed the artefact into an organization 
(“implementation design”) [37: 227]. Additionally, the person(s) who design are rele-
vant research subjects as well. Before undertaking an organizational design project 
they should ask themselves whether it is possible and feasible to do so, depending on 
the real-world situation (the context) [19: 419].  

Possible design artefacts include all elements of a future organizational reality. Al-
though van Aken does not mention them explicitly, IT artefacts can be included here 
as well since they form a core element of today’s organizational realities and are often 
tightly interwoven with organizational structures and business processes [6]. Every 
implementation process is divided into three phases “by design”: two redesigns fol-
lowed by a final phase of “learning to perform” [39: 75]. In the first redesign phase 
the generic artefact needs to be formally adapted to the specific organization and its 
context. The second phase allows relevant organizational actors (managers and users, 
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for example) to further adjust (deliberately and emergent) the artefact during the in-
troduction process. These adjustments continue while every one “learns to perform” 
until the artefact is fully embedded inside the organizational routines. 

Unlike the previously outlined approaches for explanatory science, this design  
science approach does not focus on “ex-post” explanations but on creating novelty  
“ex-ante” (or “in foresight”) instead, aiming to deliver valid design propositions – mani-
festing themselves in design artefacts – beyond singular cases or applications [19: 418]. 

The implementation of a designed artefact finally is regarded as “art” of practitio-
ners [19: 416]. They need to take their specific organization and their specific context 
into account, and instantiate and adapt the “design blueprints”, in order to be able to 
successfully integrate the design artefact into their organization. In a singular case, 
context factors, organizational dynamics, and phenomena of emergence influence 
whether such an implementation effort eventually leads to success or failure. The 
same factors may also lead to new goals and problems which in turn may lead to a 
continuous cycle of evaluation, design, and implementation [12]. 

The success of such a design effort can manifest itself on the one hand in reaching 
goals or solving problems “now”, but on the other hand also in sustaining and increas-
ing the ability of an organization to solve problems or to transform itself in the future 
[12]. Van Aken further differentiates between “alpha tests” and “beta tests” [37: 232]. 
Alpha tests for him mean the repeated instantiation of a management artefact in simi-
lar contexts, while beta tests are about the subsequent application in differing con-
texts. The goal of these tests is to reach a broad and at the same time differentiated 
validation of the design artefact and the underlying design rules while deliberately 
taking the instantiation contexts into account. Eventually, these tests will lead not 
only to a validation, but also to an expansion of the underlying theoretical founda-
tions, which in turn will benefit further design efforts. 

3 Fields of Application in Information Systems Research 

3.1 Relevant Fields of Contemporary IS Research 

Before the implications of the presented approach for IS research can be discussed, 
there needs to be further differentiation of what constitutes contemporary IS research, 
since IS is not a unified research discipline. IS conferences are a major outlet for pub-
lication of IS research, and, unlike journals, provide a set of categories (= tracks) 
every conference publication is classified under. Table 1 shows the tracks of the most 
recent and the upcoming ECIS and ICIS conferences (2011 and 2012), further classi-
fied according to the focus of their research. Two identified categories can be charac-
terized as having a generic focus or a focus on IS research itself. Then there is one 
category of IS research with a technological focus. Several other categories can be 
identified as having different kinds of organizational foci. The “hybrid” category 
finally contains tracks where both submissions with a technological and with an or-
ganizational focus could be considered appropriate. 
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Table 1. Classification of IS conference tracks 

 
Category Tracks 
Generic Alternative Genres, Breakthrough Ideas, General Track, Gen-

eral Topics, East meets West 
Research and 
Teaching 

IS in Education, IS Curriculum, Education and Teaching Cases 
(SIGED), Research Methods, Serious Games and Simulations, 
Engaged Scholarship through Design and Action, IS Curricu-
lum and Education, Research Methods and Philosophy 

Technological 
focus 

Enterprise Architecture & Governance, Mobile and Pervasive 
Computing, Technology Substitution, Smart Mobile Media 
Services 

Hybrid Adoption and diffusion, IS Security and Privacy, Digital Inno-
vation in the Service Economy, Digital and Social Networks, 
IS Security and Privacy,  IT Global Services and Cloud Com-
puting, Visual Media, Data and Information Quality, Global 
Service Infrastructures, WEB2.0 – Business Value of Social 
Networks, Service Science 

Individual focus Human Computer Interaction, Human Behavior in IT Adoption 
and Use, Human Capital 

Organizational 
focus: 
IS in functions / 
industries 

Accounting Information Systems and ERP, Business Intelli-
gence and Knowledge Management, Enterprise Transforma-
tion, E-health, IT-Enabled Supply Chain Management, Public 
Sector ICT – Citizen Empowerment and Agency Transparency, 
IT for Health Care Management, Business Process Manage-
ment, Evolution from E-Government to Transformational Gov-
ernment, Knowledge Management for Sustainability 

Organizational 
focus:  
IS management 
/ governance,  
IS project  
management 

Information Technology (IT) Project Management, Global 
Sourcing Management, IT/IS Management and Development 
Methodologies, Economics and Value of IS, Governance and 
Management of IS, IT and Service Management, Project Man-
agement, Outsourcing and IS Development 

Organizational 
focus:  
Aspects of IS in 
social systems 

Co-Creating Innovations, Social Computing and Collaboration, 
Social and Organizational Impacts of IS, Global, International 
and Cultural Issues in IS, Behavioral, Social and Organiza-
tional Aspects of IS, Culture in the IS/T Service Lifecycle, 
Online Communities and Digital Collaborations, Organization 
Theory, Strategy, and Information Systems 

Organizational 
focus: Other 

IT for Global Welfare & Sustainability, E-Business and Com-
petitive Strategy, Green IS and Sustainability, Economics and 
Information Systems, Green Information Systems, Innovation 
Theory, Research and Practice in IS 
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The classification shown in Table 1 supports the notion put forth in the introduc-
tion, that design science in IS should deliberately take into account the organizational 
perspective, because it would otherwise be limited to just a few areas of research (re-
search methods itself, the areas with a technological focus, and arguably the topics in 
the “hybrid” category). Moreover, the analysis shows that there are several different 
kinds of “organizational contexts” IS research is concerned with. One rather large 
branch – at least, based on the number of conference tracks – of IS research is con-
cerned with function- or industry-specific IS. While the particulars of each specific 
implementation (instance) of these IS will vary, it can be surmised that their organiza-
tional contexts will also share some similarities, which in turn means that they can be 
taken into account during the design phase. Another branch of IS research focuses 
less on IT and IS, but more on organizational management systems for the govern-
ance of the IT and IS in enterprises, or for IT project management. Here, design sci-
ence would be originally concerned with organizational design. A third branch is 
concerned with specific fields and aspects of organizational and sociological research 
focusing on the topic of IS. From a design science perspective, the respective topics 
here are well suited to provide explanatory insight and design propositions for both IS 
design and organizational design. A deeper look at the topics of this category shows a 
great variety of research angles; therefore it is difficult at this point – and outside the 
scope of this paper – to discuss possible design science directions on a general, cate-
gory-wide level. From the topics in the “organizational focus: other” category espe-
cially “E-Business and Competitive Strategy” stands out, on the one hand because it 
can also be classified as a topic of management research, and on the other hand be-
cause there are already design science perspectives on e-business and entrepreneur-
ship discussed in the management research literature [31]. 

The following sections will now discuss the implications of the previously pre-
sented approach for organizational design science for design research in the IS disci-
pline. From the categories outlined above, the discussion will focus on the two “main” 
categories of relevance identified in the context of design science: function-/industry-
specific IS on the one hand and organizational management systems for IS manage-
ment, governance and project management on the other hand. Since the latter is closer 
to the “original purpose” of the previously presented approach, it will be discussed 
first. Afterwards, the implications for IS design are discussed. 

3.2 Design of Management Systems for IS Management, Governance, and 
Project Management 

This section now will show the potential of the previously outlined design science 
approach to the fields of IS/IT management, governance and IT project management 
(henceforth, IS management). The structure of this chapter follows the elements in 
figure 1. 

A design science approach for IS management would mean designing IS manage-
ment artefacts that aim to solve real-world problems or goals of IT departments  
and project teams. Here, the outcomes of typical topics of IS management research 
(business IT alignment, IT governance, IT service management etc.) or project  
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management research can be viewed as providing abstract, potential solutions for 
classes of these problems. In addition, the necessity to formulate explicit problems or 
goals at the start of a design effort might uncover IS management issues faced by 
practitioners which have not been tackled yet by IS management research. 

As outlined above, according to van Aken, the explanatory sciences form the major 
source of input for the design process. For IS management research this generally 
means conceptual papers and empirical studies about IS management and project 
management topics. However, a “translation” of the research outcomes into CIMO 
design rules (or design propositions, as Carlsson et al. suggest as a potentially more 
appropriate term [8]) might be necessary to achieve direct applicability during the 
design process. Other theoretical outcomes can still be used to provide argumentative 
support for a certain design rule. Regarding the frequent use of causal models in IS 
research, Gregor and Horvorka provide a framework regarding different types of cau-
sality in different types of research settings (and hence, theories) [16]. While this 
issue cannot be covered in more detail at this point, it is worth noting that explanatory 
sciences tend to rely on different types of causality than design sciences. Therefore, a 
simple “interchange” of causal input-output(IO-)rules and the aforementioned heuris-
tic CIMO design rules is not possible when grounding design decisions on empirical 
findings from IS management research. 

Since the design process is problem- or goal-driven, it is explicitly necessary to in-
clude the designer(s) in the approach since their perceived problems and their per-
sonal goals drive the whole design effort. Potential designers here include researchers, 
managers, and consultants in the area of IT management. Venkatesh regards the ac-
tors or actions in the IS design science debate as “under-socialized” and sees the de-
signer of a social system as an agent [40]. As a result of this agency issue, designers 
might further their own interests through the design, instead of pursuing organization-
related goals, for example. A further challenge arises due to the possibility that the 
persons who design a generic IS management artefact are not necessarily the same 
who implement an instantiated artefact in a specific IS management organization in 
practice. Here, methods regarding stakeholder management (for example, from soft-
ware requirements engineering) might be a worthwhile addition to the design process 
in this case. The previously outlined question “Can/should I design?” is also a rele-
vant one to keep in mind for IS management design efforts. Pries-Heje et al. call this 
“artificial ex-ante evaluation” of a design artefact [28].  

Any object design resulting of a design science approach to IS management con-
sists of a model of future organizational reality (or parts thereof) of an IS management 
organization. It might contain elements of, e. g., an IS strategy, the organizational 
structure of the IT department or the project management organization, IS manage-
ment or project management processes, or IT infrastructure for IS management pur-
poses. The literature from management research generally seems to assume that a 
specification in natural language is the most suitable; the issue is not explicitly dis-
cussed. But in order to be able to model this future organizational reality in a rigorous 
way, more formal ways of specification should supplant the potentially ambiguous 
natural language. Here, approaches from enterprise modelling can be employed, for 
example the MEMO language by Frank [10], in order to model relevant aspects of the 



 Design Science as Design of Social Systems – Implications for IS Research 199 

future organizational reality of the IT organization as well as relevant context factors. 
There is also a first outline of a modelling language specifically aimed at the area of 
IS management [11]. 

The implementation design can be interpreted as being about designing actions for 
“change management” which, for an IS management artefact, can include both organ-
izational elements (establishing a project management organization, changes in IS 
management processes, training of IT staff, etc.) and technical elements (customizing 
of IS management software, its integration into the infrastructure, etc.). Since this area 
is arguably the least specific for the application of the generic design science  
approach to the area of IS management, there are several examples from the manage-
ment research literature which can be drawn upon to illustrate the role of design ef-
forts for organizational change and development (see [3] for an overview).  

The instantiation in practice can be viewed as the bridge between science and the 
“art” of IT managers and consultants to instantiate and adapt the object and imple-
mentation design to the specific context in practice. The major challenge here for 
them is to account for the “uniqueness” of every IS management organization, regard-
ing both the social and the technical elements of the respective socio-technical  
system. From a researcher’s perspective this also means a lack of control over the 
application of the object design and therefore the potential end of the “chain of rig-
our” throughout the entire design process. Since researchers rarely get involved into 
organizational changes in practice, Carlsson et al. discuss the collaboration with con-
sultancy firms in order to support a controlled transfer of design research outcomes 
into practice and the subsequent evaluation [8]. 

This evaluation of the success of an IS management design effort needs to be con-
text specific due to the general problem- or goal-orientation of the whole approach. 
Any success or failure can be attributed to the (in)adequacy of the object design, the 
implementation design, their instantiation in practice, and/or the underlying goals for 
the whole effort. A thorough evaluation of each design instantiation is necessary to 
achieve scientific progress regarding the designed IT management artefact, the under-
lying theories, and the methods employed during the design process. In the end, the 
results of the evaluation can lead to a confirmation or revision of the object design, 
the implementation design, the design process, and/or the underlying theoretical 
foundations in form of design rules or descriptive theories.  

3.3 Design of Information Systems as Future Part of Social Systems 

This section now will show the potential of the previously outlined design science 
approach to the field of IS design. While the name of the respective category in sec-
tion 3.1 highlighted the function- or industry-specific nature of IS typically discussed 
at IS conferences, this section will take a more generic perspective on the issue of IS 
design. The contents should be therefore applicable to any function- or industry-
specific kind of IS design. After a brief discussion of the general relationship between 
IT, IS and organizations / social systems in order to draw an explicit connection be-
tween IS in organizations and the previously outlined design science approach, the 
remainder of this section will follow the elements in figure 1. 
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While there are no universally accepted definitions, the term IT commonly means 
either actual instances of hardware and software or, on a more abstract level, certain 
concepts, classes, or types of hardware and software. The term IS, on the other hand, 
normally includes the organizational context and purpose of IT in-use. In other words, 
the term IS describes socio-technical systems, consisting of people and machines (IT 
among them), which serve certain business purposes for information processing or 
communication according to economic criteria [29: 6]. Such systems are also called 
Human-Task-Technology systems [17] (M-A-T in the original German: Mensch-
Aufgabe-Technik). This implies that, while the IT perspective highlights the techno-
logical side of IS, the IS perspective takes a more holistic stance and acknowledges 
that it is the human factor in the end, which can make the application of IT a useful 
one, creating value out of their usage within an organization. This means that a design 
science approach concerning organizational design is less relevant when the IT part of 
an IS lies in the focus in the design effort, but becomes more relevant, the more the 
human or organizational part of an IS design artefact stands at the forefront. The up-
coming discussions will assume such a case. 

As with design efforts for organizational IS management systems outlined in the 
previous section, designs of information systems can be interpreted as potential solu-
tions for classes of real-world problems or goals of organizations. From a research 
point of view, this can be interpreted as a call for relevance through design research 
(solving issues at hand) [38], while from a practical perspective, it mostly are business 
or organizational issues which are to be solved through IS designs, and not techno-
logical issues. This further reinforces the potential of the design approach presented 
before for relevant IS design research.  

Since the eventual solution needs to contain both technological and organizational 
elements (otherwise it would probably not be an issue for the IS discipline), the object 
and implementation design will likewise have to contain both, and additionally show 
(abstract, non-instantiated) ways how these two “worlds” can and should interact. For 
the explanatory sciences, this means likewise that conceptual and empirical research 
outcomes about technological aspects, organizational aspects, and their interactions 
are potential sources for formulating IS design propositions. The aforementioned 
CIMO rules are specifically aimed at formulating design propositions suitable for 
organizations; their suitability for IS design (or certain parts thereof) needs to be dis-
cussed in more detail than the space available here allows. Depending on the out-
comes of these discussions, the remarks regarding the different forms of causality 
from the previous section might apply here as well. 

Regarding the person(s) of the designer, an IS design encompassing a technologi-
cal and an organizational perspective requires designers well-versed in both fields, or 
experts in each, who share a common language and are able to integrate their different 
viewpoints into the construction of coherent design artefacts. 

At the end of the design process, the IS object design should consist of an abstract 
design of an IS (or rather, of a class of specific instances of IS) which is potentially 
suitable to solve real-world organizational goals. Since off-the-shelf software be-
comes more and more commonplace [35], the object design can be a software design 
and implementation for a new kind of IS, or a reference process model giving  
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guidance on how to collect requirements, choose, and customize appropriate off-the-
shelf software [1]. The object design should also include a link to an (abstract) im-
plementation process, or in other words, the implementation design. 

Like the object design, the IS implementation design will probably consist of tech-
nological and organizational aspects of the introduction (or instantiation) of the ab-
stract IS in a specific organization. On the technical side, an implementation design 
could specify the necessary and possible ways to customize the object design and to 
install it into a given IT infrastructure. The organizational side can give a process 
framework to manage these customization and installation efforts, in addition to 
specifying processes of generic organizational change management, specifically tai-
lored to the situational elements of future implementations which can be assumed as 
invariant due to the nature of the IS (for example, function or industry-dependent). 
Again, these issues can be covered by reference models [1]. 

Each implementation effort of the abstract IS design means a context-specific in-
stantiation effort of both the object and the implementation design. The instantiated 
implementation design will concern the actual effort to instantiate and customize the 
object design for a specific situation, integrate it into a specific IT infrastructure, and 
introduce it into the organizational processes and routines through possibly several 
phases of redesign and a final phase where the end users “learn to perform”. 

After this, an evaluation phase can and should evaluate the validity of the IS de-
signs and the underlying design rules. The split between an abstract IS object and 
implementation design, together with their explicit context-specific instantiation, 
allows an analytical distinction between phases of adoption and usage of the IS design 
in question. This split further allows the possibility to attribute a successful design to 
the IS artefacts themselves (on the design level) or to the specific customizations dur-
ing a context-specific instantiation (on the instance level). At the same time, the “suc-
cess” of an IS design becomes context-specific itself. Different organizations (and the 
actors responsible for the introduction of the artefact) may have different goals for 
introducing an IS. This means taking into account context- and stakeholder-specific 
dimensions of success for measuring success and validity of an IS design. Through 
the extended organizational perspective, any success or failure of an IS design can 
also be influenced by surprises from its environment or internal phenomena of emer-
gence. At the same time, a skilled manager of organizational change can account for 
such phenomena or deficiencies of an artefact during an actual (instantiated) imple-
mentation process. In the end, an extended organizational perspective like this means 
the possibility of a differentiated analysis of factors contributing to success or failure 
of an IS artefact, but at the same time such a differentiated analysis can lead to a “di-
lution” of the term “IS success”. Again, further discussions of this issue are limited by 
the space available here. 

In a wider perspective, utilizing an approach as presented before can also be seen 
as a step towards evidence-based design of IS [25] [13]. The publication of evalua-
tions of IS design efforts can create suitable sources of data on which the necessary 
studies and reviews can be based. 
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4 Limitations 

Both the presented design science approach for social systems as well as the transfer 
onto the IS discipline are not without limitations. First, its underlying problem- or 
goal-oriented attitude excludes identification of “breakthrough”, novel problems, 
goals, or issues through research. This indicates that a design science approach should 
be deliberately supplemented by suitable research approaches capable of arriving at 
novel research questions, for example by “theorizing as disciplined imagination”, as 
proposed by Weick for management research [41]. The object and implementation 
design for the organizational part might need to be specified in potentially ambiguous 
natural language and simple diagrams since there are no suitable, sufficiently com-
prehensive modelling languages yet for modelling social systems. Due to the unique 
and volatile nature of social systems in practice, the instantiation, adaption, and im-
plementation of design artefacts in practice can be more like an “art” than a science, 
being out of rigorous control by the researcher. This also leads to a challenge to at-
tribute success and failure of each instantiation effort clearly to the object design, the 
implementation design, the underlying theories or the instantiation itself, and on top 
of it, to attribute it to the technological or the organizational part of the designs. Addi-
tionally, methodical support for evaluation, which is thin for design science aimed at 
IT artefacts as stated by Pries-Heje et al. [28], is even scarcer for the evaluation of 
designs of social systems.  

While it is conceivable that management research might provide more in that re-
gard, there is little to find in the literature, except for a somewhat “eclectic applica-
tion” of methods from empirical research in respective papers. One reason for this 
might be that the design science paradigm is not a part of the management research 
„mainstream“. Most of the relevant literature stems from a few special issues in cer-
tain journals. Additionally, most research remains on a theoretical and conceptual 
level. The discussions around design science in management research also are often 
superseded by more general discussions around rigor vs. relevance where design sci-
ence serves as an example of a way of conducting more relevant management re-
search. Additionally, Pandza and Thorpe warn against an overly deterministic, “engi-
neering-like” interpretation of the design metaphor in the light of the design object 
“organization” / “social system” which is complex, dynamic and impossible to fully 
grasp for both (potential) designers and researchers [26]. 

Regarding the transfer for IS research, the classification of major streams of current 
IS research was based just on an analysis of conference tracks and could be expanded 
into journals, other conferences, more years, and an in-depth analysis of papers in-
stead of relying on general track descriptions. This was skipped here due to space 
restrictions, but should nevertheless should provide a suitable foundation for the dis-
tinction of general streams of IS research. Additionally, the application and implica-
tions could only be discussed in a very broad way and with a lack of empirical 
grounding, so this clearly leaves a lot of room for further research regarding the pos-
sibilities and limitations of an organizational design science approach for IS research. 
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5 Conclusion 

Drawing on an approach from management science, this paper presented a compre-
hensive design science approach for organizations, which was shown to be utilizable 
both for the design of information systems and organizational structures for IS man-
agement. The approach aims to solve real-world problems by producing designs of a 
future organizational reality, of which IS can form a crucial part. The theoretical in-
puts can consist of explanatory results from empirical research and prescriptive  
technological design rules. To account for the nature of organizations, each of these 
design rules should contain four elements: context, interventions, mechanisms, and 
outcome. The design artefact is divided further into an object design specifying a 
“blueprint” for the future organizational reality itself, and an implementation design 
specifying a “blueprint” for the change management effort to implement the object 
design in an organization. For application in an actual organization, both the object 
design and the implementation design need to be instantiated in a practical setting in a 
context-specific way. After the conclusion of the implementation effort, a thorough 
evaluation needs to take place, allowing the validation or refinement of the design 
effort and its theoretical foundations. Applied to the field of IS, this can lead to a 
steadily growing field-tested “body of knowledge” of IS design research. From a re-
search perspective, rigour can be achieved by adhering to the overall research process 
and by following the state-of-the-art of empirical or design research in each step. At 
the same time, relevance is fostered due to the focus on practical application of a de-
sign artefact.  

In order to evaluate the potential and limitations of such a design approach in prac-
tice, there need to be adaptations to specific research settings, subsequent practical 
applications and thorough validations of the approach for various forms of IS research 
and in several different contexts of information systems and organizations. In addi-
tion, the presented approach can potentially benefit from an in-depth discussion and a 
possible integration with (or distinction from) other approaches from similar direc-
tions from IS research, for example those which were mentioned briefly in the intro-
duction. 
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Abstract. Designing complex information systems is a task performed by de-
sign teams with team members coming from different domains with different 
expertise. Shared understanding between members of a design team throughout 
a project is still a challenge. A design framework is presented that integrates in-
dividual design knowledge, explicit design knowledge used by design teams, 
and computational design knowledge. For each type of design knowledge, sev-
eral modeling languages for expressing conceptual models are known. Transla-
tion processes between these characteristic design knowledge explications are 
introduced. Core elements of this design framework, i.e., modeling languages 
and translations, are discussed by a Ubiquitous Information System (UIS) de-
velopment project that was conducted over the period of several years. 

Keywords: Conceptual modeling, shared understanding, design methodology, 
Ubiquitous Information Systems, semantic technologies, patterns. 

1 Introduction 

Despite the importance of information systems for any kind of business and govern-
mental activity, practical projects typically show poor quality of requirements, misun-
derstandings between members of an IS design team, insufficient communication 
between team members, and fuzzy business objectives. In a recent study it was de-
scribed that less than 50% of requirements are captured in business-relevant IS 
projects and less than 20% of business needs are followed by scenarios [1]. Out of 
five possibilities, 43% of IT and business persons think that there is often confusion 
around what business stakeholders are asking for [1]. Perceived as being most fru-
strating about the requirements definition process are getting business to clearly state 
and commit to project objectives (46%) [1]. Studies like this indicate that shared un-
derstanding in design teams is one of the most pressing issues for predictable and 
successful information systems (IS) projects. 

Research on risks in information system development projects indicate that scope 
and requirements are perceived as being one of the main reasons for failing projects 
[2]. Out of the top ten of project risks, five are related to expressing and managing 
knowledge between members of a design team [2]. Improved forms and methods for 
conceptual modeling have been investigated to find means for improving software 
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development productivity [3]. Several proposals exist for different kinds of concep-
tual modeling languages supporting different kinds of information systems and infor-
mation technologies, such as UML for object-oriented system design and develop-
ment [4]. These conceptual modeling languages are generally used for helping tech-
nical designers and programmers “to more efficiently translate requirements into arti-
facts” and, thus, support perceived common understanding between members of a 
design team [4]. Most of this research is descriptive and analytical, i.e. ex-post analy-
sis of established types of information systems. For the innovative class of Ubiquitous 
Information Systems (UIS), traditional software engineering and IS development 
methods are considered insufficient because, for instance, it also requires considera-
tion of product development and the design of physical environments [5]. Therefore, 
we use the innovative class of UIS for investigating knowledge transformation 
processes during innovative IS development projects. The key research issues are (1) 
a better understanding how knowledge is translated throughout a design process with 
the help of various conceptual models as means for expressing knowledge structures 
and (2) how accuracy relationships between these models can be maintained. 

By taking a knowledge-based view [6], we propose an IS development framework 
for UIS based on a knowledge translation process [7] that supports the translation of 
individual representations into explicated conceptual models on a particular UIS. This 
framework was developed alongside the development of a UIS by a multinational and 
interdisciplinary IS design team. By empirical studies, we measured (1) backward 
compatibility as a tentative means for accuracy relationships between conceptual 
models and (2) fit between models and targeted usage situations with a focus on a 
service-situation fit. 

2 Design Knowledge in Information System Development  

It is informative for IS design science to note that traditional product development 
knows various challenges [8] that also govern IS development: trade-offs, dynamics, 
details, time pressure, and economical goals. Also intrinsic attributes for successful 
product development can be directly adopted: creation, satisfaction of societal and 
individual needs, team diversity, and team spirit [8]. All challenges and attributes can 
be summed up by asserting that product developments and also IS developments are 
taking place in highly volatile environments with experts from different domains 
working together towards mutually agreed goals. Furthermore Ulrich and Eppinger 
state that structured methods are valuable for three reasons: (1) Make the decision 
process explicit, (2) by acting as “checklists” of the key steps in a development activi-
ty they ensure that important issues are not forgotten, and (3) structured methods are 
largely self-documenting [8]. 

Following this structured approach, we perceive the whole development process as 
a knowledge transforming system [7] that does not distinguish between information 
and product. Instead we perceive a product and service as a pure realization of know-
ledge objects. The design process concludes when design knowledge is transformed  
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artifact Aj from an individual or set of artifacts. Most product development processes 
but also software development process prescribe translations between various artifacts 
[8, 10]. Evaluations that indicate problems with a particular artifact might result in 
feedbacks Fi to previous artifacts [11]. Feedbacks might lead to restart of a building 
phase Bj with j < i. With this vocabulary, we will know discuss different types of 
design knowledge before a generic design framework is introduced. 

2.2 Implicit Design Knowledge 

Individual knowledge is conceived and maintained by individuals in form of mental 
memories in various memory systems expressed in imaginary or propositional for-
mats [12, 13]. Individual knowledge is processed by cognitive capabilities and influ-
enced by sensations and perceptions received via various channels, such as vision, 
hearing, and feeling. Individual knowledge cannot be directly shared. Nonetheless 
parts of individual knowledge that can be explicated and thus shared in principle (ex-
plicit knowledge [14]) while the non-expressible part can be used but not shared by 
explications (tacit knowledge [14]). It can be considered as an open issue whether 
implicit tacit design knowledge can be partially shared by non-textual and non-
diagrammatic formats, such as performances or sculptures. Individual design know-
ledge is constantly target of change processes that are initiated when individuals are 
exposed to external design knowledge, for instance, in discussions with other design-
ers. Individual design knowledge might be generally fragmented and target of fusion 
and fission processes. 

2.3 Informal Design Knowledge 

Informal design knowledge is expressed by means of conceptual modeling languages 
(CML) in explicit representations that do not generally comply with formal  
structures [11]. Terms are not fully specified but help designers to share a tentative 
understanding of a design issue. Informal design knowledge can be expressed by nat-
ural language descriptions, sketches, performances, or other non-formal symbol sys-
tems and can be shared between designers [11]. Informal design knowledge describes 
a rough understanding of a particular design issue with weak boundaries on detail 
level but can provide strong boundaries on strategic level. CMLs for informal design 
knowledge encompass metaphors, prototypical information, analogies, and other 
forms for expressing complex knowledge by structured items. Hence, ambiguities and 
misunderstandings between members of a design team are inherent. 

2.4 Semi-formal Design Knowledge 

The semantic fuzziness of informal design knowledge resulted in the development of 
various CML for semi-formal design knowledge (e.g., UML [15]). Diagrammatic 
CMLs have been found to be appropriate in many software development projects. 
Diagrammatic representations of semi-formal design knowledge are often based on 
graph models with binary relationships between simple-typed nodes. Examples for 
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diagrammatic CML are state-transition diagrams, UML use cases but also flow charts, 
Jackson diagrams, horizontal plans, circuit diagrams, urban plans, and maps in gener-
al. Instances of nodes in these diagrammatic CMLs are simple members of sets but 
rarely higher-order structures, such as sets of sets. Even though that some diagram-
matic CML have a formal underpinning, design projects use semi-formal design 
knowledge in a non-formal manner for more structured communication between de-
signers. It reduces the flexibility of informal design knowledge without formalizing it 
in a mathematical sense.  

Semi-formal design knowledge supports narrowing down informal design know-
ledge by operations, such as filtering, merging, organizing, synthesizing, and summa-
rizing [7]. Practical work shows that semi-formal design knowledge can be shared 
more easily if it is directly related to informal design knowledge. The relationship 
between informal and semi-formal design knowledge resembles the relationship be-
tween survey maps and route maps of cognitive maps where survey maps provide an 
overview while route maps contain more detailed, decomposed, and modularized 
representations [16]. 

Problems of UML give a good account for what happens if semi-formal design 
knowledge is used in isolation [17]. For instance, it is argued that use cases promote 
“a highly localized perspective which often obscures the true business logic of a sys-
tem.” In recent studies it was shown that understanding of conceptual models ex-
pressed by semi-formal CML can be supported by informal conceptual models [18]. 

2.5 Formal Design Knowledge 

Formal design knowledge captures the meaning of a conceptual model as much as 
possible by mathematically formal representations [11, 19]. All statements captured 
by the semantics of a formal CML can be assigned a clear and undisputable meaning. 
For instance, logical symbols in sentences in first-order logic (FOL) have a clear 
meaning while non-logical symbols, e.g., the meaning of a constant “John”, are used 
in a domain-specific way that requires agreement between designers independent of 
the formal CML [20]. Therefore a clear specification of the meaning of logical sen-
tences is a “function of the interpretation of the predicate and function symbols” [20]. 
This means that even design knowledge expressed in formal logic still needs shared 
understanding on the interpretation of non-logical entities. With this agreement, logi-
cally formalized design knowledge provides precise semantics of a conceptual model. 
In theory, formalized design knowledge can be processed automatically but in prac-
tice only subsets of formal logic are useful with respect to effective solutions, e.g. 
based on SLD resolution and Horn clauses [20]. Other CMLs for formalized design 
knowledge could be the simpler propositional logic or more complex CMLs, such as 
differential equations or Hilbert spaces. 

The advantages of formalized design knowledge are rigorous semantics that at 
least theoretically can be executed on computational machinery. A clear disadvantage 
is that formalized design knowledge is difficult to share between designers because it 
requires expertise in formal CMLs, such as FOL. For instance, the ontological part of  
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gestures, mimics, painting or other performances into informal conceptual models. 
For the preceptor an informal conceptual model is less understandable than her own 
individual conceptual model because informal CMLs are not expressive enough and 
non-expressible parts of a mental conceptual model are omitted (cf. Fig. 2). With 
respect to computational execution, informal conceptual models provide a first  
handle. Text and image processing tools can analyze information CMs, search for 
inconsistencies, redundancies and relationships to external models. By Translation 1 
informal CMs are derived that reduce understandability and increases computability 
relative to mental CMs. Translation 1 generally requires intensive individual mental 
operations, discussions in design teams before informal CMs can be explicated.  In 
general all translation processes consist of several iterations. 

3.2 Translation of Informal into Semi-formal CMs 

In IS design projects translation of informal CM into semi-formal CM is considered a 
crucial translational step for collaborative design teams [21-23]. By “soft”-ontological 
approaches, key concepts and relationships are extracted from informal CMs and 
transformed into diagrammatic representations. Typical types of relationships are 
functional, time (process representations), space, organization (structural organiza-
tion), and ontological relationships (e.g., type-of, is-a, part-of, resembles). 

Recent studies indicate that semi-formal CMLs, such as various UML formats, 
have various problems, such as inconsistencies, ambiguities, adequacies, and misdi-
rections caused by constructs of the CML itself or improper use that might eventually 
lead to misunderstandings between designers [17]. Therefore semi-formal CMs have a 
tendency to reduce understandability relative to the initial idea on individual level 
caused by abstractions, CML deficiencies, or improper usage (cf. Fig. 2). Additionally 
Translation 2 is target of escalating requirements and uncontrolled scope creep by 
which various stakeholder try to sneak in new ideas that might lead to uncontrolled 
system development [24]. Semi-formal CM can partially be used as computational 
models. For instance, diagrammatic conceptual models allow simulations of intended 
web-based information systems [25]. 

3.3 Translation of Semi-formal into Formal Conceptual Models 

Translation of semi-formal CM into formal CM has gained large attention by  
frameworks for specification and verification of (early) requirements (e.g., [26]). 
Translation procedures are still in their infancies and require strong expertise in for-
mal modeling and model checking (e.g., [26]). While strongly improving computa-
bility, formalization reduces understandability of formal CM by members of a design 
team. It is an open issue whether formal CM are part of explicit design knowledge 
that is useful for design work in teams or whether it only resides to computational 
design knowledge that is used by experts outside of design teams. The discussion on 
formal ontological models currently takes place within the realm of explicit design 
knowledge used by design experts [27]. 
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3.4 Translation of Explicit into Computational CMs 

Translation of semi-formal into computational CM is perceived as a large step called 
system design (Translation 4a) while translation of formal CM into system design 
might become a fluid process in the future (Translation 4b). Currently only a tiny 
fraction of all practical design projects use Translation 4b processes because of miss-
ing tools and expertise with formal models. Guizzardi [10] demonstrates the insuffi-
ciency of lightweight ontologies, such as UML and ER, for conceptual modeling  
issues, e.g., semantic interoperability and indicates how formal ontologies can be 
used.  However, formal ontologies are rarely used for conceptual modeling in a prac-
tical sense but more often for specification of human knowledge that might support 
clarification of underlying conceptual structures of a domain.  

In almost all large IS design projects semi-formal CMs are handed over from de-
sign team A (requirements and business engineering team) to design team B (system 
development team). If both teams have a long history of collaboration, semi-formal 
and informal CM are embedded into developed mutual understandings. Without this 
underlying mutual understanding, Translation 4a is one of the major reasons for mi-
sunderstanding, further escalating requirements, and scope creep, potentially resulting 
in failing projects. Final system designs are executable on computational information 
technologies. 

4 Applying the Framework to Ubiquitous Information Systems 

The proposed framework for Design Knowledge has been tested within a design 
project over three years by an Ubiquitous Information System (UIS). The target was 
to design and realize a fully instrumented and user-adaptive physical environment. All 
conceptual model types were carefully selected and designed so that they fit the needs 
of the design team. Similarly special care was given to translation processes so that no 
problems, such as escalating requirements and scope creep occurred. We will describe 
how backward compatibility of conceptual models was evaluated. The conceptual 
modeling framework instantiated all types of explicit design knowledge: narrative 
CM (informal CM), pattern-based diagrammatic CMs, called Pre-Artifacts (semi-
formal CM), and formalized propositional CM (formal CM). All CMs are framed by 
the Abstract Information System Model (AISM) that consists of Information Sphere, 
Social System, Service System and Physical Object System [28]. 

Based on translation procedures narrative CMs, i.e. the aforementioned descrip-
tions of usage situations in natural language, are transformed into diagrammatic CMs, 
called Pre-Artifacts. Pre-Artifacts emphasize requirements on social structure, infor-
mation objects, physical objects, and services in usage situations in a diagrammatic 
form. The core entities identified in narratives are assigned to these conceptual  
categories. Similarly, relations that connect these entities are specified. Finally,  
Pre-Artifacts are translated into the propositional CMs formalized in OWL. So, ma-
chine-processable CMs are gained that can be used as part of the knowledge represen-
tation representing usage situations of the UIS. 
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4.1 Types of Conceptual Models 

Informal Design Knowledge 
For capturing informal design knowledge, we deployed a situation-based approach. 
Situations are described by textual descriptions, called narratives. Narratives are small 
stories that explicitly describe on instance-level what happens if one or more actors 
act in an imagined UIS environment. More formally, a situation describes which so-
cial actors interact with one another or with services. Interactions can transfer infor-
mation objects from one actor to another. In UIS information objects and services can 
be bound to physical objects. Informal design knowledge makes explicit what mem-
bers of a design team think a particular IS will look like. Narratives are supposed to 
have a short distance to individual languages of thought [29]. 

Semi-formal Design Knowledge 
When we began to derive diagrammatic CMs from narratives, it was detected that a 
more principled approach was necessary. Uncertainties occurred when defining the 
diagrammatic structures of narratives because of the large range of relational types as 
well as the comprehensive latitude in defining and modeling diagrammatic conceptual 
models (Pre-Artifacts, cf. [28]). Five steps were identified for deducing Pre-Artifacts 
from narratives [28]: (1) Extraction of terms according to AISM, (2) Assignment of 
terms to categories, e.g., services, (3) Representation of categorized terms and their 
relations according to AISM, (4) Description of Pre-Artifact, and (5) Validation of 
Pre-Artifact based on competency questions. Extracting and assigning terms as well 
as the definition of relations based on AISM, offered a wide range of opportunities 
that had a negative effect on the resulting Pre-Artifacts. Depending on the modeling 
person, each Pre-Artifact possessed other structures and relations between concepts. 
Analysis of Pre-Artifacts in several research projects showed re-occurring structures 
similar to the notion of design patterns as used in architecture [30] and Software En-
gineering [31]. We identified seven Pre-Artifact patterns [28]. 

Formal Design Knowledge 
The FOL-based CML OWL [32] was used for formalization of Pre-Artifacts. The 
three best-performing narratives were translated into Pre-Artifacts and subsequently 
into formal CMs. So, the situational part of the knowledge representation consists of 
seven propositional CMs formalized in OWL. 

4.2 Translations of Conceptual Models 

Each translation consisted of two steps: (1) translation of a conceptual model  
CMx represented by CML Lx into a conceptual model CMy represented by CML Ly 
and (2) empirical evaluation of each CM. This allowed backward compatibility 
checks between CMs. 

Experience with Translation 1 
In Translation 1 narratives were extracted by discussions with design experts. Various 
brainstorming sessions resulted in narratives represented by written natural language. 
Several iterations were conducted till designers agreed upon a set of 12 narratives of 
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different situations. These narratives became the baseline against which subsequent 
conceptual models were tested. Any design decision that went beyond the scope 
spanned by these narratives were intensively evaluated because major changes would 
have rendered earlier design steps inconsistent and potentially useless. Thus backward 
compatibility of conceptual models seems to be a key issue for IS design projects in 
general. Even though that writing narratives is generally perceived as an easy task, it 
came out that writing concise and useful narratives is hard.  

By an initial evaluation of situations we found that test persons found three situa-
tions most interesting. In a subsequent empirical evaluation of narratives with focus 
on services (n=111) results of the initial study were confirmed (cf. Table 1), i.e. situa-
tions 1, 6, and 11 were rated highest with respect to intention to use a service in a 
situation (IU) and perceived fit of a service with a situation (PF). 

Table 1. Evaluation of Informal Design Knowledge 

Ra-
nk 

Situ-
ation 

Service IU PF 
No Name Mean SD Mean SD 

1. 6 4 Personalized Music Ser-
vice 

6.28*** 0.87 6.07*** 1.13 

2. 1 1 Weather Information 
Service 

5.64*** 1.54 4.87*** 1.69 

3. 6 5 Personalized News Collage 
Service 

5.11*** 1.94 4.84*** 1.83 

4. 1 2 Event Recommendation 
Service 

4.65*** 1.69 4.12 1.65 

5. 11 6 Adaptive News Service 4.17 1.85 3.88 1.82 
6. 1 3 Ticket Order Service 3.82 1.73 3.47** 1.77 

 
We found that natural language in spoken and written form made it easy to discuss 

even innovative situations for complex information systems. Decomposition into 
narratives allowed design experts to focus without getting lost in details. Narratives 
supported understandability between members of the design team. In three years it did 
not happen that somebody claimed misunderstanding. Therefore we tentatively con-
clude that narratives represented by written and spoken natural language are a valid 
CML type for informal design knowledge. 

Experience with Translation 2 
Based on narratives Translation 2 was conducted for derivation of semi-formal CMs 
(Pre-Artifacts). In previous studies, a Pre-Artifact language has proven to be too 
 

Table 2. Evaluation of Semi-Formal Conceptual Models 

 
 
Item 

Weather 
Inform. 

Event 
Recom. 

Ticket 
Order 

Person. 
Music 

Pers. News
Collage 

Adaptive 
News 

Group A, n=27 Group B, n=28 
Intention to use 
IU 6.33*** 

(0.73)  
4.67*    
(1.52) 

3.78    (1.74) 6.75*** 
(0.52) 

4.86*    
(1.78) 

5.14**  
(1.56) 

Fit of service and situation 
Situa-
tion-Fit 

6.19*** 
(0.96)  

5.52*** 
(1.01) 

5.19*** 
(1.06) 

6.29*** 
(0.94) 

5.64*** 
(1.31) 

5.79*** 
(1.07) 
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complex for representing non-trivial narratives. Designers simply got lost. With pat-
tern language, members of various design teams quickly assembled diagrammatic 
representations even for complex narratives. This positive effect of the pattern lan-
guage was supported by several other design projects that were conducted in parallel. 
Design members evaluated whether all resulting Pre-Artifact-based CM complied 
with input narratives. In contrast to narratives, Translation 2 was considered a diffi-
cult task at the beginning but became straightforward by application of a five-step 
procedure [28]. Understandability between team members was rated high even though 
that the Pre-Artifact language was new to all. 

Empirical evaluation of Pre-Artifacts was conducted by a fully realized prototype 
of the Intelligent Bathroom. The empirical study shows that all services comply with 
results of the empirical study conducted during Translation 1. Similarly service-
situation fit was rated very high and provided evidence that the resulting prototype 
and realized services not only fit to the realized prototype but also to anticipations 
raised by initial narratives. This provides confidence to conclude backward compati-
bility in Translation 2 of semi-formal conceptual model with informal conceptual 
models. 

Experience with Translation 3 
Human translation of semi-formal CM into formal CM is currently a cumbersome 
task. Therefore we opted for an automatic solution by formalization of Pre-Artifact 
Patterns into FOL-based representations based on OWL. In this approach, the notion 
of the AISM Ontology as well as the integration of this “vocabulary” into pattern 
ontologies was adopted. But, for the specification of pattern-specific object properties 
based on the generic properties of the model, inheritance structures of object proper-
ties were used. That means each pattern defines sub properties of the relevant object 
properties imported from the model. Therefore, super-properties and concepts of the 
AISM Ontology remain unchanged. In this context, the OWL feature is used, that 
OWL constructs are independent, i.e. properties can exist independent of classes [19]. 
Based on this approach, clear assignments of specified object properties to specific 
patterns are realized. 

Formalization of Pre-Artifacts was necessary because services and contents were 
processed by a semantic middleware integrated in the prototype (Translation 4b). 
Understandability of formal CM derived from Pre-Artifact-based CM was strongly 
diminished. Beside the modeler, nobody of the design team took interest in these for-
mal CMs. This might support the conclusion that formal CMs are rather part of com-
putational design knowledge than human-oriented explicit design knowledge (cf. Fig. 
2). Computability was very high because formal CMs can be directly processed on 
computational machinery. Consistency checks proofed all models logically correct.  

Experience with Translation 4 
Both types of translation were used. All IS elements that were realized by semantic 
technologies used Translation 4b while all other parts used the traditional Translation 
4a. Issues related to Translation 4b were already mentioned before. In general this 
translation took a lot of effort but allowed careful designs that could be tested for 
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backward compatibility. In contrast, Translation 4a appeared to be problematic when 
design teams for informal and semi-structured CMs differ from teams dealing with 
system design and realization. Forward compatibility between Pre-Artifact CMs and 
system designs required many meetings and changes. Scope extensions and require-
ment creeps occurred and had to be fixed. Backward compatibility was indirectly 
proven by abovementioned study (cf. Table 2). 

5 Conclusion and Open Issues 

The Design Framework was applied to a three-year research project and several 
smaller research and commercial projects. Based on these experiences all four transla-
tions and related CML for different types of design knowledge have been tested. Spe-
cial focus was laid on the format and use of explicit design knowledge. Even though 
that many CMLs and methods for IS design and Software Engineering exist, little is 
known about how explicit design knowledge is created and how it is shared in teams. 
As far as we know, this is the first approach that tentatively investigates various types 
of design knowledge during translation phases supported by empirical studies that 
allow assessment of backward compatibilities. This explorative but nonetheless com-
plex study left many issues open. In particular we will have to investigate knowledge 
sharing processes between members of a design team in more detail. Furthermore 
different CML for the same type of design knowledge need to be evaluated against 
each other for different IS types. This would give us insights on which design know-
ledge is supported best for which kind of IS. Eventually this could also indicate why 
some many IS projects fail. Even though that we tried very hard, it become obvious 
that formal CM are rarely useful for design teams. At least for the moment, know-
ledge barriers are too high, supporting tools are missing, and benefits for using formal 
CM are too small for members of a design team. Taking this together, formal CM 
tend to become part of the computational design knowledge rather than becoming a 
key tool for IS designers. In summary, this Design Framework provides as means for 
incremental design even of innovative information systems, such as an UIS. All CMs 
are evaluated so that design decisions can be tested and result into localized design 
changes if necessary.   
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Abstract. Current proposals for combining action research and design
science start with a concrete problem in an organization, then apply an
artifact to improve the problem, and finally reflect on lessons learned.
The aim of these combinations is to reduce the tension between relevance
and rigor. This paper proposes another way of using action research in
design science, which starts with an artifact, and then tests it under
conditions of practice by solving concrete problems with them. The aim
of this way of using action research in design science is to bridge the
gap between the idealizations made when designing the artifact and the
concrete conditions of practice that occur in real-world problems.

The paper analyzes the role of idealization in design science and com-
pares it with the requirements of rigor and relevance. It then proposes
a way of bridging the gap between idealization and practice by means
of action research, called technical action research (TAR) in this paper.
The core of TAR is that the researcher plays three roles, which must be
kept logically separate, namely of artifact developer, artifact investigator,
and client helper. Finally, TAR is compared to other approaches of using
action research in design science, and with canonical action research.

1 Introduction

Design science is the study of artifacts in context [1]. Interest for it in the infor-
mation systems community arose out of a desire to make research results more
relevant, by adding a problem-solving cycle to a theory-building cycle. Action
research, taken very generally, is the intervention in a social situation in order to
both improve this situation and to learn from it [2]. It arose shortly after World
War II out of dissatisfaction with social science as mere diagnosis [3]. In addition
to diagnosis, action research includes an intervention by scientists to improve the
situation, and to learn from what happened in this “social experiment”.

Both research approaches, design science and action research, are motivated
by the desire to increase the relevance of research by incorporating a social
problem-solving activity in research without sacrificing rigor [4,5]. This has mo-
tivated several authors to propose mergers of action research and design science
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research. Lee [6] proposes an elegant extension of the framework of March &
Smith [7] in which actions are treated as artifacts to be built, evaluated, theo-
rized about, and justified. Baskerville et al. [8] integrate both action research and
design science in Checkland’s soft systems approach. Sein et al. [9] propose an
integrated cycle that combines building, intervention and evaluation from design
science research with reflection and learning from action research, emphasizing
the interleaving of building and IT artifact with intervening in an organization.
All of these approaches start from an organizational problem to be solved by
action research, and then design an artifact to solve this concrete problem. They
then reflect on this experience to draw generalizable lessons learned from this.

In this paper, we will start at the opposite end, namely artifact design, and
then look for organizational problems that could be solved by this artifact. The
goal of the researcher is to develop this artifact for use in a class of situations
imagined by the researcher. Typically, then, the artifact is first tested, not on
a real-world problem, but on toy problems under idealized circumstances in a
laboratory. Next, it is scaled up to conditions of practice by solving more realistic
problems with it, until it can be tested by using it in one or more concrete client
organizations to solve concrete problems.

We propose to use action research in the last stages of this process of scaling up
to practice. The only way to leave the idealized circumstances of the laboratory
is to enter the real world. This is very similar to the way new medicines are
transferred to practice, after first testing them under idealized conditions in a
lab, then testing them with healthy volunteers and, eventually, with patients.
To mark this artifact-driven action research off from the problem-driven action
research mentioned above, we call it technical action research (TAR).

The primary motivation for this way of using action research is to bridge the
gap between the idealizations of initial design and the concrete conditions of
practice. We discuss this gap in the next section, and describe our way of using
action research in more detail afterwards.

2 Relevance, Rigor and Idealization

TAR is intended to increase the relevance of artifacts just as other forms of ac-
tion research aim to increase the relevance of knowledge. But the relevance gap
that is bridged by TAR is the one between idealized conditions and practical
conditions. To explain this, we return for a moment to the problem of rigor and
relevance as originally introduced by Schön [10]. Schön is interested in problem-
solving in the professions, such as in architecture, health care or law and he
contrasts this with problem-solving in the technical sciences. To draw this con-
trast, he introduces what he calls “technical rationality”, defined by him as a
problem-solving approach in which possible alternative solutions are compared
with respect to goals, before one solution is selected to be implemented. He
identifies four assumptions about the problem made by technical rationality [10,
pages 40–42]:

– The problem is framed,
– it is an example of a problem class,
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– it is stable, and
– it has unambiguous goals.

Problems in the technical engineering sciences, Schön says, satisfy these assump-
tions, but in some professional practices, such as in the practice of architecture
or law, problems do not satisfy these idealizing assumptions [10, page 42]. Tech-
nical rationality, rigorous as it is, is then not relevant for these problems and a
more “artistic” way of coping with the problem is required, using Schön’s words.

Schön himself frames this as the dilemma of rigor “versus” relevance, but
stated like this, this is a false dilemma. First, as also acknowledged by Schön,
there are many practical problems in the professions that do satisfy the as-
sumptions of technical rationality, and for these problems, technical rationality
can produce relevant solutions in a rigorous way. So in these cases, rigor is not
opposed to relevance.

Second, Schön assumes that in the technical sciences, knowledge is developed
in isolation from practice [10, pages 23–26]. All that a technical problem-solver
has to do, according to Schön, is to select whatever he or she can use from
this knowledge to solve the technical problem at hand. However, in the tech-
nical sciences too, knowledge developed in isolation from practice is not rel-
evant. Cartwright [11] argues at length that the laws of physics are literally
false, because they make idealizing assumptions, such as the existence of point
masses and frictionless surfaces, which are false in the real world. Rather than
being about the real world, these laws can better be viewed as being about
abstract, “nomological machines” [12]. McMullin [13] calls this “Galilean ideal-
ization”. The purposes of idealization are to enhance insight into an idealized
phenomenon in isolation, and to enhance our capacity to reason and compute
about this isolated idealized phenomenon. In the laboratory, great effort is ex-
erted to approximate the idealizations assumed by these nomological machines.

This poses a relevance problem for the technical sciences, analogous to the rel-
evance problem indicated by Schön for the social sciences. Technical professionals
must design and investigate machines in the real world, where there is no budget
or inclination to enforce the idealizations of nomological machines [14,15]. How
then can they use scientific knowledge to develop artifacts for the real world out-
side a laboratory? By designing and investigating artifacts first under idealized
conditions, and then scaling up in small steps to conditions of practice [16,15].
Prototypes of artifacts are first tested in the idealized conditions of the labora-
tory, and then these conditions are gradually relaxed until a realistic version of
the artifact is tested in a realistic environment. This allows the technical scientist
to develop knowledge about the behavior of artifacts in practice. The technical
approach to scaling up increases relevance without sacrificing rigor.

In medical research too, medicine are first tested in safe, artificial conditions,
after which the context is scaled up to more realistic conditions of practice, by
first testing it on healthy volunteers, and then ill volunteers.1 And this too is
done according to rigorous standards of scientific methodology.

1 http://www.fda.gov/Drugs/DevelopmentApprovalProcess/

SmallBusinessAssistance/ucm053131.htm

http://www.fda.gov/Drugs/DevelopmentApprovalProcess/SmallBusinessAssistance/ucm053131.htm
http://www.fda.gov/Drugs/DevelopmentApprovalProcess/SmallBusinessAssistance/ucm053131.htm
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The problem of application-oriented research in the technical and medical
sciences is, then, not one of rigor against relevance, but one of idealization versus
practice. And this problem is dealt with in these sciences by starting artifact
development in idealized circumstances and slowly scaling up to conditions of
practice.

If this approach can be used successfully in the technical and medical sciences,
then it is worth trying to do also use it in information systems design science. In
this paper we will approach problem solving with Schön’s technical rationality,
in the form of an engineering cycle in which artifacts are compared and evaluated
against stable goals. We will discuss the engineering cycle in more detail later,
but for now it suffices to say that it is a rational decision process in which
the designer generates and evaluates alternative designs by comparing them
against design goals. In the first iterations through the engineering cycle, the
designer makes idealizing assumptions to make it easier to find a design at all.
After a proof of concept has been given, the designer improves the design by
iterating through the cycle, gradually relaxing the idealizing assumptions, until
all remaining assumptions can easily be satisfied in practice. Our use of TAR
will be in the last stages of this iterative process, namely when the researcher
tests an artifact by using it to solve a client’s problem.

Engineering
cycle

Engineering
cycle

Idealizing
assumptions

Realistic 
assumptions

Fig. 1. Scaling up by iterating through the engineering cycle, making more realistic
assumptions in later iterations

This requires a clear distinction between problem-solving for the client, arti-
fact development by the researcher, and knowledge acquisition by the researcher.
For this, we use the refinement of the framework for design science of Hevner et
al. [1], discussed next.

3 A Framework for Design Science

Figure 2 shows an adaptation of the top-level framework of Hevner et al. [1],
showing design science and its interfaces with the environment and the scientific
knowledge base. This framework has been presented and motivated in more detail
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earlier, and we here briefly summarize the aspect necessary for the purpose of
this paper [17].

In the new framework, the environment is the source of design goals and of
a budget to achieve them. This budget can consist of money and instruments,
but will at least consist of the time of the researcher, which has to be paid for
in one way or the other. In return, the design researcher delivers artifacts that
can be used to solve problems in the environment, i.e. to achieve goals in the
environment.

The important change with respect to the framework of Hevner et al. is that
the design science activity has been split into two, solving improvement problems
and answering knowledge questions.

– Solving improvement problems corresponds, roughly, to building artifacts in
the framework of Hevner et al. Here, we define an improvement problem as
a difference between the actual state of the world and the world as desired
by some stakeholder, where this stakeholder has made available a budget to
reduce this gap. If a stakeholder has a desire but is not willing to make a
budget available to achieve it, in the form of time, money or other resources,
then we do not consider this desire to be a stakeholder goal. The improvement
problems we are concerned with consist of designing and evaluating artifacts.

– Answering knowledge questions corresponds, roughly, to developing theories
in the framework of Hevner et al. We define a knowledge question is a lack
of knowledge about some aspects of the real world. This includes the devel-
opment of theories but it can include more, such as the development of rules
of thumb or of design guidelines [18].

The distinction between improvement problems and knowledge questions is im-
portant, because the attempt to solve them require the problem solver to do
different things. Attempting to solve an improvement problem requires the prob-
lem solver to identify the relevant stakeholders, their goals, and criteria for the
improvement, and to design a treatment that aims to change the real world in
the direction of stakeholder goals. Attempting to answer a knowledge question,
by contrast, requires us to identify the questions and unit of study, and define
measurements that will provide the quantitative or qualitative data by which we
can answer these questions.

Not only should we do different things to solve improvement problems or an-
swer knowledge questions, the results of these efforts are also evaluated

IS design  science

Know-
ledge
base

Environ-
ment

Know-
ledge

question
investigat

ion

Improve-
ment

problem
solving

Goals,
budget

Know-
ledge

artifacts

Fig. 2. Framework for design science



TAR as a Validation Method in Information Systems Design Science 225

differently. Evaluating the result of solving an improvement problem involves
the application of criteria to see if the improvement has been achieved. These
criteria indicate effectiveness (has a change been achieved) and utility (has the
change led to an improvement). Evaluating the result of answering a knowl-
edge question, by contrast, involves assessing the truth of these answers and our
degree of certainty about this, as well as assessing the scope of these answers.

These differences appear in the formulation of improvement problems and
knowledge questions. Improvement problems can always be formulated in how-
to-do form, such as

– “How to assess confidentiality risks in outsourcing IT management?”

Going one step further, they can also always be reformulated as design assign-
ments, such as

– “Improve the assessment of confidentiality risks in outsourcing IT manage-
ment.”

Knowledge questions, by contrast, leave the state of the world as it is. They
always can be rephrased into descriptive, explanatory, or predictive questions
about the world, where descriptive questions may concern the current state of
the world or its history:

– “What are the confidentiality risks in this outsourcing arrangement?” (de-
scriptive question about current state of the world)

– “What events have led to this outsourcing arrangement?” (descriptive ques-
tion about history of the world)

– “Why have these decisions been made?” (explanatory question)

– “What would be the effect of applying this new confidentiality assessment
technique?” (predictive question)

Having distinguished improvement problems from knowledge questions within
design science, we now turn to the engineering cycle, which is a rational way to
solve improvement problems.

4 The Engineering Cycle

In the engineering cycle, an improvement problem is investigated, alternative
treatment designs generated and validated, a design is selected and implemented,
and experience with the implementation is evaluated (figure 3). The structure
of this cycle has been extensively motivated elsewhere [19].2 Here we give a brief
summary.

2 There, engineering cycle has been called the regulative cycle, following Van
Strien [20].
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Engineering
cycle

Implementation evaluation /

 Problem investigation

Treatment

design
Design 

validation

Treatment

implementation

(1) Stakeholders, goals, 
criteria?
(2) Phenomena?
(3) Evaluation?

(2) Expected effects 
in context?
(3) Effect evaluation?
(4) Trade-offs?
(5) Sensitivity?

Fig. 3. The engineering cycle

4.1 Problem Investigation

In the problem investigation task,

(1) stakeholders and their goals are identified, and these are operationalized into
criteria.

(2) Phenomena relevant for the improvement problem must be investigated, and
(3) it must be assessed how well these phenomena agree with the goals of the

stakeholders.

This provides the researcher with a map of the needs for improvement.

4.2 Treatment Design

The design scientist then designs one or more treatments, which we here assume
consist of an artifact interacting with a problem context (figure 4). This is a useful
way of conceptualizing artifacts. Any IT artifact, whether it is an information
system or a method or technique for developing, implementing, maintaining or
using information systems, is used by inserting it in a problem context, with
which it then starts interacting. Artifacts may consist of software or hardware,
or they may be conceptual entities such as methods and techniques or business
processes.

The interaction between an artifact and the problem context is the treatment
that is expect to improve the context, just as a medicine (artifact) is inserted in a
context (human body) which starts a treatment that is expected to improve the
context. In our case we assume that the problem context is a social system, such
as an organization, containing information systems. The problem to be solved by
inserting an IT artifact in this problem context, is that some stakeholder goals
need to be achieved.

Stakeholders are legal or biological persons who are affected by the artifact,
and are part of the problem context. Practitioners are people designing particular
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ArtifactPractitioner Stakeholder

(engineer, manager)

Design and
implementation Treatment

Design researcher

Study

Problem context

Fig. 4. Treatments and artifacts

treatments for particular problems, or managing the attempt to solve a particular
problem. They are part of the problem context too. Their interaction with the
artifact consists of designing and implementing it in that particular situation.

It is important here to distinguish particular problems that exist at a particular
place and time from problem classes. The problem that company A has, today, of
assessing confidentiality risks of company A when outsourcing the management
of ERP systems to company B, is a particular problem. The problem concerns
individual, named companies, and it exists at a certain time and place. But this
particular problem is an instance of a problem class, namely the generic problem
how confidentiality risks in outsourcing are to be assessed. In fact, a particular
problem can be viewed as an instance of many related but different problem
classes. We can consider the class of problems of confidentiality in outsourcing
in general, or the problem class of outsourcing IT management, or the problem
class of of outsourcing ERP management.

This distinction is important in design science because we are aiming at gen-
eral knowledge about classes of problems, and so we have to be clear about the
class we want to generalize to. The design scientist can study particular prob-
lems, containing particular practitioners, artifacts and stakeholders, in order to
learn something about a class of problems of similar structure.

4.3 Design Validation

In the engineering cycle, when a treatment is designed, it is validated before it
is implemented. In validation, stakeholders and their goals are assumed to have
been identified in the problem investigation, so we skip that question. The two
core knowledge questions of validation can be stated as follows:

(2) Expected effects: What will be the effects of the artifact in a problem con-
text?

(3) Expected value: How well will these effects satisfy the criteria?
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This allows for the possibility that there is more than one effect, and for the
possibility that these may satisfy the criteria only partially, and that some effects
may even violate some criteria.

Before implementation, two other questions must be asked, namely

(4) Trade-offs: How does this treatment perform compared to other possible
treatments?

(5) Sensitivity: Would the treatment still be effective and useful if the problem
changes?

The trade-off question (4) includes comparison between reduced versions of the
treatment, as well as with existing treatments. The sensitivity question includes
assessment of what happens when the problem grows larger (e.g. more stakehold-
ers, more data, etc.) or when the problem is compounded with other problems.

4.4 Treatment Implementation and Evaluation

Implementation in this paper is transfer to the environment (figure 2). When a
treatment is actually used in the real-world, then it can be evaluated by asking
the same questions as before, about

(1) stakeholders,
(2) effects,
(3) value and
(4) sensitivity to problem context.

Note that in problem investigation, we ask for phenomena, which may be effects
of existing technology in a context, whereas in implementation evaluation, we
specifically ask for the effects of the treatments and artifacts under evaluation.
The questions in both cases are the same, but the focus in different: In one case it
is on problematic phenomena, whereas in the other on the effects of implemented
technology.

This finishes our review of the engineering cycle. We next present TAR as one
way to perform the validation task in the engineering cycle.

5 Artifact Validation by Technical Action Research

5.1 Designing an Artifact and Helping a Client with It

As explained earlier, what we call technical action research in this paper is the
attempt to scale up a treatment to conditions of practice by actually using it in a
particular problem. Figure 5 shows that TAR consists of two engineering cycles.
In one engineering cycle, the researcher aims at improving a class of problems;
in the other, the researcher improves a particular problem. We explain this by
means of an example.

The problem in the left-hand engineering cycle is to improve an artifact, for
example to improve a technique for assessing confidentiality risks in outsourcing
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Problem investigation

   1. Stakeholders, goals, criteria?
   2. Phenomena?
   3. Evaluation?

Artifact design

Design validation

   2. Expected effects in context?
   3. Expected evaluation?
   4. Trade-offs?
   5. Sensitivity?

Implementation

- Transfer to the economy

Implementation evaluation

   1. Stakeholders, goals, criteria?
   2. Achieved effects in context?
   3. Achieved evaluation?

Improvement problem:

To develop some useful artifact

Improvement problem:

To help a client

Problem investigation

   1. Stakeholders, goals, criteria?
   2. Phenomena?
   3. Evaluation?

Treatment design

- Specify treatment using artifact
- Agree on implementation plan

Design validation

   2. Expected effects in client company?
   3. Expected evaluation?
   4. Trade-offs?
   5. Sensitivity?

Implementation

- In the client company

Implementation evaluation

   1. Stakeholders, goals, criteria?
   2. Achieved effects in client company?
   3. Achieved evaluation?

Fig. 5. Engineering cycles for artifact development and client helping

[21]. Confidentiality risks exist because outsourcing places sensitive information
assets at the premises of a third party. In addition to the risk posed by placing
information assets outside the premises of the outsourcing client, another risk is
introduced because some employees of the outsourcing provider have legitimate
access to confidential data of the outsourcing client, independent of where this
information is placed. This creates further risks because these employees are
outside the reach of internal control of the outsourcing client. Current service
level agreements (SLAs) are often not sufficient to satisfy auditors of the out-
sourcing client that the client is in control of its information assets. However, the
outsourcing provider will not allow these auditors on their premises because of
the provider’s confidentiality requirements; an outsourcing provider may provide
outsourcing services to different clients that are each other’s competitors.

The technique introduced by Morali and Wieringa [21] consists of some nota-
tions to represent the structure of the outsourcing architecture, and techniques
to reason about vulnerabilities of this architecture, and about the value of in-
formation flowing through this network.

Consider the situation where these techniques have been designed, and tested
on some artificial examples by the researcher. These tests have been successful
and the researcher thinks these techniques can be used to solve a real-world
problem. How to validate this claim? One way to validate it is that the researcher
uses the technique to actually do a real-world confidentiality risk assessment for
a particular, real-world client. This is the right-hand engineering cycle in figure 5.
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In this cycle, an intake is done (stakeholders in the client company, client
goals, relevant phenomena and their evaluation) and a treatment plan is agreed
on. Part of this agreement is a justification that this plan is expected to indeed
deliver the results expected by the client, and this justification consists of an
application of what the researcher knows about this treatment. In the very first
application of the treatment in a client company, the researcher’s knowledge will
be abstract and uncertain, and so the risk that the expected results will not
be achieved is high; but this is a risk to be taken if a real-world test of the
techniques is ever to take place. The researcher then uses the technique to help
the client, and evaluates the results with the client.

The goal of the client cycle in figure 5 is to answer one or more validation
questions in the researcher’s cycle. This is a research goal, and to make this
explicit we add an empirical cycle, as described in the next section.

5.2 Inserting the Research Cycle in TAR

The four validation questions in the researcher’s cycle (expected effects, ex-
pected value, trade-offs, sensitivity) are knowledge questions. Specifically, they
are prediction questions: They ask for what would happen if the artifact would
be transferred to the real world. In figure 6 we have inserted a research cycle to
make this logic explicit.

The research cycle shown in figure 6 has the same rational problem solving
structure as the engineering cycle, but this time, the goal is not to design and
implement a useful artifact, but the goal is to design and implement a way of
answering knowledge questions.

Research Problem Investigation. In research problem investigation, we de-
termine what the unit of study is, what concepts we use to state the research
questions about the unit of study, and what we already know about these ques-
tions. In design science, the unit of study is an artifact in context (figure 4) and
the research questions are elaborations of one or more knowledge questions that
appear in the engineering cycle. In this paper, we are concerned with validation
research, and so the research questions will be one or more of the four design
validation questions, or elaborations of these questions.

The set of all units of study make up a population. It is often difficult in
design science to state in advance exactly what the population is. The precise
delimitation of the population may require continued research. For example, we
may be interested in the effectiveness and utility of our techniques to assess
confidentiality risks, but part of our ignorance at the start of this research is
that we do not know precisely for which class of companies and outsourcing
relationships the technique will be effective and useful. So at the start of our
research, the population is not known precisely. In the TAR approach proposed
in this paper, we start from clear problem instances, i.e. we apply the technique
in a client company of which we think it clearly falls inside the imperfectly known
population.
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Fig. 6. The structure of technical action research
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Research Design. Research design in TAR consists of acquiring access to a
client company, agreeing on an improvement goal for the client cycle, agreeing
on what the researcher will do for the company and on how the researcher will
collect data. In TAR, data may be collected by means of a researcher’s diary,
interviews with stakeholders in the client company, logs of tools used in the client
cycle, etc. The researcher should also determine how she will reason about these
qualitative or quantitative data. How will the results of interviews be coded?
How will the researcher reason from the data about a single case to claims about
the entire population? Such claims are full of uncertainty and are fallible. The
entire TAR exercise is based on the assumption that what the researcher learns
in this particular case, will provide lessons learned that will be usable in the
next case [22,23,24]. And so during research design, the researcher should think
about how she wants to draw lessons learned that will be applicable to other
cases too, even if they are full of uncertainty.

Research Design Validation. Research design validation is best construed
as a risk assessment of not being able to answer the research questions if the
researcher executes this research design. For example, will the measurement plan
yield enough data to be able to answer the research questions? Is the client
company representative in the relevant way of other companies with similar
problems? The answers to questions like these may motivate the researcher to
adapt her research design to reduce the risk of not being able to answer the
research questions.

Research Execution. Research execution consists of the execution of the client
cycle, part of which is the operationalization of the treatment plan already agreed
on in the research design. Here, resources, people, time and places have to be
agreed on to perform the tasks of the treatment. The client cycle includes an
evaluation with the client whether and to which extent the client’s goals have
been achieved.

Result Evaluation. After completing the client cycle, the researcher returns to
the research cycle and analyzes the results. Observations are extracted from the
raw data, possible explanations are searched for, research questions answered,
and generalizations to other cases from the same problem class hypothesized.
Limitations of these outcomes are stated explicitly, and the increment of knowl-
edge achieved identified.

A major threat to validity of the answers to the research questions is that
the researcher, who developed the artifact, is able to use it in a way that no
one else can. This would imply a lack of generalizability to any case where other
people than the researcher are using the artifact. This threat can be mitigated
by teaching others to use the artifact so that they can use it to perform the client
cycle. A second major threat is that stakeholders may answer interview ques-
tions in a socially desirable way or, in a variant of this threat, that the researcher
herself interprets answers in a desirable way. This introduces a risk that positive
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evaluations are of limited value, but it does not diminish the value of improve-
ment suggestions and of observations of failures of the artifact. The threat can
be mitigated by having others than the researcher do the data collection and
coding.

Finally, the researcher identifies consequences for the top-level engineering
cycle in which the treatment was designed for a problem class. For example,
some elements of the technique may have turned out to be unusable or useless,
and in any case the researcher may have acquired ideas for changes that would
improve the artifact even further.

6 Discussion

6.1 Validations of TAR

TAR is an approach to validate new artifacts under conditions of practice. Valida-
tion research aims to answer effectiveness and utility questions about an artifact
in context, and to investigate the robustness of the answers under changes of
artifact (trade-off analysis) and changes in context (sensitivity analysis). What
about the validation of the TAR approach itself? This too has been done by
action research, where now the artifact to be validated is TAR, and it has to be
validated in the context of scaling up some technique to conditions of practice.

TAR has been used in several research projects, three of which have been
published. Morali and Wieringa [21] describe a project in which the researcher
herself used a newly developed confidentiality risk assessment technique for out-
sourced IT management to do a risk assessment in two different client companies.
Zambon et al. [25] describe a similar project, this time about techniques to assess
availability risks in outsourcing, tested by the researcher at one client company.
Engelsman and Wieringa [26] describe a project in which a technique to relate
business objectives to enterprise architecture was used by enterprise architects
in a large government organization to redesign their enterprise architecture in a
traceable way.

Any claims that we make about the effectiveness and utility of TAR as a
validation research method (design validation questions (2) and (3) of the engi-
neering cycle) are subject to the same limitations as have been noted above for
TAR: Maybe we are the only ones able to use TAR; maybe we have interpreted
the data about its utility too favorably. The first threat has been mitigated
by teaching TAR to Master’s and PhD students, who then use it in their own
research. Experience so far indicates that others can use TAR too.

We have found the use of TAR useful because it provides a structured checklist
of things to do when validating artifacts in practice, and it does indeed allow
us to find out how an artifact performs in practice, which, as stated in the
introduction, is our goal. For researchers not interested in learning about how a
technique, not yet transferred to the real world, would perform in practice, TAR
would not be useful.
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6.2 Rationality, Rigor and Relevance

TAR can teach us whether an artifact is applicable in practice, and by being
used in one client company, it shows that the artifact is at least relevant to that
company. However, relevance comes in degrees. The two companies where we
used our confidentiality risk assessment technique found the confidentiality risk
assessment results relevant for their goals, and they have used them. But they
did not see enough of a business case to set aside resources to acquire tools and
expertise to regularly use the technique. On the other hand, the government
organization that used our enterprise architecture (re)design technique, invested
resources to regularly use the technique.

Let us now return to Schön’s idealizing assumptions of technical rationality,
listed in section 2. To what extent does TAR depend on these? TAR assumes
that the problem for which an artifact is designed, is not unique. It also assumes
that there is a conceptual model of these problems, i.e. that the problems have
been framed, and that all problems in the relevant class can be framed the same
way. (It does allow that each of these problems can be framed in different ways
too.) Both engineering cycles in TAR assume that agreement on goals can be
achieved. And the basic assumption of validation research is that the world is
stable enough to allow prediction of what would happen if the artifact were used.
We conclude that TAR makes the assumptions of technical rationality identified
by Schön [10].

To the extent that these assumptions are violated in a problematic situation,
TAR helps us to find out whether or not this particular artifact can still be used
in a particular client organization. But if all of these assumptions are violated,
TAR is not applicable and other approaches should be searched, such as the
combination of action research and design research in soft systems methodology
proposed by Baskerville et al. [8].

6.3 Comparison with Related Work

Most approaches to action research follow the action research cycle proposed by
Susman & Evered [2], which consists of diagnosing – action planning – action
taking – evaluating – specifying learning. Figure 7 overlays this cycle with the
multilevel structure of TAR.

This immediately makes clear that Susman & Evered’s cycle is problem-
driven: The cycle is triggered by a concrete need experienced by a particular
client, and works bottom-up by iterating through the client cycle, to lessons
learned that go beyond that particular client. Indeed, the cycle revolves around
a client-system infrastructure in which the researcher and the client have built a
mutual relationship of helping and learning. This contrasts with TAR, in which
the researcher has identified a class of problems, and aims to develop an artifact
to mitigate those problems. Validation of one artifact will require more than one
TAR project, each for different clients. A client-researcher relationship needs to
be built up for every separate client cycle. Action Design Research (ADR) intro-
duced by Sein et al. [9] also is problem-driven and aims to build design principles
based on iterative client cycles for the same client.
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Fig. 7. The action research cycle of Susman & Evered [2] overlaid on TAR
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TAR satisfies the principles of canonical action research (CAR) defined by
Davison et al. [27], except that CAR assumes a problem-driven approach, whereas
TAR follows an artifact-driven approach. CAR has five principles.

– For each client cycle, TAR requires a client-researcher agreement (principle
1 of CAR).

– TAR follows a cyclical model (principle 2) in two senses: The client engineer-
ing cycle can be performed iteratively for one client, and also the researcher’s
cycle can be performed iteratively. In each iteration of the researcher’s cycle,
the researcher performs a validation at a different client, and the researcher
may redesign the artifact based on lessons learned so far.

– In this paper we have not discussed the use of theory (principle 3). However,
specifying a hypothesis about the effect or utility of an artifact requires
theory, and gaining experience in one or more client cycles can justify adap-
tations to theory. We will elaborate on generalization from action research
in future work.

– TAR is built on the principle of change through action (principle 4) in two
ways: the client’s context is improved in a client cycle, and the artifact is
improved in the researcher’s cycle.

– The principle of learning through reflection (principle 5) is realized by insert-
ing the research cycle between the two engineering cycles. Reflection on the
client cycle consists of analyzing the results of the client cycle with a view to
answering validation research questions, and drawing conclusions from this
about what we have learned about the use of the artifact in context, and
about possible improvements of the artifact.

A major problem untouched by this paper is the role of theory in action research.
What role does theory have in designing improvements of artifacts, designing an
action research project, and in drawing lessons learned from a client cycle? Can
we generalize from a single case using, for example, reasoning by analogy? These
questions are topics of our current research.
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Abstract. Primarily in order to save costs, many shared service centres (SSCs) 
are being established in organisations. However, establishing SSCs is a chal-
lenging task for many organisations, including the Dutch government. This  
design science research aims to enhance SSC establishment with a decision en-
hancement studio for sourcing & sharing in the Dutch government. The pro-
posed studio consists of a set of services for studio participants to analyse  
decision alternatives and improve collaboration. In this paper a studio design is 
presented with four decision enhancement services for sourcing & sharing that 
are delivered with an online tool and predefined scripts (called sourceLets). Fu-
ture research will be dedicated to the scientific evaluation of the studio design 
by applying it to multiple case studies in the Dutch government. 

Keywords: Decision, Enhancement, Sourcing, SSC. 

1 Introduction 

Primarily in order to save costs, many shared service centres (SSCs) are being estab-
lished in organisations [1]. A SSC is a specific type of in-house sourcing arrangement 
potentially capable of reducing costs and improving quality through the delivery of 
specialised, value-added services across an entire organisation [2,3]. In other words, a 
SSC is an independent centre to share supporting services within an organisation (in-
sourcing instead of outsourcing). Although the concept of SSCs is not new, SSCs 
have gained considerable momentum in the past decade, mainly because of techno-
logical developments [4]. This accounts for the Dutch government also in which  
several (new) SSCs as part of a cost-saving incentive program called “compact gov-
ernment” are developed. 

Even though SSCs have the potential to achieve great contributions, major difficul-
ties with this specific type of sourcing arrangement are also recognised [5]. Achieving 
cost-efficient and / or quality-improving operations with SSCs proves to be a complex 
task [6,7]. Because of this complexity, deciding to source with SSCs is also challenging 
for many organisations. “The introduction of a SSC is a critical decision on a strategic 
level. It implies a long-term decision with significant complexity and risks.” [8]. 
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The availability of literature about decision-making and SSCs is limited. The 
dominant work in this field seems to be that of Janssen & Joha [8], who present a list 
of motives of organisations who decide to source with SSCs. And only one example 
of research about how to design solutions to support SSC decision-making is found 
with Janssen, Joha & Zuurmond [9], who have designed and validated simulation 
models for adopting SSCs. 

The main question of this research is: how can complex SSC decisions be en-
hanced to achieve successful establishments of SSCs in organisations? A demarcation 
of which SSC decisions will be specifically enhanced with this research is necessary. 
In terms of Joha & Janssen [10] who have categorised SSC decision processes, this 
research specifically aims to enhance SSC arrangement decisions. After the decision 
to establish a SSC is made it needs to be decided how to arrange the SSC. Which 
services to source and share with the SSC? Which SSC arrangement alternative is 
preferred in terms of cost-saving potential, qualitative advantages and feasibility? 

A decision enhancement studio is postulated as a suitable mean to enhance the 
complex SSC decision-making. Keen & Sol [11] define a decision enhancement stu-
dio as an environment which consists of a set of services to analyse decision alterna-
tives and improve collaboration in complex decision processes, providing a mean for 
studio participants to discuss and decide on beforehand. Hence, in this research a 
decision enhancement studio for sourcing & sharing in the Dutch government is cre-
ated consisting of decision enhancement services that provide functionalities which 
help users to make complex decisions. 

This paper presents a design of the decision enhancement studio for sourcing & 
sharing. The studio design consists of four decision enhancement services that are 
delivered with an online tool and predefined scripts (called sourceLets as explained in 
further detail later). 

2 Background: Shared Service Centres 

In literature many definitions of SSCs are given. Based on identified SSC characteris-
tics of Schulz & Brenner [1] and a combination of definitions of SSCs presented by 
Grant et al. [2], Ulbrich [3] and Ulrich [12], a SSC is defined as a specific type of 
independent in-house sourcing arrangement potentially capable of reducing costs and 
improving quality through the consolidation of specialised, common and value-added 
services that are delivered across an entire organization. In other words, a SSC is an 
independent centre to share supporting services within an organisation (insourcing 
instead of outsourcing). 

An example SSC in the Dutch government is P-Direkt which, as a separate organi-
sation unit, offers payroll services to multiple Ministries. Before establishment of P-
Direkt multiple Ministries had their own internal payroll departments. With P-Direkt 
the payroll departments are concentrated into one SSC with the goal to attain cost-
savings and qualitative advantages. 
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3 Research Approach 

This research uses design science of Hevner & Chatterjee [13] as a research philoso-
phy complemented with the inductive-hypothetic research strategy of Sol [14] in or-
der to create the decision enhancement studio for sourcing & sharing and to achieve 
scientific as well as practical contributions. Following the inductive-hypothetic re-
search strategy of Sol [14], a researcher moves from exploration and understanding of 
a domain (descriptive) to design and evaluation of artefacts (prescriptive). Accord-
ingly, this research is conducted in four phases: exploration, understanding, design 
and evaluation (see figure 1). 

This paper presents a design of a decision enhancement studio for sourcing & shar-
ing. As shown in figure 1, the studio design is based on results from the exploration 
and understanding research phases. Information is retrieved from literature, case stud-
ies, expert interviews and presentations & progress meetings. Regarding the expert 
interviews, information and advice is retrieved from two rounds of in total 25 inter-
views with 20 experts working with SSCs both in and outside the Dutch government. 
The expert group consisted of four SSC directors in the Dutch government, six  
external sourcing consultants and / or researchers and ten policy makers / managers 
working with SSCs in the Dutch Ministry of the Interior and Kingdom relations. The 
experts have been interviewed in the fall and winter of 2010-2011 and in the spring 
and summer of 2011. The majority of the expert group has been interviewed face-to-
face and some have given advice via telephone or e-mail. 

 

Fig. 1. Four research phases 

Furthermore, during the design phase a scenario analysis exercise has been con-
ducted based on the studio design in a case study in the Dutch government: a collect-
ing SSC called Rijksincasso. The lessons learned from this exercise are used for the 
design of an online tool for SSC scenario analysis that will be used to deliver the de-
cision enhancement services for sourcing & sharing. 
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Future research will be dedicated to the scientific evaluation of the studio design 
by applying it to multiple case studies in the Dutch government (following guidelines 
of e.g. Hevner & Chatterjee [13] and Venable [15]). For this a recipe [11] will  
be created providing a standardised description how to deploy the decision enhance-
ment studio for sourcing & sharing for effective SSC arrangement in the Dutch  
government. 

4 From Exploration and Understanding to Design 

As shown in figure 1, the studio design is based on results from exploration and  
understanding research phases being SSC challenges, SSC observations, functional 
requirements, a sourcing theory and a design consideration. This section briefly elabo-
rates on these results. In the next section the studio design is presented. 

4.1 SSC Development Challenges 

SSCs can have great contributions, but achieving cost-efficient and / or quality im-
proving operations with SSCs is a complex task [6,7]. Knol & Sol [5] provide a 
taxonomy of various technological, managerial and organisational challenges that 
organisations can encounter when developing SSCs based on literature and three 
case studies of SSCs in the Dutch government. Four SSC development challenges 
are notable, because they were mostly mentioned by interviewees, were not found 
in the conducted literature review and / or are of specific interest for the studio  
design: 

• Change management. Establishing SSCs brings about considerable organisational 
change which needs to be managed (e.g. resistance of end-users working in the 
Ministries). 

• Vision. A challenge to define a long-term vision for a SSC; is a SSC established 
just to save costs or are quality and innovation imperatives as well? 

• Arrangement. A challenge how to arrange a SSC; which services to source & share 
with the SSC? Which SSC arrangement alternative is preferred? 

• Reinvent the wheel. A challenge where people do not look at nor learn from each 
other when establishing SSCs and the same mistakes are made over and over again. 

4.2 SSC Observations 

Based on expert interviews two SSC observations are identified: 

• Mix between rational and non-rational SSC decision-making. SSC decision-
making in the Dutch government is not necessarily based on facts and analyses, 
but also on interests and preferences taking place in a managerial and political 
context. 
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• A non-linear, unpredictable SSC development process. SSC development in prac-
tice always takes place differently and only on an abstract level generic steps can 
be identified. This relates to an observation that the Dutch government can be 
characterised as a highly dynamic organisational environment that changes fre-
quently. 

4.3 Requirements 

Based on the aforementioned SSC development challenges three functional require-
ments regarding the studio design are formulated: 

• Create a studio environment to achieve collaboration and a shared mindset when 
establishing SSCs (based on the change management challenges). 

• Create a studio environment to share knowledge & past experiences when estab-
lishing SSCs (based on the “reinvent the wheel” challenge).  

• Create a studio environment to analyse SSC arrangement alternatives to make 
grounded decisions that last (based on the “vision” and “arrangement” challenges). 

The above shows that overall a need for a solution that enables collaboration and 
sharing as well as analysis of decision alternatives clearly exists in the Dutch govern-
ment, confirming that the deployment of a decision enhancement studio for sourcing 
& sharing seems suitable to this end. 

4.4 Sourcing Theory 

Based on the aforementioned observation that there is a mix between rational and 
non-rational SSC decision-making a sourcing theory is formulated. The sourcing the-
ory postulates that complex SSC decisions are made based on three perspectives: 
content (facts and analyses), considerations of stakeholders and knowledge & past 
experiences. For example, in SSC decision-making factual business cases are used 
(content), resistance to change of end-users needs to be accounted for (considerations 
of stakeholders) and best & worst practices from experts are taken into consideration 
(knowledge & past experiences). The assumption is that providing SSC decision-
makers insight into these three perspectives on beforehand enables them to assess 
alternatives and make though-out decisions. Hence, the sourcing theory postulates 
that a thought-out SSC decision is a decision in which alternatives are assessed based 
on content, considerations of stakeholders and knowledge & past experiences. 

The three aspects of the sourcing theory relate to several scientific theories / fields. 
First, SSC decision-making based on knowledge & past experiences relates to knowl-
edge management (e.g. [16]). Second, SSC decision-making based on content relates 
to bounded rationality, implying that we are to some extent rational human beings 
making “boundedly rational, or “reasonable,” decisions” [17] within limits such as 
knowledge and time [18]. Third, SSC decision-making based on considerations of 
stakeholders relates to stakeholder theory which “specifies how and under what cir-
cumstances managers can and should respond to various stakeholder types” [19]. In 
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addition, the assessment of alternatives aspect of the sourcing theory relates to simula-
tion (e.g. [14,20]), scenario analysis (e.g. [21]) and, obviously, decision enhancement 
services [11] in which simulation and scenario analysis are incorporated. This aspect 
also relates to literature about organisational decision-making stating that assessment 
of alternatives is “what it is all about” (e.g. [22]). 

4.5 Design Consideration 

Based on the second aforementioned observation of a non-linear, unpredictable SSC 
development process a design consideration is formulated to design a studio with 
loosely-coupled decision enhancement services which can be deployed situation-
dependently. This means that it is not predefined when to deploy the decision en-
hancement services in SSC development processes. 

The design consideration relates to several scientific theories / concepts, being the 
garbage can theory, loosely-coupled concept and agility concept. The garbage can 
theory of Cohen, March & Olsen [23] views organisations as garbage cans in which 
over time “ideas, problems and possible solutions are (metaphorically) dumped” [24], 
acknowledging a certain coincidental aspect or non-rational decision-making. The 
loosely-coupled concept can be related to Weick [25], who looks at organisations as 
loosely-coupled systems, and for example Chin [26] who has created a loosely-
coupled portal in which services can be situation-dependently deployed. And agility is 
ultimately about “creating and responding to change” [27] for organisations operating 
in increasingly dynamic environments. 

5 Studio Design 

5.1 Four Decision Enhancement Services for Sourcing and Sharing 

The aforementioned results show that there is a need for a studio environment with 
loosely-coupled decision enhancement services for sourcing & sharing which  
provides insight into content, considerations of stakeholders and knowledge & past 
experiences to anticipate on when assessing alternatives in SSC decision-making 
processes. Accordingly, a studio with four decision enhancement services for sourc-
ing & sharing is created (see figure 2): 

1. Decision enhancement service for sharing knowledge & past experiences: which 
knowledge & past experiences can be used? 

2. Decision enhancement service for content analysis: the rational view: business 
cases, cost-saving potentials, etc. 

3. Decision enhancement service for stakeholder analysis: who are the stakeholders 
involved and what are their considerations? 

4. Decision enhancement service for scenario analysis: based on knowledge & past 
experiences, content and stakeholder considerations for effective SSC decision-
making. 
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Fig. 2. Studio design with four decision enhancement services for sourcing & sharing 

In essence, the studio design with the four decision enhancement services for 
sourcing & sharing aims to achieve workable SSC solutions by analysing scenarios 
based on three perspectives. The rest of this paper explains how the four services can 
be deployed in practice. 

5.2 First Exercise: Scenario Analysis for SSC Rijksincasso in a Group 
Decision Session 

The four decision enhancement services for sourcing & sharing are delivered with an 
online tool and predefined scripts. In order to achieve further insight in how to design 
the tool, an informal scenario analysis has been conducted in a case study in the 
Dutch government: a collecting SSC in development called Rijksincasso. SSC 
Rijksincasso aims to start next year and is currently in preparation of a potential tran-
sition of >120 collecting services of >50 governmental organisations. 

The scenario analysis at SSC Rijksincasso has been conducted in a single group 
decision session which lasted two hours and consisted of five participants who are 
heavily involved in SSC Rijksincasso. The analysis is based on three standard SSC 
arrangement scenarios [9]: 

• Share all: source and share all services in a domain with the SSC. 
• Share partially: source and share a part of all services in a domain with the SSC. 
• Share nothing: source and share no services in a domain with the SSC (null  

option). 

During the group decision session the Rijksincasso baseline scenario: share all has 
been analysed by collaboratively filling in a mindmap using an online tool called 
MindMeister. On the mindmap the baseline scenario has been analysed based on the 
three perspectives of the studio design: 

• Content perspective: clarify the cost-saving potential and formulate the qualitative 
advantages of the Rijksincasso baseline scenario; 

• Stakeholder perspective: identify stakeholder concerns and potential resistance 
regarding the Rijksincasso baseline scenario; 
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• Knowledge & experiences perspective: formulate past experiences and ideas re-
garding the Rijksincasso baseline scenario. 

The resulting mindmap showed that from the content perspective the Rijksincasso 
baseline scenario was preferred and from the stakeholder and knowledge & experi-
ences perspectives the baseline scenario could be rejected. The clarification of this 
trade-off enabled participants to think about a workable arrangement scenario for 
Rijksincasso. Will they choose a different scenario for Rijksincasso or will they stick 
to the share all scenario? 

To conclude, the first exercise at SSC Rijksincasso has given insight in how to de-
sign a tool to deliver the four decision enhancement services for sourcing & sharing. 
The lessons learned are: 

• Do not only analyse baseline scenarios during group decision sessions, but analyse 
all three SSC arrangement scenarios based on the perspectives content, stake-
holders and knowledge & experiences to enable participants to choose workable 
arrangement scenarios. 

• Mindmapping is useful for brainstorming activities such as identifying stakeholder 
concerns of a SSC arrangement scenario. However, a tool for scenario analysis is 
necessary which aggregates the input from mindmaps to provide an overview. 

• Stakeholder concerns and interests can be identified virtually using questionnaires 
and e-mail. Results of stakeholder analyses can be discussed during group decision 
sessions. This means that (parts of) the decision enhancement services for sourcing 
& sharing could be deployed virtually instead of in group decision sessions (also 
following the time-place framework of Johansen [28]). 

• Using an online tool such as MindMeister is interesting because it can be accessed 
via any modern web browser during group decision sessions without the need of 
special software. 

5.3 Online Tool for SSC Scenario Analysis 

The aforementioned design consideration and lessons learned from the Rijksincasso 
case study are translated to the following requirements for a tool for SSC scenario 
analysis: 

• A tool in which the four loosely-coupled decision enhancement services for sourc-
ing & sharing can be deployed separately at any time in a SSC development proc-
ess; 

• A tool to analyse the SSC arrangement scenarios share all, share partially and share 
nothing based on the perspectives content, stakeholders and knowledge & experi-
ences; 

• A tool which can use input from mindmaps created in brainstorming activities; 
• A tool to deploy in group decision sessions; 
• A tool in which information obtained via questionnaires and e-mail can be stored; 
• An online tool which can be accessed from any modern web browser. 
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The online tool for SSC scenario analysis is currently in development. Several wire-
frame sketches are provided to present an overview of the functionalities of the tool. 
Figure 3 provides a wireframe of the project start page in which the four loosely-
coupled decision enhancement services for sourcing & sharing can be opened sepa-
rately. It is to be noted that for the service for scenario analysis at least one of the 
other three decision enhancement services for sourcing & sharing should be com-
pleted. 

 

Fig. 3. Wireframe of the project start page 

Figure 4 provides a wireframe of the service for sharing knowledge & past experi-
ences page. Regarding the sharing of knowledge, the page enables participants to 
identify pitfalls which can cause trouble for the establishment of a SSC. For each 
pitfall one or multiple applicable SSC arrangement scenario(s) can be chosen. Fur-
thermore, for each pitfall ideas can be generated to tackle them in advance. If no suit-
able ideas are generated a pitfall can be flagged as a breaking point which means it is 
likely the pitfall will become a severe source of trouble for one or multiple SSC ar-
rangement scenarios. Pitfalls can be added, changed and deleted on the page. Also, 
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pitfalls generated from other SSC development projects can be viewed. In this way a 
knowledge base with pitfalls and corresponding ideas for SSC arrangement is created. 
Regarding the sharing of experiences, the page enables participants to share negative 
and positive past experiences for the establishment of a SSC. This basically works the 
same as the sharing of pitfalls; for each experience ideas are generated and applicable 
scenario(s) are chosen. Furthermore, breaking points are flagged and experiences 
from other projects can be viewed, with the latter creating a knowledge base with 
experiences and corresponding ideas for SSC arrangement too. 

 

Fig. 4. Wireframe of the service for sharing knowledge & past experiences page 

Figure 5 provides a wireframe of the service for content analysis page. The content 
analysis is divided into two aspects: cost-saving potential and qualitative advantages. 
Cost-saving potentials can be identified and stored by participants for share all and 
share partially SSC arrangement scenarios (the share nothing scenario is obsolete, 
because this scenario has no cost-saving potential). Qualitative advantages for the 
share all and share partially scenarios can be identified and stored too. In addition, 
qualitative advantages identified in other projects can be viewed. In this way a  
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knowledge base with qualitative advantages for SSC arrangement is created (on top of 
the knowledge bases with pitfalls, experiences and ideas for SSC arrangement). 

 

Fig. 5. Wireframe of the service for content analysis page 

Figure 6 provides a wireframe of the service for stakeholder analysis page. The 
page provides an overview with results from stakeholder analyses in which concerns, 
interests and resistance of stakeholders related to a SSC in development are identified. 
The identification of stakeholder concerns, interests and resistance itself is done using 
MindMeister mindmaps (or mindmaps exported in a Freemind .mm XML format). 
The mindmaps can be filled collaboratively during group decision sessions or by a 
process facilitator having used questionnaires and e-mail to virtually retrieve informa-
tion to fill the mindmap. The mindmaps follow a specified structure with three nodes 
per stakeholder: concerns, interests and resistance. Resistance can be assessed with 
the colours red, orange and green, with red meaning high resistance, orange meaning 
medium resistance and green meaning no / little resistance. An example is shown in 
figure 7. The stakeholder analysis page automatically imports mindmaps, e.g. via the 
MindMeister application programming interface (API). In order to visualise results 
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from stakeholder analyses, the page provides a map (e.g. using the Google Maps API) 
showing all stakeholders and their resistance colour. The page also provides an over-
view table. Clicking on the concerns and interests table headings provides a pop-up 
with unique concerns and unique interests. 

 

Fig. 6. Wireframe of the service for stakeholder analysis page 

 

Fig. 7. Example MindMeister mindmap that can be automatically imported to the stakeholder 
analysis page in the online tool for SSC scenario analysis 
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Figure 8 provides a wireframe of the service for scenario analysis page, presenting 
an overview of the three SSC arrangement scenarios based on the three perspectives 
content, stakeholder considerations and knowledge & past experiences. Each block in 
the overview table is automatically assigned the colour red, orange or green based on 
results from previously conducted decision enhancement services for sourcing & 
sharing. The colour red presents a negative perspective, green a positive perspective 
and orange in between. The figure shows for example that the share all scenario is 
particularly beneficial from a content perspective (green), but less beneficial from a 
stakeholders perspective (red). Colours can also be assigned manually during group 
discussion if the automatically assigned colours are incorrect. The scenario analysis 
page forms the basis for choosing workable SSC arrangement alternatives in group 
decision sessions by combining and visualising the results of the other three decision 
enhancement services for sourcing & sharing (which need to have been deployed 
before). 

 

Fig. 8. Wireframe of the service for scenario analysis page 
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5.4 SourceLets 

The four decision enhancement services for sourcing & sharing are delivered with the 
online tool for SSC scenario analysis as presented before and predefined scripts. 
Combining the predefined scripts with the online tool creates so-called sourceLets for 
this research (derived from the thinkLet concept as introduced by e.g. Briggs & de 
Vreede [29] and Kolfschoten et al. [30]). SourceLets are composed of tools, configu-
rations and scripts and aim to achieve predictable collaboration patterns such as di-
verge, converge and evaluate in group activities [29]. 

Table 1 provides an overview of sourceLets to use when deploying the decision 
enhancement services for sourcing & sharing with the online tool for SSC scenario 
analysis. They explain how  the decision enhancement services for sourcing & sharing 
can be deployed as well as provide a standardisation which is useful for evaluation 
purposes. 

Table 1. SourceLets to use when deploying the decision enhancement services for sourcing & 
sharing with the online tool for SSC scenario analysis 

# SourceLet name Collabora-
tion pattern 

Script Tool / con-
figuration 

     
1 Decision enhancement service for sharing knowledge & past experiences 
1.1 Diverge pitfalls 

ideas 
Diverge Add pitfalls and ideas for the 

scenarios 
Figure 4 

1.2 Converge pitfalls 
ideas 

Converge Choose most important pit-
falls and ideas by deleting 
obsolete concepts 

Figure 4 

1.3 Evaluate pitfalls 
ideas 

Evaluate Evaluate which pitfalls are 
breaking points 

Figure 4 

1.4 Diverge experi-
ences ideas 

Diverge Add experiences and ideas 
for the scenarios 

Figure 4 

1.5 Converge experi-
ences ideas 

Converge Choose most important ex-
periences and ideas by delet-
ing obsolete concepts 

Figure 4 

1.6 Evaluate experi-
ences ideas 

Evaluate Evaluate which experiences 
are breaking points 

Figure 4 

     
2 Decision enhancement service for content analysis 
2.1 Organise share 

partially scenario 
Organise Choose organisations in-

volved in share partially 
scenario 

Figure 5 

2.2 Evaluate cost-
saving potential 

Evaluate Assign cost-saving potential 
for share all and share par-
tially scenarios 

Figure 5 

2.3 Diverge qualita-
tive advantages 

Diverge Add qualitative advantages 
for the scenarios 

Figure 5 
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Table 1. (continued) 

# SourceLet name Collabora-
tion pattern 

Script Tool / con-
figuration 

2.4 Converge qualita-
tive advantages 

Converge Choose most important 
qualitative advantages by 
deleting obsolete concepts 

Figure 5 

     
3 Decision enhancement service for stakeholder analysis 
3.1 Diverge stake-

holders 
Diverge Add stakeholders involved Figure 6 

3.2 Diverge concerns 
interests 

Diverge Add concerns and interests 
of stakeholders 

Figure 6 

3.3 Converge con-
cerns interests 

Converge Choose most important con-
cerns and interests by delet-
ing obsolete concepts 

Figure 6 

3.4 Organise concerns 
interests 

Organise Give redundant concerns and 
interests the same name 

Figure 6 

3.5 Evaluate resis-
tance 

Evaluate Assign resistance color (red, 
orange or green) 

Figure 6 

3.6 Organise stake-
holder analysis 

Organise Provide an overview of 
stakeholder analysis results 
with map and table view 

Figure 7 

     
4 Decision enhancement service for scenario analysis 
4.1 Organise share 

partially scenario 
Organise Choose organisations in-

volved in share partially 
scenario 

Figure 8 

4.2 Organise scenario 
analysis 

Organise Provide an overview of three 
scenarios in which input 
from three services / per-
spectives is shown 

Figure 8 

4.3 Evaluate scenario 
analysis 

Evaluate SSC decision-making: 
choose preferred scenario 
based on overview 

Figure 8 

6 Conclusion and Future Research 

To conclude, the studio design presented in this paper consists of four decision en-
hancement services for sourcing & sharing that are delivered with an online tool and 
predefined scripts (called sourceLets). The studio design aims to enable participants 
to achieve workable solutions regarding the arrangement of SSCs by assessing trade-
offs between share all, share partially and share nothing scenarios based on three per-
spectives. Future research will be dedicated to the scientific evaluation of the studio 
design by applying it to multiple case studies in the Dutch government (following 
guidelines of e.g. Hevner & Chatterjee [13] and Venable [15]). 
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Abstract. To cope with seven identified problems in virtual and distributed 
management in Danske Bank we used a design science research approach to de-
sign a conceptual framework for team building in virtual and distributed project 
teams. The conceptual framework combines a six-phase teambuilding model 
with the notion and elements of social capital. Thus in each phase of teambuild-
ing you build up all six elements of social capital. The complete six-by-six 
framework was diffused in Danske Bank in January 2011, and evaluated very 
positively in the summer of 2011. The framework is being implemented 
throughout Danske Bank in 2012. This paper gives an account of the framework 
content and the results from the evaluation. Finally the paper discusses how the 
contribution can be generalized and used in other companies. 

Keywords: Virtual and distributed teams, teambuilding, social capital, design 
science research. 

1 Introduction 

Globalization has arrived and influences the organization of work everywhere [cf. 1]. 
When a unique piece of work or a unique problem is at hand an organization typically 
institutes a project to solve the problem or carry out the unique task.  

In the past a project team was gathered, given their own organization with a steer-
ing committee and a project manager, and often they were co-located in the same 
room. However, the wave of globalization means that a company will have many 
projects characterized by rapidly assembled project teams, geographically dispersed, 
but with highly specialized professionals who perform specific tasks. Individual 
project teams will not gather physically any more. Instead they are distributed physi-
cally and gather virtually using phone, internet, video conferences and other meeting 
tools to communicate. 

Hence virtual teams and virtual projects will be very common in the future, where 
a virtual team in our understanding is a team separated by geography, time zones 
and/or culture, but never the less has to work together as a team. 

In this paper we look at a concrete design science research undertaking in Danske 
Bank, a major Danish bank. Project work in Danske Bank is characterized by having 
many virtual teams with people working in both Bangalore, India and at several sites 
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in Denmark. These teams need to improve their collaboration. This was realized by 
Danske Bank at the beginning of 2010. 

At the time Danske Bank was partner in a large cooperative research project called 
SourceIT by three companies, Roskilde University and a Technology Transfer organi-
zation named Delta. The purpose of SourceIT was to help the participating companies 
become better at making sourcing decisions. The results reported here on improving 
virtual management and project teambuilding was initiated as part of the SourceIT 
undertaking but continued after SourceIT ended in June 2011.     

The remainder of the paper is organized as follows. First, in section 2, we carefully 
explain our research method; design science research, and give a short account of the 
outcome of an interview study conducted in Danske Bank. Then in section 3 we give an 
overview of existing knowledge in relation to virtual teams and management as well as 
the problem at hand. Then follows a section 4 where we give the details of our design of 
a conceptual framework solving the problem faced in Danske Bank. And a section 5 
where we give an account of the diffusion and successful evaluation of our six-by-six 
conceptual framework (= the design). Finally the paper ends with a conclusion. 

2 Research Method 

In this section we carefully explain our design science research approach, the business 
needs we are addressing and applicable knowledge for the problem at hand. 

Benbasat & Zmud [2] argue that much IS research today is irrelevant and recom-
mend research that are more relevant, but without fundamentally challenging the ex-
isting academic value system. We believe that design science research offers the prac-
tical relevance and utility requested because it emphasizes that a design should ad-
dress a need or a problem and at the same time should ‘stand on the shoulders’ of 
existing research within the problem area..  

In 1992 one of the first journal papers on design science research in information 
systems was published by Walls et al. [3]. In the paper they argue that design is both a 
product and a process. Thus a design theory must on one side handle the design prod-
uct and on the other side it should handle the design process. In 1995 another influen-
tial paper on design science research by March and Smith [4] was published. One of 
their key points is that in design science one can build and evaluate Constructs, Mod-
els, Methods and Instantiations. The conceptual framework we arrived at developing 
is both a Model and a Method and we have been using it in at least seven areas; mak-
ing it seven Instantiations. 

Continuing from the work of March and Smith [4] Hevner et al. [5] presented a de-
sign science research framework that enhances the Walls et al. [3]. At the core are the 
build and justify activity. And that is exactly what we are reporting in this paper.  

2.1 Research Initiation and Results from an Interview Study 

The research reported in this paper was initiated in the summer of 2010 when Linda 
Olsen, the First Vice President for Danske Bank’s Outsourcing setup in Bangalore, 
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India (DCI), stated that they needed an improvement; they needed better virtual man-
agement. In August 2010 we interviewed Linda Olsen to obtain a better understanding 
of the business need for better virtual management. She told us that Danske Bank 
have two types of projects. One type is development projects where something new is 
developed often as an add-on to existing applications or from scratch. The other type 
of projects is system management projects where development consists of smaller 
changes, additions and defect corrections. The virtual projects (across Denmark-India) 
were mainly of the latter system management type. In Linda Olsen’s opinion there 
was enough technology available to the virtual project teams. Thus Danske Bank had 
implemented tele-presence rooms at all main sites including Bangalore. They had 
eMeeting software and Chat at all workstations in Denmark and India. And they had 
several Video meeting facilities in Bangalore and at the Danish sites. Hence Linda 
Olsen emphasized that the need for better virtual management was in her view a man-
agement issue. 

To address this management issue an interview study was planned and conducted 
to obtain a deeper and more thorough understanding of the problem. This interview 
study ended up concluding that the virtual management in projects had seven  
problems: 

1. Social ties take time to build – Just putting people from different places into the 
same team does not create social ties within the team.  

2. Not enough trust in relationships especially across Denmark and India – To work 
well together trust is needed 

3. Lack of shared vision and common vocabulary – This is necessary to build parts of 
the same artifact or product at different places 

4. Cultural distance – meaning that the ways and means, traditions and expectations 
are highly different in different parts of the organization 

5. Communication Issues – Different backgrounds and different cultures often result 
in mis-communicate  

6. Lack of reciprocity between Denmark and India – The Danish project participants 
often reported that they were giving more to the projects than they received back  

7. Not sufficient team identification across sites – People in the same team distributed 
across different sites did not feel as if they were the same team 

All these problems have been reported in the literature before. Cultural distance for 
example is a well-known problem. However, very few have undertaken a design 
science approach to try to cope with the problems.  

2.2 Applicable Knowledge from the Knowledge Base 

Quite many researchers have looked at virtual (project) management. “Much depends 
on experiential learning and sheer hard work” says Lacity et al [6], and they continue 
to say that “… outsourcing is not about giving up management but managing in a 
different way”. 

What should this different way then be? Well, our literature review of the Know-
ledge Base revealed a very interesting paper [7] exactly building on case studies from 
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an Indian IT-services firm where they identified five key strategic factors essential for 
success using a root-cause analysis, namely (1) Shared goal; (2) Shared culture; (3) 
Shared process; (4) Shared responsibility, and (5) Trust. 

These five key factors is a major part of what in the literature is coined social capi-
tal. That is a concept referring to connections within and between people. The concept 
has been used to study societies, differences between developing and developed coun-
tries, and recently to study project teams as we were interested in. Another thing that 
lead us in the direction of social capital was one of the conclusions from Lacity et al. 
[6]: “Our research found that one of the best ways to transfer knowledge is to invest 
in social capital. Social capital is simply the idea that knowledge and resources are 
exchanged, work gets done, and value is created through social relationships.” 

In the concrete we found a very interesting study by Evans and Carson [8] linking 
the performance of distributed and heterogeneous teams (equal to virtual teams as we 
call it in this chapter) to three core processes (communication, social integration and 
coordination), and social capital as a moderating structural dimension meaning that 
when social capital is low then distributed teams will be negatively related to group 
processes and positively related when social capital is high. We have showed the 
model in Figure 1. 

 

Fig. 1. Relationship between group processes, social capital and performance [8] 

The concept of Social capital is relatively new and is an attempt to bring together a 
number of concepts such as informal organization, trust, culture, social support, social 
exchange, social resources, rational contracts, social networks, and inter-firm net-
works [9]. As a construct social capital can be defined as “the goodwill available to 
individuals or groups. Its source lies in the structure and content of the actor’s social 
relations. Its effects flow from the information, influence, and solidarity it makes 
available to the actor” [9]. Social capital has three dimensions, namely a structural 
dimension, a relational dimension and a cognitive dimension [8, 9].  

Adler and Kwon (2002) suggest that if opportunity, motivation or ability is missing 
it will undermine generating social capital. Thus when analysing social capital poten-
tial it is necessary to establish to what degree these three factors are present. First 
“opportunity”, here the question is, whether a network that allow for social capital 
transactions is present; simply applying the idea that ties create an opportunity to act 
together. Both the quality of the ties (frequency, intensity, multiplicity) and the num-
ber and redundancy of internal as well as external ties matter. Especially two aspects 
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of structural configuration has been researched; closure of the network structure; 
strong ties [10] and sparse network with few redundant ties; weak ties [11]. Second, 
“motivation” is necessary. Different motivations have been suggested such as trust 
and associability, socialization and shared destiny [12], enforced trust [13], career 
advancement [14], or to reduce transaction costs [15]. Finally the cognitive dimension 
focuses on ability – the competencies and resources at the nodes of the network. Thus 
if social capital includes the resources that any actor could potentially mobilize via 
their social relations then the ability of each tie is important [9].  

3 Designing a Conceptual Framework for Developing Social 
Capital in Virtual Projects 

Performance of teams is significantly varying. Barry Boehm [16] in the book ”Software 
Engineering Economics” found a factor 1-to-4 between the best and the worst team – 
which on paper were equal. And DeMarco og Lister [17] in the book ”Peopleware” 
found a factor 1-to-5; Hence to gain 400-500% difference is worth an effort. 

Our overall impression from the interview study was that to make virtual teams 
succeed you need to spend much more time and emphasis on making the team work 
as a team. 

Our preliminary focus on social capital was confirmed by the interviews as social 
capital seem to play an important role. Thus the conceptual framework we designed 
focus on the project managers ability to facilitate the creation of social capital 
throughout all phases of a project. 

We believe that the interviews and the literature (knowledge base) give strong 
grounding for a proposition saying. 

 
You need to build social capital in all its aspects through all phases of building a 

virtual team to ensure successful virtual project management   
 
Below we will explain the conceptual framework we designed in details. First the 

theoretical basis for the two dimensions in the framework is explained in section 3.1 
on phases and in section 3.2 on the elements in social capital. These two dimensions 
result in a six-by-six matrix which is described in details in section 3.3.   

3.1 Phases in the Virtual Team Process  

Pries-Heje & Commisso [18] carried out a literature study on teams. They found four 
primary things of interest: (1) The Task; (2) Team Roles; (3) Team Working, and (4) 
The Process. The task to be undertaken by the team has an influence. For example, 
the more complex the task the more there is a need for a balanced team where all the 
team roles are enacted. Number three - team-working – is mainly about two things 
that we also found. It is about the importance of trust (problem #2 above). Trust is 
really a prerequisite for an effective team. If you do not have trust in each other you 
cannot work well together. You will show your ‘facade’ instead of your real self. The 
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second thing of importance in relation to team working is to have a common vision 
within the team (problem #3 above). 

Finally, the process that the team goes through is very important. We have the ‘old’ 
forming-norming-storming-performing model as a main proponent of the team 
process. In TSP [19] we also have the emphasis on a good team start-up in the form of 
a distinct launch activity. Commisso and Pries-Heje [20] have developed a model for 
building team with six phases as described in Figure 2. 

 

Constitute Team and project constituted. Do we have the knowledge and 
competence needed; Team gathers; We ARE a team; Who am I 

Clarify Who are the others, Clarify group dynamics; how to communi-
cate; how to decide; rules of conduct; social contract 

Commit Aim and goals, priorities, roles, context, and vision 

Carry Out Working – preferably effectively; continued group dynamics; 
on-going communication and coordination 

Check How are we; Do we need to go back and repeat – build more 
social capital; mid way crisis 

Conclude We have come to the end; what did we learn 

Fig. 2. The Six-C model for team-building [20] 

3.2 Elements of Social Capital 

According to Evans and Carson [8] social capital has three key elements that is of inter-
est when studying virtual and distributed teams; a structural element, a relational ele-
ment and a cognitive element, The structural element involves the network of ties and 
relationships possessed by individuals. When a new project is established all team 
members enter the project with a social network developed prior to the project, and they 
continue to develop their network as the project is progressing. The relational element 
concerns the nature and quality of the relationship ties, and refers to the trust that exists 
among a group. Research findings suggest that network ties that are not strengthened by 
mutual obligations, trusting relationships, and common language or narratives easily 
break down [25]. The relational element can be decomposed into: identification, trust 
and reciprocity. The cognitive element can be described as the shared concepts,  
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vocabulary and narratives that together form a shared system of meaning. The cognitive 
dimension of social capital highlights the importance of shared representations, interpre-
tations and systems of meaning among parties, and it can be split into to sub-elements: 
shared vision and language and concepts. Hence social capital can be understood to 
have 6 elements of importance in relation to virtual teams: 

1. Structure 
2. Relation 

(a) Identification 
(b) Trust 
(c) Reciprocity 

3. Cognition 
(a) Shared vision 
(b) Language and concepts  

3.3 Designing a Conceptual Framework for Developing Social Capital  
in Virtual Projects  

We are now at the point in our design science research where we have a very good an 
thorough understanding of both the need and the problems as well as the existing 
knowledge base. After some iterations we ended up with a design combing the Six-C 
model – as presented above – with six aspects of social capital allowing the necessary 
building of enough social capital in all phases of a team. 

In the concrete the design looked like shown in figure 3. 
 

 Consti-
tute 

Clarify Commit Carry 
Out 

Check Con-
clude 

Structure 
/ Social 
ties 

Shield Human 
behind 

What 
techn.? 

Events Celebrate 

Create 
social time 

“Light” 

Retro- 

spective * 

Retro- 

Spective * 

Relation / 
Iden-
tification 

Group 
portrait 

Imagine 
success 

Confi-
dence 

Short 
feedback 
loop 

Create 
team pride 
Talk about 
success 

Process 
observa-
tion * 

“Light” 

Retro- 

Spective * 

Relation / 
Trust 

Historic 
trust 

Team 
game 
rules 

Explore 
barriers 

Define 
roles 

Perfor-
mance and 
knowl. 
based trust 

Same as 
above 

Retro- 

Spective * 

Fig. 3. The conceptual framework we designed consists of a six-by-six matrix combining six 
parts of team building with six dimension of social capital. The ‘*’ after the name of some 
techniques means that the techniques is repeated in other fields. 
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need 

Stake-
holder 
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 Fishbone  

Fig. 3. (continued) 

In relation to our interview study it is clear that our conceptual framework covers 
the problems that we identified: 

1. Problem #1 – Social ties take time. This is addressed by having a conceptual 
framework where you go through all the phases of team build-up thereby allowing 
the time it takes to build social ties  

2. Problem #2 – Not enough trust. This is addressed by the strong emphasis on trust 
building; the third row in Figure 3. 

3. Problem #3 – Lack of shared vision and language. This is addressed by row 5 and 
6 in our conceptual framework. 
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4. Problem #4 – Cultural distance. Addressed partly in the fields saying “Hofstede”. 
5. Problem #5 – Communication Issues. As can be seen from Figure 2 better commu-

nication is a result of the heightened level of social capital that is all six rows in all 
phases in the conceptual framework. Furthermore we have a row 7 “Other” that 
specifically addresses Communication. 

6. Problem #6 – Lack of reciprocity. This is addressed by row 4 on reciprocity in our 
conceptual framework. 

7. Problem #7 – Not sufficient team identification across sites. This is addressed by 
row 2 identification in our conceptual framework. 

The overall idea in our design follows from the proposition: To be successful you 
need to build all elements of social capital in all phases of a team. To populate the six-
by-six matrix we have chosen techniques that can be used in a team to build a specific 
part of social capital.  The techniques included are coming from a number of different 
sources. The main source however were the book ”Best Practices for Facilitation” 
[21]. The second most important source were Duarte and Snyder [22]. Norm Kerth’s 
book on ”Project Retrospectives” [23] were the main source for the Check and Con-
clude phases. Furthermore we were inspired by agile techniques especially Scrum 
[24]. The remainder of the techniques was taken from Commisso & Pries-Heje [20]. 
The choice of techniques was not incidental. We carefully discussed each of the 36 
fields in the 6-by-6 model. We considered several techniques and we selected tech-
niques that were especially well suited for both being done virtually (for example in a 
video or e-meeting) and best creating social capital. Research method wise this was 
our Build and Justify iteration (middle part of Figure 1). 

Space does not permit going through all 36 felts in the matrix, but below a few ex-
amples are provided. 

Under Constitute and Social Ties one can find the techniques called “Shield” (see 
also figure 4). What you do here is to: 

• Hand out a piece of A3-paper and a thick lettering pen to each participant. This 
may require preparation at each site. 

• Ask everyone to draw their shield where they can either draw or write something 
on their background (in the upper left corner), something work-related (in the up-
per right corner), something private for example on their family situation, sports or 
the like (in the lower left corner) and a tool that they feel the analogy with (in the 
lower right corner). Finally in the middle participants can write or draw their dream 
if they have one and they feel it appropriate to present it openly. 

• One by one the participants then present their shield to the rest of the team. For this 
presentation a video camera that can zoom in on the shield and show it to all partic-
ipants at all sites is necessary. 

The main advantage of the shield is that is becomes “legal” to talk about other things 
than work. And all team participants are “whole” human beings having a work-
oriented and a more private-oriented side. But the shield will allow for presentation of 
the “whole” thereby building stronger social ties. 
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Draw your Shield
Background
• xxx
• zzz

Work
• xxx
• zzz

Private Tool
Dream

 

Fig. 4. The Shield is a good techniques for building social ties in the Constitute phase 

Under Clarify and Relation/Identification there is a techniques called “Imagine 
Success”. What you do here is that: 

• Everyone in the team thinks for themselves over the last project they participated 
in, which was implemented successfully  

• You capture the feeling of success and transfer it to an idea of how a successful 
completion of this project is experienced  

• Tell the team what it was that succeeded in your project success and how your 
success is experienced  

• In the middle of a common screen or large piece of paper (seen on video) write: 
"The look of success" and around the write / draw in everybody’s individual per-
ception of success  

Under Commit and Cognition/Shared language and concepts we urge the teams to use 
the Danske Bank development model with the following arguments about the  
advantages: 

• Everyone has the same terminology in projects 
• It becomes easier to register and understand data and experiences from earlier 

projects. The method can become a common framework for communication i.e. of 
successes 

• With well defined phases and documentation for each phase management is much 
easier 

• New employees without experience gets a well defined platform to start out  
from 
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4 Diffusion and Evaluation in Danske Bank 

We presented the conceptual framework to management in Danske Bank the last 
week of November 2010. We clearly linked it to the problems we identified in our 
interview study as presented in section 2.1. The response was very positive. Danske 
Bank was confident that focusing on building social capital had potential to help them 
improve their virtual (project) management. 

It was then decided that we, the researchers, should teach it to task managers, 
process-improvers and general managers within DCI. That took place in the first week 
of 2011. The aim of the five-day course we gave was that after the course the partici-
pants should be able to: 

• Independently facilitate the start up of and the ongoing work in a virtual project 
team; that is a team distributed across Denmark and India that have never been to-
gether in one physical location 

• Choose appropriate techniques for six phases of teamwork to use in and facilitate 
the building of enough social capital within the team; enough to ensure that the 
team can work virtually 

The evaluation by the participants emphasised the following more general comments: 

• The framework introduced topics that some consider very vague in a clear and 
perceivable manner  

• Though the techniques that were discussed were familiar, put together as a package 
it was new and it encouraged thinking about what could be done 

• It is a sensitive subject but handles it very well with good examples / tools 
• The practical tools given to us will really help in day to day management 
• Building social capital is the real value addition (by our conceptual framework) 

We realised at the end of the first course that it was necessary to give a similar course 
in Denmark. The resulting course took place in early February 2011. Here – again – 
the evaluation was quite positive and the participants committed themselves to using 
the conceptual framework. 

The conceptual framework was then being used in seven project areas – mainly  
so-called system management areas. All areas made concrete plans for how to build 
social capital for their team. And they have each made a cost-benefit analysis specifi-
cally for their own project showing that the benefits of building and ensuring enough 
social capital are much higher than the costs. 

In the last week of May 2011 and the first week of June we evaluated the use of the 
Conceptual Framework for Virtual Management. A representative set of interviewees 
were selcted from both India (DCI, Bangalore) and Denmark. Interviews were record-
ed. For each interview a set of detailed field notes were made with the help of the 
recordings. Furthermore most interviews were conducted by 2 people making it poss-
ible for one person to concentrate on talking with the interviewee while the other was 
taking notes. In the first week of August 2011 we coded and analyzed the interview 
and observation data in more depth. This resulted in the following findings. 
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1. The framework had been used extensively in all seven project management areas 
2. All the people interviewed were in agreement that the use of the framework was 

clearly worthwhile and that the outcome was higher in value than the “investment” 
in time 

3. The framework had been used more in India than in Denmark. The overall  
satisfaction with the framework was high in India. Many examples of better / im-
proved teambuilding and building of social capital were found among the India  
Interviewees 

4. The satisfaction with the framework in Denmark was mixed.  
5. Techniques from the first of the C’s (Constitute Team, Clarify and Commit) were 

used considerably more than techniques from the last three C’s (Carry Out, Check 
& Conclude) 

6. Especially two techniques, the Shield Exercise and the Group Portrait, were re-
ported to have been used with very positive results  

Thus we concluded that Danske Bank could make real use of implementing the 
framework throughout the organization. And in fact that recommendation is being 
followed currently; Danske Bank is making the framework available to all projects.  

In the concrete the two authors of this paper are training a number of trainers in 
Danske Bank in February and March 2012. These Danske Bank trainers are then ex-
pected to give courses in and facilitate the use of the framework in 100 projects by the 
end of 2012 (60 has already been signed up at time of writing; March 2012). 

5 Conclusion 

We have now reported the identification of seven problems in virtual projects with 
participants from several sites in Denmark and India. We have also presented a prop-
osition stating that you need to build social capital in all its aspects through all phases 
of building a virtual team to ensure successful virtual project management.  

Using a single case study we have confirmed the proposition and now need to  
consider what can be abstracted or generalized to other companies facing similar 
problems?  

A natural question is whether it also will be beneficial in non-virtual projects to 
systematically build social capital? We believe the answer to this question is yes. 
Increasing social capital improves team performance [cf. 8]. However, the framework 
we have designed and discussed in this paper is aimed at virtual projects. There will 
be many techniques that can be useful in a “classic” co-located project team which is 
not part of our framework. 

Hence the contribution of this paper is the design of a framework build to the con-
tingencies of the situation at hand in Danske Bank. All the techniques included in the 
framework have been selected and adapted to the virtual projects in Danske Bank. 
That is to fit the culture of Denmark and India, and to fit the technology available to 
cooperate across Denmark and India.  

If another company or organization wish to cope with similar problems by syste-
matically building social capital through teambuilding then the specific organization 
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needs to undertake an evaluation of the techniques in the six-by-six framework and 
for each one ask, Will this technique be possible to use here with the contingencies 
given here? And do we need to adapt the techniques for example to the information 
technology available, adapt to differences in time zone? I.e. one of the advantages 
between Denmark and India is that there is a 3-5 hour overlap of working hours in a 
normal working day. That is for example not the case between US and India. 

Thus for another organization to use the results of our research they should go 
through the following phases: 

1. Establish the challenges you are facing in your organization. This can be done 
through an interview study or through a survey using the seven problem areas that 
we identified. 

2. If the challenges are similar you can benefit from adopting the six-by-six frame-
work for systematically building social capital in projects 

3. Before you can adopt the framework you need to take each of the techniques men-
tioned in figure 3 and make sure that they are useful in your context? You should 
also consider whether other techniques should be added? In considering this you 
should probably look at experiences from virtual projects in your organization and 
“harvest” positive results using different techniques. 

4. When the framework has been locally consolidated we recommend that you pilot it 
in 5-7 projects like we did in Danske Bank. 

5. When the pilot project has been evaluated and results taken into account then you 
can roll-out the six-by-six framework adapted to your organization  

5.1 Is Our Contribution Design Science Research? 

Hevner et al. [5] expressed their view on what constitutes good design science re-
search in the form of seven guidelines that are useful in understanding, executing and 
evaluating design science and design research. In the following we argue that we have 
lived up to all seven 

1. Must produce a viable artefact: We have done that in the form of the six-by-six 
conceptual framework. 

2. Produces technology-based solutions to relevant business problems: We started out 
with a relevant business problem, namely to improve virtual management in 
Danske Bank. We identified seven specific problems. To address these problems 
we build a technology-based – or rather techniques-based – solution. 

3. Evaluation that demonstrates of utility, quality, and efficacy: The first successful 
evaluation took place in November 2010 when management in Danske Bank  
decided to apply the six-by-six conceptual framework. The second successful eval-
uation took place when the task managers in the course decided to apply the six-
by-six concept in their own projects. The third evaluation was carried out in the 
summer of 2011 and led to an organization-wide adoption in 2012. Utility was 
demonstrated in the pilot use in Danske Bank. So was quality. As for efficacy it 
was the perception that it was achieved although no measures were collected. 
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4. Research contribution of the design artefact, foundations, or methodologies: The 
research contribution is the six-by-six conceptual framework. In the March and 
Smith [4] notation it is a Model (with techniques in 36 fields) and a Method (of us-
ing the techniques through phases of teambuilding).  

5. Rigor in construction and evaluation method: As can be seen from this paper we 
have been very careful and rigorous in every step of our research. We have fol-
lowed and included all the steps from Hevner et al. [5]; thus making it rigorous de-
signs science research. 

6. A problem-situated means-ends search for an effective artefact: We started out 
with a problem given by Danske Bank and our whole undertaking was a means-
ends search for an effective artefact to deal with specific aspects of the virtual 
management problem. 

7. Communication to both technical and managerial audiences: We have communi-
cated to both audiences in Danske Bank. We are now in this paper communicating 
our results outside the bank. 

Thus we believe the design created in the form of the six-by-six model artefact is a 
valuable contribution and a good example of design science research. 
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Abstract. Most existing requirements engineering approaches focus on
the modelling and specification of the IT artefacts ignoring the envi-
ronment where the application is deployed. Although some requirements
engineering approaches consider the stakeholder’s goals, they still focus
on the IT artefacts’ specification. However, IT artefacts are embedded in
a dynamic organisational environment and their design and specification
cannot be separated from the environment’s constant evolution. There-
fore, during the initial stages of a requirements engineering process it is
advantageous to consider the integration of IT design with organisational
design. We proposed the ADMITO (Analysis, Design and Management
of IT and Organisations) approach to represent the dynamic relations
between social and material entities, where the latter are divided into
technological and organisational entities. In this paper we show how by
using ADMITO in a concrete case, the Queensland Health Payroll (QHP)
case, it is possible to have an integrated representation of IT and organ-
isational design supporting organisational change and IT requirements
specification.

Keywords: IT design, Organisational design, Enterprise modelling,
Adaptive structuration theory, Case study.

1 Introduction

The requirements engineering discipline [15] covers the analysis and specifica-
tion of IT artefacts to provide to software architects and software developers
a characterisation of the functional and non-functional properties the artefacts
should have once deployed. Since a software artefact is a formal entity, which is
executed by the hardware, requirements engineering has focused on the complete
and consistent specification of its properties in order to enforce an early identi-
fication of potential errors and reduce development costs. Therefore, a line was
drawn to separate the analysis, which includes the study of the informal con-
text where the artefact executes, from its specification, which aims to provide
an implementation-ready formal description of the artefact. Although useful,
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this separation has created a gap between the representation of the IT artefact
environment and the specification of the IT artefact.

In a dynamic world it is necessary to continuously adapt and evolve the IT
artefacts to keep pace with the environment changes. The goal-oriented require-
ments engineering (GORE) approaches [9] were proposed to capture the arte-
fact’s environment, and in particular the environment’s active components and
their intentions, and relate it with artefacts’ specification through a stepwise de-
composition. Therefore, GORE approaches support the definition of traceability
relations between the artefact’s environment and its specification.

On the other hand, social sciences and information systems research has pro-
posed different theoretical frameworks to explain the effects of IT on organi-
sations. Markus and Silver [11] propose a framework to represent the relations
between social groups and technology. The framework considers two types of
socio-technical relations, functional affordances and symbolic expressions. They
consider the following concepts:

– Technical Objects - Technical objects are IT artefacts and their component
parts. They are understood as material and immaterial “real” things of which
the properties are potentially causal, that is, necessary conditions for people
to perceive them and use them in particular ways with particular conse-
quences.

– Functional Affordances - Functional affordances are the possibilities for goal-
oriented action that are afforded by technical objects to a specified user
group. Therefore functional affordances are relations between technical ob-
jects and users that identify what the user may be able to do with the object,
given the user’s capabilities and goals.

– Symbolic Expressions - Symbolic expressions are the communicative possi-
bilities of technical objects for a specified user group. Symbolic expressions
represent the qualities a user group senses in technical objects. Therefore,
symbolic expressions are also relations between technical objects and users.
The concept focuses on issues related to the interpretation of technical ob-
jects by users.

When comparing the social sciences frameworks and the requirements engineer-
ing approaches we realise that even though approaches like GORE consider the
IT artefact’s environment they are still focused on the identification and spec-
ification of the IT implementation requirements. However, after having anal-
ysed a real case of deploying a new system in an organisation, the Queensland
Health Payroll (QHP) case [7], we concluded that IT design is strongly connected
to organisational design and they have dynamic interdependences whose repre-
sentation is not the focus of traditional requirements engineering approaches.
Therefore, IT artefact design should not be represented in isolation or as a mere
decomposition of organisational design.

In this paper we propose the ADMITO (Analysis, Design and Management
of IT and Organisations) framework to model and capture the dependencies
between IT and organisational design and provide the means to identify IT
requirements in the context of a dynamic environment.
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In this section we introduced the need to integrate organisational design with
IT design. Next section describes the ADMITO framework. Then, the Queens-
land Health Payroll case is described and ADMITO is applied to it to show its
advantages. Finally related work and conclusions are presented.

2 ADMITO - A Framework for the Analysis, Design and
Management of IT and Organisations

The ADMITO framework for the design, management and analysis of IT and
Organisations results from the extension of the Markus and Silver [11] frame-
work by explicitly representing organisational design and differentiating between
designed and emergent socio-material relations.

F: functional affordance for 

I: symbolic expressions for 

+/- 

F: functional affordance for 

Influence link 

I: symbolic expressions for 

Fig. 1. ADMITO Model

Figure 1 presents the ADMITO model. This model follows Markus and Silver
in the distinction between social entities, pictured as circles with an arrow to
represent their proactivity, and material entities, pictured as rectangles, but ex-
tends it with the identification of two distinct sorts of materials: technical objects
and organisational objects, pictured, respectively, with sharp and rounded cor-
ners. While Markus and Silver only consider Technical Objects, IT artefacts and
their component parts, we also propose the inclusion of Organisational Objects,
such as, organisational structure, policies and procedures [4], which explicitly
define the organisational design. The incorporation of organisational objects in
the model allows the representation of broad socio-material relations, depicted as
arrows from the material entity to the social entity, not only technical ones, and
the representation of both IT and organisational design. Moreover, the model
is enriched with influence links to represent how socio-material relations have a
positive or negative impact on other socio-material relations, pictured as arrows
labelled with, respectively, plus and minus signs.

Another ADMITO extension to Markus and Silver model is the distinction
between the model of potentialities, the blueprint, and the practices that occur
in the organisation. The former characterises, from a design time point of view,
the potentialities that an organisation may have and it is similar to Markus
and Silver proposal. The latter integrates Orlikowski’s perspective on emergence
and enacted practices [14] to describe the actual practices. According to Markus
and Silver model, functional affordances and symbolic expression relations be-
tween social and material entities allow the identification of the organisational
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potentialities of the model. To stress that the relations are potential they are
pictured using dashed arrows. In other words, it describes what are the possible
socio-material relations of the organisation given the social and material enti-
ties. However, due to the inherent autonomy of the organisational social entities
not all the potential designed socio-material relations are actually enabled and
so, a set of unforeseen socio-material relations can emerge. The model of prac-
tices describes the socio-material relations that occur in practice. To distinguish
designed socio-material relations from practice socio-material relations we have
called the latter functional practices and actual interpretations and they are
pictured using solid arrows to emphasise their occurrence in practice.

ADMITO framework provides a particular type of organisational object to
represent business processes. Besides, the socio-material relations between busi-
ness processes and social entities are represented as goals.

G2: goal 2 

G1: goal 1 

G2: goal 2 

is-a 

G4: goal 4 G3: goal 3 

Fig. 2. Business Process Organisational Object

Figure 2 describes the generic representation of an organisational object of
type Business Process and the socio-material relations with social entities of
type stakeholder. A business process is an organisational object that represents
a collaboration of different stakeholders towards a business goal. Each one of the
stakeholders participates in the collaboration to achieve his/her goals, a socio-
material relation, and all goals together contribute to the accomplishment of the
final business process goal. On the other hand, it is possible to have business
process variations that contribute to the achievement of specific goals, which is
represented by an is-a relationship.

Since the goals of a business process for the different stakeholders are strongly
connected and are interdependent it is not relevant to make it explicit in the
diagram except when some of the goals are not accomplished, strikethrough
is used to show that a particular goal is not accomplished. Similarly to the
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differentiation between functional affordances and functional practices we also
distinguish goal affordances from actual goals and use solid lines to represent
the latter.

ADMITO framework can also express the creation of material entities. The
representation of the creation of material entities as result of socio-material rela-
tions is crucial do represent dynamic environments where redesign is constantly
occurring, either explicitly (by design) or tacitly (by emergence).

G: goal affordance F: functional affordance  

+ + 

Fig. 3. Creation of Material Entities

Figure 3 shows the creation of two material entities, an organisational object
and a technological object, as result of the socio-material relations. The creation
is represented using a solid arrow with positive sign.

Finally, the framework can represent technical objects requirements, the use
of strikethrough to show that a socio-material relation does not achieve its in-
tent in practice, and the representation of several material entities of the same
kind. Note that requirements are properties of technical objects, which repre-
sents factual qualities of the objects, whereas socio-material relations represent
an appropriation of technical objects by users.

3 The Queensland Health Payroll Case

The Queensland Health Payroll (QHP) system is responsible to support the
fortnight salaries payment of Queensland Health Staff. It is constituted by two
subsystems, a Lattice Payroll system and an ESP Rostering system. Although
Queensland Health1 considered these two systems to adequately support the pay-
roll business process, their maintenance costs were high and so it was decided to
replace them by a new implementation to reduce costs. Since the payroll business
process was adequately supported, and cost reduction was the main reason for
the new system development, it is not envisioned any need to do major changes
to the organisational structure at the time the deployment of the new system
would occur. However, due to performance and useability problems in the new

1 Queensland Health is responsible for the public health system of the Australian State
of Queensland. It has approximately 78,000 employees.
http://www.health.qld.gov.au/
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rostering application the health payroll staff could not fortnightly introduce the
rosters for all the health staff, which resulted in employees receiving no payment,
being overpaid or underpaid. The problems escalate for every new payment cycle
because the inaccurate payments had to be corrected and integrated with the
new fortnightly payments. To overcome this situation it was necessary, besides
improving the useability and performance of the rostering system, to create a
new organisational structure that centralises all the information for decision tak-
ing and to define organisational procedures that standardise how the exceptional
situations should be dealt with. In addition, stakeholders were engaged in the
problem solution by implementing an integrated approach to communicate with
them.

The Queensland Health Payroll case occurred at the beginning of 2010 and
the description we provide here results from our interpretation of the two reports
issued by KMPG [7].

4 Representing the QHP Case Using ADMITO

So far the QHP case has had several stages. Our description using ADMITO fol-
lows a stepwise approach where for each stage we show the proposed design for
the organisation and technology, and what resulted in practice. In the timeframe
considered in this article, which is based on the two KPMG’s status reports [7],
three stages are considered: prior, transformation, and stabilisation. The prior
stage corresponds to the period where the Lattice and ESP systems were in
production and before the deployment of the new payroll systems. We use a
practice diagram to describe the prior stage and show the technological and or-
ganisational context prior to the deployment of the new system. Two diagrams
represent the transformation stage, a blueprint diagram describes the redesign
that took place to reduce maintenance costs, and a practices diagram describes
how the performance and useability problems disrupted the organisational func-
tioning. Finally, a blueprint diagram describes the stabilisation phase, which is
characterised by the changes proposed by KPMG to cope with the disrupted
organisation.

4.1 The Prior Stage

In the prior stage the health payroll process was providing the expected quality
of service for the different stakeholders involved in the process. However, the
maintenance costs associated with the QHP system were high and the system
considered obsolete.

Figure 4 represents the practices diagram for the health payroll organisation
prior to the deployment of the new systems. Three social entities are considered
and their socio-material relations with material entities, represented as both
technological and organisational objects. The situation prior to the transfor-
mation was rather stable, the health payroll business process accomplished the
goals expected by the Health Staff social group, the salaries are paid in time



Integrating Organisational Design with IT Design 277

G: supports business 
I: the maintenance 
costs are excessive 

F: effectively use 
the functionalities 

G: fortnightly process 
 employees’ payroll 

G: salaries paid 
in time and correctly 

the functionalities 
F ff i l

F: effectively use 
the functionalities 

yees’

+ 

ghtly

ctiv

+ 

Fig. 4. Prior Stage: Practices Diagram

and correctly, and by the Health Payroll Staff social group, they can fortnightly
process employees’ payroll. Therefore, these goals are described as socio-material
relations between the organisational object and each one of the social groups.
They are represented as special cases of functional affordances, denoted by prefix
G:. Moreover, given that the direct stakeholders had no complaints about the
process, the Queensland Health considered it appropriate from the Queensland
Health business viewpoint, which is represented in the diagram as an actual
goal. The Lattice Payroll and ESP Rostering systems were used by the Health
Payroll Staff, represented in Figure 4 as functional practices, to support their
goals towards the health payroll process, represented in the diagram as influence
links from the functional practices to the actual goal. However, for Queensland
Health the maintenance costs associated with the two systems supporting the
business process were excessive, which is represented as two symbolic expressions
from the Lattice Payroll and ESP Rostering systems to Queensland Health social
group.

4.2 The Transformation Stage

To reduce Lattice Payroll and ESP Rostering maintenance costs two new sys-
tems were implemented and deployed in the organisation while maintaining the
organisational structure and in particular the health payroll business process.

The blueprint diagram in Figure 5 illustrates the proposed design of the
organisation. Since the change’s goal was to reduce the maintenance costs and
QueenslandHealth considered theHealth Payroll business process appropriate, no
changes in the organisationaldesignwere devised. Therefore, the socio-material re-
lations associated with the business process in Figure 5 are represented as actual
goals and the new functional affordances between Health Payroll Staff and the new
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Fig. 5. Transformation Stage: Blueprint Diagram

systems are expected to continue supporting the business process operation, rep-
resented by influence links with positive impact on the actual goal. However, when
the new systems where deployed, several problems associated with the Workbrain
Rostering system arose which compromised the Health Payroll Staff work as illus-
trated in Figure 6. Note that the diagram in Figure 5 contains both practice and
blueprint socio-material relations to illustrate that the socio-material relations be-
tween social entities and the organisational object,HealthPayroll business process,
are not expected to change.

The practice diagram in Figure 6 shows the impact resulting from perfor-
mance and useability problems associated with Workbrain Rostering system.
Due to these problems the Health Payroll Staff could not perform its work and
the Health Staff received no payments or was either underpaid or overpaid. As an
undesirable side effect, a backlog of payments requiring to be adjusted popped up
and the number of problems lodged in different issues register systems increased
significantly. This situation is represented in Figure 6 by two technological ob-
jects, Backlog and Issues Register, where the latter represents the five different
Issues Registers existing in the organisation. Note the use of influence links,
with a minus sign, to express the negative impact of the performance and use-
ability problems on the business process goals and how the influence links, with
a positive sign, represent the emergence of Backlog and Issues Register objects.
Note that the SAP payroll system is omitted in Figure 6 because by applying
ADMITO we do not intend to represent all the organisation but to focus on
the entities and socio-material relations which are relevant to the problem at
hand. This strategy is central for an ADMITO method, which should not aim
to describe the whole organisation, but be a tool for designers to represent those
aspects that they consider relevant.
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Fig. 6. Transformation Stage: Practices Diagram

4.3 The Stabilisation Stage

As a result of the organisational disruption caused by the deployment of new sys-
tems KPMG proposed a plan [7] to stabilise the health payroll business process
and have the organisation back to a non-disruptive functioning, characterised
by having fortnightly payments in time and correct. We use ADMITO to de-
scribe the plan from three different, but complementary, perspectives: improve
efficiency, knowledge creation and sharing, and exception handling.

To cope with the organisational malfunctioning it is necessary to identify
causes and repair them. The blueprint diagram in Figure 7 shows the changes
proposed by KPMG to improve the Workbrain Rostering system. It is necessary
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R1: improve performance 
R2: improve useability 

(roster template) 

GG
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nightly

Fig. 7. Stabilisation Stage: Improve Efficiency
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to improve the performance and useability of the Workbrain system, require-
ments R1 and R2, to allow its effective use and successfully support the business
process. Additional staffing was also contracted to more efficiently and accu-
rately process the rosters and, as a consequence, salaries are paid in time and
correctly.

Observe in Figure 7 how change is fostered by the enhancement and intro-
duction of material and social entities, respectively, new requirements for the
Workbrain Rostering technological object and the Additional Staffing social
group, to enable the emergence of socio-material relationships, the effective use
of the functionalities and the fortnightly processing of employees payroll. How-
ever, since the organisation is already disrupted, where unexpected situations
continuously occur, besides improving efficiency it is necessary to increase or-
ganisational awareness to support informed decision and promote a consistent
functioning of the entire organisation.
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F: inform progress, procedures 
priorities, metrics,  

F: progress, status 
feedback 

F: progress, status 
feedback F: procedures, process aware, 

 progress, priorities,  g , p ,
areeeeee,,
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+ 
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n 

Fig. 8. Stabilisation Stage: Knowledge Creation and Sharing

The blueprint diagram in Figure 8 shows the design intended to increase
organisational awareness: centralisation, categorisation, prioritisation, standard-
isation and knowledge sharing. Decisions are based on the categorisation and
prioritisation of pending requests and payments needing to be adjusted, repre-
sented by functional affordances from Central Issues Register and Backlog tech-
nological objects to the Payroll Stabilisation Project (PSP) social group, which
was established to centralise the management of the issues that arose from the
implementation. Moreover, the 5 existing issues registers were centralised in a
single technological object to facilitate categorisation and prioritisation activi-
ties. Once decisions are taken and stabilisation procedures created, represented
by the Stabilisation Procedures organisational object, they are communicated
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to the entire organisation using several different artefacts, which are represented
as Knowledge Sharing technical objects in Figure 5.

It should be noticed how the Knowledge Sharing technical objects involve
all the Queensland Health Payroll stakeholders. Their goal is to maximise the
knowledge sharing to reduce organisational noise, since a significant part of the
issues lodged in the Issues Registers is due to misunderstanding and lack of
information, and to enforce a consistent organisational functioning according
to the most recent decisions, made explicit by the stabilisation procedures. For
instance, the standardisation of the ad hoc payment process to facilitate more
efficient processing of payments, which is part of the Stabilisation Procedures
organisational object, needs to be communicated to ensure that is consistently
and effectively applied.

Finally, to deal with the set of exceptional situations it is necessary to follow
the Stabilisation Procedures. In particular, it is necessary to follow an adapted
and extended health payroll business process to handle the identified exceptional
situations.

G: fortnightly process 
 employees’ payroll 

G: salaries paid 
in time and correctly 

GGGGGGGGG
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Fig. 9. Stabilisation Stage: Exception Handling

The blueprint diagram in Figure 9 shows two specialisations of the health
payroll business process, which have specific goals, namely, an ad hoc payment
process for high priority payments and an adjustment payment process to correct
past payments. The additional sub-goals are compliant with the health process
business process goals for Health Staff. Note that the Lattice Payroll System has
to be used for adjustments and that the new specialised business processes are
assigned to the Health Payroll Staff, which is more experienced.
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5 Analysis of the QHP Case and the Advantages of
Applying ADMITO

5.1 Analysis of the QHP Case

The Queensland Health Payroll case shows how IT and organisational design are
strongly connected. Moreover, it shows that when the organisation is functioning
in a stable environment, IT and organisational design become oblivious for the
social entities in such a way that by strictly following and constantly repeating
predefined procedures and group behaviour, the organisational awareness de-
clines. Therefore, any small change in the environment may have an impact that
surpasses its causes.

Actually, the substitution of the payroll system by a new system with the
same set of functionalities triggered a disruption that was not foreseen during
design time neither was the dimension of the impact perceived in a timely fashion
after deployment. The organisation was not aware of the disruption neither had
it the knowledge to react adequately. The Health Payroll Staff kept on working
according to a design that was not suitable anymore. This mode of operation
increased the backlog of payments to be adjusted and created a disruption that
was patent on the number of issues lodged in the Issues Registers.

As the number of pending issues increased it became evident that a change
was necessary to cope with the problem. It was necessary to define a new design,
integrating IT and organisational aspects, to deal with the emergence of the new
technological objects, Issues Registers and Backlog. Mainly, organisational pro-
cedures and knowledge sharing mechanisms were defined to handle exceptional
situations and ensure a consistent organisational behaviour.

5.2 The Advantages of Using ADMITO

The ADMITO framework proved to be particularly suitable to describe the
Queensland Health Payroll case because it provides the means for an integrated
description of technological and organisational design. Besides, practice and
blueprint diagrams effectively describe organisational emergence and constant
redesign, and influence links are used to express cause effect relationships be-
tween organisational and IT design and vice-versa. In particular, in the QHP
case it is shown how:

– socio-material relations between technical objects and social entities support
socio-material relations between organisational objects and social entities –
the functional affordances associated with the payroll and rostering systems
support the business process goals for Health Payroll Staff.

– socio-material relations between organisational objects and social entities
trigger the emergence of technical objects or their increase in number – the
Backlog technical object results from the failure to achieve the goal “salaries
paid in time and correctly”. The same applies to the increase on the number
of issues lodged in the Issues Register.
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– socio-material relations between technical objects and social entities trigger
the emergence of organisational objects – as result of the prioritisation and
categorisation made by PSP a set of stabilisation organisational procedures,
an organisational object, was defined.

Therefore ADMITO proved to be appropriate to be used in agile approaches for
dynamic contexts where design and redesign constantly take place. Furthermore,
the design of tangible entities is determined by the analysis and study of cause-
effect relationships between socio-material relations.

6 Related Work

Requirements engineering is the branch of software engineering concerned with
the real-world goals for, functions of, and constraints on software systems. It is
also concerned with the relationship of these factors to precise specifications of
software behaviour, and to their evolution over time and across software fam-
ilies [18]. Nuseibeh and Easterbrook [13] identify new challenges for require-
ments engineering as the need to model and analyse in the organisational and
social context, and to focus on the environment properties instead of on the
computer-based artefacts properties. In this article we show how ADMITO can
describe the organisational, technological and social environment where the tech-
nological artefacts are deployed. Moreover, contrary to requirements engineering
perspectives that consider that technology implements the business, ADMITO
uses socio-material relations between technological objects and social entities to
represent the potential implementation of business, which may or not occur in
practice [19].

The goal oriented requirements engineering (GORE) approaches, reviewed
in [9], are the first proposals that include the description of the systems en-
vironment. The environment is described as a collection of interacting agents
that act to accomplish goals. Different GORE approaches, such as NFR [12],
i*/Tropos [17, 5], KAOS [8] and GBRAM [1] have been proposed. Although
differing on the concepts used to describe goals, goal decomposition and goals
dependence, they have in common a focus on a static goal-centred description of
the environment for the specification of computer-based artefacts. However, the
goals description lacks an organisational context, the organisational styles and
patterns described by Bastos et al [2] are another layer in the overall decomposi-
tion hierarchy, and agents represent active components, which do not distinguish
social from material entities. Conversely, ADMITO explicitly integrates techno-
logical and organisational objects and separates social entities from technology.
The former allows the representation of goals as socio-material relations while
the latter distinguish tangible entities that are intentional, the social entities,
from technological entities that are not. Overall, in ADMITO the organisational
design and the intentionality of the social entities are explicitly addressed, which
allows representing the environment as a net of dynamic socio-material relations.
Lapouchnian et al [10] use a GORE approach to specify business processes. In
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ADMITO we also consider the stakeholder’s goals associated with a business
process, yet we explicitly represent the business process as an organisational ob-
ject that can have other design relations, besides an implementation relation,
with technological objects.

The problem frames approach [6] proposes the description of requirements
as relationships in the real world, not about the software system or even the
interface with the software system. In ADMITO we follow the same approach but
we include organisational design, explicitly representing it, instead of focusing
on functionality only.

Agile processes [3] raise the issue of having consistent and complete require-
ment models in a world of constantly changing requirements [16]. ADMITO is
useful to identify the parts of the environment that changed, or require change,
by following influence links. This strategy conforms to agile approaches since it
focus on the part of the system where the next intervention should occur, instead
of enforcing a complete specification of the system requirements.

7 Conclusions

The ADMITO framework provides a set of concepts and a notation to represent
the analysis, design and management of IT and organisations. In this article we
focused on ADMITO’s expressive power to represent the dynamic and evolving
entangling of IT and organisational design.

ADMITO is based on Markus and Silver [11] framework for IT effects, en-
riched with the concept of organisational object, and integrates Orlikowski’s
perspective on emergence and enacted practices [14] by distinguishing blueprint
from practices diagrams. In addition, we represent business processes as a new
kind of organisational object and the stakeholders’ goals in the business process
as socio-material relations.

From a requirements engineering perspective ADMITO stresses the dynamic
relations between IT design and organisational design, towards an agile feedback
cycle where organisational and IT design are interdependent and influence each
other in an endless cycle. Therefore, we propose a more pragmatic approach to
the design and specification of IT artefacts than the approaches that aim at pro-
ducing complete and consistent specifications of the IT artefacts. In ADMITO
the requirements specification focus on the aspects that need to be changed and
which are inferred from an interdependent environment. Hence, the IT require-
ments specification is driven by the system purpose in the environment instead
of by its complete and consistent description which can be postponed to a stage
closer to the implementation phase, in line with the agile software development
approaches.

In this paper we use ADMITO to do a post analysis of a published report.
This strategy allowed us to assess the expressiveness and conciseness of AD-
MITO notation and concepts to describe this kind of problems. However, we
are aware that further research needs to be done to evaluate the method capa-
bility to guide on how to integrate organisational design with IT design during
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the development and deployment of IT. Therefore, as future work we intend to
define a complete ADMITO method for organisational change that integrates
the processes of organisational and technology design with strategic planning.
We envision a light and agile method, integrated with strategic planning, agile
software development and organisational change, that supports organisational
steering by focusing, at each moment, on selected subsets of the organisation
and technology that may have impact on the intended change.
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Abstract. Companies incur huge costs in filing and defending patent lawsuits. 
A part of the problem arises from the fact that companies do not have a com-
prehensive understanding of the patents that they have cited and the patents that 
have cited their patents. By empirically analyzing the forward and backward ci-
tations of a set of litigated patents in the smart phone industry, we provide a 
method for profiling patents and identifying citation patterns. Our results show 
that while some patents share common forward and backward citations, others 
do not share any backward citations but share a lot of forward citations. We hy-
pothesize that this maybe an indication of the convergence of different types of 
technologies. We also propose a new metric - Technology Overlap Factor - that 
can help in identifying convergence. In doing so, we provide a preliminary 
framework for further investigation and for building a patent analysis software 
system. 

Keywords: Patent Infringement, Backward Citations, Forward Citations, 
Common Citations, Technology Overlap Factor. 

1 Introduction 

Patent lawsuits are disruptive, unpredictable and costly (Chien, 2011). The cost of 
validity and infringement opinion for a single patent averages $28,000 (Black, 2009). 
A recent bi-annual study of American Intellectual Property Law Association reports 
the typical cost of defending an infringement lawsuit at 11-77 % of the amounts at 
risk for a particular patent (IPISC, 2011). This underscores the need for having a 
comprehensive litigation prediction model that can provide clues on litigation in ad-
vance. The first step in doing so would be a thorough understanding of the patents 
themselves through analysis of their characteristics. 

Patents almost always cite some patents - referred to as “backward citations” - and 
get cited by some other patents - referred to as “forward citations”. This provides a 
starting point for analyzing patents. Forward citations were widely used in analyzing 
patents for a long time. While Fleming (2003) asserts that a greater number of for-
ward citations indicate greater value, Breitzman and Thomas (2002) assert that the 
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fact that a particular patent has been cited by many later patents indicates that the 
patent has ideas that many later inventors tend to build upon. Backward citations on 
the other hand have received much less attention in the literature. They have been 
used for analyzing the technological convergence of different industries (Karvonen 
and Kassi, 2011). While Shaffer (2011) used a network of forward and backward 
citations to assess a patents life time value, Daim et al., (2006) and Kim et al., (2008) 
used the citation network for forecasting emerging technologies. 

No reported research in the literature has made a comparative analysis of the for-
ward and backward citation networks. We argue that analyzing and extracting pat-
terns among these citations is an important step towards a comprehensive understand-
ing of patent litigation which is the main objective of the work reported in this paper.  
We focus on the Smart phone industry and report on an empirical analysis of a patent 
dataset from this industry.  

2 Review of Patent Litigation Research 

Research on patent litigation began with the assertion that the number of forward 
citations is a valid indicator of infringement risk of a patent (Breitzman and Mogee, 
2002). However this work did not provide any empirical evidence or analytical me-
thod for calculating the infringement risk. Subsequently it moved towards analyzing 
the effects of policies on the patenting activities of firms in a particular industry seg-
ment (Hall and Ziedonis, 2001) - the semiconductor industry.  The authors here found 
that patent portfolio races are driven not only by the observable scale of investments 
but also by the likelihood of post licensing negotiations with outside patent owners. 
Ziedonis (2004) found that companies patent aggressively in technology markets that 
are highly fragmented to avoid potential hold up problems. The first reported model 
on calculating the  patent litigation risk (Hall and Ziedonis, 2007) used the firm level 
characteristics viz., R&D intensity, Size of the firm, Capital Intensity, specialization 
in design, patent yield, Texas instruments and year effects to calculate  infringement 
risk. While this model helps firms assess the risk of litigation at a strategic level, it 
doesn't explicitly identify the litigation risk of individual patents in a portfolio. While 
it is important for firms to keep track of the litigation risk of their patent portfolios, 
given the fact that less than 5% of the patents in the portfolio of each of the compa-
nies are litigated.  It would be more appropriate to know the litigation risk of the indi-
vidual patents to better anticipate an imminent lawsuit. Also, since patent litigation 
suits are common when there is a convergence of industries (Hynes and Sinnot, 
2011), it would be desirable to have a method that is independent of firm or sector 
level characteristics in order to be more generalizable. To our knowledge there is no 
reported research on patent litigation for producing such a method. We tackle this 
challenge by developing a method that helps comparatively analyze the forward and 
backward citations of litigated patents and identify interesting patterns that provide 
cues for predicting potential infringement.  
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3 Data Collection 

We collected a dataset starting with 29 litigated patents as of December 2011 and gathered 
their forward and backward citations. The total number of patents in the final dataset is 
3585.  The litigated patents were obtained through a survey of literature on patent litiga-
tion (Lloyd et al., 2011), inspection of the legal proceedings section of the 10-K forms of 
major smart phone companies, and patent litigation news articles in major magazines. 

4 Network Construction 

The nodes in our network are the litigated patents and their forward and backward 
citations. If a litigated patent X   has cited another patent Y, then there is a directed 
edge from node X to node Y. Similarly, if a litigated patent X has been cited by a 
patent Y, then there is a directed edge from node Y to node X. 

 
  

Backward Citation of Patent X Forward Citation of Patent X 

5 Analysis of the Network 

Figures 1 and 2 show the forward and backward citation networks of the litigated pa-
tents. While we see that some patents do not share any common citations with others we 
also see a number of pairs of patents sharing a large number of common citations.   

 

 

Fig. 1. Backward Citations Fig. 2. Forward Citations 

X Y X Y 
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While the forward citation network appears to be denser, the trend of common cita-
tions between patents is clearly palpable in both the networks. This brings us to the 
following questions 

• Do the same pairs of patents that share common backward citations also 
share common forward citations? 

• Do the structural properties of the backward and forward citation networks 
show any similarity or interesting trends? 

This leads us to a discussion of common citations between the litigated patents. 

5.1 Common Citations  

In order to analyze all common citations, we constructed an undirected, weighted 
common citation network with an edge between any two pairs of patents with at least 
one common citation and the edge weight equal to the number of common citations 
between the patents.  

Figures 3 and 4 show the common citation networks of backward and forward cita-
tions respectively. 

 

 

Fig. 3. Common Backward Citation Network Fig. 4. Common Forward Citation Network 

On the basis of the figures above we can make the following inferences. 

•  Some patents share both common forward and backward citations. The 
number of citations is higher in case of forward citations than backward. 

•  Some patents which do not share any common backward citations with  
other patents happen to have common forward citations and vice versa. 

The fact that some pairs of patents do not share any common backward citations but 
do share a significant number of forward citations is an indication of the development 



 An Empirical Investigation of Litigated Patents Using Network Analysis 291 

of new technologies that draw upon two distinct technologies. Hynes and Sinnott 
(2011) argued that convergence of distinct technologies could be one of the reasons 
for litigation. However, no reported research on patent litigation has so far proposed a 
metric for quantifying the extent of convergence. Here we propose a metric called the 
Technology Overlap Factor to measure the extent of technological similarity between 
two patents. 

5.2 Technology Overlap Factor 

Each of the patents filed in the U.S. is assigned to one or more of the Technology 
classifications by the United States Patent and Trademark Office (U.S.P.T.O). The 
classifications can get updated subsequently and the classification structure gets up-
dated once every 2 years. Since we are interested in measuring the extent to which the 
technologies of two patents overlap, we define Technology overlap factor of any two 
patents as the ratio of the number of common technology classes to which the patents 
belong to the total number of distinct technology classes to which both the patents 
belong. Hence for any two patents X and Y we define the technology overlap factors 
as follows 

Technology Overlap Factor = n (Xi ∩ Yi) / n (Xi ∪ Yi) 

where Xi and Yi represent the technology class assignments of patents X and Y re-
spectively. 

For example a patent X has a technology class assignment 540/R1;560/R2  and a 
patent Y has a technology class assignment 540/R1;580/R2 then the technology over-
lap factor for these two patents is 1/3. Ideally, for those patents that share only com-
mon forward citations but no backward citations, this metric must be zero.  

Our results show that for pairs of patents that do not share any common backward 
citations but share a lot of forward citations, the Technology overlap value is zero. 
Given the fact that convergence of technologies is an important factor behind litiga-
tion (Hynes and Sinnott, 2011), we argue that this type of common citation analysis 
provides an important clue for convergence and hence patent litigation. Also for those 
patents that have only backward citations but no forward citations, the values of the 
Technology Overlap Factor lie between 0 and 0.2. For those that share both common 
forward and backward citations, the value in general lies between 0.3 and 1 with the 
exception of pairs (US5164839, US5995705), (US4963995, US5995705) and 
(US5730165, US7663607). However these three pairs of patents have fewer forward 
and backward citations in common when compared to other pairs that have the same 
property. In short we find that for the three different types of common citation pat-
terns, we see certain ranges of values that this metric takes.   

6 Limitations and Future Work 

Our results provide a preliminary framework for several areas of further investigation. 
Our dataset is a small one consisting of litigated patents drawn from a particular  
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sector of the industry. It would be interesting to take a larger dataset of litigated pa-
tents and construct a common citation network to see if there are any other interesting 
patterns of citation. Also going by the fact that technological convergence is an im-
portant factor behind convergence of industries, studying the common citation pat-
terns among patents drawn from different industries would be a rich area of study.  
Further, calibrating the Technology Overlap Factor to distinguish between different 
levels of convergence may prove to be a fruitful cue for litigation. For those patents 
that share common backward and forward citations, it would be interesting to con-
struct a network of relevant patents in the technology area and see if we are able to 
identify the existence of a thicket. All these enhancements would require us to study a 
larger dataset of patents drawn from various industries. 
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Abstract. There is an increasing consensus that information systems (IS) design 
needs to consider effects related to environmental sustainability. While infor-
mation technology (IT) can help solving environmental problems, it also causes 
environmental problems through emissions, wastage, and the consumption of 
renewable and nonrenewable resources throughout its lifecycle. Against this 
background, the notions of Green IT and Green IS have evolved. While the 
former primarily relates to the energy efficiency and equipment utilization of 
IT, the latter pertains to the design and implementation of information systems 
that contribute to sustainable business processes. In this paper, we explore how 
environmental sustainability can be considered in design science research. 
While traditionally design science research has focused on the utility of arti-
facts, we propose to also consider a design artifact’s environmental impact. We 
discuss how the design goal of sustainability relates to artifact utility and sug-
gest a framework that describes two dimensions of design artifact environmen-
tal impact, namely direct and indirect environmental impacts. While the first 
pertains to effects of the physical existence of an IT artifact through its produc-
tion, use, and disposal, the latter relates to the potential of the artifact to contri-
bute to sustainable business processes. 

Keywords: Design Science Research, Green IS, Green IT, Sustainability. 

1 Introduction 

It has been argued that information systems (IS) can play a meaningful role in creat-
ing sustainable work practices and products. It has also been highlighted that the IS 
discipline can contribute to this development through providing information systems 
that enable sustainable business processes. Prominent examples include the fields of 
energy informatics to increase energy efficiency [24], remote work to reduce carbon 
emissions through travel [3], or monitoring emissions and waste to decrease the envi-
ronmental impact of specific processes. While it has been asserted that information 
technology (IT) can help solving environmental problems, it also contributes to the 
deterioration of the natural environment through emissions, wastage, and the con-
sumption of renewable and nonrenewable resources throughout the lifecycle [7, 25]. 
Efforts related to a more environmentally sustainable use of IT have been discussed 
under the labels of Green IT and Green IS. While the former primarily relates to the 
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energy efficiency and equipment utilization of IT, the latter pertains to the design and 
implementation of information systems that contribute to the implementation of sus-
tainable business processes [25]. 

Sustainability has been defined as “development that meets the needs of the present 
without compromising the ability of future generations to meet their own needs” [27]. 
More specifically, Goodland [9] describes environmental sustainability as the “main-
tenance of natural capital,” and identifies two primary environmental services: the 
source and the sink functions. Environmental sustainability “is a set of constraints on 
the four major activities regulating the scale of the human economic subsystem: the 
use of renewable and nonrenewable resources on the source side, and pollution and 
waste assimilation on the sink side” [p. 10]. 

Against this background, Information Systems as a solution-oriented discipline can 
contribute to both the worsening and the enhancement of the natural environment. 
The effects of information systems can be related to the above definition of environ-
mental sustainability:  

(1) On the sink side, IS produce outputs in the form of waste and emissions 
throughout their lifecycle. 

(2) On the source side, IS require inputs in the form of both renewables and non-
renewables throughout their lifecycle.  

(3) IS have the potential to allow for more sustainable business processes, that is, 
processes that use less renewable and non-renewable resources on the source 
side, and that assimilate less pollution and waste on the sink side.  

As the effects of information systems are intimately connected to their design, we 
suggest considering the environmental impact of design artifacts in design science 
research (DSR). This is because, in current thinking, utility is seen as the primary goal 
of DSR, without linking the discussion to environmental aspects [8, 13]. Design 
science research aims at creating innovative and purposeful IT artifacts [12, 13]. With 
this, it can be distinguished from the behavioral science paradigm, which typically 
aims at studying IT artifacts that are implemented in organizational settings 
[13].While the main goal of behavioral science research is to provide explanations 
[20], the primary goal of design science research is the utility of the resultant  
artifacts [12].  

In this paper, we explore the role of environmental sustainability in design science 
research. In doing so, we aim to make three primary contributions: First, we concep-
tualize environmental sustainability as an explicit goal of design science research by 
means of a design artifact’s environmental impact. Second, we discuss how the goal 
of environmental sustainability can be considered in design science research metho-
dology. Specifically, we discuss the goal of environmental sustainability with regard 
to the general principles of design research [13, 16, 20], practice rules [13], and pro-
cedures [20], as these have been identified as mandatory components of a design 
science research methodology [20]. Besides, we relate the goal of environmental sus-
tainability to the concept of design theories as a means to capture knowledge about IT 
artifact design. Third, our discussion of the environmental sustainability of IT artifacts 
allows us to propose a unified perspective on Green IT and Green IS. 
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We proceed as follows. In the next section, we provide a brief overview of IS re-
search on environmental sustainability. In the subsequent section, we explore the 
goals of design science research as they have been discussed in recent publications. 
We then examine how environmental sustainability can be considered as an additional 
goal in design science research and propose a framework for environmentally sustain-
able design artifacts in IS research. Finally, we discuss our findings, and provide a 
conclusion where we also identify some important limitations of this research. 

2 Environmental Sustainability in IS Research 

Organizations are a main contributor to the deterioration of the natural environment 
[17], and information systems have been the most prominent contributor to economic 
growth over the last decades [25]. Consequently, the impact of information systems 
on the natural environment warrants further investigation. Recently, the concepts of 
Green IT and Green IS have gained increasing popularity and have been subject to 
research from diverse areas, most notably computer science [e.g., 14] and information 
systems [5]. While Green IT primarily relates to the energy efficiency and utilization 
of IT equipment, Green IS pertains to the design and implementation of information 
systems that support environmental sustainability [25]. Green IS thus targets a much 
bigger problem and, therefore, is said to have a much bigger potential than Green IT 
[25]. Watson et al. [24], for example, discuss the potentials of energy informatics to 
increase energy efficiency and reduce energy consumption, and propose a framework 
for energy informatics. Melville [17] argues that information systems research can 
contribute to “the creation and evaluation of systems that break new ground in envi-
ronmental responsibility” [p. 1] and identifies a number of research questions that are 
relevant in the domain of IS innovation for environmental sustainability. Among oth-
ers, he identifies different questions that are related to IS design issues: “What design 
approaches are effective for developing information systems that influence human 
beliefs about the natural environment” [p. 11]? or “What design approaches are effec-
tive for developing information systems that influence human actions about the natu-
ral environment” [p. 12]? Elliot [7] provides a “holistic, trans-disciplinary, integrative 
framework for IT-enabled business transformation” [p. 197]. He proposes a set of 
hypotheses, among others: “Technology (including IT) has a negative impact on the 
environment at various stages in the technology life cycle” [p. 228], thus lending an 
argument to the above Green IT discussion, and “Technology (including IT) has a 
moderating effect on the negative impact of the environment on human beings”  
[p. 228], thus relating to the above Green IS discussion. 

This duality of IT as being both a contributor and a potential solution has also been 
discussed in the field of environmental informatics in terms of first, second, and third 
order effects of information and communication technology [14]: First order effects 
relate to the direct environmental impact that is due to the physical existence of the 
technology, second order effects are those indirect impacts due to the IT-enabled 
change in business processes, and third order effects result from the medium- or  
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long-term adaption of behaviors and structure resulting from the availability of IT and 
IT services [14]. 

In summation, Green IT and Green IS offer two complementary perspectives on 
the role of IT in environmental sustainability. Consequently, in this study, we will 
explore the role of environmental sustainability in design research by considering this 
duality. 

3 Design Science Research 

In this section, we first discuss the goals of design research in order to provide a con-
ceptual basis for integrating the concept of environmental sustainability. Second, we 
provide a brief overview of the DSR methodology in order to prepare the ground for a 
more detailed discussion on how environmental sustainability can be considered in 
DSR in the subsequent sections. 

3.1 The Goals of Design Science Research 

Design science research has emerged as a popular field in IS research, due to a widely 
acknowledged view that information systems is much characterized by applied re-
search, often drawing from other disciplines, and having the purpose of providing 
solutions to organizations [20]. The development of design knowledge is hence of 
high relevance to both IS research and practice [22, 26]. Design science research is 
concerned with the systematic creation of knowledge about organizational problems 
and potential solutions through building and evaluating novel artifacts [12]. Design-
science research “creates and evaluates IT artifacts intended to solve identified orga-
nizational problems” [13, p. 77]. In this context, design is both a process (i.e., a set of 
activities) and a product (i.e., an artifact) [13]. In current design thinking, the preemi-
nent goal is that of utility [8, 13]. Consequently, the evaluation of the design artifact is 
crucial. Hevner et al. [13], for example, building upon the work of March and Smith 
[16], write with regard to the results of design science research: “Purposeful artifacts 
are built to address heretofore unsolved problems. They are evaluated with respect to 
the utility provided in solving those problems” [p. 78]. Similarly, Peffers et al. [20] 
say that in “DS research, design and the proof of its usefulness is the central compo-
nent” [p. 72]. In the context of the development of design theories, Gregor and Jones 
[11] further state that the requirements of a system are to be understood in relation to 
the environment in which the system will operate. What these authors agree upon is 
the consideration of goals that are preeminently related to solving organizational 
problems. However, it is not clear how these organizational problems are related to 
the concept of environmental sustainability. While some solutions are intended to 
contribute to solving specific organizational problems, they may produce negative 
environmental effects at the same time. Other solutions may be developed with the 
explicit intention to contribute to the design and implementation of sustainable busi-
ness processes. 
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3.2 Design Science Research Methodology 

Peffers et al. [20] state that a comprehensive design science research methodology 
comprises of three elements: (1) conceptual principles that define design science re-
search, (2) practice rules for design science research, and (3) procedures that describe 
how to carry out design science research. Table 1 provides an overview. 

Table 1. Components of a design science methodology [drawing from 20] 

Component of design sci-
ence research methodology 

Description References 

Principles Defining what is meant by 
DS research 

[11, 13, 16, 20] 

Practice Rules Rules that have to be con-
sidered when carrying out 
design research 

[13] 

Procedures How to conduct and present 
design science research 

[20] 

 
 

General principles. Different authors [e.g. 11, 13, 16, 20] have coined the meaning of 
design science research. There is now some agreement upon its goals, typically re-
lated to utility in the context of solving organizational problems.  

Practice rules. Hevner et al. [13] have notably contributed to our understanding of 
what principles researchers should adhere to when conducting design science re-
search, and their work has been widely cited in IS design science studies.  

Procedures. Peffers et al. [20] propose a process model for the conduct of design 
science research.  

While a design science research methodology comprising of these three components 
focuses on “design research as a knowledge building activity rather than the structural 
nature of the knowledge or theory that results” [10, p. 317], other researchers have 
coined the notion of design theory [11], or theory for design and action [10, 11, 23]. 

For our study, we chose Hevner et al. [13] as the most prominent example for prac-
tice rules, Peffers et al. [20] for the procedures in design science research, and Gregor 
and Jones’ [11] components of an information systems design theory as a recent pro-
posal of how design knowledge can be captured in the form of theory. 

4 A Framework for Environmentally Sustainable Design 
Artifacts  

There are at least two perspectives that need to be considered when conceptualizing the 
sustainability of design artifacts as an additional goal in design science research: First, 
the environmental impact of the artifact throughout its lifecycle due to its physical  
existence (independent from its specific purpose) through wastage and resource  
consumption [e.g. 14] and, second, the impact of the use of the artifact on business 
processes and human behavior in more general terms [5]. Consequently, grounded in the 



 Environmental Sustainability in Design Science Research 299 

distinction between Green IT and Green IS, the distinction between first, second, and 
third order effects of IT, as well as the source and sink functions as fundamental envi-
ronmental services, we propose two dimensions of design artifact environmental  
impact: direct environmental impact and indirect environmental impact of the design 
artifact. The first represents the first order effects that an artifact has, viz., the environ-
mental consequences of the use of the artifact independent from the organizational prob-
lem it tackles, due to its physical existence. The second represents second and third 
order effects, viz., intended and unintended environmental consequences of the use of 
the artifact through its impact on business processes. As the latter is closely related to 
organizational problems—and as an organizational problem can indeed be related to 
becoming more sustainable—it can be viewed as a sub-concept of utility. Table 2 pro-
vides an overview of the two sustainability dimensions of design artifacts. 

Table 2. Direct and indirect environmental impact of design artifacts 

Concept Description Example References / prior 
literature 

Direct envi-
ronmental 
impact of the 
design artifact 

The effects of the produc-
tion, use, and disposal of 
an IT artifact, that is, the 
use of renewable and 
nonrenewable resources on 
the source side, and the 
assimilation of pollution 
and waste on the sink side, 
due to the physical exis-
tence of the artifact.  

The use of a software 
system that runs on a 
computer causes waste 
and emissions (sink 
side) and consumes 
energy and natural 
resources throughout its 
lifecycle (source side). 

First order effects 
[14], Green IT [18], 
source and sink 
functions [9] 

Indirect envi-
ronmental 
impact of the 
design artifact 

The effects of an IT arti-
fact on the sustainability of 
business processes and 
human behavior in more 
general terms, that is, the 
use of renewable and 
nonrenewable resources on 
the source side, and the 
assimilation of pollution 
and waste on the sink side, 
in business process that are 
designed and implemented 
using the artifact. Can be 
viewed as a sub-dimension 
of utility. 

The use of software for 
virtual collaboration 
allows for reduced 
travel, thus limiting 
emissions (sink side) 
and consumption of 
non-renewable energy 
(source side), thus con-
tributing to the sustai-
nability of, for example, 
a sales process. 

Second order ef-
fects, third order 
effects [14], Green 
IS [5, 24], source 
and sink functions 
[9] 

 
We will explore how the environmental impact of design artifacts can be consi-

dered in (a) practice rules of design research, (b) procedures for design research, and 
(c) design theory, in turn. 
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4.1 Environmental Sustainability and Practice Rules for Design Research 

Practice rules describe “good” design science research and build a foundation for 
evaluating such research [20]. Hevner et al. [13], in their seminal MISQ article, pro-
pose seven guidelines for conducting design science research. These are design as an 
artifact, problem relevance, design evaluation, research contributions, research rigor, 
design as a search process, and communication of research. We argue that the envi-
ronmental sustainability of the design artifact (its environmental costs and benefits) 
can be considered in each of these guidelines. Table 3 provides an overview. 

Table 3. Environmental sustainability and practice rules for design research 

Guideline [13] Description [13, p. 83] Consideration of sustainability 

Guideline 1: Design 
as an artifact 

“Design-science research 
must produce a viable arti-
fact in the form of a con-
struct, a model, a method,  
or an instantiation.” 

In order to contribute to environmental 
sustainability, design-science research 
must produce viable artifacts that have 
low direct environmental impact 
throughout their lifecycle and/or that 
contribute to the design and implementa-
tion of sustainable business processes, 
thus being associated with positive indi-
rect effects on the natural environment. 

Guideline 2: Prob-
lem relevance 

“The objective of design-
science research is to devel-
op technology-based solu-
tions to important and rele-
vant business problems.” 

In order to contribute to environmental 
sustainability, the objective of design 
science research is to develop technolo-
gy-based solutions that contribute to the 
design and implementation of sustainable 
business processes while, at the same 
time, having low direct impact on the 
natural environment 

Guideline 3: Design 
evaluation 

“The utility, quality, and 
efficacy of a design artifact 
must be rigorously demon-
strated via well-executed 
evaluation methods.” 

In order to ensure that a design artifact 
contributes to environmental sustainabili-
ty, any evaluation must consider the 
direct and indirect environmental effects 
of the design artifact. 

Guideline 4: Re-
search contributions 

“Effective design-science 
research must provide clear 
and verifiable contributions 
in the areas of the design 
artifact, design foundations, 
and/or design methodolo-
gies.” 

In order to contribute to environmental 
sustainability, design-science research 
must provide clear and verifiable contribu-
tions that are associated with low direct 
environmental effects and/or that bear the 
potential of contributing to the design and 
implementation of sustainable business 
processes, thus realizing positive indirect 
effects on the environment. 

Guideline 5: Re-
search rigor 

“Design-science research 
relies upon the application 
of rigorous methods in both 
the construction and evalua-
tion of the design artifact.” 

In order to contribute to environmental 
sustainability, this principle applies like-
wise. 
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Table 3. (continued) 

Guideline 6: Design 
as a search process 

The search for an effective 
artifact requires utilizing 
available means to reach 
desired ends while satisfying 
laws in the problem envi-
ronment.” 

In order to contribute to environmental 
sustainability, design-science research 
must employ a search process utilizing 
available means that allow designs with 
low direct environmental impact and/or 
the potential to contribute to the design 
and implementation of sustainable busi-
ness processes. 

Guideline 7: Com-
munication of re-
search 

“Design-science research 
must be presented effective-
ly both to technology-
oriented as well as manage-
ment-oriented audiences.” 

The effective communication of the 
environmental sustainability of design 
artifacts can contribute to decision-
making at the individual, organizational, 
and societal level related to the use of 
technology. 

 
It thus becomes noticeable that, in order to contribute to environmental sustainabil-

ity, researchers must relate the proposed practice rules to the environmental sustaina-
bility of the design artifact. Alternatively, one could propose an additional guideline 
labeled design artifact sustainability to capture the explicit goal of considering envi-
ronmental sustainability in design science research. Table 4 provides an overview. 

Table 4. Guideline of design artifact sustainability 

Design artifact sustainability In order to contribute to environmental sustainability, design 
science research must provide artifacts that have low direct 
environmental impact due to their physical existence and/or 
that bear the potential to contribute to the design and imple-
mentation of sustainable business processes. That is, design 
science research must consider the use of renewable and non-
renewable resources as well as the assimilation of waste and 
emissions, both with regard to the physical existence of design 
artifacts and their indirect impact on business processes. 

4.2 Environmental Sustainability and Procedures for Design Research 

As indicated by Peffers et al. [20], a complete design science research methodology 
requires not only principles and practice rules, but also a process model. Pfeffers et al. 
[20] analyze prior literature on design science from various disciplines, including that 
of IS, and propose a method that is intended to “serve as a commonly accepted 
framework for carrying out research based on DS research principles” [p. 52]. The 
method was built upon a consensus-building approach and thus incorporates the views 
of different researchers [1, 4, 6, 13, 19, 21, 23]. Specifically, six activities are sug-
gested: identify problem and motivate, define objectives and solution, design and 
development, demonstration, evaluation, and communication. We argue that the  
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environmental sustainability of the design artifact can be considered in each of these 
activities. Table 5 provides an overview. 

Table 5. Environmental sustainability and procedures for design research 

Activity [20] Description [20] Consideration of sustainability 

Identify problem 
& motivate 

“Define the specific research problem and 
justify the value of a solution. Because the 
problem definition will be used to develop 
an artifact that can effectively provide a 
solution, it may be useful to atomize the 
problem conceptually so that the solution 
can capture its complexity. Justifying the 
value of a solution accomplishes two 
things: it motivates the researcher and the 
audience of the research to pursue the solu-
tion and to accept the results and it helps to 
understand the reasoning associated with 
the researcher’s understanding of the prob-
lem. Resources required for this activity 
include knowledge of the state of the prob-
lem and the importance of its solution”  
[p. 52-55]. 

In order to contribute to envi-
ronmental sustainability, 
define a specific research 
problem that is related 
to/considers environmental 
sustainability. The problem 
definition builds the founda-
tion to develop an artifact that 
effectively provides a solution 
by (a) suggesting designs with 
low direct environmental 
impact, and/or (b) with the 
potential to contribute to the 
design and implementation of 
sustainable business 
processes. 

Define objectives 
of a solution 

“Infer the objectives of a solution from the 
problem definition and knowledge of what 
is possible and feasible. The objectives can 
be quantitative, such as terms in which a 
desirable solution would be better than 
current ones, or qualitative, such as a de-
scription of how a new artifact is expected 
to support solutions to problems not hither-
to addressed. The objectives should be 
inferred rationally from the problem speci-
fication. Resources required for this include 
knowledge of the state of problems and 
current solutions, if any, and their efficacy” 
[p. 55]. 

In order to contribute to envi-
ronmental sustainability, 
researchers must define objec-
tives related to the direct and 
indirect environmental impact 
of the design artifact. The 
objectives should be rationally 
inferred from the specific 
environmental problem to be 
targeted (e.g., wastage, carbon 
emissions, energy consump-
tion). 

Design & devel-
opment 

“Create the artifact. […] Conceptually, a 
design research artifact can be any designed 
object in which a research contribution is 
embedded in the design. This activity in-
cludes determining the artifact’s desired 
functionality and its architecture and then 
creating the actual artifact. Resources re-
quired for moving from objectives to design 
and development include knowledge of 
theory that can be brought to bear in a  
solution” [p. 55]. 

In order to contribute to envi-
ronmental sustainability, the 
research contribution in form 
of low direct environmental 
impact and/or positive indirect 
environmental impact of the 
design artifact must be em-
bedded in the design. It needs 
to be argued in how far the 
functionality and the architec-
ture of the artifact are actually 
intended to positively influ-
ence direct or indirect effects. 
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Table 5. (continued) 

Demonstration “Demonstrate the use of the artifact to solve 
one or more instances of the problem. This 
could involve its use in experimentation, 
simulation, case study, proof, or other ap-
propriate activity. Resources required for 
the demonstration include effective know-
ledge of how to use the artifact to solve the 
problem” [p. 55]. 

Demonstrate the use of the 
artifact in a way its direct and 
indirect environmental im-
pacts can be observed. 

Evaluation “Observe and measure how well the artifact 
supports a solution to the problem. This 
activity involves comparing the objectives 
of a solution to actual observed results from 
use of the artifact in the demonstration. It 
requires knowledge of relevant metrics and 
analysis techniques” [p. 56]. 

Observe and measure how 
well the artifact supports the 
direct or indirect environmen-
tal effects it is aimed at. 

Communication “Communicate the problem and its impor-
tance, the artifact, its utility and novelty, the 
rigor of its design and its effectiveness to 
researchers and other relevant audiences 
such as practicing professionals, when 
appropriate” [p. 56]. 

In addition to utility, novelty, 
design rigor, and effective-
ness, also communicate the 
design artifact sustainability. 

4.3 Environmental Sustainability and Design Theory 

Design theories have been discussed as an important means to communicate, justify, 
and develop design knowledge in IS [11, 23]. At this, it must be noted that design 
research as an activity as described above and design theory are closely interrelated. 
There is some agreement that design research should rely on existent theory [2, 15, 
23] and, also, that the result of design research can be a contribution to theory [15]. 
Peffers et al. [20] also establish a link between design research as an activity and de-
sign theory by noting that meta requirements as specified in design theories describe 
the objectives of a (class of) design solutions. Design theories (or theories for design 
and action) say how something should be done [10] by providing explicit prescrip-
tions for constructing an artifact [10]. Gregor and Jones [11], building upon the works 
of others [e.g. 23], propose eight components of an information systems design 
theory. We argue that the environmental sustainability of the design artifact (its envi-
ronmental costs and benefits) can be considered in each of these components. Table 6 
provides an overview. 
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Table 6. Environmental sustainability and design theory 

Component [11] Description [10, p. 322] Consideration of sustainability 

Purpose and scope “’What the system is for,’ the 
set of meta-requirements or 
goals that specifies the type 
of artifact to which the 
theory applies and in con-
junction also defines the 
scope, or boundaries, of the 
theory.” 

In order to contribute to environmen-
tal sustainability, purpose and scope 
should pertain to direct and/or indi-
rect environmental impacts of a de-
sign artifact. That is, an artifact can 
be designed to meet a given purpose 
with less resource utilization or emis-
sion. In addition, artifacts can be 
specifically designed to contribute to 
sustainable business processes.  

Constructs “Representations of the enti-
ties of interest in the theory.” 

In order to contribute to environmen-
tal sustainability, the design theory 
should comprise constructs that allow 
to minimize the direct environmental 
impact and/or contribute to the arti-
fact’s potential to contribute to the 
design and implementation of sus-
tainable business processes. 

Principles of form 
and function 

“The abstract ‘blueprint’ or 
architecture that describes an 
IS artifact, either product or 
method/intervention.” 

In order to contribute to environmen-
tal sustainability, principles of form 
and function can relate to both direct 
and indirect environmental impacts of 
the design artifact, that is, they de-
scribe how an artifact is designed that 
has low direct environmental impact 
and/or the potential to contribute to 
the design and implementation of 
sustainable business processes. 

Artifact mutability “The changes in state of the 
artifact anticipated in the 
theory, that is, what degree 
of artifact change is encom-
passed by the theory.” 

In order to contribute to environmen-
tal sustainability, the design theory 
describes how the artifact needs to 
change in order to allow for control 
of direct and indirect environmental 
impacts over time. 

Testable proposi-
tions 

“Truth statements about the 
design theory.” 

Truth statements about the environ-
mental sustainability (direct and 
indirect environmental impacts) of a 
design artifact. 
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Table 6. (continued) 

Justificatory 
knowledge 

“The underlying knowledge 
or theory from the natural or 
social or design sciences that 
gives a basis and explanation 
for the design (kernel theo-
ries).” 

In order to contribute to environmen-
tal sustainability, researchers can 
draw from a broad variety of theories 
both from natural and social sciences 
that can inform the design of artifacts 
with low direct environmental impact 
and/or the potential to contribute to 
the design and implementation of 
sustainable processes. 

Principles of im-
plementation 

“A description of processes 
for implementing the theory 
(either product or method) in 
specific contexts.” 

In order to contribute to environmen-
tal sustainability, principles of im-
plementation need to consider both 
direct and indirect impacts of specific 
systems to be implemented in a spe-
cific context. 

Expository instan-
tiation 

“A physical implementation 
of the artifact that can assist 
in representing the theory 
both as an expository device 
and for purposes of testing.”  

The physical instantiation can be used 
to test the theory with regard to the 
environmental impacts of artifacts 
belonging to the class of artifacts 
described by that theory. 

5 Discussion 

We set out to examine how environmental sustainability can be considered in design 
science research. Drawing on prior literature, we were able to relate environmental sus-
tainability to the general principles (and goals) of design science research, to practice 
rules for design science research, to procedures of design science research, as well as to 
design theory. We thus argue that, in order to contribute to environmental sustainability, 
researchers must consider the environmental impact of their artifacts in all stages of the 
design process. That environmental sustainability should indeed be considered in the 
design of IT artifacts, both in terms of direct and indirect effects on the natural environ-
ment, is consistent with prior literature from the areas of Green IT and, more recently, 
Green IS. For instance, Elliot [7] states that while technology per se has a negative im-
pact on the natural environment throughout its lifecycle, it can also have a moderating 
impact on the negative effects of human behavior on the natural environment. 

While environmental informatics has focused on hardware and software, IT arti-
facts can be of various natures. Specifically, there is some agreement that methods, 
constructs, models, and instantiations are the output of design science research [13, 
20]. While for IT hard- and software (i.e., concrete instantiations) the environmental 
impact is rather obvious, for models, constructs, and methods this is not the case. We 
thus need to discuss how environmental sustainability can be related to the different 
types of IT artifacts. Table 7 provides some concrete examples. We contend that the 
direct environmental impact of constructs, models, and methods (e.g., through the 
construction of the artifact and its storage) is rather limited and can be neglected. 
However, as constructs, models and methods contribute to the design of information  
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systems, those systems will be associated with direct and indirect environmental im-
pacts, in turn. It thus becomes apparent that the indirect environmental consequences 
of a design artifact can impact on both the direct and indirect environmental sustaina-
bility of a concrete instantiation. 

Table 7. Environmental impact of different types of IT artifacts 

 Constructs 
example: build-
ing blocks of a 
systems design 

Models 
example: System 
design 

Methods 
example: process 
modeling grammar 

Instantiations 
example: software 

Direct 
environ-
mental 
impact 

The direct 
environmental 
impacts of 
constructs can 
be neglected. 

The direct envi-
ronmental impact 
of a system design 
can be neglected. 

The direct environ-
mental impact of a 
modeling grammar 
due to its sheer 
existence can be 
neglected. 

Emissions, re-
source, and energy 
consumption of the 
system on which 
the software runs. 
A software tool 
can, for example, 
require more or less 
computational 
power and disk 
space. 

Indirect 
environ-
mental 
impact 

As constructs 
are the building 
blocks of mod-
els, methods, 
and instantia-
tions, they can 
influence both 
the direct and 
indirect envi-
ronmental 
impact of de-
sign artifacts. 
In particular, 
they help build-
ing a sustaina-
bility-related 
terminology.  

A systems design 
describes a sys-
tem, or class of 
systems. There-
fore, the system 
design impacts on 
both the direct and 
indirect environ-
mental impact of 
the systems that 
are described. 
Principles of form 
and function con-
tributing to sustai-
nability can be 
incorporated in 
instantiations 
based on a specific 
model. 

A modeling gram-
mar may, for in-
stance, contribute 
specific constructs 
that allow for the 
design of processes 
in the light of envi-
ronmental consider-
ations. 

The environmental 
impact of the 
processes that are 
supported by the 
software. A soft-
ware tool that  
allows virtual col-
laboration, for 
example, may re-
duce travel and, 
therefore, energy 
consumption and 
carbon emissions. 

 
Consequently, environmental sustainability needs to be considered with regard to 

the different types of IT artifacts. As the different types are interrelated, the considera-
tion of environmental impacts at one level may impact on the environmental sustaina-
bility at other levels.  

In summation, from a broad level, we suggest the following primary conjecture: In 
order to contribute to environmental sustainability, design-science research must con-
sider the sustainability of a design artifact, that is its direct and indirect effects on the 
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natural environment, (a) in the general principles of design science, (b) in the rigorous 
application of practice rules, and (c) all stages of the design research process. 

6 Conclusion 

In this paper we set out to discuss the role of environmental sustainability in design 
science research. We contend that IS research, through its contributions to the devel-
opment of novel and purposeful IT artifacts, bears a responsibility when it comes to 
both the worsening and the enhancement of the natural environment. Our intent was 
to make three primary contributions: First, to conceptualize environmental sustaina-
bility as an explicit goal of design science research by means of a design artifact’s 
environmental impact; second, to discuss how the goal of environmental sustainability 
can be considered in design science research methodology; third, to propose a unified 
perspective on Green IT and Green IS based on our conceptualization of the environ-
mental impact centered around a discussion of the IT artifact. 

This work has some limitations. First, in this conceptual article, we focused on en-
vironmental sustainability. We acknowledge that environmental sustainability cannot 
be separated from economic and social sustainability, and that other foci may lead to 
different conceptualizations. Second, one crucial aspect that we did not explore in 
much depth is that of the evaluation of IT artifacts with regard to the indirect and 
direct impact on the natural environment. Future research must thus consider how 
artifacts can be evaluated with regard to their environmental sustainability, both in 
terms of source and sink functions. 

It will be interesting to see in how far we as a discipline take responsibility for en-
vironmental deterioration by contributing to the design of purposeful and novel IT 
artifacts that not only have low environmental impact throughout their lifecycle, but 
also contribute to the design and implementation of sustainable business processes. 
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Abstract. Design Science Research (DSR) has emerged as an important ap-
proach in Information Systems (IS) research, evidenced by the plethora of re-
cent related articles in recognized IS outlets. Nonetheless, discussion continues 
on the value of DSR for IS and how to conduct strong DSR, with further dis-
cussion necessary to better position DSR as a mature and stable research  
paradigm appropriate for IS. This paper contributes to address this need, by 
providing a comprehensive conceptual and argumentative positioning of DSR 
relative to the core of IS. This paper seeks to argue the relevance of DSR as a 
paradigm that addresses the core of IS discipline well. Here we use the frame-
work defined by Wand and Weber, to position what the core of IS is. 

Keywords: Design Science Research, Design Research, Core of Information 
System, Routine Design. 

1 Introduction 

Literature on Design Science Research (DSR) has revealed the importance of DSR 
and its need in the IS discipline. DSR has become an interesting approach for research 
in the IS discipline [1, 2], with dramatic growth in recent, related literature [5]. Since 
the ‘design’1 aspect is one of the main purposes for IS; many scholars believe that IS 
is design in nature. Therefore, some scholars show and delineate the borders of DSR 
and the relationships with other types of sciences [8, 9, 10]. Other scholars devote 
their efforts to establish how to conduct DSR and define the outputs of DSR [11, 12]. 
Although these efforts exist, DSR still necessitates more effort to reach maturity as a 
research paradigm2 and to be well accepted by IS researchers. 

IS is a complex discipline and combines many phenomena. For this reason, re-
searchers use different methods for different purposes. It has been noted that some IS 
researchers mostly focus only on some aspects of IS. This observation has motivated 
scholars to pay much attention to design aspects of IS phenomena as design is a pri-
mary goal in IS research.  

                                                           
1  ‘Design’ is “from the Latin désigńare, which means to point the way” [6 p4]; it is creating  

options of design that are filtered and excluded until the design’s requirements are fulfilled [7]. 
2  Paradigm is “the combination of research questions asked, the research methodologies al-

lowed to answer them and the nature of the pursued research products” [5]. 
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One of the issues that needs clarification is what (core) phenomena of IS can DSR 
address? This paper seeks to argue the relevance of DSR as a paradigm that will ad-
dress the core of the IS discipline, as defined by Wand and Weber [2, 3, 13, 14]. It 
mainly contributes to further encouraging the use of DSR in IS, by drawing the link 
between DSR related concepts and the core of IS as per Wand and Weber’s view of 
the IS core. Wand and Weber’s seminal work is adopted in this paper because it is 
rigorous, strongly grounded on theory, and widely accepted. We do not wish to claim 
that the results of linking of DSR with IS (as per the Wand and Weber’s framework) 
is the only area IS researches should focus on; rather it is one of  the key areas for of 
IS research.  

Contributions of this paper are twofolded: 1) this paper shows what and where 
should we use DSR in the IS discipline; 2) it partially contributes to the delineation of 
many related DSR areas that are important to our argument, such as; Design Re-
search, Design Science, and Routine Design. This helps researchers especially, novice 
researchers, to understand DSR paradigm of research better. 

The paper is organized in the way that allows readers to understand how its contri-
bution is achieved. The second section is the starting point of the paper which begins 
by showing the importance of DSR in IS and why scholars encourage to consider this 
type of research in our discipline. Then, most DSR related areas are covered in the 
third section to build the base that we use in the following section. Subsequently and 
importantly, a link between DSR and the IS core is established to determine the posi-
tion and the role of DSR in the IS discipline. In particular, we investigate the align-
ment and linking between DSR and the core of IS based on Wand and Weber’s [2, 3, 
13, 14] IS view.  

2 The Importance for Design Science Research in the IS 
Discipline 

Here, we firstly show the importance of DSR  for the IS community to justify that 
DSR, deserves more investigation by IS scholars. While the first subsection here 
shows calls for considering DSR as an important paradigm in IS, the second one 
brings some indicators that show the importance of DSR in the IS discipline. 

2.1 Call for Design Science Research 

Simon [11] could be considered as an establisher of an important agenda for IS re-
search. Walls et al. [4] and Venable [15 p1-2] note Simon’s [16] call for DSR and 
quoted the same citation. Simon note “Schools of architecture, business, education, 
law, and medicine, are all centrally concerned with the process of design.” Clearly 
this includes the ‘school’ or entire field of Information Systems. … Simon goes on to 
note that such schools can achieve their purpose and establish their credibility “to the 
degree that they can discover a science of design, a body of intellectually tough, ana-
lytic, partly formalizable, partly empirical, teachable doctrine about the design 
process” [15 p1-2].  



 Design Science Research and the Core of Information Systems 311 

Though design is implicitly an essential component of IS, neither IS practitioners 
nor IS researchers consider design itself to be a significant topic of study [17]. “[O]ur 
focus should be on how to best design IT artifacts and IS systems to increase their 
usefulness, and ease of use or on how to best manage and support IT or IT-enabled 
business initiatives” [18 p191-192]. IS as a field is concerned with design artifacts 
because IS practice is about the design, development, and usage of such artifact [19]. 
Furthermore, many believe that IS research should focus on emphasizing the discov-
ery of the technology underneath the IS, rather than emphasizing managerial and or-
ganisational topics [20]. 

2.2 The Emergence of Design Science Research in Information System 

Indulska and Recker [21], present how DSR is increasing in the IS discipline. The 
central role of Design to IS discipline [11, 22] and its importance as theory [1, 4, 23, 
24, 25] are well recognized. Other indicators of the emergence of DSR are: special 
issues in prominent journals [26]; conferences with Design-Science tracks; a Design-
Science-specific conference that began in 2006 – International Conference on Design 
Science in Information Systems and Technology (DESRIST);  and an ISWord De-
sign-Science-specific website [27]. 

DSR is important for IS research because IS is an applied research domain which 
seeks to construct useful artifacts in order to solve problems and guide professionals 
who do the work in the real world [12]. As Gregor [23] states, DSR also complements 
the Behavioral Science research, which is essential and foundational in IS; while  
Design Science work will focus on the design of artifacts, the behavioral science  
work studies the intersections between people, organizations, and technology [4, 9, 
11, 25, 28].  

Based on Simon’s [16] observations, the design aims to change the current status 
into the desired status. IS aims to build systems that help people to achieve the desired 
status. Thus, DSR and IS have the same intention, making DSR suitable for IS re-
search. However, the leading research paradigms in the IS community are social and 
behavioral science [12, 29 p193] and DSR is often neglected in IS discipline [15]. 

Peffers et al. [12] argue that these leading paradigms are unsuitable for some IS  
research where construction is intended. Hence, DSR plays a crucial role in the IS 
discipline, because DSR gives the IS community the ability to produce applicable 
research solutions. Purao [6] believes that the IS discipline needs its own method 
because borrowed methods have failed (misled) to guide IS researchers appropriately, 
especially in relation to design. Winter [30] highlights this importance where the 
knowledge should be converted to actions (outputs) to resolve real problems. DSR is 
indeed suited when  a discipline aims to develop systems [31] like IS. 

There is a broad consensus that IS research must respond to a dual mission: (1) 
make theoretical contributions and (2) assist in solving current and anticipated prob-
lems in practice [32, 33]. Employing DSR in the IS discipline increases the relevance 
of IS research to the real environment [9, 28, 29, 34] by helping solve industry’ prob-
lems [15]. IT artifacts support organizations in achieving their goals [11]. Relevance 
refers primarily to the applicability of Design Research in practice [33]. Current IS 
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research have satisfied the research community but needs to consider the application 
of IS research. Therefore, researchers should have a method that balances between the 
research’s requirements (rigor) and professionals’ needs (relevance); one that contri-
butes to both academia and practice [35]. 

Hevner et al. [11] notice that there is a delay between academic research outcomes 
and its application (practice in the real world). An intensive debate has continued to 
occur in the IS discipline on the “crisis in the IS field”3 [29]. Using DSR will help 
accelerate these implementations. This delay may in part be due to the lack of a broad 
consensus in the IS research community on DSR issues such as methodology and 
common concepts and language [31, 36]. Likewise, Aken [37], in the field of man-
agement, argues strongly that there is a need for prescription-driven research; DSR, to 
solve the delay between practice and research. Walls et al. [4] recognized this need 
early and proposed Information System Design Theory (ISDT). Gregor in her seminal 
work proposes a design and action theory, referred to as ‘Type V’ in her IS taxonomy 
of theories [24]. Gregor and Jones [1] consider this type to be highly influential in the 
IS discipline because it helps professionals who work with IS.  

3 Important Concepts Related to Design Science Research 

This section covers mainly three of the many important concepts in DSR. These three 
aspects are chosen because they are important in linking and positioning DSR with 
the imported Wand and Weber’s view of what IS core is (the goal of the paper). These 
concepts are DSR vs Behavioural Science, DSR vs Action Research (AR), and DSR 
vs Routines Design. The reader should note we recognize that other concepts such as 
design theory, DSR methodology, and DSR outputs are also important, but not as 
central (as the others listed above) to the arguments presented in this paper. Due to 
space limitation, we only focus on three. 

3.1 Design Science Research vs Behavioural Science 

Design Science research has a valid and equal place to Behavioral (Natural) Science 
(BS/NS) research in IS research [7, 9, 38]. Theory based (causality-related questions) 
and design-based (problem-solving questions) are equally important in IS research 
[39]. Many authors recognize the relationship between DSR and Behavioral Science 
and their boundaries to get a better understanding [9, 11, 25] of the phenomena of 
interest. A goal of this paper drives the authors to delineate two main areas: the com-
plementary nature of DSR and BS/NS and differences between them. 

The Complementary Nature of DSR and Behavioral Science/Natural Science 
DSR and Behavioral Science (BS) complement each other in IS research. While the 
artificial phenomena is created and can be also studied, and instead of being in con-
flict, IT research includes both Behavioral Science (explain how and why things are) 
and DSR (create an artifact that helps to achieve goals) [9]. In this regard, March and 
Smith [9] believe that in Natural Science (NS) research, an understanding of natural 
                                                           
3  For instance see MIS Quarterly and CAIS journals. 
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laws governing IT systems with natural laws governing the environments in which 
they operate should be accomplished. The rationale behind this complementary nature 
is because IS consists of  human-machine systems and while the artifacts (DSR out-
puts) represents the machine part, it is also very important to understand the perfor-
mance of the artifact, with its uses in context (which is what Behavioral Science  
does), in order to construct new artifacts that are more effective [11].  

Both DSR and Behavioral Science support IS research achieve its objectives to in-
crease the relevance and rigor. DSR approaches this objective by developing novel 
artifacts. Behavioral Science, on other hand, helps by developing and justifying theo-
ries that explain and predict the phenomena. Therefore, “Each must inform and chal-
lenge the other” [11 p84]. As Aboulafia, (1991) cited in [11], Aboulafiaargues that a 
truth and utility are two sides of the coins, Hevner et al [11] believe this combination 
makes considerable contributions. Aken[40] believes and suggests that a dramatic 
progression in research comes from a cooperation between description-driven (Beha-
vioral Science) and prescription-driven (DSR) research. 

A kernel theory is one of the complementary forms between DSR and Behavior-
al/Natural Science . A design theory in DSR may use Behavioral/Natural Science 
theories, because DSR outputs and artifacts comprises of the same elements of inter-
est as in Behavioral/Natural Science [4]. Gregor and Jones agree and state “who now 
recalls that Codd’s relational database theory had a behavioral science justification? 
One of the reasons for advancing relational database theory was that human pro-
grammers had difficulty with the complex reasoning needed to handle repeating 
groups of data items” [1 p328]. Yet, it is not necessary that every part of DSR is 
grounded on Behavioral/Natural Science theory [1, 7, 37, 38].  

Most importantly, DSR and Behavioral Science interact with each other. After an 
artifact is created by DSR, the artifact may become an objective of investigation in 
Behavioral Science Research. Also Behavioral Science helps DSR in the process of 
constructing the artifact by providing an explicit understanding of an environ-
ment;“truth essentially is what works in practice” [9 p255]. Furthermore, DSR gives a 
significant test for Behavioral Science theories and may show areas of incomplete-
ness, opportunities, and improvement in these theories [1, 4, 5, 19].  

These types of interactions are consistent with the ‘Concept-Development-Impact’ 
model proposed in [41, 42]. Fig. 1 shows how DSR and Behavioral Science comple-
ment and interact with each other. Many other papers share this view, see for example 
[5, 8, 10, 25, 43, 44], which present the relationship between natural science and DSR. 

 

 

Fig. 1. DSR and Behavioural Science complement and interact with each other 

Concept Development Impact

Idea Artifact Theory
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Differences between Design Science Research and Behavioral/Natural Science 
While complementary, there are differences between DSR and Behavioral/Natural 
Science from view points of definitions and activities (interest). The latter is a “body 
of knowledge about some class of things in the world (nature or society) that de-
scribes and explains how they behave and interact with each other” [16 p1]. For in-
stance, scientists in Behavioral/Natural Science, attempt to understand the functioning 
of artificial phenomena, for example in an  organization.Their activities are Beha-
vioral/Natural Science even though scientists are interested in artificial phenomena 
[9]. DSR is a  the knowledge about artificial objects constructed by human beings in 
order to satisfy certain preferred goals [16]. Aken agrees with this distinction and 
believes DSR is “what can be” (to develop design knowledge that is used in con-
structing solutions); and Behavioral Science is “what is” (explaining the causality) 
[37]. In other words, DSR is interested in a utility where Behavioral Science is inter-
ested in a truth [11, 27, 30, 45, 46]. 

The role, aim and interest of research are  other points to observe  differences. 
Scientific interest in IT is twofold:  descriptive or prescriptive. The descriptive seeks 
to understand the nature of IT, which is Behavioral Science. The prescriptive work 
searches for an improvement in IT performance, which is DSR [9]. While the former 
concentrates mainly on an analysis to discover the components of an existing system, 
design focuses on a synthesis to shape these components [4]. DSR looks ahead to 
create possibilities by producing artifacts, but Behavioral Science looks back to ex-
plain the past through constructs theories, and laws [6]. DSR is characterized by 
knowing through making and Behavioral Science by knowing through observing [6]. 
Behavioral Science aims “at the exploration and validation of generic cause–effect 
relations”; and DSR aims “at the construction and evaluation of generic means–ends 
relations” [30 p470]. 

From a theoretical lens, an objective of a theory in Behavioral Science is a predic-
tion and/or an explanation of  a system. which is different to a purposeful theory like 
in DSR [4]. This objective is consistent with Gregor’s taxonomy of IS theories [23, 
24]. Gregor believes the “primary focus [Type IV (BS)] is an integrated body of 
knowledge – the design implications are secondary, however in design theory  
[Type V (DS)] the primary focus is the general design principles that inform practice” 
[23 p19]. 

3.2 Design Science vs. Action Research 

Deriving from literature Action Research is much closer to DSR. Some researchers 
believe DSR and Action Research are same, others do not, and others suggest merg-
ing these. Therefore, three themes are discussed below. 

Before we show these three themes, we define Action Research. “Action Research 
combines theory (researchers) and practice (practitioners) through change and reflec-
tion in an immediate problematic situation within a mutually acceptable ethical 
framework. Action research is an iterative process involving researchers and practi-
tioners acting together on a particular cycle of activities, including problem diagnosis, 
action intervention, and reflective  learning” [47 p94] . Action research is an  
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approach that simultaneously intervenes in the real world to solve problems and gain 
scientific knowledge [48].  

Similarities between Design Science Research and Action Research 
Scholars have discussed the similarities and differences between the DSR and Action 
Research (AR) [35, 45, 46, 49, 50, 51], these similarities being a source of much con-
fusion [31].  

From a research process perspective, they have similar research process cycles; 
similar content [45], starting points, and goals [6, 35, 52]. As research methods, both 
DSR and AR are proactive approaches. Iteration exists in both DSR and AR cycles 
[52]. In terms of the intervention, they share the same objectives of interfering with 
and changing the real world, and solving a problem [31, 35, 38, 52]. Given this com-
monality of intervention, Purao [6] believes that the closest research method to DSR 
is AR. Both AR and DSR contribute to knowledge and to practice. They both value 
the need for rigor and  in evaluation of results [31, 35, 52]. From a philosophical 
stance, Cole et al. analyze DSR and AR and state “Our analysis reveals that the two 
research approaches indeed share important assumptions regarding ontology, episte-
mology and more importantly, axiology” [35 p14]. Thus, AR and DSR complement 
each other and are compatible [35]. DSR and AR fit closely with one another, for 
more details about this comparison, see Table 1 in [45, 46].  

Design Science Research and Action Research Are Different 
Although DSR and AR appear similar in many ways, they have differences. DSR is a 
research orientation while AR is a method [49]. Iivari and Venable study DSR and 
AR from different points of view containing paradigmatic assumptions, interests and 
activities. They refute and disagree with the notion that DSR is similar to AR, like the 
views proposed by [45, 46].  

From a paradigmatic assumptions view, a conclusion can be made that since DSR 
has more paradigmatic assumptions (for more details see Table 1 in [49]), AR may be 
a special case of DSR [49, 52]. So, “Action research is a methodology. DS [DSR] is a 
paradigm” [31 p442].  

From a research interests’ point of view, DSR has different research purposes, e.g. 
a new artifact invention; AR in the most cases, however, is to understand and change 
a complex reality. Another difference is that DSR is interested in technical problems 
and innovations; while AR is interested in socio-technical problems and innovations 
which subsequently reflect their activities [49]. 

DSR and AR have differences in their processes (activities). Though both of them 
start with a problem definition, they articulate the problem abstraction differently. Yet, 
both intervene into a real environment to improve the situation or solve the problem. 
But, AR is very clear in this goal by having dedicated steps to plan and act, while this is 
an implicit step in DSR [52]. Both stress on evaluation, an artifact testing in the real 
world, but DSR has a prior test which is an internal evaluation [7, 50, 52]. One of the 
activities for both AR and DSR is finding a priori theory in the domain. In AR there is a 
debate on whether it is compulsory or not, but in DSR it is not [7, 38, 52]. Furthermore, 



316 A. Alturki, W. Bandara, and G.G. Gable 

there is a difference of users’ participation; users always participate in AR, but in DSR 
users may be assumed or “virtualized/imagined” by the researcher [52]. 

Outputs of research is another difference, AR develops an action to make change in 
an organization to build new knowledge. DSR, on the another hand, creates an artifact 
in order to learn new knowledge, and solve problems or invent new things [51]. DSR 
produces a general solution for a class of problems and clients; there is no “joint col-
laboration between researchers and the client” as in AR [49 p4]. DSR focuses on con-
struction of artifacts and AR focuses on organizational changes [35].  

DSR and AR have different roots which affect them somehow. Iivari’s [38] analy-
sis shows that AR comes from the socio-technical movement and DSR is from engi-
neering. So, the main difference here is how they solve the problem. While AR is 
concerned with problem solving through social and organizational change, DSR is 
concerned with problem solving by creating and positioning an artifact in a natural 
setting. AR is based on discovery-through-action; DSR, on the other hand, is clearly 
centered on discovery-through-design. Likewise, Purao sees the difference coming 
from the arena of intervention. For AR, “it is the organizational setting, leading to 
theorizing using organizational metaphors ... for design research, it is in the world of 
signs with a view to bring to realization an artifact, leading to creation of knowledge 
and normative theories that employ metaphors from the plane of representation” [6 
p26]. Therefore, DSR is not AR [31]. 

Calls to Use Design Science Research and Action Research Together 
Indulska and Recker [21] observed that most methods used with DSR are AR and 
experiments. There are possibilities to merge DSR and AR because of their similari-
ties [51]. Pries-Heje et al. promote that AR and DSR could be mixed to overcome the 
shortcoming in both approaches [53]. Venable suggests in his DSR framework that 
AR could be used to evaluate DSR outputs in the naturalistic evaluation phase [38, 
49, 50]. Sein et al. [54] propose a new method called ‘Action Design Research’ which 
is a mix between DSR and AR. This new method is a strong evidence of using DSR 
with AR. In some cases DSR may be framed as AR if the research addresses an orga-
nizational problem where an artifact building needs to be added [35].  

Iivari and Venable find three cases of overlap between DSR and AR: (1) complete-
ly non-overlapping (in three different ways), (2) slightly overlapping, and (3) signifi-
cantly overlapping such as with Action Design Research [54]. For elaborated discus-
sion see [49]. Iivari and Venable believe using AR within DS should be done with 
care. Limitations and risks should be written in an ethical framework and reported 
later if they still they remain [49].  

3.3 Design Science Research vs. Routine Design 

An aspiration of IS researchers is to produce relevant results to be used by practice 
[11, 15, 28]. This ambition can at times lead researchers astray, to become involved in 
Routine Design. The question here becomes how to distinguish between DSR and 
Routine Design; this helps researchers to understand, and then conduct DSR properly 
with their aspiration. As any types of research, the result of DSR is codified in a 
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knowledge base and becomes a known knowledge for use in practice [11]. While IT 
people in the real world develop, implement, operate, and maintain IT systems [9], It 
seems that they are more concerned with the application of the known knowledge. 
This part addresses the issue of distinguishing between DSR and Routine Design. 

Many authors believe that producing knowledge is a main, explicit distinction be-
tween DSR and Routine Design. Routine Design usually solves problems using cur-
rent knowledge, state of practice, techniques and available components to produce a 
product without the creation of any additional knowledge. DSR, on other hand, pro-
duces new knowledge that yields value from a number of unknowns in the proposed 
design which were successfully overcome [27]. Purao [6] believes that DSR produces 
invention which is not known before or not just a replication. Venable [15] has a simi-
lar view and believes that the DSR is a “Technology Invention” and design practice 
(Routine Design) as a “Technology Application”. Hevner et al. [11] states that DSR is 
concerned to solve an unaddressed important problem in a new or more successful, 
and useful way. Thus, DSR contributes to the knowledge base while Routine Design 
does not.  

DSR addresses an abstract or a class of problems for a class of organizations and 
stakeholders. Routine Design, however is concerned with a particular problem for 
specific organizations and stakeholders [15]. Out of IS discipline edges, from a man-
agement respective, Aken [37] makes the equivalent distinction. He differentiates 
between an application of scientific knowledge (Routine Design) in order to solve a 
particular problem; and a development of scientific knowledge (DSR) which solves a 
class of problems. The former one is in the professional domain and the latter is in the 
academic domain. 

The authors of this paper believe that Routine Design could be moderated and uti-
lized if we as a research community consider Routine Design as an instantiation or a 
beta testing of resulting DSR, artifacts. In this view, Routine Design plays an impor-
tant role like some research in behavioral or social science which tests and justifies 
theories by replication in a new context. Table 1 shows a summary of DSR and Rou-
tine Design comparison. 

Table 1. Comparison between DSR and Routine Design 

Design Science (DS) Routine Design (RD) 

General solution Specific solution 
Produces new knowledge (novelty) Uses the current/existing knowledge 
Unknowns (not known) things in the planed design Design is known (replication) 
Contributes to the knowledge base (a development of 
scientific knowledge) 

Does not contributes to the knowledge base 
(An application of scientific knowledge) 

Solve unaddressed important problems in a new and 
effective way 

Solve problems using existing knowledge 

Technology Invention Technology Application 
Addresses abstract or a class of problems for a class of 
organizations and stakeholders 

Addresses a particular problem for a specific 
organization and stakeholders 

How to resolve a type of problems Solve one case only 
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4 Design Science Research and the Core of IS Discipline 

Before we present how DSR fits into IS core, we stress that IS has different views and 
do acknowledge that there is a debate between scholars in the IS discipline on what 
comprises the IS core and artifacts. Investigation of IS literature reveals that there are 
three main views of what constitute IS core and artifact. These views are 1) IS is con-
cerned only on Software development, 2) it also includes methods and models, and 3) 
a broader view that includes  how people use IS, organizations implement IS, and the 
impact of IS on people and organization [27, 30, 35, 55]. 

However, having said that,  in one of the seminal works4 in IS, Wand and Weber 
define the core of the IS based on a strongly grounded theoretical foundation. They 
believe that IS is “being used to represent or to mirror, or to simulate phenomena in 
the real world … provides a representation of some real-world systems as perceived 
by someone or some group of people” [3 p66-67]. Representation is the key aspect of 
IS. We bring in and work upon their view and theory about IS to integrate it with the 
DSR paradigm. Although this integration helps in the positioning of DSR on the ‘IS 
map’, we do not wish to claim that the result of this integration is the only area IS 
researches should focus; rather it is one of key areas of IS research.  

Aligning with our intent mentioned above, we present this section in an alternating 
fashion. In other words, we discuss every point linkinf both IS and DSR, before we 
move to another point. Thus, in the next four subsections, the main goal is to find 
justifications of DSR injection to the IS core, based on Wand and Weber’s view, by 
looking at four points: 1) how DSR addressing the core of IS, 2) the representational 
aspects in IS and DSR, 3) the Relationships bwteeen IS and Design Science/Design 
Research/Routine Design, and 4) Transformation in IS and DSR development. 

4.1 Design Science Research Addresses the Core of Information System 

Wand and Weber studied IS to determine the core of IS and developed an IS ontolo-
gy. They believe that IS has two views; external and internal views. The external view 
focuses on the individuals and organizations that use, implement, and deploy IS. For 
example, the impact of IS on the users’ effectiveness in undertaking their tasks. Wand 
and Weber believe this view is important but is not the core of IS [2, 3, 13]. This view 
is consistent with Behavioural Science as  explained above. 

The internal view of IS consists of: (1) surface structure phenomena, (2) deep 
structure phenomena and (3) physical structure phenomena. Surface structure de-
scribes the facilities what is available in the IS to allow users to interact with the IS; 
for example: the format of a display screen, buttons that users can click to run func-
tions, or reports. This phenomenon is mainly the concern of psychology and sociolo-
gy – not IS. Deep structure describes the characteristics of the real-world phenomena 
that the IS is intended to represent such as Entity Relationship Diagrams or various 
actions that customers can take; for example when they place an order for items. The 

                                                           
4  Benbasat considers this work is one of the few ground braking efforts that challenge our 

thinking and lead to new exciting directions in research and teaching. 
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last one is the physical structure which describes the choices that designers have made 
in terms of how surface and deep structure will be mapped onto the underlying tech-
nology that will be used to operate the IS. For instance, the used encryption proce-
dures when data is to be transferred. Wand and Weber believe the deep structure phe-
nomena is the core of the IS discipline because they manifest the representation of the 
real-world system and the meaning embodied in the IS. The representation is the es-
sence and reason of the Information system’s being. Fig. 2 below depicts the external 
view and internal view with its phenomena. 

Let us now move to DSR in the IS discipline. As presented above,  there is a de-
bate between IS scholars on methodologies used in IS discipline. The complaint is 
that IS researchers borrow research methodologies from other disciplines to conduct 
IS research which take IS research away from the core of IS. Wand and Weber’s IS 
conceptions, about the internal and external views, explain the reason behind this 
complaint and debate. Since most IS researchers focus on the external view, they find 
borrowed methodologies that suit their aim. IS, however is ‘Design’ in nature. 
Though, some researchers call for using DSR in IS, they have not yet agreed or fo-
cused on what the IS core is and what area of IS that DSR addresses. 

Based on the definition mentioned above of deep structure as the core of IS and our 
understanding of DSR, both the deep structure and DSR share the intention of con-
structing things for users’ need or problems. Therefore, DSR must focus on the core 
of IS (see Fig. 2), not on other things. This supports what IS scholars have encouraged 
IS researchers to do: to go back to the applied roots of IS, and see IS is ‘Design’ in 
nature. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Fig. 2. External and internal views of Information System [2, 3] 
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4.2 Representation Aspect in IS and Design Science Research 

Wand and Weber believe that representation is the key aspect of IS, it represents 
things in the real-world. Accordingly, IS constitutes historical representations of 
things in the real-world in the ways IS designers chose to envisage these things. The 
rationale of using representation in IS, is to know the histories of things, their beha-
viours, and their states in the real-world in an effective way. This is important, and 
there are two possible ways \ to capture these histories: 1) observe them directly; or 2) 
observe representations of things which are cheaper and effective (for more explana-
tion see Chapter 2 in [3]). IS implements the effective option and its goodness is 
based on how well the reality is presented. 

Before we cover presentation in DSR, we want to highlight that there are two types 
of research; Design Research and Design Science in DSR. Winter [30 p471-472] 
makes the distinction between ‘(IS) Design Science’ and ‘(IS) Design Research; stat-
ing “while design research is aimed at creating solutions to specific classes of relevant 
problems by using a rigorous construction and evaluation process…(i.e., construction 
and evaluation of specific artefacts)… design science reflects the design research 
process and aims at creating standards for its rigour...(i.e., reflection and guidance of 
artefact construction and evaluation processes)”. Similar definitions and distinctions 
from DSR experts are found in [17], [12] and[36]. 

Representation in DSR could be seen in DSR and its outputs. For the former, IS re-
searchers may have interest in Design Science or Design Research. However, their work 
at its basic level is a construction of many related things which interact with each other 
to produce artefacts in order to solve real/foreseen problems, or build innovations. More 
specifically, in Design Science, researchers try to build frameworks or methods for 
conducting DSR in an effective and scientific way; they explain the DSR internal 
process. Several  prior work (e.g. [11, 12, 29, 39, 42, 51, 56]) try to describe the nature 
of the DSR in IS discipline by explaining what is inside the paradigm and the relation-
ships with other paradigms. In other words, they try to represent the world of design 
research itself, and illustrate the fundamentals and structure of the DSR.  

In the case of Design Research, researchers try to construct and invent artefacts to 
solve an important unsolved problem, or satisfy un/conceivable needs by using De-
sign Science as a method. Researchers/designers represent their real/foreseen problem 
or conceivable needs, and then symbolize their invented solution/artifact. They de-
termine the structure of an artefact, its requirements, its components, prosperities, and 
functions. Thus, all DSR (Design Science or Design Research efforts) are representa-
tions in essence to symbolize the designer’s mind and behaviour, and real-world. 
When designers/researchers represent a real/foreseen problem or conceivable needs, 
he/she actually tries to represent two worlds: 1) his mind about the reality (problem 
and solution), and 2) the real-world itself. Accordingly, IS and DSR both share repre-
sentation as a key aspect. 

From an outputs point of view, the representation is inherent in outputs of the DSR. 
Two camps have been identified for outputs [57]. Researchers in the first camp be-
lieve the DSR produces a special type of theory, so-called ‘Design Theory’ [1, 4, 58]. 
In the second camp, researchers consider only constructs, models, methods, and in-
stantiations as outputs [9, 11]. Representation or reality is existent in both camps. 
Examining components of ‘Design Theory’ (First camp) exposes that representation 
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is the main aspect of its components; such as constructs and principles that represent 
the form and function [1], and meta-requirements and meta-design [4]. For the other 
camp, constructs, models, and method are clearly means for representation. Instantia-
tion is also a representation which is machine readable.  

4.3 IS, Design Science Research and Routine Design Relationship 

The relationship between IS and DSR is another point we should think about and 
make a clear view about. The IS discipline, as explained above, has different outlooks 
and surely DSR does not address all of them.  

Based on the DSR definitions by [7, 38, 39, 40, 49] and what we see as the IS core 
(deep structure as per Wand and Weber’s view), DSR addresses parts of the IS core 
(mentioned in Section 4.1). Furthermore, as we see the differentiations between DSR 
and Routine Design, we argue that the core of IS (deep structure) is divided into two 
parts: 1) IS deals with unknown problems and solutions, and 2) IS deals with known 
problems and solutions. DSR addresses only the first part which contains problems 
that are not solved or those which require the building novel solutions (new informa-
tion systems), enhance current solutions, or invent something new for a conceivable 
need/problem. The second part of the IS core relates to known problems and solutions 
which are the focus of Routine Design. Consequently, we argue that DSR and Routine 
Design constitute the IS discipline; see the Fig. 3 below. The reader should note that 
Wand and Weber did not mention Routine Design and DSR (Design Science and 
Design Research). As per authors’ understanding, Wand and Weber’s view only fo-
cuses on Routine Design. 

Fig. 3 can be viewed from left to right; it demonstrates the relationship between IS 
discipline (deep structure) and, DSR (Design Science and Design Research) and Rou-
tine Design. The light grey oval represents the Wand and Weber’s view of the IS core. 
This view is equivalent to Routine Design as we see above; Routine Design is IS 
practice. The white oval is the Design Research which presents a specific part of the 
IS core and functions as a bridge between practice and academia. The Design Re-
search represents the abstract knowledge developed by researchers that is converted 
by practitioners to a specific problem solution. Thus, Design Research and Routine 
Design represent the core of IS and correspond to academia and practice communi-
ties, respectively. While the left edge of the Design Research represents the relevance 
of research, the right edge represents the rigor of research. The last part of the first 
half of Fig. 3, dark grey, is Design Science which presents the work of academics. 
This part is related to how to conduct DSR properly. 

The second half of Fig. 3 illustrates how DSR (Design Science and Design Re-
search), and Routine Design interact with each other in IS (deep structure). This half 
is viewed left-right where Design Science is used in conducting Design Research and 
Design Research might feed back to contribute to the Design Science process. Design 
Research and Routine Design constitute IS deep structure. Design Research feeds 
Routine Design by developing  abstract knowledge. Routine Design implements this 
abstract knowledge and converts it to actual working systems. 
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Fig. 3. The overlap between Design Science, Design Research, and Routine Design in IS  
discipline 

In order to further support our argument in separating the IS core into Design Re-
search and Routine Design, we use Gregor and Jones’s [1 p321] explanation of the phe-
nomena of interest for DSR. In their seminal work, they propose the relationships 
among IS artifacts; see Fig. 1 in [1 p321]. The phenomena includes; (1) instantiation: 
“artifacts have a physical existence in the real world”; (2) design theories (abstract arti-
facts): they are not exist in the real world except their representation means such as 
diagrams; and (3) human understanding of artifacts: human beings develop design 
theory and use them to build instantiations and then study these instantiations and their 
use. Using these notions within Fig. 3 above, we argue that in the IS core, human beings 
(designers) use and utilize Design Science to conduct Design Research in order to pro-
duce an abstract knowledge (validated Design Theory) for unsolved problem solutions 
or innovations. This abstract knowledge is afterward converted by human beings to 
build physical artefacts in different contexts; it represents Routine Design. 

 

 
 

Fig. 4. Notions that represent the goodness of the representation of the real-world [2, 3] 
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4.4 The Transformational Nature in IS and Design Science Research 

This section highlights conversions in the construction of IS, and DSR process. Both 
IS and DSR produce artifacts which eventually are transformed through different 
iterations. Generally in IS, when we build any IS, basically we generate scripts (a 
meaningful, ordered collection of symbols) that are intended to provide descriptions 
of the real-world phenomena that are our concern. Because the process of building 
representation is complex, we generate different kinds of scripts to meet different 
needs that we encounter along the way. These scripts are transformed into different 
forms until ultimately we produce a script that can be read by the machine; for exam-
ple, we might make interview notes, pseudocodes or Entity Relationship Diagrams. 
All these forms of scripts ultimately represent the real-world, conform to some rules 
and each script can be read and interpreted by different groups of people.  

Fig. 4 below shows two notions that depict representation goodness of the reality. 
The first one is the users’ model of the real-world (box B) which represents the real-
word from the viewpoints of its users and is the focus of theories from other discip-
lines such as organizational science. The second form (box C) is the script that 
represents the first model; this is the focus of IS practice. Both represent the real-
world and each one goes through iterations and different forms of scripts. 

Similarly, DSR is representational in nature as explained above. This representa-
tion also goes through different forms of transformation. Researchers/Designers per-
form many representations in the DSR until the final design is developed. Designers 
represent a real/foreseen problem they are going to solve or conceivably a need that 
they want to satisfy. They use representation quality to simplify their problem/need 
and to emphasize its importance. Designers then try to represent their solution and 
internal design of the solution. In other words, they transform important seen or feasi-
ble needs/problems to simple and understandable forms. After that, designers use their 
creativity and known knowledge/experience to transform these forms to a good solu-
tion/invention. This solution/invention will be also transformed to an instantia-
tion/prototype which is also transformed to a form that can be read by machines.  

Thus, going back to Fig. 4 above, we can argue that the designers in DSR execute 
box B and C. Based in the relationship between IS and Design Research, Design 
Science, and Routine Design mentioned in previous section, we see the box C 
represents Routine Design if the knowledge in the box B is already developed and 
well known. However, together boxes B and C represent Design Research because 
both boxes B and C are not developed or known; it means we face a problem that is 
not solved yet or see a need to invent something new.  

DSR is the methodology to build these two forms of representations. Therefore, the 
role of the designer is two folds: 1) he/she needs to transform the represented 
real/foreseen problem (real-world) to show all aspect of the problem; 2) he/she needs 
to transform his solution and creativity, his mind, onto forms that solves the problem 
and needs to transform any justificatory knowledge imported from the knowledgebase 
either in the IS discipline or other disciplines. Designers ultimately generate the in-
stantiations/scripts of representation of the real-world (box B and C). 
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5 Conclusion 

This paper has argued that DSR is at the core of the IS discipline, in both research and 
practice. Specifically, the paper maps between DSR related concepts and Wand and 
Weber’s view of the IS core. It contributes to DSR by identifying the area that DSR 
addresses in the IS discipline. We divide the core of IS (deep structure) into two 
types: 1) unknown problems and solutions; the interest of DSR (Design Research and 
Design Science), and 2) known problems and solutions (Routine Design). Moreover, 
the paper contributes to Wand and Weber‘s work by extending their view of the IS 
core. It shows how DSR is injected to IS research in order to achieve research re-
quirements; rigor and relevance. Additionally, this paper gives a good overview of 
important DSR concepts which are important for novice researchers who may get 
confused at the beginning of conducting DSR in the IS discipline. 

Nonetheless, the authors do not subscribe to the view that IS shouldn’t prescribe 
anything outside DSR. Rather we agree with Agarwal and Lucus [59 p391-393] who 
state, “We believe that a major part, but not all, of the research on IS should focus on 
the impact of the IT artifact rather than the artifact itself (…) It is possible that Benba-
sat and Zmud agree with our call for more macro research given the inclusion of the 
impact variable in their nomological net”. Gable et al. [60 p404] comment on this 
view, observing “the distinction made by Agarwal and Lucas between micro- and 
macro-level research issues is unclear as regards organizational-level research, which 
would seem to bridge their micro- and macro-realms …Though Agarwal and Lucas 
and others consider the IS-Net overly constrained, they too appear to believe it valid 
within its scope.” 
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Abstract. Several papers have addressed the theory foundation of DSR.  While 
researchers usually emphasize that the existence of such a knowledge base (KB) 
is essential for high quality design science research (DSR), opinions depart 
what kind of knowledge comprises such a knowledge base and which qualita-
tive requirements apply regarding the knowledge leveraged. Some researchers 
demand that DSR is based on descriptive formal theories, while other scholars 
extend the width of the knowledge base also to unverified empirical evidence, 
conceptual knowledge and prescriptive knowledge. In order to provide some 
guidance for practical DSR, we apply literature review methodology on recent 
DSR articles to determine the common practice regarding the use and develop-
ment of knowledge bases in previous projects. Based on this investigation, we 
discuss current issues, derive implications for future research and suggest 
measures to strengthen the role of the knowledge base in DSR. 

Keywords: Design Science Research, Literature Review, Theory Base. 

1 Introduction 

The design science approach originally goes back to engineering and has since gained 
significant attention in the domain of information systems (IS) research. Starting in 
the 60s and 70s, scholars mainly focused on distinguishing the design science re-
search (DSR) paradigm from positivist research approaches in natural science and 
social sciences [1]. By that time Simon laid the foundation of the science of design in 
mathematics and defined designing as a search process within a closed solution space 
resulting in an optimized design or respective optimum [2]. Later on, researchers 
seemed to lose sight on design science until the beginning of the 1990s, when a varie-
ty of scholars revived design science research (DSR) in information systems (IS): 
Walls et al. [3] for example, broke new ground when they investigated design in light 
of descriptive knowledge in information systems and formulated the information  



 Anatomy of Knowledge Bases Used in Design Science Research 329 

system design theory (ISDT). They concluded that rigor design science research in 
information systems must be informed by formal theories. Since then, much work has 
been published trying to define the paradigmatic nature of information system re-
search as a design science. Such research included the ontology of design science, 
especially addressing the place of an artifact in its context [4-7] and the epistemology 
of design science, investigating the nature of the underlying knowledge base and the 
outcome of design science in the form of a design theory [8],[9]. Others focused on 
the methodology of design science by proposing particular methods to create and 
evaluate designs [10],[11].  By now, several papers have been published on the 
theory foundation of DSR. Van Aken, for example, states that, “one can design an 
aero plane wing on the basis of tested, technological rules, but such wings can be 
designed much more efficiently on the basis of tested and grounded technological 
rules, grounded on the laws and insights of aerodynamic and mechanics” [12, p.228]. 
The knowledge base of DSR comprises the theories leveraged and serves as input to 
DSR by providing evidence that links a design, its instantiation as an artifact and its 
formal representation (i.e., a design theory), to the context the design is intended to 
operate in. It serves to explain and predict the functionality of a design and can be 
used to formulate testable propositions to evaluate its impact (compare the five theory 
types in IS as defined by Gregor [13]). Whereas there seems to be almost an agree-
ment on the importance of the presence of such a knowledge base in literature, the 
questions of what kind of knowledge exactly constitutes it and which qualitative re-
quirements apply, remain unanswered: Though, several scholars have already tackled 
the topic and suggested numerous definitions and requirements for the knowledge 
base, the variety and divergence of their suggestions still leaves it up to the individual  
researchers to decide upon which theoretical framing to adopt for their own work. Our 
paper wants to contribute to the on-going discussion by investigating the common 
practice in DSR: we seek to shed light on the type and origin of knowledge that con-
stitutes the knowledge base of DSR projects. Our analysis is guided by the following 
research question:  What is the anatomy of knowledge bases used as input for design 
science research in the IS field? 

Following our research questions, we focus our investigation on knowledge that 
serves as an input to DSR and do not intend to explicitly investigate the nature of 
knowledge that results from DSR projects (however we consider it as a valid input). 
In order to address the research question, we use the literature review methodology to 
determine the types of knowledge base used in published information systems and 
computer science design science projects. Based on this investigation, we discuss 
current issues, derive implications for future research and suggest measures to streng-
then the role of the knowledge base in DSR. 

The paper is structured as follows: chapter 2 provides an overview of several defi-
nitions of the knowledge base used in DSR, chapter 3 outlines our research methodol-
ogy, chapter 4 presents the results, chapter 5 discusses the findings and chapter 6 
summarizes the paper, discusses identified limitations and gives an outlook on future 
work. 
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2 Related Work 

In order to determine the role of theory in DSR, it is important to examine previous 
work on the nature of theories in IS: Iivari [4] proposes a three-level-structure to de-
scribe the epistemology of DSR: he includes three categories of knowledge applicable 
for DSR: 1) Conceptual knowledge includes concepts, classifications and conceptual 
frameworks. 2) Descriptive knowledge comprises observational facts, empirical regu-
larities, theories and hypotheses. 3) Prescriptive knowledge builds on design product 
knowledge including characteristics of an artifact, e.g., idea, concept, style or beha-
vior and design process knowledge including technological norms and rules, deter-
mining how to achieve an intended outcome in a particular situation.  

Another way to classify theories in the context of DSR is the simplified taxonomy 
of Kuechler and Vaishnavi [14]. They distinguish between two types of theories: 1) 
Descriptive theories originating from natural science and social science which serve 
as an input to design science by “suggest(ing) novel techniques or approaches to IS 
design problems”. 2) Prescriptive theories which “give explicit prescriptions of ‘how 
to do something’” [14, p.2f].  

Analyzing previous work on the qualitative requirements regarding the knowledge 
base which is used to inform DSR, there are three major opinions in literature: First, a 
major contribution to the definition of this “body of knowledge” of design science has 
been provided by Nunamaker et al. [15] and Walls et al. [3]. Both works emphasize 
that design science research must be founded on and respectively informed by a com-
prehensive body of knowledge. Walls et al. depict four essential parts of a IS design 
theory: kernel theory, meta-requirements, meta-design and testable design product 
hypothesis. The term kernel theory, in this context, refers to the encompassed descrip-
tive knowledge (resulting from the knowledge base) in the meta design and the meta 
design process. In the understanding of Walls et al. [3] this descriptive knowledge is 
comprised of formal theories resulting from a variety of research fields, most notable 
natural science and social science. Kernel theories, following their argument, serve 
the purpose to add truth value to a design, allowing to formulate testable propositions 
about the design product or the design process. However, formal theories usually 
build on well-defined assumptions and include rather theoretical concepts, which limit 
their explanatory power for more specific practical problems. Respectively, they can 
only provide limited truth value in particular matters. Therefore, second, Markus et al. 
[9] stress that the applicability of the descriptive knowledge for a particular issue is an 
essential factor for selecting the underlying knowledge base. Hence, they extend 
Walls et al.’s [3] definition of the knowledge base to practitioners’ theories-in-use 
(PTiU) as a more applicable descriptive knowledge. In contrast to academic theories 
which constitute formal theoretical concepts, a PTiU includes everyday concepts from 
the world of practice. Although PTiUs do not make claims about some objective truth, 
they make claims about how to do something effectively in a particular situation. 
Even though, PTiUs lack the wide scope of formal theories, they can add truth value 
to a design too [16]. Kuechler and Vaishnavi [14] emphasize the same issue and pro-
pose a new type of theory to solve the limited explanatory power of formal theories. 
They introduce the term mid-range theory (MRT) to DSR. According to their  
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definition, Mid-range theories in IS refer to formal theories that have been enriched 
with more explanatory knowledge to make them more applicable for particular prob-
lems. Finally, third, Gregor and Jones [8] extend the scope of the knowledge base 
even further; they use the term justificatory knowledge (JK) when referring to the 
knowledge base. Similar to Walls et al. [3], justificatory knowledge is an important 
part of a design theory which comprises eight components: 1) Purpose and scope, 2) 
Constructs, 3) Principles of form and function, 4) artifact mutability, 5) testable prop-
ositions, 6) justificatory knowledge, 7) implementation and 8) expository instantia-
tion. Justificatory knowledge in their understanding is defined as the “justificatory, 
explanatory knowledge that links goals, shape, processes and materials” [8, p.326]. 
This includes knowledge from natural science or social science, PTiUs, (predictive) 
design theories as the result of previous DSR and also evidence-based justification as 
seen in medical research and action research [12]. Though, they stress the importance 
of an existing knowledge base, they accept lower qualitative requirements regarding 
the leveraged knowledge: their understanding includes also incomplete descriptive 
knowledge and practical evidence [8]. In this matter they concur with other research-
ers, for example Simon [2] who argues that the underlying descriptive knowledge 
doesn’t have to be completely understood. Also, Hevner et al. [10] support this opi-
nion: they state that design science is issue driven, rather than theory-driven, and 
hence the range of possible theoretical background should not be limited too much. 
Groaning et al. [17] argue that the knowledge used as JK does not necessarily need a 
scientific research background, but also allows additional knowledge. 

3 Methodology 

In order to determine the current role of theory in DSR we used literature review me-
thodology. Our research design followed Webster and Watson who propose a con-
cept-centric approach for literature reviews [18]. In detail, they suggest a framework 
containing five major steps: 1) Identification of relevant disciplines, 2) Selection of 
adequate journals and conferences, 3) Search process, 4) Structuring the content  
and 5) Content analysis. 

Regarding the selection of relevant research disciplines, we focused on research 
disciplines which revolve around the nature of an IT artifact and its relation to a social 
context. This lead us to the obvious decision to pick information systems as the first 
relevant research discipline. Second, computer science, as a discipline which targets 
the theoretical foundations of computing and information, displayed another relevant 
discipline. However, computer science appears to be a wide discipline including many 
sub-fields which do not all directly address the design, implementation and evaluation 
of information system related artifacts. Therefore, we limited our research to three 
relevant sub-fields:  The first one was software engineering which focuses on the 
systematic development of software, i.e., the design and development of a software 
artifact. The second was human-computer-interaction (HCI) which focuses on the 
study, planning, and design of the interaction between users and computers, i.e.,  
the investigation of the interaction of particular IT artifacts with their environment. 
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The third one was information technology (IT) which revolves around the develop-
ment of artifacts to process or model information. The next step included the selection 
of appropriate journals and conferences (see Table 1). In order to bridge the gap be-
tween objectiveness and relevance, we considered two categories of outlets and con-
ferences: First, those which publish a wide variety of research topics (e.g., IS jour-
nals) and second those which address topics comprising a major design component 
(e.g., software engineering journals).  

Table 1. Investigated Literature Sources 

 Conference Journal
IS American Conference on In-

formation Systems  
European Conference on In-
formation Systems  
International Conference on 
Information Systems  

 

European Journal on Information Sys-
tems 
Information Systems Journal 
Information Systems Research 
Journal of the Association for Informa-
tion Systems 
Journal on Management Information 
Systems  
Management Information Systems Quar-
terly 
Transactions on Information Systems  

CS1 
 

Hawaii International Confe-
rence on System Science2 
Conference on Human Factors 
in Computing Systems  
HCI International Conference  
Conference on Research and 
Development in Information 
Retrieval  
International Conference on 
Management of Data  

 
 

 

IEEE Computer 
IEEE Personal Communication 
IEEE Internet Computing  
IEEE Software 
Computer Supported Cooperative Work  
International journal of  HCI 
Journal of Organizational and End-User 
Computing 
Personal and Ubiquitous Computing 
Communications of the ACM  
ACM Transactions on Computer Human 
Interactions  
ACM interactions 

Total  9  18 

 
The next step was to decide upon a feasible time span for our investigation. As first 

search run with the key word “design science” did not lead to any search results pre-
vious to 1980. Additionally, all the cited related work dates after 1990. Accordingly, 
we narrowed down the search period to the last three decades.  

                                                           
1  SE, HCI and IT. 
2  Mixed IS/IT conference, here categorized as IT. 
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The wide selection of journals and conferences made defining a search strategy dif-
ficult. The first promising attempts on a few databases do not necessarily indicate a 
successful search result in total. Hence, we refined our search strategy first before 
conducting the actual study. The development of our search strategy followed an iter-
ative approach: each cycle included a test run with the current search strategy, fol-
lowed by an assessment of the search results and a subsequent refinement of the strat-
egy. As a starting point, we analyzed several of the most cited articles on design 
science to identify an initial set of key words for the search strategy. Hevner et al.’s 
[10] observe that DSR exhibits a problem solving character [10]. Other literature 
sources define goal orientation as the key element of DSR [4]. In addition, nearly all 
articles name IT artifacts as a basic module for a design theory [2], [4], [10], [19]. The 
first test runs with different combinations of these key words and logical operators 
yielded a satisfying number of relevant articles. A short analysis of the findings dis-
played that almost every article identified, included an introduction to the methodolo-
gy of DSR, mentioning the key word “design science” at least once. Exceptions to 
this rule were some articles focusing on design theories which do not mention “design 
science” explicitly. Hence, the search strategy identified as sufficient comprised an 
OR-combination of “design science” and “design theory”.  The final search run 
yielded 337 articles. After skimming and scanning the results and discarding all ar-
ticles which d not display methodological or applied DSR, the final results comprised 
67 articles about design science.  

 

Fig. 1. Categories of knowledge bases applied for clustering 

The next step included the clustering of the search results along the following di-
mensions: First, we defined four main categories of knowledge base used in the ar-
ticles – reflecting different epistemological characteristics introduced in the related 
work section (compare Fig. 1): the first category comprises formal theories. This kind 
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of theory complies with the rather strict interpretation of the knowledge base as sug-
gested by Walls et al. [3]. The second category also contains mid-range theories as 
proposed by Kuechler and Vashnavi [14] and practitioner theories-in-use as suggested 
by Markus et al. [9]. The third category includes also results from previous DSR in 
the form of prescriptive theories. The theories have to comply with the definitions of 
Walls et al. [3] or Gregor and Jones [8]. The fourth category represents the least strict 
definition of the knowledge base (e.g. [2],[8]). It includes conceptual knowledge, 
(descriptive) practical evidence and also preliminary prescriptive results of DSR. 
Regarding the distinction between the different types of theory, we followed mainly 
the criteria type of knowledge (descriptive, prescriptive, conceptual [4]), degree of 
generalizability, explanatory power for a particular problem class and whether  
the knowledge was scientifically verified. If several types of knowledge were used, 
the segmentation was conducted based on the least formal knowledge leveraged in the 
article. 

  Table 2. Segmentation of methodological DSR articles 

 
 
The manifold nature of the implemented knowledge bases made a categorization 

based on key words not feasible. Instead, we had to skim and scan each article to 
derive the type of knowledge used (compare [20]). This step was conducted by two 
researchers. Conflicts, especially regarding the classification of MRTs / PTiUs, were 
discussed and resolved. Additional to the segmentation along the types of knowledge 
base, we applied several other dimensions to cluster the results: One differentiator 
was whether the article described the methodology of DSR (Table 2) or whether the 
authors applied DSR methodology in a research project (Table 3).  

Articles about DSR methodology usually do not apply a knowledge base practical-
ly; however they promote a specific interpretation of the knowledge base which 
should be applied in DSR. The analysis of the utilized knowledge also enabled the 
identification of its originating research discipline. We used a simplified taxonomy to 
structure the disciplines and sub-disciplines. We distinguished between natural 
science, including physics and mathematics but not computer science (CS), social 
sciences including all sub-disciplines such as psychology or sociology but not infor-
mation systems (IS) and a category for various disciplines which includes all articles 
that utilize more than one of the latter (sub-) disciplines as a source of their know-
ledge base.  

Furthermore, we analyzed the types of artifact which are investigated in the DSR 
project. We distinguished between four types of artifacts: constructs (vocabulary and 
symbols), methods (algorithms and practices), models (abstractions and representa-
tions) and instantiation (software components and information systems) [15],[30].  

Category Information Systems Computer Science 
Formal Theory  [3] [21] [22] [23]  
MRT / PTiU  [19] [24] [25] [26] 
Design Theory   
JK  [8] [10] [27] [28] [17] [29] [30] 



 Anatomy of Knowledge Bases Used in Design Science Research 335 

The publication target is determined by whether an article was published in a journal 
or a conference. We did not apply any further rankings to define an order within these 
two categories. All articles were assigned to the different categories disjointedly. 

Table 3. Segmentation of applied DSR articles 

 

4 Results 

Table 4 presents an overview of the number of methodological and applied DSR ar-
ticles and the category of knowledge base they promote (methodological) or the cate-
gory of knowledge base they implement (applied DSR). We identified 14 papers on 
DSR methodology and 53 papers which apply DSR methodology to address a re-
search topic. All methodological articles share that they suggest at least some kind of 
knowledge base. We did not encounter any articles which deny the importance of an 
underlying knowledge base for DSR altogether. Knowledge bases built on formal 
theories are promoted by four articles, the application of MRT / PTiU for the know-
ledge base also by four. Six methodological articles advertise a less formal interpreta-
tion of the knowledge base.  

Table 4. Categorization results in absolute numbers 

Category Method Practical 
Formal Theory 4 12 
MRT / PTiU 4 8 
Design theory 0 3 
JK 6 30 
Total 14 53 

 

Category Origin  Information Systems Computer Science 
Formal  
Theory 

Natural Science [31] [32]  
Social Science [33] [34] [35] [36] 

[37] [38] [39] 
[40] [41] [42] 

MRT / PTiU CS [43] [44]  
 Social Science [45]  
 IS [46] [47] [48] [49]  
 Various [50]  

Design Theory IS [9] [51] [52]  
JK CS [53] [54] [55] [56]  

 Social Sciences [57] [58] [59]  
 IS [60] [61] [62] [63] 

[64] [65] [66] [67] 
[68] [69] 

[70] [71] 

 Various [72] [73] [74] [75] 
[76] [77] 

[78] [79] [80] [81] 
[82] 
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We could not identify any articles which solely solicit design theories as underly-
ing knowledge. However, most authors of methodological papers who suggest a wide 
interpretation of the knowledge base also consider design theories as a valid part of it 
(Table 4). Our analysis uncovered an apparent preference (30 articles) for a wide 
interpretation of the knowledge base.  

Table 5. Origin of KB in absolute numbers 

Category Natural 
Science 

Social 
Science 

IS CS Various Total 

Formal Theory  2 10    12 
MRT / PTiU  1 4 2 1 8 
Design Theory   3   3 
JK  3 12 4 11 30 
Total 1 14 18 6 12 53 

 
Formal theories and MRT / PTiU also find widespread application (20 articles). 

Examples for formal theories originating from the social sciences are the “theory of 
symbolic representation” [36] or the “social constructive learning theory” [41]. Ex-
amples for theories originating from the natural sciences are the “theory of form” [40] 
or the “recursion theory” [32]. Examples of mid-range theories are the two major IS 
theories, such as the “technology acceptance model” and its derivations [47], [48], 
[49] or the “task-technology-fit model” [50].  

Only three papers leverage a design theory [9], [51], [52]. In all three cases, the 
papers use the “design theory for emergent knowledge processes” [9], [51], [52]. 
Even though, we identified many articles which also implement results from previous 
DSR in their knowledge base, for example enterprise integration patterns or meta 
models, these previous results do not comply with the definition of a design theory as 
provided by Walls et al. [3] or as provided by Gregor and Jones [8] and were there-
fore classified as justificatory knowledge only.  

The origins of justificatory knowledge are manifold. Researchers apply conceptual, 
prescriptive and descriptive knowledge of a variety of disciplines and sub-disciplines. 
Often researchers leverage knowledge of more than one discipline (e.g., IS and CS 
knowledge) to inform their designs (11 articles). Examples for applied justificatory 
knowledge are agile development methods [81], system development lifecycles [56], 
the interaction model of SOA [54], grid-based architecture principles [82] or the 
wide-audience-requirement engineering method [81]. In contrast to formal theories or 
MRT / PTiU which often originate from other sub-disciplines of the super ordinate 
research field (e.g., psychological theories), justificatory knowledge is often very 
context specific and results from the same sub-discipline (see Table 5).  

Regarding the types of artifacts (see Table 6), the most common types found are 
models, mostly abstractions and representations of business processes (20 articles). 
Almost with the same frequency appear instantiation in the form of software compo-
nents, light-weight applications and full-fledged information systems.  
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Table 6. Type of artifact in absolute numbers 

Category Con-
struct 

Model Method Instan-
tiation 

Vari-
ous 

Total 

Formal Theory  1 4 7  12 
MRT / PTiU 1 2 2 3  8 
Design Theory   1 1 1 3 
JK 2 16 2 7 3 30 
Total 3 20 9 18 4 53 

 
DSR that works with model artifacts often build on related justificatory knowledge, 

mostly represented by conceptual knowledge in the form of meta models. Instantia-
tions, on the contrary, rely more on formal theories (7 articles) and MRT/PiTU  
(3 articles). Regarding the correlation between the publication target and the type of 
knowledge base used (see Table 7), our analysis shows that DSR published in jour-
nals leverage a higher percentage (58,9%) of scientific theories (Formal theories, 
MRTs/ PTiUs and Design Theories). DSR which is published in conferences instead, 
mostly relies on context specific, but scientifically less verified justificatory know-
ledge (64.9%). Furthermore, DSR which targets the development of models and does 
not implement a comprehensive knowledge base based on formal theories are usually 
published only in conferences. 

Table 7. Publication target in absolute and relative numbers 

Category Conference Journal 
Formal Theory 6 (16.2%) 6 (35.3%) 
MRT / PTiU 6 (16.2%) 2 (11.8%) 
Design Theory 1 (2.7%) 2 (11.8%) 
JK 23 (64.86%) 7 (41.1%) 
Total 36 (100%) 17 (100%) 

5 Discussion of Results 

In general, all DSR works utilize one or various knowledge sources and none of the 
ones in our sample negate the necessity of a solid knowledge base. The first core find-
ing is the more or less equal distributions of theory grounded articles and justificatory 
knowledge based articles (23 vs. 30 articles). In particular, the research papers origi-
nating from the IS field reflect an equal distribution (20 vs. 23 articles) whereas we 
observe a tendency towards JK based grounding in the CS discipline (3 vs. 7 articles). 
However, the significantly lower number of identified DSR papers in CS does does 
not seem to allow for drawing reliable conclusions. The slightly higher number of 
articles that build their research on justificatory knowledge (30 articles) as compared 
to theory grounding (23 articles) can be explained by the fact that DSR is often prob-
lem driven [10]. When solving a concrete problem, a researcher’s first choice seems 
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to be mostly knowledge that is closely related to the problem and can provide a high 
degree of explanatory power for the particular context. Such knowledge results usual-
ly form related research or is collected empirically by the researchers themselves as 
our analysis shows. Formal theories seem to be only the second choice: especially 
when researchers attempt to generalize their results, theories are used to frame the 
results into a wider context. Very rarely is a DSR project initiated in response to the 
need to further prove descriptive theories or to extend results from previous DSR 
research. More surprising is the finding that the distribution of methodological articles 
does not show a significant tension towards theory grounding (8 vs. 6). With regard to 
articles that promote formal theories in contrast to justificatory knowledge, we de-
tected that a majority of articles address theory grounding from a paradigmatic pers-
pective. Another way to promote theory integration in DSR could be to provide re-
searchers with more concrete guidelines how to utilize formal theories in their work. 
For example, how can theory X from social science be used in DSR to address prob-
lem class Y.   

The second finding is that the origin of knowledge shows a clear focus on IS and 
social science rooting. This phenomenon could be explained by the abstraction level 
of how technology is analyzed in the course of DSR:  DSR in IS usually focuses on 
the application of technology in a social context. Technology is often examined from 
a rather abstract point of view and not elaborated in detail. Social science theories 
seem to be more applicable than natural science theories in this case since they in-
clude constructs for various social factors and sometimes also provide constructs to 
cover technological aspects. However, we need to point out that according to our data 
this statement applies only on the level of formal theories and when the artifact is an 
instantiation (e.g., a full-fledged IS). DSR research which focuses on very specific 
design problems (e.g., models), does not solely rely on formal theories from social 
science but utilizes knowledge from various disciplines. The explanatory power of the 
leveraged knowledge seems to be the most important factor in this case; no matter 
what the origin of the knowledge is. Also, more technology focused DSR projects, 
especially in the CS domain (e.g., algorithm design), draw greater benefits from CS or 
natural science theories and justificatory knowledge. These disciplines seem to be 
perceived as offering better theories for the design and advance of solutions to tech-
nical problems.  

The third finding is that design theories are rarely utilized as knowledge base in 
DSR projects. The explanation for this deficit could be twofold: i) lack of design theo-
ries and ii) existing DSR theories are not applicable. Both statements are supported by 
the fact that we found only one DT, which is actually utilized three times in DSR 
projects, the “Design theory for emergent knowledge processes” suggested by Markus 
et al. [9]. Specifically analyzing this design theory, one could condense the following 
key features: 1) the design theory is based on an established framework for informa-
tion system design theory, 2) it is highly generalized regarding its context (emergent 
knowledge creation) and characteristics (impossibility to predict process participation 
and tool usage, knowledge distribution, and emergent processes) and c) it is highly 
tangible in terms of the artifact, applicable requirements, recommendations, system 
design and development principles. One could argue that these features are relevant 
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prerequisites for a design theory to be utilized in later DSR. However, these high 
qualitative requirements which seem to be hardly ever met are also a probable expla-
nation for why only few design theories exist which are applicable for further DSR 
research. We think additional methodological work should aim on clarifying the na-
ture of design theories and also provide practical guidelines how to create applicable 
design theories.  

A fourth finding is that DSR work published in journals leverages a higher percen-
tage of (formal) theories in contrast to DSR which is published on conferences. As the 
evaluation of the scientific quality of particular outlets or the rigor and relevance of 
DSR projects is out of scope, we can only speculate about the reasons: One possible 
explanations could be that DSR work addressing real world problems is more often 
found on conferences, and such targeting the development, verification or extension 
of theories more often in journals. 

6 Conclusion, Limitations and Future Work 

Our literature review on the anatomy of the knowledge base in DSR lead to the fol-
lowing results: 1) There is no extreme – both formal and less formal knowledge are 
used for the knowledge base of DSR in IS and CS. 2) Researchers harness knowledge 
from a variety of disciplines, however there is a tendency towards the use of social 
science and IS knowledge. 3) Design theories play almost no role for the knowledge 
base. 4) DSR research published in journals leverages more formal knowledge, while 
those published on conferences more informal. Our work is subject to several limita-
tions: first, we cannot obviate that we have missed important work on DSR in IS. 
Second, we are aware of the fact that we couldn’t cover all IS and especially CS lite-
rature sources which are potential targets of DSR. Third, our results are very depen-
dent on our segmentation of the knowledge bases applied. While methodological 
articles on the nature of the knowledge base provide a good basis for segmentation of 
social science theories, natural science theories, especially leveraged CS theories and 
theorems, often do not fit in these patterns.  In addition, it was not always clear to 
which research discipline an article belonged, especially when an outlet addressed 
both CS and IS topics (e.g. HICSS). Despite the shortcomings of our study, we be-
lieve that our research succeeds in shedding some light on the anatomy of the know-
ledge bases used in DSR. Especially our third finding reveals a critical issue since a 
significant number of DSR scholars stress the importance of DTs as the outcome 
(e.g., [3]), and more importantly, contribution to the scientific knowledge base. There-
fore, the lack of applied design theories raises the question if previous DSR has al-
ready made these contributions and if not why. As concluded, further methodological 
work could help to achieve some clarity here. In addition, our results offer the possi-
bility to investigate further correlation between the category of the knowledge base 
and the quality of DSR works. A more comprehensive study, using official rankings, 
could show the type of KB used in high quality publications. Citation backtracking 
could reveal a connection between the KB used and the amount of citations of an 
article. 



340 O. Gaß et al. 

References 

1. Orlikowski, W., Baroudi, J.: Studying information technology in organizations: Research 
approaches and assumptions. Information Systems Research 2(1), 1–28 (1991) 

2. Simon, H.: The sciences of the artificial, 3rd edn. MIT Press, Cambridge (1996) 
3. Walls, J., Widmeyer, G., El Sawy, O.: Building an information system design theory for 

vigilant eis. Information Systems Research 3(1), 36–59 (1992) 
4. Iivari, J.: A paradigmatic analysis of information systems as a design science. Scandina-

vian Journal of Information Systems 19(2), 39–64 (2007) 
5. Orlikowski, W., Iacono, C.: Research commentary: desperately seeking the ’IT’ in IT re-

search-A call to theorizing the IT artifact. Information Systems Research 12(2), 121–134 
(2001) 

6. Benbasat, I., Zmud, R.: The identity crisis within the IS discipline: Defining and commu-
nicating the discipline’s core properties. Mis Quarterly, 183–194 (2003) 

7. Baskerville, R.: What design science is not. European Journal of Information Sys-
tems 17(5), 441–443 (2008) 

8. Gregor, S., Jones, D.: The anatomy of a design theory. Journal of the Association for In-
formation Systems 8(5), 313–335 (2007) 

9. Markus, M., Majchrzak, A., Gasser, L.: A design theory for systems that support emergent 
knowledge processes. MIS Quarterly 26(3), 179–212 (2002) 

10. Hevner, A., March, S., Park, J., Ram, S.: Design science in information systems research. 
MIS Quarterly 28(1), 75–105 (2004) 

11. Sein, M., Henfridsson, O., Purao, S., Rossi, M., Lindgren, R.: Action design research. MIS 
Quarterly 35(1), 37–56 (2011) 

12. Van Aken, J.: Management research as a design science: Articulating the research products 
of mode 2 knowledge production in management. British Journal of Management 16(1), 
19–36 (2005) 

13. Gregor, S.: The nature of theory in information systems. Management Information Sys-
tems Quarterly 30(3), 611 (2006) 

14. Kuechler, B., Vaishnavi, V.: Theory development in design science re search: anatomy of 
a research project. European Journal of Information Systems 17(5), 489–504 (2008) 

15. Nunamaker, J., Chen, M.: Systems development in information systems research. In: Pro-
ceedings of the Twenty-Third Annual Hawaii International Conference on System 
Sciences, pp. 631–640 (1990) 

16. Sarker, S., Lee, A.: Using a positivist case research methodology to test three competing 
theories-in-use of business process redesign. Journal of the Association for Information 
Systems 2(1) (2002) 

17. Groaning, A., Wendler, R., Leyh, C., Strahringer, S.: Rigorous selection of input artifacts 
in design science research – tavias. In: Processings of the 16th Americas Conference on In-
formation Systems (2010) 

18. Webster, J., Watson, R.: Analyzing the past to prepare for the future: Writing a literature 
review. MIS Quarterly 26(2), xiii–xxiii (2002) 

19. Kuechler, B., Park, E., Vaishnavi, V.: Formalizing theory development in is design science 
research: Learning from qualitative research. In: Proceedings of the 15th Americas Confe-
rence on Information Systems (2009) 

20. Machi, L., McEvoy, B.: The literature review: Six steps to success, 1st edn. Corwin Press, 
Thousand Oaks (2009) 

21. Buckl, S., Matthes, F., Schweda, C.: Utilizing patterns in developing design theories. In: 
Proceedings of the 31st International Conference on Information Systems (2010) 



 Anatomy of Knowledge Bases Used in Design Science Research 341 

22. Gregory, R.: Design science research and the grounded theory method: Characteristics, dif-
ferences, and complementary uses. In: Proceedings of the 18th European Conference on 
Information Systems (2010) 

23. Weber, S.: Design science research: Paradigm or approach. In: Processings of the 16th 
Americas Conference on Information Systems (2010) 

24. Ofer, A., Kumar, N., Shapira, B.: A theory-driven design framework for social recom-
mender systems. Journal of the Association for Information Systems 11(9), 455–490 
(2010) 

25. Hovorka, D., Germonprez, M.: Tinkering, tailoring and bricolage: Implications for theories 
of design. In: Proceedings of the 15th Americas Conference on Information Systems 
(2009) 

26. Zimmerman, J., Forlizzi, J., Evenson, S.: Research through design as a method for interac-
tion design research in hci. In: Proceedings of the 2007 Conference on Human Factors in 
Computing Systems CHI 2007, New York, p. 493 (2007) 

27. Gonzalez, R.: Validation of crisis response simulation within the design science frame-
work. In: Proceedings of the 30th International Conference on Information Systems (2009) 

28. Roland, M., Thoring, K.: Understanding artifact knowledge in design science: Prototypes 
and products as knowledge repositories. In: Proceedings of the 17th Americas Conference 
on Information Systems (2011) 

29. Weedman, J.: Client as designer in collaborative design science research projects: what 
does social science design theory tell us? European Journal of Information Systems 17(5), 
476–488 (2008) 

30. Hevner, A., March, S.: It systems perspectives - the information systems research cycle. 
Computer 36(11), 111–113 (2003) 

31. Woolridge, R., Hale, J., Hale, D.: Towards a reference architecture of intent for informa-
tion systems strategic alignment. In: Proceedings of the 14th Americas Conference on In-
formation Systems (2008) 

32. Heinrich, B., Bolsinger, M., Bewernik, M.: Automated planning of process models: The 
constructions of exclusive choices. In: Proceedings of the 30th International Conference on 
Information Systems (2009) 

33. Chatterjee, S., Sarker, S., Fuller, M.: A deontological approach to designing ethical colla-
boration. Journal of the Association for Information Systems 10(3), 138–169 (2009) 

34. Siponen, M., Baskerville, R., Heikka, J.: A design theory for secure information systems 
design methods. Journal of the Association for Information Systems 7(11), 725–770 
(2006) 

35. Zhang, X., Brown, S.: Designing collaborative systems to enhance team performance. 
Journal of the Association for Information Systems 12(8), 556–585 (2011) 

36. Kasper, G.: A theory of decision support system design for user calibration. Information 
Systems Research 7(2), 215–232 (1996) 

37. Xu, J., Wang, G., Li, J., Chau, M.: Complex problem solving: Identity matching based on 
social contextual information. Journal of the Association for Information Systems 8(10), 
525–545 (2007) 

38. Mittleman, D.: Planning and design considerations for computer supported collaboration 
spaces. Journal of the Association for Information Systems 10(3), 278–305 (2009) 

39. Vranesic, H., Rosenkranz, C.: The role of boundary objects and boundary spanning in data 
warehousing -a research-in-progress report. In: Proceedings of the 17th European Confe-
rence on Information Systems (2009) 



342 O. Gaß et al. 

40. Steiger, D., Steiger, N.: Decision support as knowledge creation: An information system 
design theory. In: Proceedings of the 40th Annual Hawaii International Conference on 
System Sciences, p. 204a (2007) 

41. Zhang, X., Olfman, L., Firpo, D.: An information systems design theory for collaborative 
eportfolio systems. In: Proceedings of the 44th Annual Hawaii International Conference on 
System Sciences, pp.1–10 (2011) 

42. Benjamin, S., Schooley, L., Alnosayan, N.: Development of a disability employment in-
formation system: An information systems design theory approach. In: Proceedings of the 
39th Annual Hawaii International Conference on System Sciences (2006) 

43. Lau, R., Liao, R., Xu, K.: An empirical study of online consumer review spam: A design 
science approach. In: Proceedings of the 31st International Conference on Information 
Systems (2010) 

44. Lau, R., Lai, C., Ma, J., Li, Y.: Automatic domain ontology extraction for context-
sensitive opinion mining. In: Proceedings of the 30th International Conference on Informa-
tion Systems (2009) 

45. Nickerson, R., Varshney, U., Muntermann, J., Isaac, H.: Taxonomy development in infor-
mation systems: Developing a taxonomy of mobile applications. In: Proceedings of the 
17th European Conference on Information Systems (2009) 

46. Becker, J., Karow, M., Mueller-Wienbergen, F., Seidel, S.: Toward process modeling in 
creative domains. In: Proceedings of the 15th Americas Conference on Information Sys-
tems (2009) 

47. Gass, O., Mädche, A.: Enabling end-user-driven data interoperability – a design science 
research project. In: Proceedings of the 17th Americas Conference on Information Systems 
(2011) 

48. Golding, P., Donaldson, O.: A design science approach for creating mobile applications. 
In: Proceedings of the 30th International Conference on Information Systems (2009) 

49. Nan, N., Johnston, E.: Using multi-agent simulation to explore the contribution of facilita-
tion to gss transition. Journal of the Association for Information Systems 10(3), 252–277 
(2009) 

50. Baloh, P.: The role of fit in knowledge management systems: Tentative propositions of the 
kms design. Journal of Organizational & End User Computing 19(4), 22–41 (2007) 

51. Markus, M.: Toward a theory of knowledge reuse: Types of knowledge reuse situations 
and factors in reuse success. Journal of Management Information Systems 18(1), 57–93 
(2001) 

52. Vizecky, K.: A design theory for knowledge transfer in business intelligence. In: Proceed-
ings of the 17th Americas Conference on Information Systems (2011) 

53. Collins, J., Ketter, W., Gini, M.: Flexible decision support in dynamic inter-organisational 
networks. European Journal of Information Systems 19(4), 436–448 (2010) 

54. Hoyer, V., Stanoevska-Slabeva, K.: Generic Business Model Types for Enterprise Mashup 
Intermediaries. In: Nelson, M.L., Shaw, M.J., Strader, T.J. (eds.) AMCIS 2009. LNBIP, 
vol. 36, pp. 1–17. Springer, Heidelberg (2009) 

55. DevelAkesson, M., Kautz, K., Eriksson, C.: Engaged design science: oping design deci-
sions for the future e-newspaper. In: Proceedings of the 31st International Conference on 
Information Systems (2010) 

56. Böhringer, M.: Towards a design theory for applying web 2.0 patterns to organisations. In: 
Proceedings of the 19th European Conference on Information Systems (2011) 

57. Williams, K., Chatterjee, S., Rossi, M.: Design of emerging digital services: a taxonomy. 
European Journal of Information Systems 17(5), 505–517 (2008) 



 Anatomy of Knowledge Bases Used in Design Science Research 343 

58. Urbach, N., Würz, T.: Designing a reference framework of it/is outsourcing steering 
processes. In: Proceedings of the 19th European Conference on Information Systems 
(2011) 

59. Boehm, M., Stolze, C., Breitschwerdt, R., Zarvic, N., Thomas, O.: An integrated approach 
for teaching professionals it management and it consulting. In: Proceedings of the 17th 
Americas Conference on Information Systems (2011) 

60. Sarnikar, S., Deokar, A.: Towards a design theory for process-based knowledge manage-
ment systems. In: Proceedings of the 29th International Conference on Information Sys-
tems (2008) 

61. Chung, W., Tseng, T.-L.: Extracting business intelligence from online product reviews: An 
experiment of automatic rule-induction. In: Proceedings of the 31st International Confe-
rence on Information Systems (2010) 

62. Umapathy, K., Purao, S., Barton, R.: Designing enterprise integration solutions: effective-
ly. European Journal of Information Systems 17(5), 518–527 (2008) 

63. Mueller, B., Ahlemann, F., Riempp, G.: Towards a strategic positioning method for it 
management. In: Proceedings of the 30th International Conference on Information Systems 
(2009) 

64. Martin, J., Conte, T., Knapper, R.: Towards objectives-based process redesign. In: Pro-
ceedings of the 17th Americas Conference on Information Systems (2011) 

65. Hertlein, M., Smolnik, S., Riempp, G.: Knowledge centers in professional services firms: 
Design and empirical evidence. In: Processings of the 16th Americas Conference on In-
formation Systems (2010) 

66. Becker, J., Weiss, B., Winkelman, A.: Developing a business process modeling language 
for the banking sector – a design science approach. In: Proceedings of the 15th Americas 
Conference on Information Systems (2009) 

67. Albert, T., Goes, P., Gupta, A.: Gist: A model for design and management of content and 
interactivity of customer-centric web sites. MIS Quarterly 28(2), 161–182 (2004) 

68. Xie, J.: Sustaining quality assessment processes in user-centred health in formation portals. 
In: Proceedings of the 15th Americas Conference on Information Systems (2009) 

69. Blinn, N., Lindermann, N., Fäcks, K., Nüttgens, M.: Web 2.0 in SME Networks - A De-
sign Science Approach Considering Multi-perspective Requirements. In: Nelson, M.L., 
Shaw, M.J., Strader, T.J. (eds.) AMCIS 2009. LNBIP, vol. 36, pp. 271–283. Springer, 
Heidelberg (2009) 

70. Cleven, A., Wortmann, F.: Uncovering four strategies to approach master data manage-
ment. In: Proceedings of the 43rd Annual Hawaii International Conference on System 
Sciences, pp.1–10 (2010) 

71. Hain, S., Back, A.: Towards a maturity model for e-collaboration -a design science re-
search approach. In: Proceedings of the 44th Annual Hawaii International Conference on 
System Sciences, pp.1–10 (2011) 

72. Aaen, I.: Essence: facilitating software innovation. European Journal of Information Sys-
tems 17(5), 543–553 (2008) 

73. D’Aubeterre, F., Singh, R., Iyer, L.: Secure activity resource coordination: empirical evi-
dence of enhanced security awareness in designing secure business processes. European 
Journal of Information Systems 17(5), 528–542 (2008) 

74. D’Aubeterre, F., Singh, R., Iyer, L.: A semantic approach to secure collaborative inter-
organizational ebusiness processes (ssciobp). Journal of the Association for Information 
Systems 9(3), 231–266 (2008) 
 



344 O. Gaß et al. 

75. Samuel-Ojo, O., Schooley, B., Hilton, B., Horan, T.: Sharing behavior in emergencies: An 
instantiation of a utility-focused prototype of a secure mobile near-real-time content device 
in pre-hospital and hospital settings. In: Processings of the 16th Americas Conference on 
Information Systems (2010) 

76. Andrade, E., Reynoso, J.: Enhanced learning using mutimedia-interactive systems: An ex-
perimental study. In: Proceedings of the 15th Americas Conference on Information Sys-
tems (2009) 

77. Hochstein, A., Brenner, W., Schindlholzer, B.: Service consumer model: Understanding 
and describing consumers for new service development. In: Proceedings of the 14th Amer-
icas Conference on Information Systems (2008) 

78. Gaspoz, C., Pigneur, Y.: Preparing a negotiated r&d portfolio with a prediction market. In: 
Proceedings of the 41st Annual Hawaii International Conference on System Sciences, p. 
53 (2008) 

79. Druckenmiller, D., Acar, W.: Engineering dialectical inquiry: Lessons learned from lab 
explorations. In: Proceedings of the 42nd Annual Hawaii International Conference on Sys-
tem Sciences, pp.1–10 (2009) 

80. Rittgen, P.: Collaborative modeling -a design science approach. In: Proceedings of the 
42nd Annual Hawaii International Conference on System Sciences, vol. 42, pp.1–10 
(2009) 

81. Schooley, B., Hilton, B., Abed, Y., Lee, Y., Horan, T.: Process improvement and consum-
er-oriented design of an inter-organizational information system for emergency medical re-
sponse. In: Proceedings of the 44th Annual Hawaii International Conference on System 
Sciences, pp.1–10 (2011) 

82. Weber, S., Beck, R., Wolf, M., Vykoukal, J.: Portfolio performance measurement based on 
service-oriented grid computing: Developing a prototype from a design science perspec-
tive. In: Proceedings of the 43rd Annual Hawaii International Conference on System 
Sciences, pp.1–10 (2010) 

 



K. Peffers, M. Rothenberger, and B. Kuechler (Eds.): DESRIST 2012, LNCS 7286, pp. 345–353, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Characterizing Design Science Theories  
by Level of Constraint on Design Decisions   

Bill Kuechler1 and Vijay Vaishnavi2 

1 Information Systems 
University of Nevada, Reno, 1664 N. Virginia Street, Reno, NV89557 

kuechler@unr.edu 
2 Computer Information Systems 

Georgia State University P.O. Box 3965 Atlanta, GA 30302-4015 
vvaishna@gsu.edu 

Abstract. A current issue in Design Science Research in Information Systems 
(DSRIS) is the manner in which to capture and present the knowledge gained in 
the course of a DSRIS project. Different conceptions of design science theory 
have been suggested. The most firmly established of these is Information 
Systems Design Theory (ISDT). Recently a number of authors have suggested 
that additional theory formulations are needed to capture higher-level 
knowledge: higher level design science theories (HLDST). As more types of 
theory to capture different types of information are proposed the question 
arises: how do these different theory types relate, to each other and also to the 
artifact that is constructed in the course of most DSRIS projects? 

In this paper we develop a design-decision-constraint framework for 
characterizing design science theories. Additionally we relate design decisions 
to the dependent and independent variables of the theories; these traditional 
elements of theory have been lacking in most discussions of design science 
theories. By (re)introducing dependent and independent variables to the design 
science theory conversation we hope to bridge the gap between traditional 
explanatory theory and ISDT, and thereby help to clarify the discussions of 
theory in DSRIS. 

Keywords: design science research, theory categorization, mid-range theory, 
theory taxonomy. 

1 Introduction 

Many recent publications on design science research in Information Systems (DSRIS) 
have expressed the desirability of a prescriptive design theory as one of the outputs 
from a DSRIS project. Walls, et al. (1992, 2004) set out the first and most commonly 
understood form for this prescriptive information termed an ISDT – Information 
Systems Design Theory. Each ISDT captures design information on the class of 
artifacts of which the specific artifact in the DSRIS project is an instantiation. Walls 
et al. suggested a specific format for an ISDT (see Table 1), and many DSRIS 
exemplars (Markus et al. 2002; Hall, et al. 2003; Jones and Gregor 2006) have 
followed this definition to varying degrees. 
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Table 1. Content Categories of Information System Design Theory (from Walls et al. 2004) 

  Theory Component of ISDT 
 
Design  
Product 

1.  Meta-requirements 
2. Meta-design 
3. Kernel theories 
4. Testable design product hypotheses 

 
Design Process 

1. Design method 
2. Kernel theories 
3. Testable design process hypotheses 

One suggested component of the Walls, et al. (1992, 2004) ISDT framework is 
kernel theories – high level theories from natural and social sciences that can inform 
both the Design Product and the Design Process portions of the ISDT. However, the 
framework gives no guidance on how the kernel theory relates to or suggests the 
prescribed meta-design and/or design method. In order to fully capture that 
knowledge a more abstract type of design science theory is required.  

In the next section of the paper we present the suggestions of various authors for 
alternative forms of design science theory. All of the alternative forms operate at a 
higher conceptual level than ISDT (cf. Gregor’s (2006) type II, III, IV theories; ISDT 
is classified by Gregor as type V). All of these alternative forms of theory have 
significant value and focus on different aspects of design science research. For 
convenience we refer to these theories by the group designation, higher level design 
science theories (HLDSTs). Without a framework to classify and relate these different 
theory formalisms, confusion is inevitable as to what knowledge each formalism 
captures and how each relates to the other and the DSRIS artifact itself. A framework 
for classifying design science theories according to the degree to which they constrain 
design decisions is then proposed and exercised with an example. A concluding 
section summarizes the contribution of the theory classification framework to DSRIS.  

2 Higher Level Design Theory Representations for DSRIS 

Vaishnavi and Kuechler (2004; Kuechler and Vaishnavi, 2008) were early proponents 
of a design science theory formalism that was less prescriptive and more general and 
explanatory than the Walls et al. (1992, 2004) ISDT. They described their theory 
conceptualization as mid-range in scope just as ISDT, but lying between kernel 
theories and ISDT in conceptual level. They termed such theory design relevant 
explanatory / predictive theory (DREPT) and describe it as explicit translation into 
the design domain of specific aspects of a technology and design neutral kernel theory 
(Kuechler and Vaishnavi (in press)).  

Gregor and Jones (2007) also issued a call to DSRIS researchers to capture more of 
the knowledge generated in a DSRIS effort than is possible in the Walls, et al. (1992, 
2004) definition of an ISDT; they suggested extensions to the Walls, et al. template 
including an explanatory component they termed justificatory knowledge. We 



 Characterizing Design Science Theories by Level of Constraint on Design Decisions 347 

interpret justificatory knowledge to be very similar to HLDST: explanatory 
knowledge that details how the physical and/or psychological principles embodied in 
the artifact give rise to the useful behaviors it exhibits.  

Baskerville and Pries-Heje (2010) propose a design theory formulated as 
requirements-components pairs [of a designed class of artifact], and demonstrate that 
this formulation satisfies both the prescriptive how-to aspect of the traditional Walls, 
ISDT while offering additional explanatory information on how the artifact functions. 
In the formalism they term explanatory design theory (EDT) requirements are 
explicitly related to artifact components. This is a parsimonious and elegant 
construction; however, the level of explanation offered by EDT seems to be lower 
than either justificatory knowledge or HLDST.  EDT operates at the level of 
component, HLDST and justificatory knowledge at the level of basic-cause-of-
functionality, and so neither can substitute for the other. This suggests that design 
science may eventually fully accept an array of different theory conceptions, each 
working most effectively at a specific level of abstraction as may be most appropriate 
for a specific discussion.  

Arazy, et al. (2010) propose another variant on design science theory which they 
call applied theory. Applied theories are derived a-priori from kernel theories and 
effect a linkage between those theories and the DSRIS artifact design. Along with the 
Gregor and Jones (2007) and Kuechler and Vaishnavi (2008), Arazy, et al. believe 
that “Although we cannot expect to find a direct one-to-one mapping [between kernel 
theory constructs and design goals] the correspondence should be clear.” Applied 
theory as they present it establishes that correspondence.  We understand applied 
theory to be outside the range of HLDST in that it remains a technology neutral 
specialization of kernel theory and so does not make the transition to the design 
domain. We have included it because it is obviously motivated by the same need to 
link kernel theories with design theories that has resulted in multiple proposals for 
HLDST and helps to underscore this need as a continuing trend in DSRIS. 

The design theory formulations discussed above are all significantly different from 
the traditional Walls, et al. (1992) ISDT. Understanding how these new types of 
design science theory relate to each other, to ISDT and to the process of design 
science requires a robust categorization framework. The framework developed below 
typifies theories in a manner that aids in understanding the conceptual level of the 
theory by focusing on the constraints on design imposed by each theory formulation.   

3 A Design Constraint Theory Categorization Framework 

Figure 1 distinguishes three levels of knowledge capture in DSRIS: high level 
theories including both kernel theories and experience based insights and intuitions 
into design, mid-range design science theories1 and at the most concrete level, the 
designed artifact itself. Figure 1 also illustrates a common understanding of how 
theory is ‘ordered’ in IS design science research (e.g. Walls, 1992; Venable, 2006). It 
implies, for example, that kernel theories are at a higher level than ISDT and 

                                                           
1 From a conceptual standpoint they could be called ‘mid-level design science theories’. They 

are called ‘mid-range’ theories to convey the scope of their use.  
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‘precede’ it; however the common understanding leaves ranking criteria tacit. Figure 
1 actually represents a tree since each of the arrows in the figure can lead to multiple 
forms of knowledge capture at the next level. For example, a kernel theory can lead to 
multiple HLDSTs.  

 

Fig. 1. ISDTs and higher level design science theories (HLDST) as mid-range knowledge 
representations in design science research (adapted from Kuechler and Vaishnavi, in press) 

Figure 2 expands on Figure 1 in three significant ways. First, it adds Models as the 
final level of design specification, that are more concrete than ISDTs in that they 
specify specific implementations (specific rather than meta level). Second, the level of 
Artifacts2 is broken into implemented template systems and operational systems 
levels. Third and most important, the figure indicates the design decisions that are 
specified and constrained by each level of theory. The framework of Figure 2 
provides a classification-by-level scheme for design science theories that is 
orthogonal to Gregor’s (2006) theory typology. The arrows in the figure indicate 
transitions from higher to lower conceptual levels. The classification provided by the 
framework is unique in that it orders theories by the number and kind of design 
decisions it constrains or leaves open; there is an exact inverse correspondence 
between conceptual level and degree of design constraint. That is, the higher the 
conceptual level, the fewer design constraints it entails.  
                                                           
2 Including designed artifacts in the model and thus treating them as (concrete) theories is 

arguable. It may, however, be noted that they have been proposed in HCI as the best way to 
expose and explore theory in complex realms (Carroll and Kellogg 1989). 
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Kernel theories leave almost all design decisions open - even leaving open the 
application(s) for which the phenomena described by the theory may be useful. In 
fact, kernel theories are typically technology neutral. Occasionally, kernel theory can 
be serendipitously related to technology through the use of IT apparatus in the testing 
of the theory. An example might be a psychological theory of the subjective 
perception of time intervals that was tested in a published paper using PC displays 
and speakers. The experimental apparatus used to test the theory may inadvertently 
suggest an IT application for the otherwise technology-neutral theory. 

HLDST is positioned one step to the right of comprehensive (kernel) theory in 
Figure 2. This movement takes theoretical statements from the natural/social science 
domain into the design domain. HLDSTs in our definition specify an IS application 
domain and an effect to which the theory is applicable. The translation of 
comprehensive theory DVs (dependent variables) to effects potentially useful in the 
business environment and the translation of the comprehensive theory IVs 
(independent variables) to one or more artifact-achievable behaviors (that cause the 
effect), is visible in all HLDSTs. However, while the translation is explicit in some 
HLDST formulations (DREPT; Kuechler and Vaishnavi, in press) it is implicit in 
others (justificatory knowledge (Gregor and Jones, 2007); explanatory design theory 
(Baskerville and Pries Heje, 2010))  

 

Fig. 2. Design decision constraint across design theory levels 

Mid-Range Theories 

Implemented 
template 

systems (empty 
data structures) 

Operational 
systems 

(populated data 
structures) 

5. 
populate 

Artifacts 

Designs 

4. Build; choice of languages, 
platforms, all programming 
decisions 

Models 
(implementation 

schemes) 

Information 
systems 
design 

theories 
(ISDTs) 

Higher level 
design science 

theories 
(HLDSTs) 

Comprehensive 
(kernel) 
Theory  

1. Domain selection,  e.g.  a  
theory from psychology applied to 
conceptual modeling 

2. Application domain selection, e.g. business 
process modeling; define meta-requirements 
(what system must do and meta design (high 
level description of artifact attributes) 

3. Technology selection, e.g. web-browser-
based display; design specification – use 
micro-rationales for text; hyperlinked 
graphic ‘slices’ for diagrams 

Theories become more concrete 
Design decisions become more constrained 



350 B. Kuechler and V. Vaishnavi 

ISDTs specify lower level design decisions: the specific technology and the 
specific artifact functionality (attributes or requirements) by which the desired effect 
might be obtained. At a still more concrete level, models in the computer science and 
engineering sense specify all of the above plus the implementation details of the 
functionality. Models are the most concrete level in the design domain.  

In the artifact domain the implementation is fixed – there are no more design 
decisions to be made. It is consistent with the rest of the framework however, to 
distinguish between an artifact with unpopulated data structures – where the specific 
application environment has yet to be determined – and an operational system, fully 
embedded in a specific work domain. Once in use with populated data structures and 
procedures, only operational decisions concerning the use of the artifact remain. 

We feel this categorization mechanism is natural to design science research and 
specifically to DSRIS. We believe it will allow the design science researchers to 
finally, firmly define the level at which various design science theories and models 
operate; as DSRIS researchers ourselves and readers and reviewers of substantial 
numbers of DSRIS research papers we have seen considerable confusion over the 
design science theory level issue (is it a theory in the same sense as kernel theory?; is 
it closer to a computer science model which is more constrained?) Venable (2006) has 
also explicitly raised the question of the level at which design science theory should 
operate. The typing of theory by design decision also objectively distinguishes 
between comprehensive (kernel) theory, different types of HLDST, and ISDT. 

4 Application of the Framework to an Example 

Throughout this section of the paper we refer to the detailed exposition of an actual 
DSRIS project given in Kuechler and Vaishnavi (2008) to demonstrate progressive 
design decision constraint using the framework of Figure 2. Since that paper uses a 
specific type of HLDST, which makes explicit reference to dependent and 
independent variables in both kernel and HLDST theories, our example does also. 
Please note that the discussion below is of the logical progression between theory 
levels and illustrates the framework, not actual theory development techniques.  

4.1 Transition 1, from Kernel Theory to HLDST 

As an example of this transition, the kernel theories of Kuechler and Vaishnavi 
(2008), from cognitive and social psychology, have information salience as the 
dependent variable. The kernel theory independent variables are modes of information 
presentation (textual, numeric, with or without various framing information). The 
mapping from kernel theories to the HLDST for Kuechler and Vaishnavi (2008) 
involved the application of the kernel theories to the domain of computer presented 
conceptual models. The dependent variable became more concrete: the salience of 
textual and diagrammatic information about a conceptual model. The DV translation 
maps a general theory into one of specific interest to IS. The independent variable 
becomes technology dependent: computer mediated display of a conceptual model. 
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The IV translation maps the general theory into the design realm. Note however that 
the HLDST is still quite general and potentially applicable to any of the multiplicity 
of conceptual models used in IS. Kuechler and Vaishnavi (2008) termed their 
HLDST: A theory of grammatical element salience in [computer mediated] 
conceptual modeling (GESCM).   

4.2 Transition 2, from HLDST to ISDT 

In moving from HLDST to ISDT, a single area of interest was specified. In the 
running example, the specific conceptual modeling area of business process modeling 
was chosen. Also, necessarily, the HLDST DV of conceptual model information 
salience was specialized to: salience of business process modeling notations and their 
related design rationale. The IV was specialized to on-screen presentation of data: 
textual presentation of non-functional requirements displayed in some manner or 
sequence with a diagrammatic notation. Detail on the DV constitutes the Walls et al. 
ISDT meta-requirements. Detail on the IV constitutes the Walls et al. meta-design. 
ISDT testable hypotheses (another component of the Walls, et al. ISDT) were easily 
derived from the nature of the effects specified in the meta-requirements (and 
explained by the HLDST).   

It is easy to see that the transition from HLDST to ISDT is truly one of conceptual 
level on demonstration that a single HLDST can yield multiple ISDTs. For the 
Kuechler and Vaishnavi (2008) HLDST, for example, an alternate specific domain 
could be conceptual modeling of data. An alternate IV could be on-screen 
presentation of multiple notational representations of the same data, each intended to 
make salient a different aspect of the data set, and so on.  

4.3 Transition 3, from ISDT to Model 

In moving from ISDT to the artifact design model the final high level design details – 
conceptual, as opposed to construction – were made. BPMN was chosen as the 
specific process notation from several widely used alternatives. The specific mode of 
presentation was conceptualized as a hyper-link between BPMN symbols or logical 
groupings of such symbols, termed ‘slices’ and the textual description of a portion of 
the process design rational for that portion of the process, termed the ‘micro-rationale’ 
for that ‘slice’. Note that, just as when transitioning from HLDST to ISDT, many 
alternative choices of notation and presentation could have been made yielding many 
different models from a single ISDT. 

4.4 Transition 4, from Model to Template System 

This transition is the implementation step during which the artifact is actually 
constructed, guided by the Model/ISDT. As part of this transition, concrete decisions 
must first be made as to development languages, IDEs, programming frameworks, 
etc. Following these decisions, the multitude of actual implementation decisions – 
how to partition the program into functions and subroutines, specific algorithms and 
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data structures, etc. - are made routinely in the course of programming the artifact – in 
the example case, the Business Process Design Display System.  

4.5 Transition 5, from Template System to Operational System 

The system (in the running example), which had been tested with partial and stub 
data, was, on completion, fully loaded with data. In this project as in most DSRIS 
projects, the data consisted of carefully selected test cases intended to determine the 
satisfaction of design requirements – evaluating the effectiveness of the artifact. In a 
production environment – since DSRIS results are intended to be used in practice – 
the data would be some subset of the actual and proposed business processes in effect 
at the organization implementing the system. 

5 Summary and Discussion  

In this paper we have briefly described a design-decision-constraint framework for 
design science theory categorization in DSRIS. The framework specifies the design 
decisions that are constrained at each theory-level-to-theory-level transition and the 
manner in which dependent and independent variables become more concrete as the 
theory levels progress from comprehensive (kernel) theory to actual artifact. We 
showed briefly how the framework could be used with an example taken from an 
actual DSRIS project, and sketched the manner in which the framework is compatible 
with all recently proposed formulations for design science theory. 

Note that the framework as illustrated by Figure 2, especially from ISDT through 
Operational System, bears a striking resemblance to an IS system development 
methodology. We do not see how it could be otherwise and still accurately reflect 
design practice; indeed we see this resemblance as adding substantial face credibility 
to the framework. The primary difference between the framework and a development 
methodology is that the framework is focused primarily on the knowledge that can be 
captured and expressed at each “development phase” while a development 
methodology is exclusively focused on the activities performed at each phase.  
Additionally, the design science DSRIS theory categorization framework extends to 
higher levels of abstraction than a development methodology: HLDST and kernel 
theory. These levels are rarely of concern to IS development in practice.  
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Abstract. Both the IT artifact and design theory are fundamental elements of a 
design science project. While literature provides an extensive discussion on 
why IT artifacts and design theory can be regarded as two sides of the same 
coin, an operational detailed model on how to actually decode and translate the 
one into the other is not yet to be found. In this paper, we address this important 
issue taking the example of social facilitation, a theory perspective that informs 
us about how the integration of social media features in IT-based routine work 
can increase task performance. With the help of this example we are able to 
demonstrate how a lack of discussion regarding the relationship between the ac-
tual implementation (IT artifact perspective) and corresponding variables (de-
sign theory perspective) can create significant issues of scientific rigor. In order 
to overcome this gap, we develop a design theorizing framework that differen-
tiates between the structural model (inner model), the measurement model, and 
the design model (both outer model components). Based on our findings, the 
paper concludes with discussing potentially fruitful avenues for future research 
and theory development in design science.  

Keywords: Design theory, Framework, Artifact-Theory Relationship, Instantia-
tion, Virtual Social Facilitation. 

1 Introduction 

The design science research paradigm is highly relevant to information systems re-
search. In recent years, there have been several efforts to bring design research into 
the IS discipline because it addresses the perceived lack of practical relevance 
(Hirschheim & Klein 2003) as well as the need to focus on the IT artifact (Hevner et 
al. 2004). While the importance of the latter within the design science research para-
digm has been discussed controversially, it today appears to be generally accepted 
that a pure focus on the IT artifact is too narrow for a socio-technical discipline 
(McKay & Marshall 2005; Carlsson 2010). It has been proposed that the phenomena 
of interest for design research in IS should also include, on a more abstract level, 
theories (Gregor & Jones 2007). Thus, in addition to the need to increase practical 
relevance by developing useful IT artifacts, theorizing can be considered an important 
aspect of design research as well. Design theories, as a specific theory type, define 
how to do something, i.e. are prescriptive in nature and concern the principles of form 
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and function as well as methods and justificatory theoretical knowledge that are used 
in the development of IS artifacts (Gregor 2006).  

However, while the interdependencies between kernel theory and design theory are 
widely discussed, not much attention has yet been given to the relationship between 
design theory and the IT artifact. Generally, artifact instantiation from theory is impor-
tant to demonstrate feasibility of both the design process and the design product 
(Hevner et al. 2004). However, literature on specific design problems in IS shows that 
the principles developed by a certain design theory may be instantiated in different 
ways (e.g. Hardless, Lindgren, & Schultze, 2007). With this paper, we seek to show 
how the absence of this discussion leads to issues of scientific rigor and support our 
argument with the help of an example: virtual social facilitation. Based on our findings, 
we then develop a design theorizing framework that integrates the discussed aspects. 

The remainder of this paper is structured as follows. Section two outlines related 
work on design science and identifies achievements as well as gaps with regard to the 
relationship of design theory and IT artifact. In Section three, the case of virtual social 
facilitation is presented and evaluated with respect to specific design choices and their 
motivation. Section four then builds upon this analysis and derives implications for 
design theorizing. 

2 Related Work in Design Science 

There are different views on what constitutes design theory and how it relates to the 
implementation of an IT artifact.  

Design theory is non-existent. In an early work on design science in IS, March and 
Smith (1995) stated that the term theory should be preserved for natural sciences and 
could not be applied in a design context. They point out that “an appropriate framework 
for IT research lies in the interaction of design and natural sciences. IT research should 
be concerned both with utility, as a design science, and with theory, as a natural 
science” (March & Smith 1995, p. 255). Nevertheless, they briefly refer to the relation-
ship between general IS theories and the IT artifact by stating that “theorizing in IT 
research must explicate those characteristics of the IT artifact operating in its environ-
ment that make it unique to IT and require unique explanations” (March & Smith 1995, 
p. 259). For design science in general, they identified four major outputs: constructs, 
models, methods and implementations. Here, they argued that design science – similar 
to natural science – would need a basic language of concepts (constructs) which could 
then be used to describe tasks or situations in terms of models. In addition, design re-
searchers would also develop certain practices of performing design activities (methods) 
which may be instantiated in a particular implementation. This argument is developed 
further by Hevner et al. (2004). However, while recognizing the importance of the other 
products, they see the “purposeful IT artifact created to address an important organiza-
tional problem” (Hevner et al. 2004, p. 82) as major output of design science. Again, the 
relation between theory and implementation is only addressed on a very abstract level 
and only refers to IS theories in general and not IS design theories. It is stated that beha-
vioral science addresses the development and justification of theories that explain or 
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predict phenomena related to the identified business need whereas design science is 
concerned only with building and evaluating the artifacts.  

Design theory is informed by kernel theories. In contrast to this view, there has been 
the notion of a design theory in IS research as initially developed by Walls et al. 
(Walls et al. 1992) based on the idea of a “science of the artificial” proposed by Si-
mon (1981). Here, not only the IT artifact is considered the core research objective of 
the IS discipline in general and IS design research in particular (as in e.g. Benbasat & 
Zmud 2003; Hevner et al. 2004) but also a theory on how to design these artifacts. 
This information systems design theory (ISDT) is defined as a “prescriptive theory 
based on theoretical underpinnings, which says how a design process can be carried 
out in a way which is both effective and feasible” (Walls et al. 1992, p. 37). In this 
context, Gregor and Jones adopted the concepts of March and Smith stating that 
“’constructs, models and methods’ are all one type of thing and can be equated to 
theory or components of theory, while instantiations are a different type of thing alto-
gether” (Gregor & Jones 2007, p. 320). Thus, they emphasize the need to differentiate 
design theorizing from implementing a particular instance of the developed theory in 
terms of an IT artifact. For the theorizing function, kernel theories, i.e. theories from 
natural and social sciences that govern design requirements, have been identified as 
core components. Walls et al. (1992) state that their utilization can be considered 
essential for both design product, i.e. the actual artifact, and design process. Iivari 
(2007) even sees the “danger that the idea of a ‘design theory’ will be (mis)used just 
to make our field sound more scientific without any serious attempt to strengthen the 
scientific foundation of the meta-artifacts proposed” if no kernel theories are used 
within the design theorizing process. Thus, in this view of design science, it is recog-
nized that there has to be a relationship between the underlying kernel theory and the 
instantiated artifact. The exact structure of this relationship, however, is not elabo-
rated in further detail. It is described on a rather high level and not analyzed with 
respect to the constructs of the kernel theories in-depth. Furthermore, in this under-
standing, it is assumed that kernel theory only informs the design, but is itself not 
systematically refined or further developed by the findings of the design research.  

Reciprocal relationship between kernel theories and design theories.  Gregor (2006) 
sees design theories as being strongly related to all other theory types (theories for 
analyzing, theories for explaining, theories for predicting, and theories for explaining 
and predicting). More specifically, she sees a strong interrelationship between theo-
ries of explanation and prediction (EP) and design theories stating that “knowledge of 
people and information technology capabilities informs the design and development 
of new information system artifacts” and that “these artifacts can then be studies in 
terms of EP theory” (Gregor 2006, p. 629). Kuechler and Vaishnavi (2008) add the 
concept of a mid-range theory and argue that that kernel theories can both inform 
design science and in turn be refined and developed by it.  

It can be noted from this review that there has been a comprehensive discussion in li-
terature about the outputs of design science, the general distinction between design 
theory and the IT artifact and the relationship between kernel theories and design theory. 
However, not much has been published yet on the exact relationship between design 
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theory and particular instantiations of this theory in terms of IT artifacts. Design theories 
are normative theories, i.e. they are prescriptive and evaluative rather than only descrip-
tive, explanatory, or predictive (Markus et al. 2002). Kuechler and Vaishnavi (2008) 
state that design theories consist of prescriptive statements where a prescribed action is 
intended to lead to a certain goal. The relationship between prescribed action and goal 
correspond to the cause-effect-relation within the underlying kernel theory. However, 
one could argue that a design theory may include alternative prescribed actions i.e. al-
ternative design choices that are aimed towards the same goal. One concept that points 
into a similar direction is that of a design theory nexus by Pries-Heje & Baskerville 
(2008). Referring to Carrol and Kellog (1989) they state that a “design theory nexus 
extends the deductive view of the relationship between theory and artifact to a reciproc-
al relation between the articulation and rearticulation of theoretical claims and iterations 
of design” (Pries-Heje & Baskerville 2008, p. 3). Here, however, alternative solutions 
do not concern particular design choices but competing design theories and, thus, are 
aimed towards different goals. Therefore, to our knowledge, there is no theoretical view 
that includes a discussion of the relationship between alternative prescriptive statements, 
i.e. prescriptive designs and the implemented artifact.  

3 The Case of Virtual Social Facilitation 

3.1 Background and Motivation 

Looking at the developments within the 20th century, it is observable that information 
technology has been primarily used to capture and structure data within organizations 
and to streamline business processes by means of automation. There has been a pletho-
ra of studies focusing on how IT can contribute to more efficient processes (Broadbent 
et al. 1999; Bala & Venkatesh 2007). Innovations in IT were introduced by the global 
players and have then been adopted by smaller businesses before arriving at a consum-
er level. Recently, however, there has been a turnaround regarding this trend (Moore 
2011). Now, IT innovations are oftentimes induced on a consumer level and then dif-
fuse into organizational context. The systems of record, i.e. core IT systems of the 
companies that support their daily routines, are “no longer a source of competitive 
differentiation for organizations” (Moore 2011, p. 3). They are increasingly comple-
mented by systems of engagement, i.e. systems that allow for communication and col-
laboration across enterprise boundaries. In a world of complex supply chains and a 
plethora of stakeholders involved in each business process, this concept of boundary 
spanning has been outlined as one key aspect for competitiveness (Levina & Vaast 
2005). In this context, Web 2.0 in general and social media in particular are often seen 
as enabling technologies (Kaplan & Haenlein 2010). Research and practice calls for the 
Enterprise 2.0 that extends and complements existing systems of record with Web 2.0 
technologies thereby integrating social media into the organization. 

In this context, social psychology in general and social facilitation theory in partic-
ular may assist in determining and explaining possible effects these implementations 
have with regard to work performance. Moreover, researchers have argued that the 
latter may be a suitable foundation for research on emerging technologies (see Aiello 
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& Douthitt 2001; Feinberg & Aiello 2006) and, thus, may also be utilized in a social 
media context. Therefore, within this case, we will use (virtual) social facilitation 
(VSF) theory to analyze the effects social IT-features may have on simple task  
performance. 

3.2 Social Facilitation Theory 

In its core, social facilitation theory is concerned with the impact of social presence 
on the performance of a particular task (Aiello & Douthitt 2001). It can be traced back 
to early studies by Triplett (1898) who observed that bicycle racers performed better 
when racing against others than when being alone on the track. The term itself was 
coined by Allport (1924) who defined it as “an increase in response merely from the 
sight or sound of others making the same move”. Later studies moved away from the 
coaction principle and showed that social facilitation could also be achieved by means 
of a passive observer (e.g. Dashiell 1935). In his milestone article on drive theory, 
Zajonc (1965) suggested, that the mere presence of others increases arousal which in 
turn leads to a higher level of individual drive towards the investigated task. However, 
it was found that this only applies to simple and well-learned tasks. Performance on 
complex or novel tasks, on the other hand, is impaired by the presence of other indi-
viduals (Bond & Titus 1983; Zajonc 1965; Feinberg & Aiello 2006). In addition, Co-
trell et al. (1986) suggested, that only an audience who has the ability to evaluate the 
task will stimulate arousal. In their study, the presence of blindfolded individuals did 
not yield a significant effect on task performance. Taking up this view, Carver & 
Scheier (1981) postulated that the feeling of being observed will lead to an increased 
awareness of differences between actual and anticipated behavior. They used this 
feedback-loop as explanation for the observable increase in task performance.  

Table 1. Overview of related studies on VSF and their variables 

Authors Description Treatment Implementation 
Name Origin Description Origin 

(Aiello & 
Kolb 1995) 

Experiment study on the impact 
of electronic performance  
monitoring on productivity and 
stress by using a data-entry task 
and group brainstorming. 

Monitor-
ing 

Prior work  
(e.g. U.S. 
Congress 
1987) 

Data-entry 
transmitted to 
controlling 
client 

The au-
thor(s) 
do not 
provide 
specific 
information  

(Kolb & 
Aiello 1997) 

Experiment study on the effects 
of computer-based performance 
monitoring on work productivity 
by using a data-entry task and a 
moderate vowel/consonant 
identification task. 

Monitor-
ing 

Prior work 
(e.g. U.S. 
Congress 
1987) 

Screensharing The au-
thor(s) do 
not provide 
specific 
information  

(Davidson 
& 
Henderson 
2000) 

Laboratory experiment on the 
effects of electronic perfor-
mance measurement on perfor-
mance, mood state and stress 
levels by using an anagram-
solving task. 

Measure
ment 

Prior work 
(e.g. George 
1996) 

Rotating icon 
indicating 
performance 
measurement 

The au-
thor(s) do 
not provide 
specific 
information  
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Table 1. (continued) 

(Rafaeli & 
Noy 2002) 

Experiment study on the effects 
of virtual presence (none, text 
chat, pictures from other partici-
pants) and feedback (winner of 
auction) on behavior and per-
formance in Dutch auctions.  

Monitor-
ing  
 

Prior work 
(e.g. Aiello 
& Svec 
1993) 

Displaying 
number of 
other bidders, 
Displaying 
name and 
picture of 
bidders, 
Text chat with 
bidders 

The au-
thor(s) do 
not provide 
specific 
information  

Feed-
back 

The au-
thor(s) do 
not provide 
specific 
information 

Displaying 
winner of 
auction (pic-
ture and name) 

The au-
thor(s) do 
not provide 
specific 
information  

(Zanbaka & 
Ulinski 
2004) 

Experiment study on the effects 
of virtual human presence on 
task performance by using a 
pattern recognition and catego-
rization task. 

Monitor-
ing 

Prior work 
(e.g. Hoyt et 
al. 2003) 

Interactive 3D 
character 
projected to 
wall (virtual 
human) 

Haptek 
Corporation  

(S. Park & 
Catrambone 
2007) 

Experiment study on the effects 
of presence by virtual humans 
on task performance by using 
different tasks: anagrams, maz-
es, and modular arithmetic. 

Monitor-
ing 

Prior work 
(e.g. 
Zanbaka & 
Ulinski 
2004) 

Interactive 3D 
character on 
computer 
monitor (vir-
tual human) 

Haptek 
Corporation  

Our Study 
(cp. Authors 
2012) 

Experiment study of the effect 
of monitoring, measurement, 
and feedback dialogs - in a 
virtual presence setting - on IT-
based anagram solving. 

Monitor-
ing 

Prior work 
(e.g. Aiello 
& Kolb 
1995) 

Screensharing Prior work 
(Kolb & 
Aiello 1997) 

Measure
ment 

Prior work 
(Davidson & 
Henderson 
2000) 

Icon indicating 
the measure-
ment 

Prior work 
(Davidson & 
Henderson 
2000) 

Feed-
back 

Prior work 
(Rafaeli & 
Noy 2002) 

Text chat tool 
and indicating 
icon 

Prior work 
(Rafaeli & 
Noy 2002) 

 
However, with regard to the increasing digitalization of workplaces, researchers 

started to investigate the effects of virtual social facilitation by replacing the former 
human facilitator with a virtual equivalent. Here, studies found that e.g. presence of 
computer monitoring has similar effects on the work performance than that of a  
physical person (e.g. Aiello & Svec 1993; Aiello & Kolb 1995). However, the actual 
implementations of the monitoring efforts differed significantly among studies and 
included screensharing (Kolb & Aiello 1997), virtual humans (S. Park & Catrambone 
2007; Zanbaka & Ulinski 2004), or simple icons indicating the observation (Davidson 
& Henderson 2000). Table 1 shows an overview of relevant variables within the dif-
ferent studies on virtual social facilitation. All of these studies were concerned with 
low complexity tasks. 

3.3 Research Model 

From literature, we can identify three treatments as being potentially relevant for so-
cial applications: monitoring, measurement, and feedback dialogs.  These were used  
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Table 2. Experiment variables used in our study 

Category Variable Definition Implementation 

Dependent 
variable 

Performance 
(PERFORM) 

Performance is defined as the 
performance gain/loss in 
comparison to the control 
situation, using a combined 
performance measure, taking 
into account correct and 
wrong answers as well as 
completion times for an ana-
gram puzzle task. 

Median over the indi-
vidual response times 
of each participant 

Independent 
variable 

Monitoring 
(MONITOR) 

Monitoring describes the 
presence of the supervisor. In 
the virtual presence setting, 
the participants are told that 
IT is used to monitor their 
doings, e.g. via screensharing.

Screensharing and 
indicating icon on 
user interface 
 

Measurement 
(MEASURE) 

Measurement describes the 
fact, that work performance is 
explicitly measured and eva-
luated. Within the virtual test 
setting, performance record-
ing was achieved by means of 
automated time saving. 

Verbal notice and 
indicating icon on 
user interface 

Feedback 
(FEEDBCK) 

Feedback is used to inform 
the participants about their 
performance, while the test is 
in progress. We define feed-
back twofold: (1) Continuous 
feedback of measured per-
formance throughout the 
experiment at given times and 
(2) a comparison of the par-
ticipants performance to a 
peer group. 

Text chat tool (every 
25% completion) and 
indicating icon on 
user interface.  
 

 
as constructs for analysis. The research presented here is part of a bigger study on 
social facilitation (Niehaves & Tavakoli 2012). While monitoring, i.e. presence of 
another (virtual) person, can be found in all identified related studies, measurement is 
specifically addressed within the research of Davidson and Henderson (2000). Feed-
back, on the other hand, relates to the feedback-loop model as proposed by Carver 
and Scheier (1981) and has been one aspect in the work of Rafaeli and Noy (2002). 
The dependent variable (performance) has been measured by calculating the median 
over the individual response times of each participant. Here, wrong answers have 
been replaced by a time of 99 seconds. Table 2 gives an overview of the variable de-
finitions within this study. 
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Based on the described model, we derived three main hypotheses stating that all 
monitoring (H1), measurement (H2) and feedback dialogs (H3) would have a signifi-
cant positive impact on simple task performance. In our understanding all three treat-
ments can be seen as instances of virtual presence. Fig. 1 shows a graphical 
representation of our research model.  

 
Fig. 1. Research Model 

3.4 Methods and Results 

Our study was conducted in 2011 with 40 individuals (average age: 22.75 years, 16 
females, 24 males) who received a small monetary compensation for their effort. We 
measured the simple task performance using an IT-based anagram test thereby tying 
in with related studies on the subject (Aiello & Svec 1993; Davidson & Henderson 
2000; S. Park & Catrambone 2007). Suitable anagrams (160 in total) were determined 
with help of a pre-study with 14 participants.  

Table 3. Experiment design 

Setting 
 

Treatments N Task performance 

MONITOR MEASURE FEEDBCK  
Mean 

(in Seconds)
Standard 
Deviation 

Control 
Situation  

No No: Partici-
pants unaware 
of measure-
ment 

No 40 6.535 2.810 

Setting 1 Yes No: Partici-
pants unaware 
of measure-
ment 

No 40 5.561 1.934 

Setting 2 Yes Yes No 40 5.098 1.603 

Setting 3 Yes Yes Yes  40 4.186 1.198 
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The experiment itself started with introducing the participant to the test tool and an 
initial solving of 20 anagrams for practicing purposes. Afterwards, four test variants 
were conducted, divided into two distinct settings: the control situation (CTRL) and 
the virtual presence setting. An overview of the four variants and their basic perfor-
mance results is given in Table 3. Within virtual presence setting, monitoring 
(MONITOR) was implemented by means of screensharing, MEASURE through tell-
ing the participant that the system records the results, and FEEDBCK by using a text 
chat tool after each 25% of task completion. In addition, each treatment was commu-
nicated by means of an icon on the user interface. A screenshot of the implemented IT 
artifact (with all treatments activated) is shown in Fig. 2. 

 

Fig. 2. Screenshot of the implemented IT artifact (translated) 

In the virtual presence setting, the adjusted coefficient of determination, adjusted 
R², shows that around 12% of the variance can be explained with the three indepen-
dent variables. MONITOR has the highest positive impact on task performance, fol-
lowed by FEEDBCK. MEASURE shows the lowest impact on task performance and 
is not significant (see Table 4 for details). 

Table 4. Results of the regression analysis (n=160) 

F / Sig. 8.001 / .000 
R2 / adjusted R2 .133 / .117 
Var B β t p-value (sig.) 
MONITOR .975 .182 1.995 .048 

MEASURE .463 .100 .946 .345 

FEEDBCK .912 .170 1.865 .064 
p-values below .1 can be considered as significant. 
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The regression formula thus looks as follows: 

PERFORM = -3.858E-15 + 0.975 * MONITOR + 0.463 * MEASURE + 0.912 * FEEDBCK 

As a result, hypothesis H2 cannot be confirmed as MEASURE has not proven to exert 
significant influence on performance. However, both MONITOR and FEEDBCK 
impact significantly on simple task performance in the virtual setting, thus, leading us 
to confirm hypotheses H1 and H3.  

3.5 Discussion of Findings 

We found that certain virtual social facilitation treatments are able to increase perfor-
mance on simple IT-based tasks. On the one hand, our study revealed that monitoring 
by means of digital features may yield a positive effect on completion time. Screen-
sharing, i.e. the way we implemented the construct, can be one possible way to stimu-
late the monitoring effect through IS design. However, we have to acknowledge that 
the implementation of such monitoring efforts outside an experimental setting may 
come along with certain barriers and negative connotations. Feedback dialogs, how-
ever, are usually not associated with these downsides, but also exerted a positive in-
fluence on task performance in our study. Thus, our design choice of a text chat tool 
may be a suitable addition to existing IT-based task systems. Against this background, 
the presented study can be understood as a step towards a design theory of virtual 
social facilitation trying not only to explain the relationship between the variables but 
also to provide guidance for the design of a specific IT artifact (Gregor 2006: theory 
type V; see also Kuechler & Vaishnavi 2008). By selecting screensharing as instantia-
tion for monitoring and a text chat tool for feedback, we undertook two distinct design 
choices that turned out to positively impact performance of the investigated tasks. 
However, alternative design choices (for instance, audio-visual approaches to imple-
ment monitoring (by web cam) and feedback dialogs (by video chat)) may equally or 
even better stimulate relevant social facilitation effects and thus need to be subject to 
further investigation. 

4 Conclusion 

Implications for Design Theorizing. The current debate in design science has put great 
effort into discussing the relationship between kernel theories and design theory. It 
appears to be widely acknowledged today that theories not only input into design 
activities (for instance Hevner et al. 2004; Gregor & Jones 2007; Peffers et al. 2007; 
Iivari 2007), but that (design) theories are a highly desirable output of a design 
science project themselves (for instance, Gregor 2006, Gregor & Jones 2007, Pries-
Heje & Baskerville 2008). In addition, literature provides arguments that design 
science projects should even feed back into the original body of social science theory  
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(for instance, Kuechler & Vaishnavi 2008 on mid-range theories). Here, the IT artifact 
is commonly regarded as an instantiation of a design theory (Gregor & Jones 2007). 
With the help of an IT artifact, design scientists demonstrate the feasibility of their 
arguments and put their theories to a test. So far, however, the discussion in this area 
stays on a rather abstract and general level in the sense that, habitually, the relation-
ship of the one entity “design theory” and the other entity “IT artifact” is discussed. 
With the further conceptualization of design theories as a system of prescriptive 
statements and the exploration of design theory variables on a more detailed level (for 
instance, Gregor & Jones 2007, Kuechler & Vaishnavi 2008), the question arises of 
what this more detailed and differentiated view of design theory implies for the 
theory-artifact relationship. Taking the example of Virtual Social Facilitation (VSF), 
we draw from social psychology and adapted social facilitation as our kernel theory. 
Our review of this body of knowledge shows a gap between the very rigorous ap-
proach to conceptualize theory variables (such as MONITOR, MEASURE, or 
FEEDBCK) on the one hand, and the rather “careless” approach to select or to devel-
op actual implementations of these theory variables in terms of the IT artifact on the 
other hand. One might say that the literature in that field does not appear to show 
primary interest in the actual IT implementation of the basic theories. With the prom-
inent calls, however, for building our design science efforts on kernel theories (for 
instance, Iivari 2007, Gregor & Jones 2007), we will possibly run into significant 
issues here. As design scientist, we may have a genuine interest in the way things are 
implemented in terms of the IT artifact. With the help of virtual social facilitation, we 
were able to demonstrate that the design theory variables and corresponding IT arti-
fact characteristics are not equating with each other. For instance, we discussed alter-
native audio-visual approaches to implement monitoring (web cam instead of screen-
sharing) and feedback dialogs (video chat instead of text chat). Why is it crucial then 
to differentiate between the abstract design theory variable and a concrete IT artifact 
characteristic? 

1. The discrepancy between the theory construct (e.g., MONITOR) and the ac-
tual implementation (e.g., screensharing) is a potential source of error. Outer 
model discussions are an integral element of assessing the quality of, for ex-
ample, a structural equation model (see, for instance, Wetzels et al. 2009; 
Venkatesh et al. 2003). The measurement items (manifest variables) do not 
necessary indicate the theory construct (latent variable) sufficiently. Also, ac-
tual IT implementation choices may not represent the best possible solution 
to relate to an abstract design theory variable. Comparing a) screensharing or 
b) audio-visual surveillance or c) both measures to implement MONITOR, 
we may argue that the three solutions could represent the theory construct to 
different degrees. That being said, we call for an explicit discussion of both 
the abstract design theory construct (normally strong in related disciplines & 
habitually weak in IS design research) and the concrete IT implementation 
(habitually weak in related disciplines and their potential “kernel theories” 
(see the example case of social facilitation) & often strong in IS design re-
search). With an explicit discussion of the theory construct and the imple-
mentation, one can better assess the quality of a design theorizing effort. If 
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these two sides do not match perfectly in one study, this at least opens up for 
a more mature discussion of design alternatives.  

2. An explicit distinction between the abstract theory constructs and the con-
crete IT implementation characteristics supports artifact and theory mutabili-
ty (see Gregor & Jones 2007, Pries-Heje & Baskerville 2008). IT artifacts in 
practice might be subject to constant change (Gregor & Jones 2007) and the 
design theory should be robust against certain degrees of change. The sug-
gested differentiation between theory constructs and IT implementations is 
supposed to offer a potentially feasible path. For instance, if an IT system in 
practice is moving from text chat to a video chat, one could still argue that 
the two alternative designs do relate to the design theory variable 
FEEDBCK. However, we can now explicitly discuss the potentially different 
effects and workings of the two implementation alternatives. This might lead 
to different variables of a design theory turning out to exert a strong-
er/weaker influence with different levels of significance. As for the given ex-
ample of virtual social facilitation, video chats could prove to contribute 
stronger to creating a virtual presence of a person than text chats. Against 
this background, artifact mutability is desirable, but it requires an explicit 
and differentiated discussion in order to avoid potential design theorizing er-
rors (see again point 1).  

Addressing this gap, we argue for a novel design theory framework that explicates the 
discrepancy between abstract, latent design theory constructs on the one hand and 
concrete, manifest variables and IT implementations on the other hand. We suggest 
understanding a design theory as entity composed of two major elements, an inner 
model and an outer model. Fig. 3 provides a graphical model of the proposed design 
theorizing framework while Table 5 offers definitions and examples of the key termi-
nology used. 

Design Item 1

Design Item 2

Design Item n

Independent
Variable 1

Independent 
Variable 2

Independent 
Variable n

Dependent
Variable A

Measurement 
Item A

design model measurement 
model

outer model

prescriptive 
statement

prescriptive 
statement

prescriptive 
statement

(latent) inner model

 

Fig. 3. Design Theory Framework (Example with One De-pendent and Three Independent 
Variables) 
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Table 5. Key Terminology of the Proposed Design Theory Framework (with Definitions and 
Examples) 

Inner Model  
(see, for instance, 
Wetzels et al. 2009) 

The inner model, often synonymously referred to as structural 
model, is concerned with the relationships between the latent 
variables (dependent and independent) in a theoretical model. 
Path coefficients are used to describe the inner model relation-
ships between the latent variables. As for the example of vir-
tual social facilitation, the inner model represents the relation-
ship between the independent latent variables MONITOR 
(significant), MEASURE, and FEEDBCK (significant) and 
the dependent latent variable PERFORM.  

Outer Model 
(see, for instance, 
Wetzels et al. 2009) 

The outer model is concerned with the relationship between 
the latent variables and their indicators/items (one or more 
manifest variables). In our proposed design theory framework, 
the outer model consists of the two subparts measurement 
model and design model. 

Measurement Model 
(see, for instance, 
Thompson et al. 2012) 

The measurement model is a classic concept of structural equa-
tion modeling. In our design theory framework, a measurement 
model is a subpart of an outer model. Here, measurement items 
constitute manifest variables and they are utilized to measure a 
latent variable. As for the example of virtual social facilitation, 
the measurement model describes the relationship of the only 
“measured” variable, PERFORM, and its single measurement 
item.  

Measurement Items 
(see, for instance, 
Thompson et al. 2012) 

Measurement items are manifest variables that are utilized to 
get an understanding of a related latent variable. As for the 
example of virtual social facilitation, the (only) measurement 
item is the mean time to solve a series of 20 anagram puzzles 
in seconds which is used to indicate the participants’ perfor-
mance (PERFORM).  

Design Model  
(new concept) 

The design model is a subpart of the outer model. It is  
concerned with the relationship between independent latent 
variables and its manifest design items. With regard to the 
example of virtual social facilitation, the design model de-
scribes, for instance, the relationship between MONITOR (the 
abstract concept/latent variable) and screensharing (the con-
crete implementation/manifest variable). 

Design Items 
(new concept) 

Design items in the design model compare to measurement 
items in a measurement model. The difference is that design 
items don’t measure things, but they represent intended mani-
pulations of an IT artifact’s characteristics. For instance, 
screensharing is a design item that corresponds to the latent 
independent variable MONITOR. With the latent variable 
being abstract and the design item being concrete, the two 
things are not equating with each other. As for the given ex-
ample, MONITOR could be implemented by audio-visual 
surveillance or keyboard activity monitoring alternatively. 
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On the one hand, the inner model is concerned with the relationship between inde-
pendent and dependent variables which we regard as latent ones. They are latent be-
cause they are not directly observed. As for the example of virtual social facilitation, 
the inner model describes the relationship between MONITOR, MEASURE, and 
FEEDBCK (independent) with PERFORM (dependent). On the other hand, the outer 
model is concerned with the relationship between the latent variables and other direct-
ly observable variables including IT implementation characteristics. In our proposed 
design theory framework, the outer model consists of two subparts: the measurement 
model and the design model. As in traditional research on structural equation model-
ing (SEM), the measurement model consists of a latent variable that is measured by 
manifest variables. Taking the example of virtual social facilitation, we find the de-
pendent variable PERFORM the only one to be “measured”, in this specific case by 
the mean time [in seconds] of the individual participants to solve a series of 20 ana-
gram puzzles. In contrast, the design model is not concerned with latent variables that 
are “measured”, but with latent variables that are “designed”, meaning that they are 
related to an intended manipulation of an IT artifact’s characteristics.  

For instance, screensharing is a deliberate design choice embedded in an IT artifact 
and it corresponds to the latent independent variable MONITOR. While certain va-
riables of a design theory are not passively measured but actively designed, we argue 
that a design theorizing framework has to provide a distinction in order to account for 
the different nature of the two areas.  

Strengths and Limitations. With this paper, we can make several contributions to the 
body of knowledge, especially in IS design science. First, we develop an (experimen-
tally tested) design theory for virtual social facilitation that is based on social psy-
chology and social facilitation theory specifically. We deliver a concrete answer to the 
question of how an integration of social media and IT-based routine work can be de-
signed in order to increase work performance. With the help of this exemplary case, 
we reveal challenges and potential pitfalls in IT artifact design and design theorizing 
that is built around kernel theories. We demonstrate that a missing distinction between 
the abstract design theory construct and the concrete IT artifact characteristic can be a 
source of error and that it can diminish the scientific rigor of a design science effort. 
We argue further that such a missing distinction leaves out potential for accounting 
for artifact mutability in design theorizing. In order to overcome this challenge, we 
propose a novel design theorizing framework takes into account latency of variables. 
In order to improve the applicability of our framework, we provide comprehensive 
definitions as well as examples of key terminology. However, our research is beset 
with particular limitations. We conducted only 160 experiments to test our VSF de-
sign theory and acknowledge that further evaluative research is recommendable. Fu-
ture research should in fact test the effects of alternative design choices to implement 
the given theory constructs (e.g., video chat instead of text chat for FEEDBK). More-
over, we have analyzed studies from the field of social psychology to develop our 
theory. It might be that the design theorizing challenges, especially the under-
prioritized discussion of the actual IT implementation characteristics, is only found in 
this body of knowledge. Future research should investigate whether design theorizing 
challenges are alike in other areas. Finally, we acknowledge that our proposed design 
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theory framework needs to be tested and evaluated further for feasibility. We have 
developed it on the basis of the given VSF example. Future research will need to 
show in how far the design theorizing framework is able to provide constructive guid-
ance if applied in a design science project from the beginning on.  

Acknowledgement. This paper was written in the context of the research project 
WeChange (promotional reference 01HH11059) which is funded by the German Fed-
eral Ministry of Education and Research (BMBF). 
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Towards a Formal Approach to Information Systems 
Design Theory Using Category Theory 
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Abstract. This paper reports research in progress for the formalization of the 
notion of information systems design theory within the framework of formal 
logic and category theory.  The formalization starts with the concept of four re-
lational systems (empirical, subjective, conceptual and formal) that are linked 
by the four activities for design science research proposed by Venable (2006).  
Category theory is used as the basis of representing the concept of an informa-
tion systems design theory as a formal framework by representing each of the 
four relational systems as either types (theories) or tokens (models).  The ar-
rows (morphisms) between the four concepts are explained using Barwise and 
Seligman’s (1997) definition of “infomorphisms”.  The contributions of this re-
search are that it explicates the role of kernel theory (background theory) in in-
formation systems design theory and it links this design theory to information 
fusion and information flow research efforts.  It thus provides structures that 
represent a formalization of the design of information systems.  

Keywords: Design Theory, Representations for Design, Category Theory. 

1 Introduction 

An early activity in structured information systems design is some form of problem 
diagnosis or requirements specification; generally, this information is developed from 
discussions with affected users, customers or clients of various types.  Information 
systems design theory efforts include the identification of a domain kernel theory as 
part of the problem diagnosis (Walls, Widmeyer and El Sawy 1992).  A key purpose 
of the research in progress reported in this paper is to explicate the role of this back-
ground information in the construction of formal conceptual models used in the de-
velopment of information systems.  We do this in terms of (1) goal theories, (2) in-
formation theories and (3) kernel theories. 

A second goal of this research in progress is to formalize the structures that 
represent the meaning of information in information systems design as either types 
(theories) or tokens (models).  This effort draws upon category theory, which is a 
relatively young branch of pure mathematics (Pierce 1991).  It might seem esoteric 
but category theory has been used in computer science in the design of programming 
languages and in the formal verification of program correctness (examples are given 
in Chapter 3 of Pierce 1991).   
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The contribution of this research is the attempt to show how formal methods like 
category theory ought to be applied at the system level to such elements as mental 
models, which are not inherently mathematical in nature.  Category theory has been 
used at the program level to generate software (Williamson, Healy and Barker 2001), 
but this research proposes using similar methods in the design specification phase of 
systems development.  The intent is to provide a formal method for describing design 
theories and to provide some analytical tools for working with that formalism.  The 
concepts of classification and infomorphism are key to this effort.   

The next section of this paper presents four information structures linked by the 
four activities for design science research proposed by Venable (2006).  Section three 
provides a description of category theory and information flow theory that is a suffi-
cient introduction for the general reader.  Section four presents an example formaliza-
tion of information systems design theory using Barwise and Seligman’s (1997) defi-
nition of “infomorphisms”.  The final section reflects on the role of background 
theory in information systems design, the contribution of a formal theory of design, 
and future research. 

2 Four Relational Systems 

This section presents four relational systems (empirical, subjective, conceptual and 
formal) that are linked by the four activities for design science research proposed by 
Venable (2006).  We claim that information systems designers must understand the 
structures of each of these four and, in fact, work within each one as they develop the 
specification for an information system. 

Figure 1 shows the four relational systems, which are motivated by a paper from 
Turoff (1997) where he identifies four components and human processes between 
pairs of the components.  His purpose is to compare how the processes changed from 
a pre-computer understanding of the world to post-computer virtuality processes.  Our 
research uses the concept of his components but replaces the processes with the four 
activities for design science research proposed by Venable (2006), which are shown 
on the arrows in Figure 1.  We also think of these components in terms of four 
“worlds” as opposed to the three worlds of Popper or Habermas.   Gregor and Jones 
(2007, page 321) identified the three worlds as the objective world of material things 
(empirical), the subjective world of mental states (subjective), and an objectively 
existing but abstract world of man-made entities (conceptual).  To these three we add 
a fourth world of the artificial that runs in a computer or virtual environment (formal). 

We think of the two worlds on the left side of Figure 1 as representing the require-
ments for an information system.  It is important that the system designer understands 
the entities that exist in the objective world and the processes between these entities 
that need to be represented in the information system.  The two worlds on the right 
side of Figure 1 represent the design of the information system.  The concept of re-
quirements and design are important in an information systems design theory and this 
distinction is captured in our proposed formalization based on category theory, which 
is presented in Section 4 of the paper in the discussion of Figure 3.   



 Formal Approach to Information Systems Design Theory Using Category Theory 373 

 
Subjective 
Relational 

System

 
Conceptual 
Relational 

System

 
Empirical 
Relational 

System

 
Formal 

Relational 
System

Problem 
Diagnosis

Theory 
Building

Technology Invention 
and Design

Technology 
Evaluation

Fig. 1. Four Relational Systems and Four Activities Between Them (based on Venable 2006) 

The meaning of our four constructs is given in Table 1.  

Table 1. Description of the Four Relational Systems (based on Turoff 1997, page 39) 

Empirical Relational System  
[Objective Reality] 

A representation of the entities and 
relations that exist in the objective 
world. 

Subjective Relational Systems  
[Mental Models] 

An individual’s internal representation 
of an understanding of the external 
world. 

Conceptual Relational System  
[Metaphors and Theories] 

The abstractions and analogies guiding 
our formation of understandings and 
design of models and representations. 

Formal Relational Systems  
[Models and Representations] 

Explicit and formal descriptions or si-
mulations that can be mutually unders-
tood and shared by knowledgeable indi-
viduals. 

 
The mappings between the four constructs are taken from Venable (2006) and their 

meaning should be clear to the reader since they are intended to be exactly what the 
words say. Venable (2006) states that one moves back and forth between the four 
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activities, where the diagram given in Figure 1 would seem to imply that there is 
some sequence that is followed, but this is not the intended interpretation.  Rather 
there is a “fit” between the four constructs in the boxes of Figure 1 that is obtained 
and maintained by the activities on the links connecting the respective boxes.  The 
diagram has a commutative property. The composite activities of the top arc and the 
right arc are equivalent to the composite activities of the left arc and the bottom arc.  
This means that the two paths from the top left box to the bottom right box are equal, 
which makes the diagram commute.  This is the fundamental property of infomor-
phisms (Barwise and Seligman 1997, page 32), which is formally presented in the 
next section of the paper. 

3 Background on Category Theory and Information Flow Theory 

Category theory is used in information fusion research such as Kokar, Tomasik and 
Weyman (1999) and information flow research such as Barwise and Seligman (1997).  
The key purpose for using category theory is to have a strict basis for understanding 
the constructs and relationships between constructs for the formalization of the notion 
of information systems design theory.  Since our research draws on both information 
fusion research and information flow research it is necessary to introduce some defi-
nitions from Category Theory.  The more important definitions presented in this sec-
tion are Classifications and Infomorphisms.  

It should be helpful to consider an example of a category before encountering the 
definition.  The category of finite sets (SET) has as an Object a finite set or collection, 
for example, the set of all participants in a conference.  A map f in this category con-
sists of three things: (1) a set A, called the domain of the map, (2) a set B, called the 
codomain of the map, and (3) a rule assigning to each element a in the domain exactly 
one element b in the codomain.  This b is denoted by f (a); another way of denoting 
this is f: A  B.  Other words for map are function, transformation, operator, arrow or 
morphism (Lawvere and Schanuel 1997).  Category theory is a generalization of simi-
lar concepts from mathematical structures such as sets, groups, algebras, vector spac-
es and topological spaces (Pierce 1991).  The following definition is based on Pierce 
(1991, page 1) and Lawvere and Schanuel (1997, page 21).  

 
Definition 1. A category is a mathematical structure consisting of:  

1. A collection of objects (e.g., A, B) 
2. A collection of arrows often called morphisms (e.g., f, g) 
3. Operations assigning to each arrow f an object called the domain (e.g., A) and a 

second called the codomain (e.g., B), [which can be written f: A B] 
4. For each pair of arrows f: A  B and g: B  C there is a composite arrow with 

domain A and codomain C denote as g ° f: A  C satisfying associativity 
5. For each object A there is an identity arrow that has domain A and codomain A 

denoted as IA satisfying the identity law such that for any arrow f: A  B, IB ° f = f 
and f ° IA = f  
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A diagram in a category is a collection of objects and a collection of arrows between 
these objects (Pierce 1991, page 11).  An important diagram from information flow 
research is that of an infomorphism that is built from classifications. The following 
definition is based on Barwise and Seligman (1997, page 69).   
 
Definition 2. A classification A = <tok(A), type (A),  A> consists of:  

1. A set, tok(A), of objects to be classified, called the tokens of A 
2. A set, typ(A), of objects used to classify the tokens, called the types of A 
3. A binary relation, A, between tok(A) and typ(A) 

If a A α, then a is said to be of type α in A.  Figure 2 shows two classifications, these 
are A and B. 

 

typ(A) typ(B)

tok(A) tok(B)

Classification 
A

Classification 
B

BA

f
U

f
D

 

Fig. 2. Classification and Infomorphism Diagrams (based on Barwise and Seligman 1997) 

Now that the definition of classification has been introduced then we can define an 
infomorphism. “Infomorphisms are important relationships between classifications A 
and B and provide a way of moving information back and forth between them.  The 
classifications can be of the same objects or they can be of different objects” (Barwise 
and Seligman 1997, page 72).  The fundamental property of infomorphisms is that the 
diagram commutes.  The following definition is from Barwise and Seligman (1997, 
page 72).  [Note: read fU as “f-up” and  fD as “f-down”] 
 
Definition 3:  An infomorphism f: A  B from A to B is a contravariant pair of 
functions f = <fU, fD> satisfying the following Fundamental Property of Infomor-
phisms:  

f D(b) A α   iff   b B f U(α)  

for each token b ∈ tok(B) and each type α ∈ typ(A).     
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An infomorphism consists of two things: a pair of classifications (A, B) and a con-
travariant pair of functions between A and B satisfying the above condition.  Note that 
the arrows fU and fD go in opposite direction; this is the contravariant property.  Clas-
sification diagrams are used to depict infomorphisms as shown in Figure 2.  

4 Formalization of Information Systems Design Theory 

The section describes the construction of an information systems design theory, 
sketches an example application area, and amplifies on the goals of this research. 

4.1 Construction 

We think of each of the relational systems shown in Figure 1 in terms of infomor-
phisms, which represent mappings between classifications.  This results in Figure 3 
where ERS is the Empirical, SRS is the Subjective, CRS is the Conceptual and FRS is 
the Formal.  The arrows fU and fD represent a contravariant pair of functions.  The 
arrows  (double turnstile) denote semantic entailment and are important when de-
scribing classifications.  They represent the relationship between types and tokens or 
more generally between theories and models (as described in Section 4.3, below). 
 

SRS CRS

ERS FRS

Requirements Design

f
U

fD

G

Ti TK

Mi MKM G

Spec

 

Fig. 3. Information Fusion (informed by Kokar, Tomasik and Weyman 1999) 

The additional arrows at the left in Figure 3 represent inputs to the information fusion 
process of an information systems design theory.  The research of Kokar, et al. (1999) 
describes the problem domain of that research as information fusion or more particular-
ly sensor fusion, what we in the information systems field would call a data fusion prob-
lem.  They use category theory to formalize the fusion of data from physical sensors to 
identify the type of sensed object.  The result is an algorithm and computer program for 
identifying the properties of physical objects.  Our research builds on the distinction of 
knowledge of sensors used, knowledge of the goal for a fusion system, and background 
knowledge.  Their data fusion problem becomes our information fusion problem.   
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The G, T’s and M’s in Figure 1 are parts of an information systems design theory.  
The G stands for Goals.  These are queries about the world that are to be answered by 
the information system.  The symbols Ti and TK stand for information theories and 
kernel theories, respectively.  They represent the knowledge used in interpreting 
events observed in the empirical world and background knowledge about the world 
such as constraints on what can and cannot happen in the empirical world.  An exam-
ple of a constraint could be that if event X has happened then event Y cannot have 
happened since they are mutually exclusive.  TK is the kernel theory (Walls, et al. 
1992) of an information systems design theory.  The three M’s with subscripts are 
models associated with the three corresponding theories.  The Spec arrow at the right 
of Figure 3 represents a formal, executable specification of an information system.  It 
is an instance of the design theory; it is an Expository Instantiation – a component of 
an information systems design theory (see Gregor and Jones 2007).   

The theories and models on the Requirements side of the Information Fusion dia-
gram (Figure 3) must be fused into a single set of types and tokens on the Design side 
of the diagram.  This is where category theory provides the rigor for a formalization 
of design theory.  The construction required is that of Colimit and Limit.  The Colimit 
operation (the fU arrow in Figure 3) is syntactic theory construction and the Limit 
operation (the fD arrow in Figure 3) is semantic model construction (Kokar, et al. 
1999). A special case of the (co)limit construction is used to combine or “add” classi-
fications by taking the Cartesian product of tokens and the disjoint union of types 
(Barwise and Seligman 1997, pages 33 and 81).  The (co)limit operation combines the 
goal, information and kernel theories along the common parts.  It is the shared union 
of theories that we need for an information systems design theory.   

4.2 Example 

Consider the illustrative example of the event management process in ITIL (IT Infra-
structure Library).  Events in a computer system are detected and classified as Infor-
mative, Alert (a process has reached a threshold and action must be taken to prevent 
an exception) or Exception (van Bon 2007).  These are the subjective types of events.  
A signal is the token transmitted by the system and must be classified.  The theory for 
processing these signals is part of the Ti information theory.  The kernel theory TK has 
to include logical axioms that express specific background knowledge such that if a 
signal is classified as type Alert then it cannot be classified as Informative or Excep-
tion.  The models in this case can be based in Boolean Logic.  This means that the 
kernel theory TK needs to have general knowledge of Boolean Logic such as operators 
AND and OR.  These theories and models are the Meta-Requirements for an informa-
tion systems design theory. 

4.3 Research Goals 

Our formalization of information systems design theory has the proposed structure 
and properties since we base this formalization in category theory in general and in-
formation flow research in particular.   
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There is more structure in each relational system shown in Figure 3 than just types 
and tokens. There are also logical relationships between types, which is called a “reg-
ular theory” (Barwise and Seligman 1997, Chapter 9). For example, the SRS in Figure 
3 represents a Subjective Relational System or Mental Model.  The SRS includes 
types (i.e., typ(A) in Definition 2) and constraints. A regular theory generated by a 
classification includes the types and logical relationships between them built using 
standard propositional logic. The combination of a classification with a regular theory 
and tokens that satisfy domain constraints is a “local logic” (Barwise and Seligman 
1997, Definition 12.1). A local logic satisfies the Fundamental Property of Infomor-
phisms stated in Definition 3; in which case, the arrow fU in Figure 3 is then a theory 
interpretation (Barwise and Seligman 1997, Definition 12.6). These concepts provide 
a start on achieving the second goal of this research, which is to formalize information 
systems design theory based on category theory. The key challenge of the current 
research in progress is to apply the concepts of classifications and infomorphism to 
treat the SRS, ERS, CRS and FRS in Figure 3 as theories and models.  This has yet to 
be completed.   

The first goal of this research is to explicate the role of background information in 
information systems design theory (ISDT).  Walls, et al. (1992) introduced the term 
“kernel theory” as a starting point for ISDT.  Kernel theories come from the behavior-
al and natural sciences and give necessary and sufficient conditions for the cause and 
effect relationships of technology with consequences (Gregor and Jones 2007).  This 
research proposes to separately identify goal theories and information theories from 
kernel theories.  Goal theories are the formal representation of the inquiries that are 
addressed by an information system.  Information theories are formal representations 
of the properties of the information sources and how to process information from 
these sources.  They can address the situation where an information source is noisy or 
unreliable.  This final type of knowledge is what can be called the kernel theory 
(Walls, et al. 1992); this knowledge provides the way to reason with the information – 
what Barwise and Seligman (1999, page 22) refer to as providing “inferential infor-
mation content.”  Think of this as being able to respond to queries about the world 
that cannot be answered in general by using any one information source.  These ker-
nel theories are domain dependent. 

Walls, et al. (1992) also meant kernel theories to be the basis (the kernel) of an in-
formation systems design process in addition to the product design.  This research 
does not address this other usage of kernel theory.  We propose the distinction be-
tween (1) goal theories, (2) information theories and (3) kernel theories as an impor-
tant addition in ISDT. 

5 Conclusion 

This paper reports research in progress for the formalization of the notion of informa-
tion systems design theory within the framework of formal logic and category theory.  
This final section summarizes our position on the characteristics of background theory 
in information systems design, describes the contribution of a formalization of infor-
mation systems design theory, and suggests future research areas. 
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The first goal of this research is to explicate the role of background information in 
the construction of formal conceptual models used in the development of information 
systems. The requirements for an information system come from various sources.  
There is specific domain information that must be represented in the system.  There 
are specific goals that represent queries that can be answered by the system.  Finally, 
there is background information about generally accepted practices and processes that 
must be faithfully represented by the information processing functions of the system. 
We adopt the distinction between (1) goal theories, (2) information theories and (3) 
kernel theories as a new basis for information systems design theory.  

A second goal of this research is to create a framework in which the requirement of 
consistency of representation (in terms of types and tokens, theories and models) is 
formally and explicitly specified.  This research proposes to show how this can be 
achieved by building on category theory for information systems design theory.  The 
framework builds upon the prior research of Walls, et al. (1992), Venable (2006) and 
Gregor and Jones (2007) in the IS design research area.  It specifically proposes the 
concept of four relational systems (empirical, subjective, conceptual and formal) that 
are linked by the four activities for design science research proposed by Venable 
(2006) as depicted in Figure 1 and Table 1.  The concepts of classification and info-
morphism from information flow research are key to this effort.  Whereas, both in-
formation fusion research (Kokar, et al. 1999) and information flow research (Barwise 
and Seligman 1997) are at the sensor and signal level, our research is aimed at the 
systems level shown in Figure 1.  This should be a significant contribution of this 
research. 

The next step of this research is to explicitly show how the Colimit and Limit con-
structions described in Section 4 actually function in moving from requirements to 
design.  Another next step is to expand the ITIL Event Process example (based on van 
Bon 2007, pages 273 – 277) and go even further by considering the ITIL Incident 
Management and Problem Management processes since these are well documented in 
ITIL publications.   This can provide an evaluation as suggested by Venable (2006) of 
the designed artifact shown in Figure 3.  A second extension is to apply the formaliza-
tion to other design science research efforts such as Explanatory Design Theory 
(Baskerville and Pries-Heje 2010), which also focuses on the requirements and design 
parts of information systems design theory. 
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Abstract. The central outcome of design science research (DSR) is prescriptive 
knowledge in the form of IT artifacts and recommendations. However, prescrip-
tive knowledge is considered to have no truth value in itself. Given this  
assumption, the validity of DSR outcomes can only be assessed by means of 
descriptive knowledge to be obtained at the conclusion of a DSR process. This 
is reflected in the build-evaluate pattern of current DSR methodologies. Recog-
nizing the emergent nature of IT artifacts this build-evaluate pattern, however, 
poses unfavorable implications regarding the achievement of rigor within a 
DSR project. While it is vital in DSR to prove the usefulness of an artifact a ri-
gorous DSR process also requires justifying and validating the artifact design it-
self even before it has been put into use. This paper proposes three principles 
for evaluating DSR artifacts which not only address the evaluation of an arti-
fact's usefulness but also the evaluation of design decisions made to build an  
artifact. In particular, it is argued that by following these principles the prescrip-
tive knowledge produced in DSR can be considered to have a truth-like value. 

Keywords: Design science research, evaluation, design theory, epistemology. 

1 Introduction 

Design science research (DSR) in information systems comprises of two primary 
activities: build and evaluate [1]. Although the evaluation of DSR artifacts as well as 
of design processes is regarded as being “crucial” [2, p. 82] much of the contempo-
rary information system DSR work focuses on the build activity and the creation of 
prescriptive knowledge in the form of IT artifacts [3]. This is consistent with the view 
that prescriptive knowledge is the basic outcome of DSR (cf. [4], [5]). However, the 
prescriptive knowledge created during the build activity is assumed to have no truth-
like value [5] which basically questions if such knowledge is worth to be accumu-
lated. Moreover, if prescriptive knowledge cannot be validated until it is applied in 
practice a design science researcher runs the risk of devoting a significant amount of 
time to building insignificant solutions to practical problems. 
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This paper suggests, however, that prescriptive knowledge can have a truth-like 
value if DSR is conducted according to three principles. These principles relate to the 
problem of evaluation of DSR artifacts and spur reconsideration of the build-evaluate 
pattern incorporated in many current DSR methodologies. These principles are de-
rived from the work on modes of DSR inquiries [4], on design theories [6], and on 
evaluation patterns for DSR artifacts [7]. The paper aims at contributing to the body 
of knowledge on DSR methodologies in that it tries to clarify some epistemological 
implications of current DSR practices. Moreover, it links existing but still not inte-
grated and isolated contributions regarding evaluation and theorizing in DSR with the 
purpose of providing guidance for design science researchers to rigorously produce 
valid DSR artifacts. 

The paper proceeds as follows. After discussing knowledge types involved in DSR 
as well as current DSR practices the paper points to important epistemological impli-
cations of these practices. The paper then proposes and discusses three principles to 
circumvent the implications of current DSR practices. The paper concludes with a 
summary and an outlook on future research. 

2 Knowledge Types in DSR and Their Truth Values 

IIVARI [5] made the point that design science research in IS, just like research in eco-
nomics, is basically conducted at three levels of research: (1) a conceptual level, (2) a 
descriptive level, and (3) a prescriptive level. Research on each level creates different 
types of knowledge having different truth values. Conceptual knowledge captures 
“what things are out there” [5] in terms of concepts, constructs, conceptual frame-
works, classifications, taxonomies, or typologies. Conceptual knowledge forms the 
foundations upon which both descriptive as well as prescriptive research build. De-
scriptive research is concerned with describing, understanding, and explaining ‘how 
things are out there’ [5] and produces descriptive knowledge in the form of observa-
tions, empirical regularities, theories, and hypotheses [5]. Prescriptive research yields 
prescriptive knowledge in the form of IT artifacts (design product knowledge) and 
recommendations for practice (design process knowledge) [5]. Prescriptive research is 
interested in answering ‘how one can effectively achieve specified ends’ [5]. 

Among the three knowledge types DSR activities predominantly focus on the crea-
tion of prescriptive knowledge (cf. [2], [4], [5]). More particular, DSR essentially 
aims at building artifacts that have utility for practice [2]. Statements of truth in DSR 
therefore relate to the fact that an artifact is actually useful or not for solving a given 
class of practical problems. IIVARI [5] emphasizes that prescriptive knowledge has no 
truth or truth-like value. Ultimately, an artifact or recommendation as prescriptive 
knowledge has to prove its utility in practice. This evidence, however, materializes in 
descriptive knowledge about an artifact. According to IIVARI [5], only descriptive 
knowledge, i.e. observations, empirical regularities, and theories have a truth value.  
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As a consequence evaluations in DSR are located at the descriptive research level and 
are considered to not differ much from evaluations conducted in other sciences like 
the natural or human sciences (cf. [2], [5], [8]). However, the science of the artificial 
is different to other sciences in that it deals with analyzing phenomena (artifacts) that 
usually have not been existent at the beginning of scientific inquiry [4]. Thus, it can 
be challenged if evaluations in DSR should be conducted in a similar way as in the 
natural or human sciences. The following sections briefly outline how evaluation is 
considered in current DSR practices and subsequently discusses the implication of 
these practices with regard to achieving ‘true’ knowledge in DSR. 

3 The Build-Evaluate Pattern in DSR 

Although suggesting that prescriptive knowledge as the central result of DSR has no 
truth value, IIVARI [5] also emphasizes that prescriptive knowledge “forms an area of 
its own and cannot be reduced to the descriptive knowledge of theories and empirical 
regularities” [5, p. 56]. According to his understanding, DSR is concerned with creat-
ing prescriptive knowledge that is assumed to have no truth-like value and with  
gathering evidence through descriptive research that an artifact proves to be useful. 
Current DSR methodologies reflect this sequencing of prescriptive and descriptive 
research. In DSR terms, design science researchers conduct two high level activities: 
build and evaluate [1], [3]. A prominent example of such a DSR process is provided 
by PEFFERS ET AL. [9]. Their DSR methodology has been synthesized from prior DSR 
process proposed in the literature and is depicted in Fig. 1. 

 

Fig. 1. Build-Evaluate in a representative DSR methodology (cf. [9]) 

What can be seen from Fig. 1 and what is also a typical assumption of other DSR 
processes is that evaluation activities and thus the articulation of truth statements 
about an artifact occur ex post, i.e. after an artifact has been constructed [3]. Truth 
about an artifact according to the build-evaluate pattern is known not until the eva-
luate phase which creates descriptive knowledge about an artifact. This applies also 
for DSR methodologies envisioning a concurrent or interweaved building and evalua-
tion, like for example in Action Design Research (ADR) as proposed in [10].  
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Although ADR evaluation cycles appear to be much shorter when compared to a DSR 
process according to Fig. 1 evaluations still occur ex post, i.e. after an artifact has 
been constructed or revised. Thus, a validation of design decisions and the design 
principles incorporated by an artifact already in the design and construction phase is 
not a central theme in DSR evaluations. Evaluations rather focus on proving the use-
fulness of an artifact and less on the artifact design itself, i.e. on an artifact’s rationale 
and specifications that are a constituent part of the prescriptive knowledge created in 
DSR. 

In this regard it is interesting to note, however, that existing DSR methodologies 
emphasize the build activities, i.e. the actual artifact design, over evaluation activities 
[10]. This is consistent with what can also be observed in actual DSR projects. Much 
time is spent on designing and building an artifact, like for example when building 
new software systems or (re-) designing business process models. Given the signifi-
cant amount of time on building an artifact and provided that the magnitude of a de-
sign decision’s impact on the applicability and usefulness of an artifact is significantly 
higher at design-time than at run-time, i.e. when the artifact is actually constructed 
and instantiated (cf. [11]) it is less satisfying for a design science researcher to assume 
that the prescriptive knowledge holds no truth value. 

It is the claim of this paper, however, that the evaluation of DSR artifacts should be 
approached differently compared to the study and evaluation of phenomena in the 
natural or human sciences. This difference emerges directly from the scope and inter-
est of DSR which is not to explain or predict how the world is (through observations, 
theories, etc.) but to shape the world by means of artifacts [5]. Moreover, as GREGOR 
[4] points out, the truth value of DSR knowledge cannot be evaluated in terms of 
‘traditional’ descriptive research since in DSR the researcher (or practitioner) would 
construct the object of study himself/herself, i.e. the phenomenon under study 
emerges as the research proceeds. Evaluations must account for this emergent nature 
and for the importance of design decisions made at the build-time of an artifact. Main-
taining a ‘build-evaluate’-like pattern embodied in current DSR methodologies would 
have significant epistemological implications on the validity of knowledge created 
while the artifact emerges. These implications are discussed within the next section. 

4 Epistemological Implications of the Build-Evaluate Pattern 

From a descriptive research point of view an artifact is considered to be true if some 
theory, observation, or empirical regularity exists that tells ‘how an IT artifact actual-
ly behaves’, ‘why an IT artifact exists in the world’, ‘how an IT artifact actually re-
lates to other things in the world’ or ‘if an artifact proved to be useful’ (cf. [2], [5]). 
However, statements of truth in DSR do not primarily relate to ‘what is’ and ‘how 
things are’ but to ‘what could and what should be’ [5] and ‘how useful things are 
expected to be’. This is consistent with the view of SIMON [8] who suggests that the 
sciences of the artificial “are concerned not with the necessary but with the contingent  
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– not with how things are but with how they might be – in short, with design” [8, p. 
xii]. In this regard, GREGOR [4] argues that the study of IT artifacts by means of tradi-
tional descriptive research has to be reconsidered both in the building and the obser-
vation of IT artifacts in order to accommodate the particularities of the science of the 
artificial [5]. Notably, the sequencing of build and evaluate activities hardly accounts 
for the emergent nature of IT artifacts [10].  

If DSR evaluations would be limited to descriptive knowledge it would only be 
possible to infer ex post if an artifact proved to be useful and why it did so. However, 
DSR requires IT artifacts to be built in a disciplined and “informed” way [2], [5] 
which necessitates making inferences on the truth contained in the prescriptive know-
ledge created throughout a DSR process. Therefore, it is important to infer on an arti-
fact’s expected impact on the world ex ante, i.e. before an artifact has been applied to 
some real world problem. A designer could refer to descriptive knowledge to justify 
and inform the design of a new artifact and thus ingrain descriptive truth into it. This 
would require the existence of kernel theories, a so called design theory, or meta-
artifacts [5], [6], [12]. Nevertheless, an IT artifact emerges throughout a DSR process. 
The construction of an artifact precedes the knowledge of why it works [6] and thus 
design decisions also relate to conceptual and mainly prescriptive knowledge of an 
emergent design theory. These decisions have to be justified and validated by means 
of evaluations long before an IT artifact has been put into use. 

Eventually, the assumption that the truth of an artifact cannot be inferred from pre-
scriptive knowledge embodying an artifact’s ideas, purpose, and structure ultimately 
affects the validity of early phases of a DSR process. If prescriptive research would 
result in knowledge that cannot be assumed to have truth value then no reasoning 
could be made about it. As a result, it can be questioned if prescriptive research could 
be characterized as research at all since no valid knowledge is created. Prescriptive 
knowledge as the major outcome of DSR would not be worth to be accumulated. 
Reusing parts of an artifact by other researchers of within other contexts might not be 
justifiable since these parts are also assumed to have no truth value. In this regard, a 
design science researcher would hardly be able to build an artifact in a rigorous and 
informed way as required by DSR guidelines [2] since design decisions could be vali-
dated not until an artifact has been constructed and applied to some reality. Some 
might argue that the science of the artificial would no longer be a science but rather a 
practice. In fact, PURAO [12] remarks that the scientific foundations underlying design 
research have remained largely undeveloped. 

Is there a way to circumvent these epistemological implications? The key to a solu-
tion must be to acknowledge that the science of the artificial is different to the natural 
and human sciences and requires different modes of inquiry to reason about the truth 
of the knowledge created [4]. The most significant difference is that the phenomena 
under study cannot be assumed to be existent at the outset of a DSR endeavor but it 
emerges in the course of scientific inquiry. The next sections outline how an inquiry 
in DSR might be conducted in order to make truth-like statements about prescriptive 
knowledge while it emerges through design science research. 
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5 Progressing Towards a Truth – Principles for Evaluating 
DSR Artifacts 

5.1 Three Principles for Evaluating DSR Artifacts 

To demonstrate the validity of an artifact already in the design phase and to provide a 
rationale for the design decisions a design science researcher has to resort to a truth 
residing in conceptual and prescriptive knowledge, i.e. the ideas, metaphors, analo-
gies, or other artifacts from which the artifact under study has been deduced. In order 
to make truth statements about an artifact corresponding prescriptive knowledge 
should be documented and accumulated in a way that allows for step-wise evaluations 
of an artifact as it emerges in the DSR process. In particular, such a documentation 
should not only allow for making inferences on the usefulness of an artifact but also 
on an artifact’s expected suitability and importance as well as the validity and cor-
rectness of its design and construction. That means evaluations should also address 
the validation of incremental design decisions right from the start of a DSR process. 

Prior work already pointed out that evaluation in DSR may address either the arti-
fact design (i.e. the artifact characteristics) or the actual artifact as it is used by some 
relevant stakeholders. The former refers to ex ante evaluations occurring prior to the 
artifact “construction” whereas the latter refers to ex post evaluations after an artifact 
has been constructed [3]. However, ex ante evaluations in DSR are usually interpreted 
as a means to anticipate the effort required as well as the (economic) consequences 
implied by the envisioned artifact characteristics. Ex ante evaluations thus often em-
ploy complexity or profitability measures at the outset of a DSR project (cf. [3]). 
What has been neglected so far in ex ante evaluations is the emergent nature of IT 
artifacts. As has been outlined above, current DSR methodologies treat the inherent 
structure of an artifact, its principles of form and function, as a black box in both the 
build and evaluation phase. In particular, the evaluation of design decisions made by a 
researcher during the build phase is well out of scope of existing DSR methodologies. 

It is the claim of this paper that the prescriptive knowledge that emerges through-
out a DSR process has a truth-like value. This implies that incremental additions 
made to the prescriptive knowledge base throughout a DSR process, if evaluated and 
documented in a rigorous way, can be communicated early by design science re-
searchers to interested peers or research communities. For example, a researcher 
could present intermediate products of a DSR process to the research community in 
order to build consensus on the relevance, novelty, and importance of a chosen prob-
lem domain, to discuss design objectives and features, to disseminate an initial blue-
print of an IT artifact spurring joint or distinct developments of artifacts for a particu-
lar problem domain, or to demonstrate that an artifact can be put into practice by 
means of a prototype. 

Building on prior work on DSR evaluations this paper extends the notion of ex ante 
evaluations by emphasizing that in order to achieve rigor in DSR it is not sufficient to 
just letting the IT artifact emerge in the build phase and evaluate its use but to ensure 
that a design science researcher makes design decisions in a disciplined way order to  
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consistently and rigorously converge to a feasible and useful artifact. To do so it is 
suggested that evaluations in DSR should be conducted according to three principles. 
These principles have been synthesized and combined from prior literature ([4], [6], 
[7]) and are summarized in Table 1. It is hold that by following these principles the 
unfavorable epistemological implications of the build-evaluate distinction of current 
DSR methodologies can be alleviated. 

Table 1. DSR evaluation principles 

Principle Description 

 
Distinction between 

interior and exterior modes 
of DSR inquiry 

 

 
This principle directs the foci of evaluations on two 

aspects: (1) the constituents of the artifact and the de-
sign decisions taken as well as on (2) the evaluation of 

the usefulness of the artifact. 
  

Documentation of 
prescriptive knowledge as 

design theories 

 
This principle necessitates the prescriptive knowledge 

to be documented in a structured way. This would 
facilitate the communication and dissemination of the 

prescriptive knowledge produced within a DSR 
process. Moreover, such documentation would already 
have a truth-like value that is worth to be accumulated 

in a DSR knowledge base. 
 

Continuous assessment of 
the DSR progress achieved 
through ex ante and ex post 

evaluations 

 
This principle prompts the design researcher to have 

multiple evaluation episodes throughout 
a single iteration of a DSR process. 

 
 

These principles are interrelated in that one principle supports the other principles. 
Their implications on DSR evaluations are explained in detail in the following sec-
tions. 

5.2 Distinguishing Modes of DSR Inquiry 

This principle directly points to the implications of the build-evaluate pattern. DSR 
should not only describe and predict ‘“what is”’ and ‘“why it is”’ (descriptive know-
ledge produced in the evaluation phase). DSR predominantly builds IT artifacts pro-
ducing prescriptive knowledge. The question is how a design science researcher 
might infer on the truth residing in that prescriptive knowledge. GREGOR [4] proposed 
a framework which clarifies on a high level how knowledge creation, theory building 
and thus truth assessment can be achieved in DSR (cf. Fig. 2). 



388 C. Sonnenberg and J. vom Brocke 

 

Fig. 2. Modes of DSR inquiry (based on [4, p. 8]) 

In their work [4] distinguishes two separate but linked modes of research activities 
that particularly affect the way artifacts should be evaluated: (1) an interior mode of 
DSR, and (2) exterior mode of DSR. The interior mode is concerned with producing 
“prescriptive statements about how artifacts can be designed, developed and brought 
into being” [4, p. 7, emphasis added]. The exterior mode aims “primarily at analyzing, 
describing and predicting what happens as artifacts exist and are used in their external 
environment” [4, p. 7, emphasis added]. Research in the interior mode would make 
use of inductive reasoning on prior descriptive or prescriptive knowledge when build-
ing an artifact. It is in this mode that prescriptive knowledge is produced. In the exter-
nal mode descriptive knowledge about the artifact is produced treating the artifact 
more as a black box and only assessing significant design features with regard to 
achieving some utilitarian ends [4]. The relationships between interior and exterior 
research mode and the involved knowledge types are depicted in Fig. 2. The figure 
also illustrates how the application of each of the three evaluation principles stated 
above supports the creation of valid DSR knowledge. 

In order to theorize in the interior mode, i.e. to add truth to prescriptive knowledge, 
a design science researcher has to document the emerging IT artifact in a way that 
allows for reasoning about its purpose, its rationale, its inner structure, the conditions 
under which the artifact is expected to work, the steps required to actually use the 
artifact in practice, or testable propositions that can be evaluated in the exterior mode.  
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Such prescriptive design knowledge can be documented by means of a design theory 
[6]. The next section briefly outlines the anatomy of a design theory according to 
GREGOR & JONES [6] and discusses how such an anatomy supports DSR evaluations. 

The distinction between interior and exterior mode not only requires design know-
ledge to be documented as design theories. It also widens the perspective of how 
evaluations in DSR should be approached. Instead of only resorting to ex post evalua-
tions in the exterior mode (i.e. analyzing and creating descriptive knowledge), evalua-
tions should also be conducted ex ante during the build phase as part of the interior 
mode. Ex ante evaluations would then refer to design theories and the progress 
achieved in designing an IT artifact would be assessed by means of evaluation criteria 
pertinent to different aspects of a design theory. This will also be discussed further 
below. 

5.3 Documentation of Cumulative Prescriptive Knowledge as Design Theories 

Reasoning about IT artifacts in the interior mode, i.e. its build phase, requires the 
design researcher to document prescriptive knowledge in a particular way. GREGOR & 

JONES [6] refers to such a documentation as (information systems) design theory 
(ISDT) showing “the principles inherent in the design of an IS artifact that accom-
plishes some end, based on knowledge of both IT and human behavior. The ISDT 
allows the prescription of guidelines for further artifacts of the same type. Design 
theories can be about artifacts that are either products (for example, a database) or 
methods (for example, a prototyping methodology or an IS management strategy)” 
[6, p. 322]. 

According to [6] a design theory consists of eight components: 

1. Purpose and scope (causa finalis) 
2. Constructs (causa materialis) 
3. Principle of form and function (causa formalis) 
4. Artifact mutability 
5. Testable propositions 
6. Justificatory knowledge 
7. Principles of implementation (causa efficiens) 
8. Expository instantiation. 

Some components could be specified and reasoned about right at the outset of a DSR 
project, while other components are specified and reasoned about as the IT artifact 
emerges throughout the build phase. What can be seen, however, is that documenting 
artifacts according to the eight components readily serves to evaluate an artifact in 
terms of ‘what should be’ and ‘how it would be able to shape the world’. Reference to 
descriptive knowledge and thus to exterior modes of DSR is made through compo-
nents (5), (6), and (8). Testable propositions can be investigated in ex post evaluations 
to create descriptive knowledge about the utility of the artifact. Justificatory know-
ledge serves to explain or anticipate why an artifact might work in a given context and  
 



390 C. Sonnenberg and J. vom Brocke 

ingrains truth of prior knowledge. Justificatory knowledge can be of a descriptive 
(theories, observations) or of a predictive type (other design theories that proved to be 
useful or principles of form and functions that are reused). Expository instantiations  
may help to reason about an artifact’s feasibility and applicability at build-time (ar-
tificial evaluation in interior mode) or to reason about its usefulness when applied to 
some reality (naturalistic evaluation in exterior mode). The descriptive knowledge 
gained by evaluating instantiations in the interior mode can serve as additional justifi-
catory knowledge for further developing the artifact in a subsequent build cycle (e.g. 
benchmark results). 

Documenting IT artifacts as design theories is a prerequisite for enabling the inte-
rior mode of DSR and thus to create prescriptive knowledge that ingrains truth value. 
Moreover, it immediately affects the way evaluations can be conducted in DSR. The 
distinction of interior and exterior modes of DSR together with a dedicated means for 
documenting the IT artifact enables the reasoning about the validity of the artifact ex 
ante, i.e. before it has been put into use. The predominant build-evaluate pattern of 
DSR methodologies along with its unfavorable epistemological implications can be 
reconsidered in favor of a more fine-grained consideration of research rigor in the 
design process. Evaluations should not only be conducted at the conclusion of a DSR 
project but they should be conducted on a continuing basis to assess the progress 
achieved as the artifact emerges [3]. In this regard, principles (1) and (2) discussed 
above support principle (3) leading to an expansion of the common build-evaluate 
pattern into a design-evaluate-construct-evaluate pattern (e.g. as has also been put 
forward in [3]. 

5.4 Continuous Assessment of the Progress Achieved in a DSR Process 

By following principles (1) and (2) prescriptive knowledge in the form of design theo-
ries can be regarded as having truth-like value. Thus, it is possible and also reasonable 
to consider the evaluation of design decisions ingrained in the artifact and not just its 
usefulness by means of continuous assessments of the progress achieved in the DSR 
process. Two aspects are central to enable such a continuous assessment. First, evalu-
ation criteria have to be defined to be able to systematically demonstrate the progress 
achieved in DSR and to guide evaluation activities [14]. Second, it should be clarified 
how ex ante and ex post evaluations can be positioned in a DSR methodology leading 
to the definition of evaluation patterns in DSR (cf. [7]). 

Evaluation Criteria 
Table 2 below lists DSR evaluation criteria proposed by [1]. These criteria could be 
applied in both ex ante and/or ex post evaluations. While this criteria set is considered 
being comprehensive [14], however, the proposed evaluation criteria are not indepen-
dent of the artifact type under consideration. AIER & FISCHER [14] suggest criteria that 
are independent of an artifact type and particularly apply for evaluating design  
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theories. These criteria are: utility, internal consistency, external consistency, broad 
purpose and scope, simplicity, fruitfulness of further research. Another set of evalua-
tion criteria is proposed by ROSEMANN & VESSEY [15]. Their criteria set aims at  
particularly ensuring the relevance of a DSR artifact, i.e. if an artifact is expected to 
be applicable in practice. The suggested criteria are: importance, suitability, and ac-
cessibility of an artifact [15]. Applicability checks in that sense are considered partic-
ularly suitable for ex ante evaluations. 

Table 2. Evaluation criteria for DSR artifacts (cf. [1]) 

 Construct Model Method Instantiation 
Completeness X X   
Ease of use X  X  
Effectiveness    X 
Efficiency   X X 
Elegance X    
Fidelity with real world 
phenomena 

 X   

Generality   X  
Impact on the envi-
ronment and on the 
artifact’s users 

   X 

Internal consistency  X   
Level of detail  X   
Operationality   X  
Robustness  X   
Simplicity X    
Understandability X    

 
Depending on the type of object to be evaluated and on the point in time an evalua-

tion should be conducted some criteria might better reflect the progress achieved in 
designing an artifact then others. To structure evaluation activities and corresponding 
evaluation criteria the concept of evaluation patterns for DSR artifacts has been pro-
posed in [7]. The core ideas behind these patterns as well as their specifications are 
presented in the next section. 

Evaluation Patterns 
Patterns are useful to describe a good solution to a recurring problem (cf. [16], cited 
in [17]). Patterns can be useful for both researchers and practitioners in that they in-
corporate “high-level solutions to classes of problems that can be converted into spe-
cific best practices” [17, p. 9]. For researchers patterns may serve to “synthesize and 
capture knowledge in a given domain as well as highlight areas for future research”  
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[17, p. 9]. SONNENBERG & VOM BROCKE [7] introduced the concept of evaluation 
patterns for DSR artifacts. Such patterns should provide design science researchers 
with an orientation when configuring particular evaluation strategies. Essentially, 
these patterns can be positioned within a global design-evaluate-construct-evaluate 
pattern. 

Fig. 3 below sketches a cyclic high level DSR process incorporating a design-
evaluate-construct-evaluate pattern. The DSR process includes the DSR activities 
problem identification, design, construction, and use followed by corresponding eval-
uation activities. As can be seen, the process suggests that evaluations in DSR should 
be conducted throughout the whole process. In such a process, ex ante evaluations 
validate the design of an artifact and ex post evaluations validate artifact instances 
and artifacts in use. In particular, ex ante evaluations are conducted before the con-
struction, ex post evaluations are conducted after the construction of any artifact [3]. 

 

Fig. 3. Evaluation activities within a DSR process 

The evaluation activities in Fig. 3 have been given generic names. Depending on 
the context and the purpose of an evaluation within the DSR process different evalua-
tion methods and evaluation criteria could be applied for an evaluation activity [18]. 
Such a combination resembles ‘best practices’ in the form of evaluation patterns. 

Design science researchers could benefit from such evaluation patterns as they 
would be able to disseminate their (validated) research findings also in early stages of 
their research. Ultimately, a design science researcher has to proof the utility of an 
artifact. However, even design objectives or principles of form and function, if related 
to a generic problem and evaluated rigorously might already inform other researchers 
and thus present a useful contribution to a DSR knowledge base. 
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In order to formulate such evaluation patterns it is required to broadly understand 
the purpose and scope of individual evaluation activities of the DSR sketched in  
Fig. 3. The nature of these activities as well as possible evaluation criteria and me-
thods are summarized in Table 3 and are further discussed below. Moreover, their 
purpose and scope as well as their significance for supporting the accumulation of 
(incremental) prescriptive knowledge by means of design theories is discussed below. 

Table 3. DSR evaluation activities and evaluation criteria 

Activity 
 

Input Output 
(mandatory) 

Eval. Criteria 
(exemplary) 

Eval. Methods 
(exemplary) 

Eval 1 

 
Problem 

statement/ 
Observation of a 

problem 
 

Research need 
 

Design objectives 
 

Design theory 
 

Existing solution to 
a practical problem 

 

Justified 
problem 

statement 
 

Justified re-
search gap 

 
Justified design 

objectives 
 

Applicability, 
suitability, 

importance, 
novelty, 

(economic) 
feasibility 

 

Literature 
review, 

review of  
practitioner 
initiatives, 

expert inter-
view, 

focus groups, 
survey 

Eval 2 

Design specification 
 

Design objectives 
 

Stakeholders of the 
design specification 

 
Design tool/ 

design methodology 
 

Validated design 
specification 

 
Justified design 

tool/ 
methodology 

 

Feasibility, 
accessibility, 

understandability, 
clarity, 

simplicity, 
elegance, 

completeness, 
level of detail, 

internal 
consistency, ap-

plicability, 
operationality, 

 
Mathematical 

proof, 
logical 

reasoning, 
demonstration, 

simulation, 
benchmarking, 

survey, 
expert 

interview,  
focus group 

 

Eval 3 
Instance of  
an artifact 
(prototype) 

Validated arti-
fact instance in 

an 
artificial setting 

 
(proof of 

applicability) 

 
Feasibility, ease 
of use, effective-
ness, efficiency, 
fidelity with real 
world phenome-

non, operationali-
ty, robustness, 

suitability 
 

 
Demonstration 
with prototype, 

experiment 
with prototype, 

experiment 
with system, 

benchmarking, 
survey, 

expert inter-
view,  

focus group 
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Table 3. (continued) 

Eval 4 
Instance of an 

artifact 
 

Validated arti-
fact instance in a

naturalistic 
setting 

 
(proof of 

usefulness) 

 
Applicability, 
effectiveness, 

efficiency, fidelity 
with real world 
phenomenon, 

generality, impact 
on artifact envi-

ronment and user, 
internal consis-

tency,  
external consis-

tency 
 

Case study, 
field experi-
ment, survey, 
expert inter-

view, 
focus group 

Eval1 Activity 
The evaluation of the problem identification activity serves the purpose of ensuring 
that a meaningful DSR problem is selected and formulated. It should be demonstrated 
whether the envisioned design science research project is important for practice, is 
novel and thus adds to the existing knowledge base. The Eval1 activity might have 
different inputs depending on what actually triggers the interest in the DSR project 
(cf. [9]). A DSR process might start with a problem observed in practice, with a re-
search need observed in the literature, with an existing artifact (design theory) which 
needs refinement in a given context, or with an existing practical solution that has not 
been rigorously documented or developed. Mandatory outputs of this activity are a 
justified problem statement, a justified research gap, and justified design objectives 
which serve as input for subsequent activities. Thus, the evaluation criteria and me-
thods all serve to justify the engagement in a DSR project. Therefore, an evaluation 
pattern pertinent to the Eval1 activity could be termed “Justification” describing how 
a design researcher can justify the value of a solution and the prospective artifact. 
Criteria to be used here may predominantly refer to applicability checks regarding the 
suitability of a design idea and the perceived importance of the problem. With regard 
to developing an artifact, i.e. to specify a design theory, the Eval1 activity is con-
cerned with validating the purpose and scope as well as the constructs to be used. The 
appropriateness of constructs might be justified by referring to constructs that have 
been used for solving similar problems (justificatory prescriptive knowledge). An 
artifact’s idea could be further validated by means of descriptive justificatory know-
ledge in the form of results from surveys or interviews. Moreover, a design science 
researcher may already derive testable propositions at this point. 

Eval2 Activity 
The evaluation of the design activity result serves the purpose of showing that an 
artifact design progresses to a solution of the stated problem. Since the artifact has not 
yet been constructed (instantiated) and thus not been applied to some reality this eval-
uation is artificial [19]. Possible inputs to this activity are a design specification (‘blu-
eprint’, initial principles of form and function), the design objectives, information on 
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the stakeholders of a design specification, as well as the tools and methodologies used 
for creating a design specification. The design specification is evaluated against its 
correctness and completeness to assess whether the design flawed. In particular, it 
should be evaluated whether the constructs used in the design specification as well as 
their relationships correspond to the stated design objectives. Moreover, it should be 
assessed whether the design specification is understandable and meaningful to all of 
its stakeholders (e.g. managers, IT staff) Thus, the use of particular design tools and 
methodologies has to be justified. Possible evaluation patterns pertinent to the valida-
tion of the design specification could be termed “demonstration” (show analytically 
that an artifact behaves as intended for a single test case), “simulation”, or “formal 
proof”. With regard to the justification of the design tool or methodology a pattern 
could be termed “tool evaluation”. With regard to a design theory, the Eval2 activity 
validates the principles of form and function which have been specified during the 
design activity. Moreover, a design science researcher might want to formulate prin-
ciples of implementation. Demonstrations and simulations may result in descriptive 
justificatory knowledge in the form of observations and empirical regularities. A for-
mal proof may yield prescriptive justificatory knowledge in the sense that a formal 
proof confirms the consistency of assumptions about “what should be”. 

Eval3 Activity 
This evaluation activity serves to initially demonstrate if and how well the artifact 
performs while interacting with organizational elements. In this activity, some infe-
rences on the utility of an artifact could already be made. Since this activity links ex 
ante as well as ex post evaluations it is central for reflecting an artifact’s design and 
stimulate subsequent iterations of the design activity if necessary (see feedback loop). 
The “realities” considered here may comprise of subsets of “real tasks”, “real sys-
tem”, and “real users” (these “realities” have been suggested in [20]). Inputs to this 
activity are instantiations of artifacts (“constructed” artifacts) which should be eva-
luated regarding their applicability. At this point, the application context of the arti-
fact instance tends to be artificial (in the sense of [19]) and might only prove that an 
instance is applicable to a task, within a system, or by a real user. The interplay of all 
three realities together with the artifact instance would be the focus of the Eval4 activ-
ity. Prototypes are frequently used at this stage. Besides demonstrating the applicabili-
ty of an artifact instance, this evaluation activity should also proof that the artifact 
instance is consistent with its specification, i.e. that it ingrains the principles of form 
and function validated in the preceding evaluation activity Eval2. Possible evaluation 
patterns pertinent to the Eval3 activity could be termed “prototyping” and “experi-
mentation”. With regard to developing a design theory this activity is concerned with 
validating the component “expository instantiation” as well as artifact mutability. 
Moreover, evidence is gathered with regard to the ability of the artifact to behave 
according to its purpose and scope. 

Eval4 Activity 
This evaluation activity serves to ultimately show that an artifact is both applicable 
and useful in practice. Evaluations reflect the organizational context by means of all 



396 C. Sonnenberg and J. vom Brocke 

“three realities” (real tasks, real systems, and real users). Inputs to this activity are 
artifact instances that are fully embedded within the organizational context. Possible 
patterns pertinent to the Eval4 activity could be termed “case study”, “field experi-
ment”, “survey”, or “applicability check”. With regard to design theories the main 
focus of the Eval4 activity would be to finally validate the artifact based on the testa-
ble propositions specified in the design theory. 

6 Conclusions 

This paper suggests reconsidering the build-evaluating pattern of current DSR metho-
dologies in favor of a more fine grained evaluation pattern that accommodates the 
emerging nature of IT artifacts. Therefore, three principles for DSR evaluations have 
been proposed that particularly support a design science researcher to make inferences 
on the truth contained in the prescriptive knowledge produced by individual DSR 
activities. 

These principles have not been invented from scratch but have been synthesized 
from prior literature in the field and combined to fit the purpose of this paper. How-
ever, some aspects need to be explored in more detail. In particular, the definition of a 
comprehensive set of evaluations patterns related to the outlined evaluation activities 
is expected to be particularly beneficial to better guide design science researchers and 
to foster the rigor and discipline of the artifact development throughout the whole 
DSR process. Future DSR methodologies could build on the principles put forward in 
this paper and verify, whether they prove to be effective. 
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Abstract. The consensus view is that the rigorous evaluation of design science 
(DS) artifacts is essential. There are many types of DS artifacts and many forms 
of evaluation; what is missing is guidance for how to perform the evaluation, 
more specifically, what evaluation methods to use with specific DS research 
outputs. Here we find and review 148 DS research articles published in a se-
lected set of information systems (IS), computer science (CS) and engineering 
journals. We analyze the articles to develop taxonomies of DS artifact types and 
artifact evaluation methods; we apply these taxonomies to determine which 
evaluation methods are associated in the literature with particular artifacts. We 
show that there are several popular “artifact - evaluation method” combinations 
in the literature. The results inform DS researchers of usual and customary 
combinations of research artifacts and evaluation methods, potentially provid-
ing them with rationale and justification for an evaluation method selection. 

Keywords: Design Science, evaluation, artifacts. 

1 Introduction 

The importance of evaluating DS research artifacts is well supported in the literature 
[1, 2]. These articles provide justification for the publication of DS research efforts 
and outcomes in quality information systems (IS) research outlets, provided that the 
artifacts are, in addition to other attributes, rigorously evaluated. That such evaluation 
is an essential component of a DS research contribution is emphasized as “crucial” in 
Hevner et al. [2] and in Peffers et al. [1], as well as in discussions about how to con-
duct DS research, e.g., [3-5]. Other researchers have also emphasized the importance 
of evaluation, e.g., [6-11]. 

Notwithstanding the consensus that evaluation is essential, there is little guidance 
about what is desirable, acceptable or customary in evaluation. Artifacts should be 
evaluated with criteria based on the requirements of the context in which the artifact 
is implemented, according to Hevner et al. [2]; for example, in terms such as “func-
tionality, completeness, consistency, accuracy, performance, reliability, usability, fit 
with the organization and other relevant quality attributes.” Evaluation methods might 
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include case studies, field studies, static analysis, architectural analysis, optimization, 
dynamic analysis, controlled experiments, simulation, functional testing, structural 
testing, informed argument, or scenarios [2, p. 86, Table 2.]. Peffers et al. [1] advo-
cated “observ[ing] how well the artifact supports a solution to the problem.” Case 
studies reported in Peffers et al [1] were evaluated using field studies, observation of 
reuse rates, performance testing, and client feedback about usefulness. 

How are DS research artifacts evaluated? There is considerable variety in the arti-
facts that result from DS research efforts. Are there, consequently, characteristics of 
these artifacts that tend to lead to certain kinds of evaluation? These are important 
questions because the evaluation and presentation of DS research outcomes is essen-
tial to the efficacy of DSR research, as well as to the professional success of research-
ers. DS research papers are unlikely to be published in influential outlets, unless  
authors can make persuasive arguments that artifacts were appropriately evaluated. 

In this paper, we locate and examine DS research papers from IS and from engi-
neering research journals. We classify the papers to create taxonomies of the DS  
research artifact types and of the evaluation method types in use. Using these classifi-
cations, we observe associations between types of artifacts and the methods used to 
evaluate them, showing which evaluation methods have been used to evaluate which 
types of artifacts. We then develop case studies of exemplary studies to show how the 
artifacts have been evaluated.  

2 Data 

The data consists of published DS research papers in major IS and engineering jour-
nals. We selected ten well-regarded journals that we judged were likely to publish 
some design science articles (Table 1). Since DS researchers in the IS discipline have 
traditionally published at least some of their research in engineering journals, we in-
cluded those engineering journals that are most important to the IS discipline as well.  
Five selected journals are in the core MIS discipline and five are in computer science 
and engineering. All of them are listed in prominent positions on the AIS Journal 
ranking lists [12].  

From each of these journals we identified up to 25 articles, searching up to five vo-
lumes and stopping when we had identified 25 articles or completed five volumes, 
whichever occurred first. One researcher included all articles that he classified as 
design science into the candidate set of articles, taking an inclusive approach; includ-
ing an article when in doubt, rather than omitting one. This resulted in a total of 159 
articles.   

Two additional researchers independently audited each candidate article to deter-
mine whether it was correctly classified as DS research. Each researcher identified 
articles for which the classification as design science was not clear. The two auditing 
researchers discussed the doubtfully classified articles and made a decision about 
whether to include the article by consensus. This process resulted in the removal of 
eleven articles from the study because the auditors agreed that they were not DS  
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research. The auditing step ensured that all papers entered into the study were actually 
DS research papers. This resulted in a sample of 148 articles. As we expected more 
DS articles appeared in computer science and engineering journals than in IS journals, 
as DS is a more prevailing research approach in those disciplines. The final total  
included 117 articles in computer science and engineering journals and 31 in IS  
journals. 

Table 1. Information systems and engineering journals included in search 

Journal Name Acronym 

ACM Transactions on Database Systems ACM TDB 

European Journal of Information Systems EJIS 

IEEE Transactions on Engineering Management IEEE TEM 

IEEE Transactions on Knowledge and Data Engineering IEEE TKDE 

IEEE Transactions on Software Engineering IEEE TSE 

IEEE Transactions on Systems, Man & Cybernetic IEEE TSMC 

Information and Management I&M 

Information Systems Research ISR 

Journal of Management Information Systems JMIS 

MIS Quarterly  MISQ 

3 Analysis 

We classified the papers by artifact type and evaluation method. The two researchers 
independently evaluated the content of each paper for these two characteristics and 
established item categories in the two dimensions, in order to develop sets of artifact 
types and evaluation methods. We used an open coding approach; two researchers 
independently categorized the papers, defining and naming their own categories  
without an established list.  After the independent assessments, the two researchers 
compared their results; 91 percent of the artifact classifications and 81 percent of the 
method classifications were consistent between the two researchers. Different catego-
ry names with the same meaning were consolidated into one category name without 
counting that as a difference. To resolve the remaining classification differences, the 
two researchers reread the respective articles and obtained consensus in a discussion 
in which they explained their reasoning to each other. Differences were resolved in an 
iteration of this process and the codes were consolidated into six artifact types and 
eight evaluation method types. At the same time they established the artifact and 
evaluation method labels and definitions, checking paper content to ensure that the 
resulting categorizations were consistent and that the definitions were consistently 
exclusive.  
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The artifact classification includes conceptual artifacts like constructs, models, and 
frameworks, as well as methods, which are conceptual actionable instructions. Formal 
logical instructions are classified as algorithms and actual hardware or software im-
plementations are classified as instantiations (Table 2).  

Table 2. Artifact Types 

Algorithm An approach, method, or process described largely by a set 
of formal logical instructions. 

Construct Concept, assertion, or syntax that has been constructed 
from a set of statements, assertions, or other concepts. 

Framework Meta-model 
 

Instantiation The structure and organization of a system’s hardware or 
system software or part thereof. 

Method Actionable instructions that are conceptual (not algorith-
mic) 
 

Model Simplified representation of reality documented using a 
formal notation or language. 

The evaluation method classification includes technical experiments as a means to 
evaluate the performance of an artifact without the involvement of research subjects, 
and subject-based experiments that use research subjects to assess the validity of the 
assertions that motivated the development of the artifact are true. The classification 
further differentiates between prototypes, illustrative scenarios, case studies, and ac-
tion research.  Prototypes are the implementation of artifacts to demonstrate their 
utility; illustrative scenarios apply the artifact in a synthetic or real world situation to 
demonstrate its utility; and case studies implement the artifact in a real-world situa-
tion to evaluate not only its utility, but also its effect on its environment; action re-
search also implements the artifact in a real-world situation to evaluate its effect on 
the environment, but does that in the context of a research intervention. Logical ar-
guments and expert evaluations are also part of the evaluation method classifications 
(Table 3). 

3.1 Clusters of Artifacts and Evaluation Methods 

Table 4 shows the results of our analysis, in terms of the count of the number of pa-
pers at the intersection of each artifact and evaluation method. It shows that, in this 
sample of papers, algorithms, methods, and models are the most popular artifact types 
across all journals; however, the other artifact types were also well represented. Tech-
nical experiments and illustrative scenarios are the most commonly used evaluation 
methods.   
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To differentiate between IS vs. CS and engineering DS research, we split the re-
sults from Table 4 into Table 5 for IS journals and Table 6 for CS and engineering 
journals. Since the majority of DS research papers in our sample appeared in the CS 
and engineering journals, the results for those journals fairly closely mirrored those 
for the whole sample. The results for the IS journals reflected the much smaller repre-
sentation of DS research in those journals. Nonetheless, despite the small numbers, 
discernible patterns of association appeared. In particular, case studies and illustrative 
scenarios figured more predominantly in the counts of evaluation methods. The 
choices of artifact type appeared to be much more evenly distributed in the IS journals 
than they were in the CS and engineering journals.  

Table 3. Evaluation Method Types 

Logical  
Argument 

An argument with face validity. 
 

Expert  
Evaluation 

Assessment of an artifact by one or more experts (e.g., Del-
phi study). 

Technical 
Experiment 

A performance evaluation of an algorithm implementation 
using real-world data, synthetic data, or no data, designed to 
evaluate the technical performance, rather than its perfor-
mance in relation to the real world. 

Subject-based 
Experiment 

A test involving subjects to evaluate whether an assertion is 
true. 

Action  
Research 

Use of an artifact in a real-world situation as part of a re-
search intervention, evaluating its effect on the real-world 
situation. 

Prototype Implementation of an artifact aimed at demonstrating the 
utility or suitability of the artifact. 

Case Study Application of an artifact to a real-world situation, evaluat-
ing its effect on the real-world situation. 

Illustrative 
Scenario 

Application of an artifact to a synthetic or real-world situa-
tion aimed at illustrating suitability or utility of the artifact. 

 
As one might expect, the choice of evaluation methods is driven by choice of arti-

facts; particular artifacts lend themselves to evaluation with particular methods. To 
analyze these clusters, we created groups of articles employing unique artifact type / 
evaluation method combinations. Tables 4 through 6 show the number of articles that 
belong to each artifact/evaluation method pair.  The tables demonstrate that certain 
artifact / evaluation method combinations occur far more frequently than others. For 
example, in IS journals, methods are most frequently evaluated using case studies, 
while in computer science and engineering journals, methods are most commonly 
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evaluated using technical experiments. In both disciplines algorithms are most fre-
quently evaluated using technical experiments. 

Table 4. Distribution of Evaluation Methods by Artifact Type (all journals) 
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Algorithm 1  60 1    3  65 

Construct 3  3 2 2   2  12 

Framework 1 1   1  1 4 1 9 

Instantiation   5 1 1   1  8 

Method 2  14 4   7 6  33 

Model 3  10  2 2  4  21 

Total 10 1 92 8 6 2 8 20 1  

3.2 Exemplar Papers 

For each research artifact / evaluation method cluster, we identified an exemplar 
paper for further analysis. The objective in this selection was to obtain a typical 
representative for each included specific artifact / evaluation method pair. This is 
consistent with a theoretical sampling approach in qualitative research, treating  
the papers as cases to be entered into further analysis. This final analysis step ex-
amines the reasoning provided in the exemplar papers for the choice of evaluation 
method. 

4 Two Exemplar Studies 

Here we examine the reasoning provided in the exemplar papers for the choice of 
evaluation method. We believe that artifact type, context, and data availability are 
issues that contribute to the selection of an evaluation method, but we expect that  
a more refined set of criteria will emerge from the analysis. Because space in this 
publication is limited, we present here just two of the selected exemplar papers.  
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Table 5. Distribution of Evaluation Methods by Artifact Type (IS journals) [EJIS, I&M, ISR, 
JMIS, MISQ] 
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Algorithm   4       4 

Construct 1    1     2 

Framework 1 1     1 1 1 5 

Instantiation   3     1  4 

Method 1  2 2   6 1  12 

Model   1  1 1  1  4 

Total 3 1 10 2 2 1 7 4 1  

Table 6. Distribution of Evaluation Methods by Artifact Type (CS/Eng journals) [ACM TDB, 
IEEE TEM, IEEE TKDE, IEEE TSWE, IEEE TSMC] 
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Algorithm 1  56 1    3  61 

Construct 2  3 2 1   2  10 

Framework     1   3  4 

Instantiation   2 1 1     4 

Method 1  12 2   1 5  21 

Model 3  9  1 1  3  17 

Total 7 0 80 6 4 1 1 16 0  
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4.1 Exemplar Paper 1: Instantiation Evaluated by Prototype 

Chen et al (2003) designed a flexible database system (FDS) to provide superior 
query performance in production systems, e.g., that of an airline or large retailer, 
where the database is very large and the number of read queries is much larger (per-
haps 1000 times larger) than that of write queries and where read queries are very 
diverse, often requiring joins among diverse tables. 

To achieve improved performance the FDS employs a number of read-only, de-
normalized database systems that are each intended to field queries of different cha-
racteristics. The FDS consists of a query analyzer, DBS0 (a normalized database sys-
tem), DBS1 – DBSn (de-normalized read-only systems), a scheduler, and a perfor-
mance monitor.  

Designed Artifact: System Instantiation 
We classified the designed artifact as an instantiation because it represents in idea or 
concept that is or is intendedly expressed by an example system, rather than, for ex-
ample, in a modeling language. The query analyzer receives a queries from system 
users and assigns each to one of the DBS, such that if the query is an update it is as-
signed to DBS0or if the query is a read-only it is assigned to one of DBS1 – DBSn, 
depending on which DBS is predicted to produce the best performance for the query. 

The design of the FDS follows the steps: 

1. Design of the update data structure, DBS0, using a conventional database design 
approach. 

2. Design of the read-only candidate structures, scaling down from an exhaustive set 
of de-normalized designs through use of expert database knowledge to a feasible 
set. 

3. Build a knowledge base of queries to determine which DBS provide the fastest 
time for queries with given characteristics. 

4. Decide which read-only DBS to keep active. 
5. Assign queries to the most appropriate structure. 
6. Determine conditions to refresh the read-only DBS from DBS0. 
7. Restructure the FDS when the distribution of query types warrant it. 

Evaluation: Prototype 
Chen et al [13] develop two prototype FDS, one of which is based on a very simple 
data structure and the other a more complex, production level system, with seven 
tables, each with 10 to 40 attributes, and from 625 to 6250 tuples, and they use them 
to demonstrate six of the seven steps above. Experiments using the two prototypes 
show an average of 40% less processing times can be achieved using the FDS, com-
pared with a 3NF DBS.  They estimate that this savings is easily sufficient to offset 
the cost of additional storage, refresh and restructuring required to implement and 
maintain the FDS.   

The use of a prototype instantiation to demonstrate the efficacy of a design can 
provide strong evidence when used to show that a design works as intended, is useful 
for its intended purpose, or has the potential to achieve an expected performance  
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level. The use of a specific instantiation suggests that the artifact should be evaluated 
on its directly observable performance, e.g., processing time.  

4.2 Exemplar Paper 2: Method Evaluated by Case Study 

Peffers, Gengler, and Tuunanen [14] designed a method intended to facilitate wide 
participation in data collection for IS planning activities, while maintaining a focus on 
ideas that are important for the firm. Wide spread participation should allow the firm 
to take advantage of knowledge about the value of potential systems that is widely 
dispersed among people in and around the firm, rather than only the knowledge that is 
held among a small circle of executives. The method needed, however, to overcome 
the limitation of traditional bottom-up planning processes, where the participants 
overwhelm managers with many self-serving ideas that are difficult to evaluate, but 
are mostly valueless.  

The method is based on personal construct theory [15]. PCT holds that every ob-
server has models for how the universe works, such that states of the universe have 
consequences and these consequences impact the values of the observer. PCT is ex-
tended in this research to a designed method for data collection, analysis, and ideation 
that can produce ideas for potentially valuable new systems for the organization.  

Designed Artifact: Method 
The designed artifact, critical success chains (CSC), consists of a set of procedures 
that informs the beginning of the IS systems planning process, from initial data col-
lection, to analysis, and to ideation, to produce a set of feasible ideas for new systems. 
We classify this as a method because the instructions are actionable and conceptual. 

CSC proceeds in a series of four phased activities: 

• pre-study (scope the study, determine sample participant, gather stimuli), 
• discovery (data collection through intensive one-on-one interviews), 
• analysis (aggregating and modeling the data), 
• integration (transforming the modeled ideas into feasible system ideas) 

Evaluation: Case Study 
Peffers, Gengler, and Tuunanen [14] demonstrated the CSC method in two case stu-
dies, an initial exploratory case study at Rutgers University and a more extensive and 
thorough study at Digia, a Helsinki software development firm. At Digia the scope of 
the study was ideas for ‘killer applications’ for mobile financial services. Data collec-
tion with a sample of 32 lead users and experts resulted in 147 chains, or arguments 
for specific system functionality. Analysis reduced this data to five graphical network 
models, each describing functionality, reasoning, and value, for a product bundle. An 
ideation workshop used these results to develop feasible ideas for three new products 
that the firm intended to explore further.  

We classified this evaluation as a case study because the method was demonstrated 
in the context of use to affect real phenomena in the organization. The case study 
lends itself for use in evaluating the efficacy of a designed object that is intended to 
be used in a complex organizational setting where a simple experiment or other  
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simple test could not be used to adequately show the efficacy or performance of the 
object. Case studies can provide much stronger evidence of efficacy or performance 
than simple arguments or illustrative scenarios. They vary greatly in the strength of 
evidence of efficacy or performance, often depending on how far the case carries the 
results of use of the method towards an impact on the firm. In this case the firm in-
tended to explore the ideas further, however, the case study does not follow the story 
through to full execution, because, as is often the circumstance, full execution would 
occur well outside the desired time frame of the case story. 

A potential weakness of case studies comes from the specificity of the context; the 
more idiosyncratic the case story, the less generalizable the evidence. While an illu-
strative scenario can be tailored to an ideal context, a case study, based as it must be 
on a real context, is likely to come with less than ideal observed facts. 

5 Discussion 

This research has led to the developed of a taxonomy of design science research arti-
facts and a taxonomy of artifact evaluation method types, based on use in publications 
in the IS and CS and engineering disciplines.  Six artifact types and eight evaluation 
method types have emerged. The analysis of the publication count in each of these 
categories has shown that some artifact types and evaluation methods are more com-
monly used than others, that there are some differences between IS vs. CS and engi-
neering publications with respect to artifact types and evaluation methods, and that 
there seem to be clusters of artifacts and evaluation among the papers.   

Overall, technical experiments are dominant, representing a clear majority of the 
evaluations (92 of 148). Illustrative scenarios, with 20, follow this. Algorithms make 
up a near majority of the artifacts, followed by methods and models. When we look at 
the disciplines separately, the results do not differ much, except that for the papers 
published in IS journals there is a cluster of methods evaluated by case studies that 
represent a significant part of the instances.  

An analysis of the artifact / evaluation method clusters was less conclusive: clear 
clusters are missing in the overall data set, except for the “algorithm - technical expe-
riment” combination. The same holds for the IS article sample, however, to little sur-
prise it was confirmed that IS researchers are more keen to use qualitative evaluation 
methods such as case studies and action research. Similarly CS and engineering re-
searchers use often more technical evaluation methods for their research. Therefore, 
we can see more differences between the research disciplines. Nevertheless, the anal-
ysis has supported the notion that the artifact, as well as the culture of the discipline 
drive evaluation choices.  

While certain artifacts are almost exclusively evaluated using a specific evaluation 
method (for example, algorithms are almost exclusively evaluated using technical 
experiments), other artifacts lend themselves to a choice with regards to the evalua-
tion method selection.  Methods are frequently evaluated using technical experi-
ments, but also using case studies; CS and engineering outlets seem to favor the  
former, while IS outlets most frequently publish the latter. The analysis of the  
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exemplar cases is shedding light on the motivation and the tradeoffs with regards to 
the evaluation method choice.   

The Peffers et al. [14] evaluated a method using case studies; the discussion of this 
exemplar paper emphasized that the evaluation method chosen demonstrated the effi-
cacy (performance) of the design artifact in an organizational context, however, the 
discussion also highlighted that a potential weakness of case study evaluation is their 
lack of generalizability.  Technical experiments, which is the prevailing alternative 
evaluation method for methods, was evaluated in the context of another exemplar 
paper (not included in this version of the article for space considerations); this evalua-
tion method would potentially address this weakness, as technical experiments can be 
designed for generalizability. However, this evaluation method demonstrates efficacy 
in a synthetic environment (its technical performance), and thus falls short of the case 
study in demonstrating performance in real world context.  This discussion on the 
tradeoffs of evaluation choices for the method artifact is exemplary for several other 
artifacts that offer evaluation choices to the researcher. The extended version of the 
paper will include a larger set of exemplar papers that will help us to explore these 
choices in detail. 

6 Conclusions, Limitations and Future Research 

In this paper, we have reviewed a selection of journal articles, 148 in total, in order to 
assess what is the current practice of evaluating outcomes of DS research. More  
specifically, we were interested in understanding the connections between different 
artifacts and evaluation methods. The results of our study show some patterns of 
evaluation for DS artifacts and evaluation types in each of information systems and 
engineering. The patterns of evaluation potentially provide authors with examples and 
templates to support their own use of evaluation methods in future DS research. 

As limitations to the study, we see that a more detailed analysis is needed. First of 
all, due to space limitations we were not able to do detailed analysis of all combina-
tions of artifacts and evaluation methods. In this paper, we do provide two exemplars 
that would represent the range of artifacts and evaluation. What remains to be done in 
this research is to examine the papers in this sample to understand the reasoning and 
tradeoffs behind the use of specific methods to evaluate specific artifacts. We plan to 
address this limitation in an extended version of this paper. A deep analysis of the 
reasoning and tradeoffs behind evaluation choices will, we hope, illuminate good 
practices. In addition, a more complete set of exemplar papers will help future DS 
researchers with a valuable set of examples to support good evaluation method choic-
es and to help justify those choices. 

It can be also argued that more comprehensive review of literature should be done 
in order to provide better overview of the matter in the literature. Although, we see 
that the current sample of articles is well justified as means for doing the analysis we 
do see that this argument can be made. For example, the bias in the current sample is 
towards more technical papers in software engineering. For this reason, the set of IS 
journals could be extended and journals that entertain publishing DS research outputs, 
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such as Information & Management, Journal of Information Technology Theory and 
Application and Scandinavian Journal of Information Systems, could be included in 
the review. There are also a number of DS research specific tracks in well respected 
IS conferences, which could be considered including the conference this paper has 
been written for. However, the current sample of articles has allowed us to develop 
the artifact and evaluation method taxonomies and helped us to identify the prevailing 
artifact / evaluation method combinations; this, in turn, has led to the identification of 
the exemplar articles that drove the analysis of the reasoning and tradeoffs of  
evaluation method choses. Thus, we consider that the sample is justified for the given 
purpose. 

In the future, we should be able to develop heuristics for researchers to follow in 
order to choose the appropriate artifact / evaluation method combination for their 
research. Contingency theory based research in IS literature offers interesting exam-
ples of how to do this, see, e.g. [16]. However, we also recognize that the practitioner, 
in our case the researcher, should be involved in this research process as well. There-
fore, this stream of research may call for more action research [see, e.g., 17], or  
perhaps action design style research [11]. 

References 

1. Peffers, K., Tuunanen, T., Rothenberger, M., Chatterjee, S.: A Design Science Research 
Methodology for Information Systems Research. Journal of Management Information Sys-
tems 24, 45–78 (2008) 

2. Hevner, A.R., March, S.T., Park, J.: Design Research in Information Systems Research. 
MIS Quarterly 28, 75–105 (2004) 

3. McNaughton, B., Ray, P., Lewis, L.: Designing an Evaluation Framework for IT Service 
Management. Information & Management 47, 219–225 (2010) 

4. Cleven, A., Gubler, P., Huner, K.: Design alternatives for the evaluation of design science 
research artifacts. In: Proceedings of the 4th International Conference on Design Science 
Research in Information Systems and Technology. ACM, Philadelphia (2009) 

5. Son, S., Weitzel, T., Laurent, F.: Designing a process-oriented framework for IT perfor-
mance management systems. The Electronic Journal of Information Systems Evaluation 8, 
219–228 (2005) 

6. Eekels, J., Roozenburg, N.F.M.: A methodological comparison of the structures of scien-
tific research and engineering design: their similarities and differences. Design Studies 12, 
197–203 (1991) 

7. Nunamaker, J.F., Chen, M.: Systems Development in Information Systems Research. 
Journal of Management Information Systems 7, 89–106 (1991) 

8. Walls, J., Widmeyer, G., El Sawy, O.: Assessing Information System Design Theory in 
Perspective: How Useful was our 1992 Initial Rendition. Journal of Information Technol-
ogy Theory & Application (JITTA) 6, 43–58 (2004) 

9. Walls, J., Widmeyer, G., El Sawy, O.: Building an Information System Design Theory for 
Vigilant EIS. Information Systems Research 3, 36–59 (1992) 

10. Takeda, H., Veerkamp, P., Tomiyama, T., Yoshikawam, H.: Modeling design processes. 
AI Magazine 11, 37–48 (1990) 

11. Sein, M.K., Henfridsson, O., Purao, S., Rossi, M., Lindgren, R.: Action design research. 
MIS Quarterly 35, 37–56 (2011) 



410 K. Peffers et al. 

12. AIS, http://ais.affiniscape.com/ 
displaycommon.cfm?an=1&subarticlenbr=432  

13. Chen, A.N.K., Goes, P.B., Marsden, J.R.: A query-driven approach to the design and ma-
nagment of flexible database systems. Journal of Management Information Systems 19, 
121–154 (2003) 

14. Peffers, K., Gengler, C., Tuunanen, T.: Extending Critical Success Factors Methodology to 
Facilitate Broadly Participative Information Systems Planning. Journal of Management In-
formation Systems 20, 51–85 (2003) 

15. Kelly, G.A.: The Psychology of Personal Constructs. W W Norton & Company, New 
York (1955) 

16. Mathiassen, L., Saarinen, T., Tuunanen, T., Rossi, M.: A Contingency Model for Re-
quirements Development. Journal of Association of Information Systems 8, 569–597 
(2007) 

17. Baskerville, R., Wood-Harper, A.T.: Diversity in information systems action research me-
thods. European Journal of Information Systems 7, 90–107 (1998) 



K. Peffers, M. Rothenberger, and B. Kuechler (Eds.): DESRIST 2012, LNCS 7286, pp. 411–422, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Design of Software Agent-Populated  
Electronic Negotiation System and Evaluation  

of Human – to - Agent Negotiations  

Rustam Vahidov and Gregory E. Kersten  

InterNeg Research Centre, Concordia University, Montreal, Canada  
{rvahidov,gregory}@jmsb.concordia.ca  

Abstract. Negotiation is a flexible mechanism for facilitating effective eco-
nomic exchanges. Electronic negotiations allow participants to negotiate online 
and use analytical support tools in making their decisions. Software agents offer 
the possibility of automating negotiation process using these tools. The purpose 
of this work is to make progress towards outlining design-theoretical principles 
for agent-enhanced negotiation systems (AENS). This paper describes an elec-
tronic marketplace named DIANA (Deal-making system Incorporating Agents 
in Negotiations and Auctions) that allows involving software agents in negotia-
tions. It also presents the results of experiments in agent-to-human negotiations. 
Various types of agents have been configured and paired up with human coun-
terparts for negotiating product sale. The paper discusses the results and 
presents a set of rules for the design of AENS. 

Keywords: electronic negotiations, software agents, design theory, experimen-
tal studies. 

1 Introduction 

In a dynamically changing global business environment negotiations represent an im-
portant mechanism for facilitating economic transactions. It offers flexibility and active 
involvement of the participating parties, which other major mechanism categories, such 
as fixed price, and even auction models, lack. In the course of negotiations parties ex-
change offers in order to jointly explore the possibilities of finding acceptable solutions. 
Negotiations involving more than a single (typically price-based) issue allow for more 
degrees of freedom in search for agreements, which would be beneficial to the negotia-
tors due to the asymmetry of their preference structures. Properly managed and con-
ducted negotiations promise to maximize the mutual benefits of the participants and 
avoidance of situations characterized as “leaving money on the table”. 

Online negotiations supported by electronic negotiation systems (ENSs) allow the 
parties to exchange offers over the internet [1]. In addition to enabling any-
time/anywhere mode of interactions, they may also incorporate analytical facilities for 
supporting negotiators in their preparation and conduct of negotiations in order to 
achieve the benefits mentioned above. This support can range from such tools as those 
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used for capturing and modeling negotiator’s preferences, to providing active advice 
and critique, and all the way to complete automation of the negotiation conduct. 

Despite the promises and potentials, the existing ENSs have mainly been used in 
research and educational contexts. Catalogs and auctions have been predominantly 
employed as means of transacting between businesses and their customers.  Could it 
be that ENSs do not option for the real-world economic parties, and represent, as it 
were, the “phantom meta-artifacts” [2]? We do not consider this being the case, and 
further research is needed into the factors related to ENS adoption and usage. One 
possible explanation to the scarcity of real-life ENSs and negotiating websites is that 
negotiations imply a relatively high cognitive load, especially if multiple issues are 
involved (e.g. price, warranty, product attributes, shipment, etc.). This load may trans-
late into a prohibitive cost when day-to-day transactions involving people who are not 
negotiation experts are concerned. Investigating the modes of human-ENS interac-
tions, as well as automation of some structured aspects of negotiations may serve as 
the key to promoting ENS adoption and usage. Software agents may alleviate the 
problem of cognitive effort by automating negotiation process while working with 
customers towards an acceptable deal. Moreover, they can also ensure consistency in 
reaching negotiation outcomes according to the set policies. 

The purpose of this work is to investigate the prospects of negotiations involving 
humans and software agents in order to make progress towards outlining design-
theoretical framework for agent-enabled ENSs. The work represents an early stage 
towards developing components of design theory for an agent-empowered ENS 
(AENS). To this end an electronic marketplace system called DIANA (Deal-making 
system Incorporating Agents in Negotiations and Auctions) has been built. The sys-
tem was used in experiments with human subjects in order to investigate the effects of 
various agent strategies on negotiation outcomes, with the purpose of deriving guide-
lines for AENS design.  

2 Related Work 

Ever since the publication of the seminal paper by Hevner et al. [3], design-oriented 
research in IS has attracted a considerable community of followers. Works by numer-
ous researchers have helped to establish the legitimacy of design-type studies and lay 
the groundwork for theoretical approaches to design science [e.g. 4, 5, 6]. A recent 
book on the subject explores the similarities between the traditional notion of science 
and advocates application (with interpretation) of scientific principles to design 
science research [2].  

We posit that theoretical approach is required to accumulate and apply design 
knowledge. In this regard, an ideal formulation of a meta-artifact should be in form of 
a design theory for that class of artifacts. The concept of a design theory introduced 
by Walls et al. [6] includes both type of requirements and type of system solution as 
key components. The development of these components is guided by the kernel theo-
ries. In Gregor & Jones [4] [4] formulation one of the key components includes “the 
principles of form and action”, which could be related to the “type of system solution” 
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mentioned above. These important contributions do not stipulate the exact forms in 
which different components of a design theory should be formulated structurally and 
dynamically. Vahidov [7] has proposed a representational framework for design re-
searcher’s meta-artifacts that includes analytical, synthetic, technological, and imple-
mentation layers. Carlsson (2005, p. ) has introduced the notion of technological rules 
to represent design knowledge. The form of such a rule could be expressed as: “If you 
want to achieve A (outcome) in Situation B (problem) and C (context) then something 
like action/intervention D can help because E (reason)”. In this work we present a 
number of such rules for the design of AENS, which are derived from the results of 
our experiments. To this end we first need to investigate the related work in electronic 
negotiations involving software agents. 

Research on automated negotiations involving software agents has been extensive 
[8, 9]. While thorough coverage of the past work in the area is well beyond the scope 
of this paper, we will review the representative publications in the context of business 
exchanges. One could categorize these in accordance with the context of interactions 
(i.e. C2C, B2B, B2C), and the extent of automation. 

One well-known early work in this direction was the construction of the Kasbah 
electronic marketplace [10, 11]. Targeting primarily the C2C domain the marketplace 
allowed human users to configure agents, which would then be sent to the market-
place to negotiate with each other. Three types of agents ranging from competitive to 
the conceding ones were provided. Negotiations included a single issue, i.e. price. In 
B2B applications software agents have been proposed for automating various aspects 
of supply chain management. For example, in [12] an agent-based architecture has 
been proposed for dynamic supply chain formation. The agents acting as brokers 
representing various entities within supply chain negotiated agreements with each 
other in building up the chain.  

There has also been work targeting the B2C transactions. In [13] the authors pro-
posed an agent-based architecture for automated negotiations between businesses and 
consumers. The buyer agents incorporated such components as searcher and negotiator, 
while seller agents featured negotiator module whose strategy was set by the sales de-
partment. It has been argued by many that complete automation of real-life negotiations, 
in particular in business contexts does not seem to be a viable solution (e.g. [14]. Auto-
mation in general is applicable only when tasks concerned are well-structured, which is 
rarely the case in many business situations. However, since efficient policies can be set 
for multiple daily interactions with the customers regarding the sales of products and 
services, it seems that a relatively high level of automation may be feasible.  

While the work reviewed above concerns fully automated negotiations, there has 
been some research into sharing responsibilities between human negotiators and ne-
gotiation agents. In [15] a system has been proposed where agents actively supported 
human decision making in the negotiation process. An agent advised the human user 
on the acceptability of the received offer, helped with the preparation of the counter-
offer, and critiqued offers composed by the users when it deemed necessary to  
intervene. [16] proposes an agent-based architecture with the purpose of multiple 
negotiation management. In this architecture a fleet of agents negotiated deals with 
customers. These negotiations were monitored by a coordinating agent, which--based 
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on the analysis of situation--instructed the negotiating agents to modify their strate-
gies and adjust reservation levels within the limits of its authority. The overall process 
was monitored by a human user who could intervene to make changes if necessary. 

The current work aims at informing design of electronic agent-populated market-
place and investigation of software agents’ performance as compared to human-
human dyads while in multi-issue negotiations. Various types of agents following 
different strategies have been configured for the comparison of their performance.  

3 Architecture of DIANA and Configurations of Agents 

Kersten et al. [17] proposed a general framework for electronic marketplaces involv-
ing humans and software agents called Shaman. The design of DIANA system has 
been inspired by this framework. Figure 1 shows the simplified architecture of 
DIANA, focusing on its negotiation support facilities. Negotiation case library stores 
information on different negotiation cases, including such specifics as the subject of 
negotiations, issues involved, options for the discrete issues, and other details. The 
cases can be created by the system administrator. Negotiation engine uses the infor-
mation from the case library to manage the exchange of offers and counter-offers 
between the parties. The negotiating parties could be both humans, or mixed human-
software agent dyads. The analytical toolbox allows modeling of preferences and 
evaluating received and prepared offers in terms of their overall utilities. These could 
be used both by humans, as well as agents in the process of exchange. A human user 
maybe the principal of the agent who delegates the task of negotiation to the agent. In 
this case the principal has to configure the agent to specify its behavior. 

 

 

Fig. 1. Overall architecture of DIANA 
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Agents can be configured, in part, by specifying the concession schedule they must 
follow. In our  experiments, we have chosen to use five different concession sche-
dules, three of which were similar to those used in Kasbah experiments (Chavez et al. 
1997). These included: competitive, neutral, collaborative, competitive-then-
collaborative, and tit-for-tat strategies. The competitive agents (CM) tend to make 
smaller concessions in terms of utility of generated offers in the beginning of the ne-
gotiation period. However, as they approach the end of the period, they would start 
making larger concessions in search of an agreement (figure 2).  

 

 

Fig. 2. Competitive schedule 

Neutral strategy (NT) dictates that an agent concedes the constant amount of utility 
regardless of the time period, i.e. the concession schedule is linear (figure 3). Colla-
borative schedule (CL) implies making large concessions in the very beginning of the 
negotiation period in search of a quick agreement. This represents the case where an 
agent is anxious to sell the product. However, as the agent quickly drops the utility 
close to the reservation levels, it cannot make large concessions later in the process 
(figure 4).  

 

 

Fig. 3. Neutral schedule 



416 R. Vahidov and G.E. Kersten 

 

Fig. 4. Collaborative schedule 

Competitive-then-collaborative schedule (CC) models more complex behavior of 
the agents. In the beginning of the process an agent behaves competitively, however, 
in the middle of the negotiation period it changes its profile to a collaborative one. 
Thus, there is an inflexion point in an agent’s schedule (figure 5).  

 

 

Fig. 5. Competitive-then-collaborative schedule 

The reason for introducing this strategy is to imitate the situation when an agent’s 
behavior adjusts due to the overall situation in the market (e.g. the product is not sell-
ing well). Moreover, the CC schedule allows introducing less predictable non-obvious 
behavior, which may be characteristic of human negotiators. (Little circles appearing 
on the screenshots are used to graphically define the shapes of the curves.) 

The final strategy used is tit-for-tat. These agents do not rely on utility calculations. 
Rather, they watch the opponent moves and simply mirror them in composing coun-
ter-offers. In other words, when an opponent makes a new offer an agent determines 
the difference between this offer and the previous one made by the opponent, and 
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applies the same difference to its own offer. If, say an opponent made a large change 
to a price, the agent would do the same. 

The agent follows the following algorithm. In the beginning of the process it makes 
an offer that has highest utility to an agent. It then waits for the opponent to respond. 
If an opponent agrees, the process terminates. If an opponent makes a counter-offer 
the agent calculates its acceptable utility level according to the concession schedule 
employed. If the opponent’s offer is equal or higher than the acceptable utility, the 
agent accepts the offer. Otherwise, the agent generates a new offer according to the 
acceptable utility level. It takes the opponent’s offer as a starting point, and employ-
ing hill-climbing algorithm changes it to get close to the set utility level. This  
heuristic method is used instead of analytical one, since most of the issues are not 
continuous variables. It then sends this offer to the opponent.  

4 Experiments 

The negotiation case developed for the experimental study concerned the sale of a 
desktop computer. There were five issues including the price, type of monitor, hard 
drive, service plan, and software loaded. Each option for each issue had a correspond-
ing level of utility (attractiveness), these levels being different for the buyers vs. sel-
lers. In order to calculate the total utility of the offer the issues were assigned different 
weights. These were then used in an additive utility function to estimate the level of 
attractiveness of an offer. Agents used this information in order to decide on the ac-
ceptability of the received offers and generate offers.  

All agents acted on the seller side, and they were not aware of the buyers’ prefe-
rence structures. The weights were slightly different for sellers than buyers to facili-
tate tradeoffs, which have been considered one of the key integrative negotiation  
characteristics [18]. Thus, agents would decide on the utility of the next offer first, 
according to their concession schedules, and then generate the corresponding offer. 

In the current work we were interested in the objective outcomes of agent – human 
negotiations, as well as subjective variables capturing human perceptions of the 
process, outcomes and system. The measured variables included the utility of the 
agreements, and the proportion of agreements achieved. These relate to the economic 
benefits of agent-human negotiations.  

The subjects in the study were university students enrolled in the introductory 
course on information technology. Thus, the negotiation case was well in line with the 
learning objectives of the course. The treatments included pairing up the subjects with 
various types of agents described in an earlier section. We also paired up humans with 
humans in a control group.  

The experiment was conducted via the web, whereby subjects could perform their 
tasks from any location in an asynchronous mode during a two-day period. The sub-
jects were invited to join the negotiations via email containing the link to the system. 
Negotiations began by sellers making the first offer. The agent sellers then checked 
for the status of negotiations at fixed intervals of time (every 3 hours). At those points 
of time, if they have not received new offers, they would wait until the next period of 
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time elapsed. If an offer was received they would evaluate it and would either accept 
it, or would make a counter-offer.  

Human subjects were free to terminate the negotiation at any time without reaching 
an agreement with their counter-parts. Upon the completion of the experiment the 
subjects were asked to answer: “I was negotiating with: 1) a human; 2) a computer: 3) 
not sure.”  

5 Results 

For the analysis of the results we have selected only those negotiation instances, 
which featured at least four offers in total. The rationale for this decision was to in-
clude only those cases where the subjects took the task seriously. Thus, we ended up 
having 436 usable negotiation instances. Of these, 65% ended up in an agreement, 
while in 35% of cases the agreement was not reached.  

Figure 6 shows the results of the question related to whether the participants 
guessed correctly if they were negotiating with humans or computers. The left side 
shows the results from human-agent dyads, and the right side shows human-human 
ones. The leftmost bar in each group indicates the number of responses that read 
“human”, the middle one relates to “computer” responses, and the last one shows “not 
sure” responses.  

As one can see, the majority of subjects in the agent-human dyads were not sure if 
they were interacting with the humans or agents (183 responses). This was followed 
by the group of subjects who had thought they were negotiating with other humans 
(114). The smallest group consisted of those who guessed correctly that they were 
interacting with agents (65). It is interesting to note that some subjects in the human-
to-human dyads thought they were interacting with a computer (2 out of 30). 

 

 

 Fig. 6. “I was negotiating with…” agent - human dyads vs. human – human dyads  
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The distribution of answers depended on the type of the agent strategy employed. For 
example, in competitive-then-collaborative category much larger proportion of subjects 
thought they were negotiating with a human counter-part as compared to those who had 
an impression they were dealing with a machine (25 vs. 8). This can be explained by the 
fact that CC concession schedule results in more complex behavior, less obvious beha-
vior that could be more readily ascribed to humans, rather than machines. Similar, 
though less prominent results were obtained in competitive agent category (33 vs. 15). 
On the other hand, the collaborative category was the only one where the number of 
“human” vs. “machine” responses was equal (21 each). Perhaps, the subjects expected 
their human counterparts to be more competitive, rather than conceding. 

Table 1 shows the proportions of agreements for different compositions of dyads. 
The largest proportion of agreements was reached in the collaborative agent category. 
This an intuitive result, since collaborative agents make large concessions early in the 
negotiations process, and thus they have a higher chance of making a deal with the 
human counterparts. It is interesting to see that human-to-human dyads have a 
second-lowest record in terms of proportion of agreements made. Thus, the majority 
of agent-involved dyads have reached more agreements than purely human dyads.  

Competitive agents were able to reach an agreement in 53% of cases. Competitive-
then-collaborative agents have made agreements in 75% of cases, falling between the 
CL and CM categories, but higher than neutral category. The lowest number of 
agreements was achieved in tit-for-tat category. This is the only agent strategy that 
does not employ utility function, and, thus it does not necessarily drop its utility level 
to the minimum towards the end of the period. Overall, agent-human pairs achieved 
agreements in 66% of cases vs. 50% exhibited by HH dyads.  

Table 2 compares the utilities of reached agreements for sellers and buyers across 
different categories. In human-human dyads the sellers achieved much lower utility 
levels than buyers. This could be explained by the adopted reference frames. Since 
both sellers and buyers in this category were undergraduate student subjects, they 
tended to shift the price levels downwards to what they consider to be acceptable 
regions. Nonetheless, as it can be seen from the table, the human sellers had reached 
the lowest levels of utility.  

Table 1. Proportions of agreements 

Category Agreements, % 
All agent categories 66 
Competitive 53 
Neutral 70 
Collaborative 82 
Competitive-collaborative 75 
Tit-for-tat 43 
Human-human 50 

 
The highest average utility was achieved by tit-for-tat agents (72.4). However, as 

already mentioned, they performed worst in terms of proportion of agreements 
reached. In terms of proportion of agreements the competitive agents have performed 
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slightly better than human sellers. However, utility-wise these agents have considera-
bly outperformed their human “colleagues” (63.2 vs. 35.9). Collaborative agents did 
only slightly better than humans, reaching 36.5 utility. However, they had much high-
er proportion of agreements. Competitive-then-collaborative agents have reached the 
average utility level of 40.4, and the neutral ones had a slightly higher value of 43.8. 
Overall, agents did better than human negotiators (46.8 vs. 35.9). 

Table 2. Utilities of agreements 

Category Seller utility Buyer utility 

All agent categories 46.8 65.6 

Competitive 63.2 44.9 

Neutral 43.8 69.7 

Collaborative 36.5 79.0 
Competitive-collaborative 40.4 71.9 

Tit-for-tat 72.4 36 

Human-human 35.9 73.0 
 
In addition to dividing agents into various above configurations we have also had 

two versions of their algorithms for generating offers. Passive agents generated their 
offers without taking into account the opponent’s counter-offer, while reactive agents 
took the opponent’s offer as a starting point and tried to modify it to fit the desired 
level of utility. As the results indicate, reactive agents were able to achieve 72% 
agreement rate, while the passive agents only managed to secure 64% rate. This dif-
ference was significant, while there was no significant difference in the utilities of 
agreements. 

6 Design Implications  

The results show that employing agents in the majority of cases lead to superior re-
sults as compared to using human negotiators. The findings also allow us to draw 
blueprint for the set of design guidelines for the AENS in form of technological rules 
[19]. The rules, to remind, have the form “If you want to achieve A (outcome) in 
Situation B (problem) and C (context) then something like action/intervention D can 
help because E (reason)”. In our case, the problem on hand is agent – to human nego-
tiation. The reasons for these rules derive from the results of the experiments. Thus, 
we end up with context/outcome/intervention components. The following text sum-
marizes the empirically supported rules.  

1. Overall, taking into account counter-part’s offers while generating counter-
offers lead to increased likelihood of agreements. In other words, being adap-
tive to the opponent pays off. 
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2. If you want to achieve higher agreement utility, when number of agreements 
is not of primary concern, use competitive strategies for your agents. For ex-
ample, in the absence of considerable competition, competitive strategies pay 
off. 

3. If you want to achieve high proportion of agreements, while the utility can be 
somewhat sacrificed, use collaborative strategies. This could be the case 
when the competition is high, or the negotiator wants to maintain relation-
ships with the counter-parts, or has excess resources, and under other circum-
stances when the transaction is very much desirable. 

4. If the desired outcome/context may change during the course of negotiations, 
dynamically adjust the strategies. 

If it is important that human counter-parts should not guess that they are interacting 
with a counter-part use complex or dynamic strategies. This rule is supported by the 
finding that in a relatively complex compete – then collaborate scenario the human 
counter-parts were least convinced that they are negotiating with a machine.  

7 Conclusions  

The purpose of this study was to make a progress towards the design an agent-
populated marketplace, experimentally investigate the promises of agent-human nego-
tiations in B2C context, and outline rules that could guide the design of AENS. To 
this end various types of agents were configured to conduct negotiations with human 
subjects. The question of whether humans were able to tell if they were negotiating 
with machine has important implications, since if they did they would be, in principle, 
able to predict the opponents moves. Findings indicate that, in most cases, the sub-
jects were not able to make a correct guess. This is especially true when agents em-
ployed a complex concession pattern, i.e. compete-then-collaborate. 

In regards with the outcomes the results show that human negotiators performed 
worst as compared to agents in terms of utility of agreements. They were also second 
worst in terms of number of agreements. One possibility for future work could be 
conducting experimental studies where agent and human negotiators could add issues 
in the course of negotiations. 
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Abstract. Evaluation is a central and essential activity in conducting rigorous 
Design Science Research (DSR), yet there is surprisingly little guidance about 
designing the DSR evaluation activity beyond suggesting possible methods that 
could be used for evaluation. This paper extends the notable exception of the 
existing framework of Pries-Heje et al [11] to address this problem. The paper 
proposes an extended DSR evaluation framework together with a DSR 
evaluation design method that can guide DSR researchers in choosing an 
appropriate strategy for evaluation of the design artifacts and design theories that 
form the output from DSR. The extended DSR evaluation framework asks the 
DSR researcher to consider (as input to the choice of the DSR evaluation 
strategy) contextual factors of goals, conditions, and constraints on the DSR 
evaluation, e.g. the type and level of desired rigor, the type of artifact, the need to 
support formative development of the designed artifacts, the properties of the 
artifact to be evaluated, and the constraints on resources available, such as time, 
labor, facilities, expertise, and access to research subjects. The framework  
and method support matching these in the first instance to one or more DSR 
evaluation strategies, including the choice of ex ante (prior to artifact 
construction) versus ex post evaluation (after artifact construction) and 
naturalistic (e.g., field setting) versus artificial evaluation (e.g., laboratory 
setting). Based on the recommended evaluation strategy(ies), guidance is 
provided concerning what methodologies might be appropriate within the chosen 
strategy(ies).  

Keywords: Design Science Research, Research Methodology, Information 
Systems Evaluation, Evaluation Method, Evaluation Strategy. 

1 Introduction 

There is widespread agreement that evaluation is a central and essential activity in 
conducting rigorous Design Science Research (DSR). In DSR, evaluation is concerned 
with examining DSR outputs, including design artifacts [6] and Information Systems 
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(IS) Design Theories [3], [20].  March and Smith [6] identify “build” and “evaluate” as 
two DSR activities. Hevner et al [5] identify evaluation as “crucial” (p. 82). In their 
third guideline for Design Science in IS Research, they state that “The utility, quality, 
and efficacy of a design artifact must be rigorously demonstrated via well-executed 
evaluation methods” (p. 85).  

Evaluation provides evidence that a new technology developed in DSR “works” or 
achieves the purpose for which it was designed. Without evaluation, outcomes of 
DSR are unsubstantiated assertions that the designed artifacts, if implemented and 
deployed in practice, will achieve their purpose. Rigorous, scientific research requires 
evidence. If Design Science Research is to live up to its label as “science”, the 
evaluation must be sufficiently rigorous.  

But how should rigorous evaluation be designed and conducted? What strategies 
and methods should be used for evaluation in a particular DSR project? How can the 
evaluation be designed to be both effective (rigorous) and efficient (prudently using 
resources, including time)? What would constitute good guidance for answering these 
questions?  

Unfortunately, there is little guidance in the DSR literature about the choice of 
strategies and methods for evaluation in DSR. A notable exception is Pries-Heje et al 
[11], who develop a 2-by-2 framework to guide selection of evaluation strategy(ies) 
for a DSR project. They identify that evaluation design needs to decide what will be 
evaluated, when it will be evaluated, and how it will be evaluated. However, beyond 
providing the framework and an idea of what needs to be designed in the DSR 
component of research, they provide very little guidance in how a research should or 
could actually design the DSR evaluation component. This state of affairs in DSR 
constitutes what we can call an “evaluation gap”. 

The purpose of this paper is to address this evaluation gap by developing a DSR 
evaluation framework with clear guidance for how one could design and conduct 
evaluation within DSR.  Making a strong, published evaluation framework available 
to design science researchers, particularly novice ones, can simplify the research 
design and reporting. Such guidance would help DSR researchers make decisions 
about how they can (and perhaps should) conduct the evaluation activities of DSR.   

It is important to clarify that the framework developed here is to aid DSR 
researchers in the design of the evaluation component of their DSR. The framework 
proposed here is not a framework for evaluating DSR projects as a whole or after the 
fact. Conducting DSR involves much more than the evaluation of the resulting DSR 
artifacts and IS Design Theories and such broader evaluation of a whole DSR project 
is outside the scope of this paper. 

This next section of this paper discusses relevant literature on evaluation in DSR to 
elucidate the “evaluation gap” addressed in this paper. Section 3 describes an 
extended framework and method developed to address this gap. Section 4 describes 
the evaluation of the method in use by novice design science researchers. Finally 
section 5 discusses the findings and presents conclusions. 
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2 Literature on Evaluation in DSR  

This section considers the DSR literature concerning the purposes for evaluation in 
DSR, characteristics or aspects to be evaluated in DSR evaluation, kinds of artifacts 
(evaluands) in DSR, design goals to be addressed in the design of a DSR evaluation 
method, methods proposed for evaluation in DSR, and guidance for designing the 
evaluation component of DSR. 

2.1 Purposes of Evaluation in DSR 

As noted above, evaluation is what puts the “Science” in “Design Science”. Without 
evaluation, we only have an unsubstantiated design theory or hypothesis that some 
developed artifact will be useful for solving some problem or making some 
improvement. This section identifies and discusses five different purposes for 
evaluation in the DSR literature. 

1. Evaluate an instantiation of a designed artifact to establish its utility and 
efficacy (or lack thereof) for achieving its stated purpose 

March and Smith [6] define evaluation as “the process of determining how well the 
artifact performs.” (p. 254). The central purpose of DSR evaluation then is to 
rigorously demonstrate the utility of the artifact being evaluated (known as the 
“evaluand” [13] ). DSR design artifacts   “are assessed against criteria of value or 
utility – does it work?” [6]. A key purpose of DSR evaluation then is to determine 
whether or how well the developed evaluand achieves its purpose. 

2. Evaluate the formalized knowledge about a designed artifact’s utility for 
achieving its purpose  

Evaluating the design artifact’s utility for purpose is closely related to the concepts of 
IS Design Theories (ISDTs) [3], [18], [20], design principles [7], [10], [12], or 
technological rules [16], which are formalizations of knowledge about designed 
artifacts and their utility. When an artifact is evaluated for its utility in achieving its 
purpose, one is also evaluating a design theory that the design artifact has utility to 
achieve that purpose. From the point of view of design theory, a second purpose of 
evaluation in DSR is to confirm or disprove (or enhance) the design theory.  

3. Evaluate a designed artifact or formalized knowledge about it in comparison to 
other designed artifacts’ ability to achieve a similar purpose 

In addition to the first purpose above, Venable [17] identifies a third purpose – 
evaluating the artifact “in comparison to other solution technologies” (p. 4). A new 
artifact should provide greater relative utility than existing artifacts that can be used to 
achieve the same purpose.  

4. Evaluate a designed artifact or formalized knowledge about it for side effects 
or undesirable consequences of its use 
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Another purpose that Venable [17] identifies is evaluating an artifact for other 
(undesirable) impacts in the long run, i.e. for side effects (particularly dangerous 
ones).  

5. Evaluate a designed artifact formatively to identify weaknesses and areas of 
improvement for an artifact under development 

A fifth purpose of evaluation is formative evaluation, in which an artifact still under 
development is evaluated to determine areas for improvement and refinement. Sein et 
al [12] use evaluation formatively in early (alpha) Building, Intervention, and 
Evaluation (BIE) cycles (cf. ex ante evaluation in [11]) of their Action Design 
Research Methodology (ADR). The last BIE cycle in ADR is summative evaluation 
of a beta version, which is in line with the first purpose for evaluations given above. 

Next we turn our attention to what is evaluated. 

2.2 Aspects and Characteristics to Be Evaluated in DSR 

Utility is a complex concept and not the only thing that is evaluated in DSR. Utility 
may depend on a number of characteristics of the artifact or desired outcomes of the 
use of the artifact. Care must be taken to consider how utility for achieving the 
artifact’s purpose(s) can be assessed, what characteristics to evaluate or measure. 
Each evaluation is quite specific to the artifact, its purpose(s), and the purpose(s) of 
the evaluation.  

Nonetheless, it is useful to consider what kinds of qualities for evaluation are 
discussed in the literature. As noted earlier, Hevner et al [5] identify utility, quality, 
and efficacy as attributes to be evaluated. Hevner et al [5] further state that “artifacts 
can be evaluated in terms of functionality, completeness, consistency, accuracy, 
performance, reliability, usability, fit with the organization, and other relevant quality 
attributes” (p. 85). They later identify “style” as an aspect of an artifact that should be 
evaluated.  

Checkland and Scholes [1] proposed five properties (“the 5 E’s”) by which to 
judge the quality of an evaluand: Efficiency, effectiveness, efficacy, ethicality, and 
elegance.  Effectiveness and efficacy are sometimes confused. Effectiveness is the 
degree to which the artifact meets its higher level purpose or goal and achieve its 
desired benefit in practice. Efficacy is the degree to which the artifact produces its 
desired effect considered narrowly, without addressing situational concerns.  

All of these properties of the artifact in some way contribute to the utility of the 
developed artifact and act as criteria that are candidates for evaluation in determining 
the overall utility.  

2.3 Kinds of Evaluands in DSR 

Next we consider the different kinds of evaluands. Based on the literature, we can 
identify two different classifications of artifacts.  
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First, we can distinguish product artifacts from process artifacts [3], [18]. Product 
artifacts are technologies such as tools, diagrams, software, etc. that people use to 
accomplish some task. Process artifacts are methods, procedures, etc. that guide 
someone or tell them what to do to accomplish some task.  

Second, we can distinguish between technical artifacts and socio-technical 
artifacts. Some artifacts are in some sense “purely” (or nearly purely) technical, in 
that they do not require human use once instantiated. Socio-technical artifacts are 
ones with which humans must interact to provide their utility. 

Relating the technical vs socio-technical distinction to the product vs process 
distinction, product artifacts may be either (purely) technical or socio-technical, while 
process artifacts are always socio-technical, which will have implications for their 
evaluation.  

2.4 Goals of Evaluation Design in DSR 

Next we consider what goals there are for the design of the evaluation itself. There are 
(at least) three possibly competing goals in designing the evaluation component of 
DSR. 

• Rigor: Research, including DSR, should be rigorous. Rigor in DSR has two 
senses. The first is in establishing that it is the artifact (instantiation) that causes an 
observed improvement (and only the artifact, not some confounding independent 
variable or circumstance), i.e. its efficacy. The second sense of rigor in DSR is in 
establishing that the artifact (instantiation) works in a real situation (despite 
organisational complications, unanticipated human behavioral responses, etc.), i.e. 
its effectiveness. 

• Efficiency: A DSR evaluation should work within resource constraints (e.g. 
money, equipment, and people’s time) or even minimize their consumption.  

• Ethics: Research, including DSR, should not unnecessarily put animals, people, 
organizations, or the public at risk during or after evaluation, e.g. for safety critical 
systems and technologies. Venable [19] discusses some ethical issues in DSR.  

The 5 E’s [1] are also relevant to the design of the evaluation part of a DSR project. 
Each of the above goals corresponds to one of the 5 E’s. Only Elegance is missing, 
although presumably an elegant evaluation would be preferable to an inelegant one. 
Importantly these goals conflict and DSR evaluation must balance these goals.  

2.5 Evaluation Methods in DSR 

Next we consider what methods there are for evaluation (from which a Design 
Science researcher might choose).  

Different DSR authors have identified a number of methods that can be used for 
evaluation in DSR. Hevner et al [5] summarize five classes of evaluation methods 
with 12 specific methods in those classes. (1) Observational methods include case 
study and field study. (2) Analytical methods include static analysis, architecture 
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analysis, optimization, and dynamic analysis. (3) Experimental methods include 
controlled experiment and simulation. (4) Testing methods include functional (black 
box) testing and structural (white box) testing. (5) Descriptive methods include 
informed argument and scenarios. They provide no guidance on method selection or 
evaluation design. 

Vaishnavi and Kuechler [15] allow for both quantitative and qualitative methods 
and describe the use of a non-empirical analysis. They do not provide guidance for 
selecting between methods or designing the evaluation part of DSR. 

Peffers et al [9] divide what others call evaluation into two activities, 
demonstration and evaluation. Demonstration is like a light-weight evaluation to 
demonstrate that the artifact feasibly works to “solve one or more instances of the 
problem”, i.e. to achieve its purpose in at least one context (cf. ex ante evaluation in 
[11]). Evaluation proper is more formal and extensive, and takes a fairly positivistic 
stance that the activity should evaluate “how well the artifact supports a solution to 
the problem” (p. 56). Methods for evaluation identified include the collection of 
“objective quantitative performance measures such as budgets or items produced, the 
results of satisfaction surveys, client feedback” (p. 56), or the use of simulations or 
logical proofs, but they provide no guidance for choosing between methods. 

Nunamaker et al [8] identified a number of methods for evaluation or what they 
termed experimentation. These included computer and lab simulations, field 
experiments, and lab experiments. Additionally, they identified several methods of 
observation, including case studies, survey studies, and field studies, although they 
did not see these as evaluation methods. Moreover, they did not provide much 
guidance in choosing among these evaluation methods, except to say that the 
evaluation method must be matched to the designed artifact and the evaluation 
metrics to be used. 

The activities that Nunamaker et al [8] called experimentation and observation, 
Venable [17] instead respectively called artificial evaluation and naturalistic 
evaluation, explicitly recognizing the evaluative nature of the observation activity. 
Artificial evaluation includes laboratory experiments, field experiments, simulations, 
criteria-based analysis, theoretical arguments, and mathematical proofs.  The 
dominance of the scientific/rational paradigm brings to artificial DSR evaluation the 
benefits of stronger scientific reliability in the form of better repeatability and 
falsifiability [4]. 

Naturalistic evaluation explores the performance of a solution technology in its real 
environment i.e., within the organization.  By performing evaluation in a real 
environment (real people, real systems, and real settings [14]), naturalistic evaluation 
embraces all of the complexities of human practice in real organizations.  Naturalistic 
evaluation is always empirical and may be interpretive, positivist, and/or critical. 
Naturalistic evaluation methods include case studies, field studies, surveys, 
ethnography, phenomenology, hermeneutic methods, and action research.  The 
dominance of the naturalistic paradigm brings to naturalistic DSR evaluation the 
benefits of stronger internal validity [4]. 
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Artificial and naturalistic evaluation each have their strengths and weaknesses. To 
the extent that naturalistic evaluation is affected by confounding variables or 
misinterpretation, evaluation results may not be precise or even truthful about an 
artifact’s utility or efficacy in real use. On the other hand, artificial evaluation 
involves abstraction from the natural setting and is necessarily “unreal” according to 
one or more of Sun and Kantor’s [14] three realities (unreal users, unreal systems, or 
unreal problems). To the extent that an artificial evaluation setting is unreal, 
evaluation results may not be applicable to real use. In contrast, naturalistic evaluation 
offers more critical face validity.  Evaluation in a naturalistic setting is “the real 
‘proof of the pudding’” [17, p. 5]. 

Further, Venable noted that more than one method could be used, mixing artificial 
and naturalistic evaluation as well as positivist and interpretive evaluation methods, 
leading to a pluralist view of science, where each has its strengths in contributing to a 
robust evaluation depending on the circumstance. Nonetheless, Venable [17] provided 
little or no guidance about selecting among methods and designing an evaluation 
strategy. 

In summary, the DSR literature identifies a fairly large number and variety of 
evaluation methods, but gives little advice as to choice among methods, i.e. how to 
design an evaluation strategy for a particular DSR project.  

2.6 Guidance for Designing Evaluations in DSR 

While the DSR literature provides almost no guidance on how to design the evaluation 
component of DSR research, there is one notable exception: the paper by Pries-Heje et 
al [11], which proposes a 2-by-2 framework of strategies for evaluation in DSR (see 
figure 1 below) and provides some guidance for considerations about how to choose 
among them. Their framework combines one dimension contrasting artificial vs 
naturalistic evaluation [17], as discussed in section 2.5, with a second dimension 
contrasting ex ante and ex post evaluation. Ex post evaluation is evaluation of an  
 

 

Fig. 1. A Strategic DSR Evaluation Framework (adapted from [11]) 
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instantiated artifact (i.e. an instantiation) and ex ante evaluation is evaluation of an 
uninstantiated artifact, such as a design or model. This distinction is similar to the later 
distinction in ADR concerning evaluation of alpha versions of an artifact for formative 
purposes vs evaluation of beta versions of an artifact for summative purposes [12]. The 
paper also takes into account that what is being evaluated – the design artifact - can 
either be a process, a product or both (as discussed in section 2.3). 

Some key points that Pries-Heje et al [11] make concerning the design of 
evaluation in DSR are that: 

1. The distinctions of ex ante vs ex post and artificial vs naturalistic evaluation 
surface a variety of ways in which evaluation might be conducted. 

2. Ex ante evaluation is possible and building an instantiation of an artifact may 
not be needed (at least initially). 

3. Artifact evaluation in artificial settings could include imaginary or simulated 
settings. 

4. Naturalistic evaluation can be designed by choosing from among multiple 
realities and multiple levels of granularity for measurements or metrics.  

5. Multiple evaluations, combining multiple evaluation strategies, may be useful. 
6. The specific evaluation criteria, measurements, or metrics depend on the type 

of artifact (product or process) and intended goals or improvements.  

While the above suggestions to guide the research design of evaluation in DSR are 
useful, we believe they are incomplete and less useful than they might be. There is no 
guidance for considering how the different purposes, evaluation design goals, 
available resources, etc. can or should be considered when choosing a DSR evaluation 
strategy or strategies. Moreover, they provide no guidance about how to select 
evaluation methods. These difficulties are addressed in the next section. 

3 A Comprehensive Framework and Method for Designing 
Evaluation in Design Science Research 

In this section, we develop an extended and comprehensive framework and method 
for designing the evaluation method(s) used in a particular DSR project.  

The comprehensive DSR framework and method needs to provide support for 
deriving the design of the DSR project’s evaluation method from an understanding of 
the DSR project context, including the desired evaluation purpose, goals, and 
practical constraints. The framework should help to identify a particular DSR 
evaluation strategy (or combination of strategies) that is appropriate and also to 
support decision making about what particular evaluation method(s) are appropriate 
(possibly best or optimal) to achieve those strategies.  

The method and framework we have developed in this paper extends the 
framework described in [11]. The extensions are in three parts: (1) a framework 
extension to map evaluation purpose, goals, and artifact type as contextual aspects  
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that set the criteria for the evaluation design to a potential evaluation strategy or 
strategies (see figure 2 and section 3.1), (2) an extended framework to map a chosen 
evaluation strategy or strategies to candidate evaluation methods (see figure 3 and 
section 3.2), and (3) a process or method to use the two extended frameworks (see 
section 3.3).  

3.1 First Extension: A DSR Evaluation Strategy Selection Framework 

The first extension relates or maps various aspects of the context of the evaluation in 
the DSR project to the framework by Pries-Heje et al [11], as shown in figure 2 (A 
DSR Evaluation Strategy Selection Framework). Relevant aspects of the context of 
the DSR evaluation serve as the starting point and input to the design of the DSR 
evaluation. Relevant contextual aspects include (1) the different purposes of 
evaluation in DSR, (2) the characteristics of the evaluand to be evaluated, (3) the type 
of evaluand to be evaluated, and (4) the specific goals that must be balanced in the 
design of the evaluation part(s) of a DSR project. These four contextual aspects were 
discussed in sections 2.1 through 2.4 respectively.  

In figure 2, the above four contextual aspects are combined into criteria that should 
be considered as input to the DSR evaluation design. These criteria include the 
following and are mapped to ex ante vs ex post and artificial vs naturalistic evaluation 
as shown in the white areas of figure 2, 

• The extent to which cost and time resource limitations constrain the evaluation or 
the whole research project  

• Whether (or not) early, formative evaluation is desirable and feasible 
• The extent to which the artifact being designed has to please heterogeneous groups 

of stakeholders or if there is likely to be conflict, which will complicate evaluation 
• Whether the system is purely technical in nature or socio-technical in nature, with 

the consequent difficulties of the latter (cf. artifact focus as either technical, 
organizational, or strategic [2] 

• How important strong rigor concerning effectiveness in real working situations is  
• How important strong rigor concerning whether benefits are specifically due to  

the designed artifact, rather than some other potential cause (or confounding 
variable), is  

• Whether or not access to a site for naturalistic evaluation is available or can be 
obtained 

• Whether the level of risk for evaluation participants is acceptable or needs to be 
reduced 

To use the framework, a design science researcher begins with an understanding of 
the context of the DSR evaluation, maps that understanding to the criteria in figure 2, 
and selects an evaluation strategy or combination of strategies based on which rows, 
columns and cells in figure 2 are most relevant.  
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Fig. 2. A DSR Evaluation Strategy Selection Framework 

In using figure 2 to formulate a DSR evaluation strategy or strategies, it is 
important to prioritize these different criteria, as they are likely to conflict. For 
example, obtaining the rigor of naturalistic evaluation may conflict with reducing risk 
to evaluation participants and the need to reduce costs. If cost and risk reduction 
override (or preclude) rigorous evaluation of effectiveness in real settings, then an 
artificial evaluation strategy may be chosen as more appropriate. 

In formulating an evaluation strategy, figure 2 can advise the DSR researcher in the 
choice. Identifying relevant, higher priority criteria in the white and blue cells 
supports identifying an appropriate quadrant or quadrants, i.e. the relevant blue cell(s) 
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in figure 2. Note that picking a single box may not be the best strategy; rather, a 
hybrid strategy (more than one quadrant) can be used to resolve conflicting goals. 

3.2 Second Extension: A DSR Evaluation Method Selection Framework 

The second extension is to relate the different evaluation strategies in the framework 
by Pries-Heje et al [11] to different extant evaluation methods, which were also 
discussed in section 2.5. This extension is expressed as a mapping of DSR evaluation 
strategies to relevant evaluation methods (see figure 3). By combining these two 
figures, the extended framework provides a bridge between the contextual factors 
relevant to the DSR evaluation and appropriate means (methods) to evaluate the DSR 
artifacts.  

 

Fig. 3. A DSR Evaluation Method Selection Framework 

Having decided the high level strategy to be used for evaluation (i.e. which of the 
quadrants in  Figure 2 will be used for the evaluation), then the particular evaluation 
research method(s) need to be chosen and the evaluation designed in detail. Figure 3 
gives a mapping of different possible DSR evaluation research methods map into each 
quadrant of the framework in Figures 1 and 2. This mapping may omit some potential 
evaluation methods and other evaluation methods may be developed or adopted for 
DSR.  

Depending on which quadrant(s) were chosen as the DSR evaluation strategy 
(using figure 2), figure 3 suggests possible evaluation methods that fit the chosen 
evaluation strategy. The specific choice of evaluation method or methods requires 
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substantial knowledge of the method(s). If the DSR researcher is unfamiliar with the 
possible methods, he or she will need to learn about them. Further characteristics of 
the evaluation method will need to be assessed against the specific goals and other 
contextual issues of the specific DSR project. Detailed advice on which method or 
methods to select to fit a particular DSR evaluation strategy is therefore beyond the 
scope and available space of this paper. 

3.3 A Four-Step Method for DSR Evaluation Research Design 

The third extension is a four-step DSR evaluation research design method that relies 
on the extended framework as shown in figures 2 and 3. 

The development of the extended framework as elaborated in figures 2 and 3, 
together with our collective experience conducting and supervising DSR projects, 
enables us to deduce and design a four-step method (or process) for designing the 
evaluation component(s) of a DSR project. In general, these are to (1) analyze the 
requirements for the evaluation to be designed, (2) map the requirements to one or 
more of the dimensions and quadrants in the framework using figure 2, (3) select an 
appropriate evaluation method or methods that align with the chosen strategy 
quadrant(s) using figure 3, and (4) design the evaluation in more detail. 

 
1. Analyze the context of the evaluation – the evaluation requirements 

As a first step, we need to identify, analyze, and priorities all of the 
requirements or goals for the evaluation portion of the DSR project.  
a.    Determine what the evaluands are/will be. Will they be concepts, models, 

methods, instantiations, and/or design theories? 
b. Determine the nature of the artifact(s)/evaluand(s). Is (are) the artifact(s) to 

be produced a product, process, or both? Is (are) the artifact(s) to be 
produced purely technical or socio-technical? Will it (they) be safety 
critical or not?  

c.    Determine what properties you will/need to evaluate. Which of these 
(and/or other aspects) will you evaluate? Do you need to evaluate 
utility/effectiveness, efficiency, efficacy, ethicality, or some other quality 
aspect (and which aspects)? 

d. Determine the goal/purpose of the evaluation. Will you evaluate 
single/main artifact against goals? Do you need to compare the developed 
artifact against with other, extant artifacts? Do you need to evaluate the 
developed artifact(s) for side effects or undesired consequences (especially 
if safety critical)? 

e.    Identify and analyze the constraints in the research environment. What 
resources are available – time, people, budget, research site, etc.? What 
resources are in short supply and must be used sparingly? 

f.    Consider the required rigor of the evaluation. How rigorous must the 
evaluation be? Can it be just a preliminary evaluation or is detailed and 
rigorous evaluation required? Can some parts of the evaluation be done 
following the conclusion of the project? 
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g. Prioritize the above contextual factors to determine which aspects are 
essential, more important, less important, nice to have, and irrelevant. This 
will help in addressing conflicts between different evaluation design goals. 

2. Match the needed contextual factors (goals, artifact properties, etc.) of the 
evaluation (from step 1) to the criteria in figure 2 (“DSR Evaluation Strategy 
Selection Framework”), looking at the criteria in both white portions relating 
to a single dimension and the blue areas relating to a single quadrant. The 
criteria statements that match the contextual features of your DSR project will 
determine which quadrant(s) applies(y) most or are most needed. It may well 
be that more than one quadrant applies, indicating the need for a hybrid 
methods evaluation design. 

3. Select appropriate evaluation method(s) from those listed in the selected, 
corresponding quadrant(s) in figure 3 (“DSR Evaluation Method Selection 
Framework”). If more than one box is indicated, selecting a method present in 
more than one box may be helpful. The resulting selection of evaluation 
methods, together with the strategy(ies) (quadrant(s)), constitute a high level 
design for the evaluation research. 

4. Design the DSR evaluation in detail. Ex ante evaluation will precede ex post 
evaluation, but more than one evaluation may be performed and more than one 
method used, in which case the order of their use and how the different 
evaluations will fit together must be decided. Also, the specific detailed 
evaluations must be designed, e.g. design of surveys or experiments. This 
generally will follow the extant research methods literature.  

4 Evaluation of the Framework 

When writing about evaluation it is obvious that the framework derived needs to be 
evaluated. We should take our own medicine so to say. To some extent we have. For 
three years, the authors have taught various versions of the evaluation framework as it 
has evolved to a variety of students and scholars carrying out design science research 
at our and other universities. They have been taught the four steps presented above as 
well as different evaluation methods. In particular, at Roskilde University, they have 
been asked to apply the framework in real DSR projects with an average size between 
1 and 2 man years (6 people, 3 months full time, is a typical project). 

One example from Roskilde University was a group that redesigned a bike lane to 
make people behave better when biking, i.e. less rude to other people biking and peo-
ple walking. They designed with Ockham’s Razor of simplicity in mind. They used 
the theory of planned behaviour to inform their design. The group decided that their 
redesign should be evaluated with a real user (biker) focusing on real problems, i.e. 
naturalistically. However, access was a problem since it would not be possible to fully 
implement the real solution without obtaining a lot of permissions and red tape from 
the Ministry and the Municipality, suggesting an ex ante naturalistic evaluation in-
stead, based on figure 2 (DSR Evaluation Strategy Selection Framework). Thus they 
instead chose ex ante evaluation and used a Focus Group for evaluation as suggested 
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by figure 3 (DSR Evaluation Method Selection Framework) and deferred instantiation 
and ex post evaluation to another project with sufficient access and other resources. 

Another example from Roskilde University was a group that designed and con-
structed a digital collaborative workspace. Here material from an existing but com-
pleted project was used to evaluate the project. Material included among other things 
the requirements specification, the project plan, and some Scrum artifacts on tasks. As 
a full ex post naturalistic evaluation would be too time consuming and resource inten-
sive for the project group, the team chose an ex post artificial evaluation strategy 
(shown as appropriate in figure 2) and the project outcome was evaluated using a kind 
of Computer Simulation of the digital workspace (as suggested by figure 3). 

The third example is called ChickenNet. Here the group investigated how the use 
of a digital learning game can give elderly people the ability to achieve the necessary 
skills for using the internet. The project was inspired by another project called 
BrainLounge, the purpose of which is to help elderly to exercise their brain through 
interactive games. The group used an iterative design process, collecting expert and 
user feedback after each iteration, i.e. it focussed on formative, ex ante evaluation as 
suggested by figure 2. The product at the end was a mock-up that illustrated the final 
game design. Here a combination of naturalistic evaluation (real users) and artificial 
evaluation (experts) was used. The first iteration was ex ante and then the following 
iterations moved towards ex post, ending with a mock-up. Again figure 3 turned out 
to be useful in choosing evaluation method. 

Overall, the result of the evaluation of our evaluation framework is quite positive. 
Hundreds of students and scholars (around 500 in total) have been able to use the 
framework, have made decisions on how to evaluate their design artifact, and have 
carried out the evaluation in accordance with the comprehensive framework as 
presented in this paper. In most cases, they chose appropriate evaluation strategies 
and methods. 

Thus far our own evaluation has been naturalistic, ex ante, as the methodology has 
not stabilized until this writing (indeed it may further evolve). Given the lack of other 
guidance, the risk to participant users is quite low. As a sociotechnical artifact, a 
naturalistic evaluation seems natural. During evaluation, we have observed our 
students, sought more general feedback and listened for suggestions for improvement 
(as well as deducing our own ideas for improvement based on user reactions and 
problems experienced). A more formal, rigorous evaluation seeking clear ratings as 
well as open comments about different aspects of the framework and method and their 
goals will be sought in the next round of usage. As the risk remains fairly low and the 
artifact is a socio-technical one, a naturalistic, ex post evaluation is suggested for such 
rigorous evaluation, perhaps using surveys or focus groups of the method users. 

5 Conclusion 

Evaluation is a very significant issue in IS Design Science Research, yet there is little 
guidance concerning how to choose and design an appropriate evaluation strategy. 
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To address the above need, we have developed and presented three enhancements 
to the existing DSR Evaluation Strategy Framework proposed by Pries-Heje et al 
[11], which are based on an analysis and synthesis of works on DSR as presented in 
section 2. The first part of the extended framework (figure 2) maps aspects of the 
context of a DSR evaluation, such as resources, purpose, goals, and priorities, to the 
two dimensions and four quadrants of the Pries-Heje et al [11] DSR Evaluation 
Strategy Framework. The second part (figure 3) maps the quadrants (or the selected 
relevant DSR evaluation strategy or strategies) to available and relevant research 
methods that could be chosen to conduct the evaluation or multiple evaluation 
episodes. We have further developed a detailed four-step method for the design of the 
evaluation components in a DSR project. This new framework and method should 
assist DSR researchers, particularly those new to the field, to improve the efficiency 
and effectiveness of their DSR evaluation activities. 

The primary aim of the enhanced framework and method is to guide Design 
Science researchers who may need assistance in deciding how to design the 
evaluation component of their DSR projects. The framework could also be used by 
reviewers of DSR publications or research proposals in evaluating research design 
choices, but that is not our intent. 

We have tried out and evaluated the extended framework and method in numerous 
design research projects, including our own and student projects. Nonetheless, further 
research is needed to gain more experience using the comprehensive DSR evaluation 
framework and the DSR evaluation design method, further evaluate their utility, and 
further develop and improve the method, especially as new DSR evaluation methods 
are developed.   
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