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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within ist member countries and to encourage
technology transfer to developing nations. As ist mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
less rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is in information may apply to be-
come a full member of IFIP, although full membership is restricted to one society
per country. Full members are entitled to vote at the annual General Assembly,
National societies preferring a less committed involvement may apply for asso-
ciate or corresponding membership. Associate members enjoy the same benefits
as full members, but without voting rights. Corresponding members are not rep-
resented in IFIP bodies. Affiliated membership is open to non-national societies,
and individual and honorary membership schemes are also offered.
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Preface

This volume contains the proceedings of IFIPTM 2012, the 6th IFIP WG 11.11
International Conference on Trust Management, held in Surat, India, during
May 21–25, 2012.

IFIPTM 2012 provided a truly global platform for the reporting of research,
development, policy, and practice in the interdependent areas of privacy, security,
and trust.

Building on the traditions inherited from the iTrust and previous IFIPTM
conferences, IFIPTM 2012 was a multi-disciplinary conference focusing on areas
such as: trust models, social, economic and behavioral aspects of trust, trust in
networks, mobile systems and cloud computation, privacy, reputation systems,
and identity management. Previous IFIPTM conferences have taken place in
Denmark (2011), Japan (2010), USA (2009), Norway (2008), and Canada (2007).

IFIPTM 2012 was an open IFIP conference. The program of the conference
featured both theoretical research papers and reports of real-world case studies
from academia, business and government. IFIPTM 2012 received 51 submissions
from 23 different countries, including: Australia, Canada, Denmark, Egypt, Fin-
land, France, Germany, India, Ireland, Israel, Italy, Japan, Malaysia, The Nether-
lands, Norway, Pakistan, Poland, Singapore, Slovenia, Spain, Switzerland, the
United Arab Emirates, the UK, and the USA. The Program Committee selected
12 full papers and 8 short papers for presentation and inclusion in the proceed-
ings, which resulted in a highly competitive call with a 25%–30% acceptance
rate for full technical papers.

We allocated submissions as full or short papers based on the opinions of the
Program Committee. The full papers were unanimously deemed to be worthy of
inclusion, while short papers were accepted if committee members believed them
likely to introduce new concepts, report work in progress of likely high impact,
or excite debate and discussion.

In addition, the program included presentations by academic and industry
experts in the fields of trust management, privacy, and security:

– Audun Jøsang gave a keynote on “Robustness of Trust and Reputation Sys-
tems, Does it Matter?” as the trust management expert selected for the
William Winsborough Commemorative Award and Address in 2012. Audun
Jøsang is professor at the Department of Informatics at the University of
Oslo. Prof. Jøsang has made a significant contribution to research and in-
novation for online trust management and for computational trust with the
development of subjective logic.
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– Rajat Moona, gave a keynote on “transCryptFS: A Trusted and Secure File
System.” Rajat Moona is a Poonam and Prabhu Goel Chair Professor at
the Department of Computer Science and Engineering (CSE), IIT Kanpur,
and currently in-charge of C-DAC India as its Director General. He has
played a key role in defining standards for the Operating Systems for Smart
Cards for the Government of India, which are in use in applications such as
driving licenses, vehicle registration systems, Indian national ID, electronic
passports, and several other ID-related applications. He has also been in-
strumental in defining the strategy for smart card certification mechanisms
for the Government of India.

– Sundeep Oberoi presented a talk entitled “Operational Challenges in deploy-
ing Trust Management Systems—A Practical Perspective.” Sundeep Oberoi
is the Global Head for Niche Technology Delivery Group in TCS (Tata Con-
sultancy Services). He has authored the book E-Security and You explaining
the IT Act 2000 (India) and several other books as well as conference and
journal publications. He holds a PhD in Computer Science from IIT Bombay.

– Theo Dimitrakos presented an overview of the trust management discipline
and the evolution of the trust management community over the last 15 years.
Theo Dimitrakos is Chief Security Researcher in British Telecom and a co-
Founder of the iTrust Community in Europe in 2002, as well as a co-Founder
of the IFIP Trust Management working group in 2006. He served as the
Chair of the IFIP Trust Management Working Group (WG11.11) from 2009
to 2012 and was its Vice-Chair from 2007 to 2009.

The William Winsborough Commemorative Address and Award was inaugu-
rated to acknowledge the lasting effect that Professor Winsborough had on the
field of computational trust and trust management. The award will be given
annually from 2012 onward. The objective of the award is to publicly recognize
an individual, not a group or organization, who has significantly contributed to
the development of computational trust and/or trust management, especially
achievements with an international perspective and a lasting effect.

In the IFIPTM 2012 conference, as well as in previous IFIPTM conferences,
we had several accompanying workshops enabling the presentation of new ideas
and allowing the early exposure of ongoing research, particularly from PhD
students.

2012 was the first time that an international IFIP Trust Management con-
ference took place in the Indian subcontinent and the second time that such a
conference took place in Asia (the first being IFIPTM 2010 in Japan) . We believe
the deep and wide profiles produced by all of the events will solidify IFIPTM as
an international, multidisciplinary trust conference with a truly global outreach.

Running an international conference requires an immense effort from all par-
ties involved. We would like to thank the Program Committee members and ex-
ternal referees for having provided timely and in-depth reviews of the submitted
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papers. We would also like to thank all members of the Organizing Committee
and primarily Anirban Basu and Steve Marsh for having provided great help
with organizing many technical aspects of the conference, the website and the
implementation of its publicity and communications strategy. We also thank the
EasyChair conference system, Springer, and the NIT Surat Computer Depart-
ment team with Bhavesh Borisanya for the proceedings preparation. We hope
you enjoy the proceedings.

May 2012 Theo Dimitrakos
Rajat Moona
Dhiren Patel

D. Harrison McKnight
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Tanja Ažderska

Perturbation Based Privacy Preserving Slope One Predictors for
Collaborative Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Anirban Basu, Jaideep Vaidya, and Hiroaki Kikuchi

Robustness of Trust Models and Combinations for Handling Unfair
Ratings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

Lizi Zhang, Siwei Jiang, Jie Zhang, and Wee Keong Ng

A Provenance-Based Trust Model for Delay Tolerant Networks . . . . . . . . 52
Jin-Hee Cho, MoonJeong Chang, Ing-Ray Chen, and
Ananthram Swami

Trust Transitivity and Conditional Belief Reasoning . . . . . . . . . . . . . . . . . . 68
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Finding Trusted Publish/Subscribe Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
Stephen Naicken, Ian Wakeman, and Dan Chalmers



XIV Table of Contents

Short Papers

Rendering unto Cæsar the Things That Are Cæsar’s: Complex Trust
Models and Human Understanding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

Stephen Marsh, Anirban Basu, and Natasha Dwyer

Trust Management Framework for Attenuation of Application Layer
DDoS Attack in Cloud Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

Dipen Contractor and Dhiren R. Patel

An Incentive Mechanism to Promote Honesty in E-marketplaces with
Limited Inventory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

Yuan Liu, Jie Zhang, and Qin Li

How Events Affect Trust: A Baseline Information Processing Model
with Three Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

D. Harrison McKnight, Peng Liu, and Brian T. Pentland

Improvements over Extended LMAP+: RFID Authentication
Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

Jitendra B. Gurubani, Harsh Thakkar, and Dhiren R. Patel

Automated Evaluation of Annotators for Museum Collections Using
Subjective Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232

Davide Ceolin, Archana Nottamkandath, and Wan Fokkink

A New Data Integrity Checking Protocol with Public Verifiability in
Cloud Storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

Mihir R. Gohel and Bhavesh N. Gohil

Document and Author Promotion Strategies in the Secure Wiki
Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

Kasper Lindberg and Christian Damsgaard Jensen

Invited Keynote Papers

Robustness of Trust and Reputation Systems: Does It Matter? . . . . . . . . . 253
Audun Jøsang

transCryptFS: A Trusted and Secure File System (Abstract) . . . . . . . . . . 263
Rajat Moona

Operational Challenges in Deploying Trust Management Systems -
A Practical Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264

Sundeep Oberoi

A Perspective on the Evolution of the International Trust Management
Research Community in the Last Decade . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

Theo Dimitrakos

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281



T. Dimitrakos et al. (Eds.): IFIPTM 2012, IFIP AICT 374, pp. 1–16, 2012. 
© IFIP International Federation for Information Processing 2012 

Co-evolving Trust Mechanisms for Catering User 
Behavior 

Tanja Ažderska 

Laboratory for Open Systems and Networks, Jozef Stefan Institute, Jamova 39, 
1000 Ljubljana, Slovenia 
atanja@e5.ijs.si  

Abstract. While most of the computational trust models devote to truthfully de-
tecting trustworthy individuals, much less attention is paid to how these models 
are perceived by users, who are the core of the trust machinery. Understanding 
the relation between trust models and users’ perception of those models may 
contribute for reducing their complexity, while improving the user-experience 
and the system performance. Our work recognizes reputation, recommendation 
and rating systems as online trust representatives and explores the biased beha-
vior resulting from users’ perception of those systems. Moreover, we investigate 
the relation and inter-dependencies between trust mechanisms and user behavior 
with respect to context, risk, dynamics and privacy. We perform experimental 
study and identify few types of cognitive biases that users exhibit. Based on the 
identified factors and the findings of the study, we propose a framework for ad-
dressing some of the issues attributed to users’ biased behavior. 

Keywords: trust, bias, context, reputation, recommendation, rating. 

1 Introduction 

Few decades ago, trust was a feeling and a reality. The curiosity of ‘feelings often 
diverging from reality’ made trust a major constituent of social studies. Person A may 
believe that B is trustworthy, although that is not the case, but A may also believe in 
the opposite (B being non-trustworthy), although it may not be the case. This led to 
the creation of social models of trust. Nowadays, trust has also come to represent 
people’s beliefs in the entities met in the virtual world, leading to the design of many 
computational models of trust. However, the models that represent the relationship 
between A and B can easily fail to capture both sides of the story: how much A trusts 
B, and whether B is really trustworthy. In other words, how much the model resem-
bles reality, how much it comes closer to human perceptions and actions, and how 
much the two differ. In this study, we take the stance that trust has its own representa-
tives in the online environment. We recognize reputation, rating, and recommender 
systems (henceforth denoted as RRR systems) as the online representative of trust. 
We see the elements of the three (RRR) systems as ones that are different, but in often 
complement one another. However, the adequate combination of RRR depends on 
many factors, and the failure to recognize those factors leads to inconsistencies in the 
work of the RRR system as a whole. Moreover, user behavior is largely influenced by 
the work of those systems, and it largely influences the systems performance as well.  
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The contribution of our work is in the following: we detect and analyze four factors 
that influence the work of RRR systems when they are required to co-evolve as a 
single solution for providing good user experience, system reliability and result accu-
racy. Those factors are context, risk, dynamics and privacy. We put users in the core 
of RRR systems, and investigate the inter-dependencies between RRR systems and 
user behavior with respect to the four identified factors. We analyze several types of 
cognitive biases that users exhibit in their online experiences with RRR systems. 
Then, we perform an experimental study that will allow us to identify several types of 
cognitive biases exhibited by the users, and that were not investigated in an RRR 
setting so far. Based on the identified factors and the findings of the experimental 
study, we propose a framework for addressing some of the issues attributed to users’ 
biased behavior and explore the possibility of employing hidden signals in the RRR 
systems for the purpose of capturing some types of user behavior. 

To provide a clear picture of our understating of social trust and its online repre-
sentatives, in the following section we define the concepts. Then, we present related 
work in the area with the effort to move closer to each other the social and the tech-
nical aspect. Finally, we present the stated contributions throughout Sections 4 and 5. 
We conclude in Section 6. 

2 The Notion of Trust and Its Online Representatives 

2.1 Trust 

From a social perspective, trust can be defined from two general aspects: cognitive 
and affective. The former is represented by concepts like rational choices, learning 
loops, institutional protocols, pattern detection, and imitation of established norms. 
Affective aspects, on the other hand, are mainly seen in the emotional side of trust 
interactions, and they account for the human feelings. As feelings are heavier on 
energy, whereas thoughts are heavier in information, affective properties often “take 
the blame” for contributing to cognitively biased decisions [1]. The ‘social’ literature 
on trust and reputation is exhaustive [1–3]. Clearly, when seeing trust as a purely 
social phenomenon, it can only be ascribed to living beings, and manifested through 
the property of trustworthiness of entities that are not necessarily living beings  
themselves. However, the ability to trust nowadays is disentangled from purely social 
contexts. A trusting entity can be any agent capable to resolve cognitive conflicts, or 
do preferential filtering, ranking, or sorting. This makes the definition and even the 
purpose of trust hard to grasp and determine. The blurred line of where the human 
factor starts or stops to influence trust and trustworthiness, usually leads to neglecting 
the affective side when defining the computational analog of trust. This, in turn, leads 
to the inability to predict the behavior of systems where trust models are deployed. 
These effects are caused by the highly non-linear nature of the trust phenomena, 
which do not allow a system to be designed according to the elegant principles of 
mathematical linearity and probabilistic averaging. Hence, knowing the composition 
of the system parts does not contribute a lot to inferring the properties of the system 
as a whole. It is critical to consider the interactions and dependencies between  
the entities that comprise the system, and capture the additional phenomena and prop-
erties that emerge from those interactions. Complementing this with the strong  
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contextual dependence of trust explains why researchers have a hard time formalizing 
trust, and incorporating it into online scenarios analogous to those in the traditional 
social networks. Following Gambetta [4], we give the following initial definition: 

Definition 1a. Trust is the belief, i.e., the subjective probability that an entity will 
perform in a way likely to bring the expected benefit, or not do an unexpected harm. 

Considering trust only as a subjective probability leaves out an extremely impor-
tant concept related to trust, that of risk. This fact has also been the catalyst of a  
vigorous debate between economists and social psychologists [3]. In circumstances 
where one entity relies on another, trust choices include a certain level of risk. Josang 
[5] defines two different types of trust, Reliability and Decision trust. The former 
covers the aspect of trust as stated by Definition 1a. The latter considers the risk 
brought about by the uncertainty of transactional outcomes and is used to extend our 
first definition: 

Definition 1b. Trust is the extent to which one entity is willing to depend on others’ 
decisions and actions, accepting the risk of a negative (undesired) outcome. 

2.2 Online Representatives of Trust 

Despite the relatively interchangeable use of trust and reputation in the research 
community, it is essential to understand the difference between the two. 

Definition 2a. Reputation is the general standing of the community about an entity’s 
trustworthiness, based on the past behavior, performance, or quality of service of that 
entity, in a specific context, i.e., a domain of interest. 

Definition 2b. A system that facilitates the process of calculating and managing repu-
tation is called a reputation system. 

Hence, reputation is the amount of context-aware trust, i.e., a quantitative represen-
tation of the trust that the society places in an entity, bound by the domain of interest. 
In addition to reputation systems, we consider rating and recommendation systems to 
also be online representatives of trust. We define them as follows: 

Definition 3. Rating systems manage the evaluation or assessment of something, in 
terms of quality, quantity, or a combination of both. 

Definition 4. Recommender systems are a subclass of information filtering sys-
tems that seek to predict the rating or preference that a user would give to an item  or 
a social element they had not yet considered, using a model built from the features of 
an item (content-based) or the user's social environment (collaborative filtering) [6]. 

We use the terms trust mechanisms and RRR systems interchangeably in this work. 

3 Related Work 

3.1 Social 

Some of the work done in social and behavioral sciences that inspired computational 
trust research was discussed in the previous section [1–3]. Neuroscience has also  
revealed that emotions and cognition, present in different areas of the human brain, 
interfere with each other in decision making, often resulting in a primacy of  
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emotions over reasoning [7]. A very similar, although deceptively simple idea stands 
behind the outstanding work in Perceptual Control Theory: our perceptions are the 
only reality we can know, and the purpose of all our actions is to control the state of 
this perceived world [8]. The psychology of making trust-related choices is directly 
related to how people think and feel, perceive and decide. The brain has developed 
complex mechanisms for dealing with threats and risks. Understanding how it works 
and when it fails is critical to understanding the causal loop between trust-related 
perceptions and trust-related choices. An area with remarkable results about the irra-
tionality, bias, and unpredictability of human actions in various circumstances and 
mindsets is Behavioral Economy [9–11]. In the context of preferential reasoning, their 
analyses show that users are often unaware of their taste, even for experiences from 
previously felt outcomes. Not only this reveals that taste is much more subtle than 
preference, but it shows that preference itself is not a stable property of human rea-
soning [12]. Experiments on persistency of user preferences about identical items at 
different instances of time proved significant fluctuation in the repeated preferential 
choices [10][13]. In contract and utility theory, the potential of employing trust me-
chanisms for dealing with information asymmetry was recognized long ago. When the 
possibility of post-contractual opportunism creates a context of moral hazard, trust 
mechanisms are employed for sanctioning undesired behavior. Another context of 
information asymmetry is adverse selection, and arises when one is required to choose 
a transaction partner whose type (good or bad) is unknown. In his work, Akerlof ana-
lyzes the effect of social and trading reputation on transaction outcome and market 
maintenance [14]. The study demonstrates that goods with low quality can squeeze 
out those of high quality because of the information asymmetry present in the buyers’ 
and sellers’ knowledge about the products – the problem of so called “lemon mar-
kets". Reputation mechanisms would balance this asymmetry, helping buyers make 
better-informed decisions by signaling the behavioral types of sellers, and at the same 
time providing incentives for sellers to exchange high-quality goods. Thus, Akerlof 
makes an instructive distinction between the signaling and the sanctioning role of 
RMs, which was only recently considered in computer science. 

3.2 Technological 

Understanding the behavioral implications of users in the field of computational trust 
is crucial, as the user factor in the processes met in online trust mechanisms is omni-
present. As online representatives of trust, RRR systems are also assigned the role of 
“devices” that help decision-making under information asymmetry (reputation and 
rating systems), and information overload (recommendation systems). In the former 
case, they have sanctioning and signaling role, and in the later case – directing and 
filtering role. The goal of employing RRR systems is to reduce the complexity that 
arises from information overload, and to lower the uncertainty present in the contexts 
of information asymmetry. Depending on the general context, however, the combina-
tion of the three (reputation, recommendation, and rating) requires different structur-
ing to achieve the desired goals. This is discussed further in the following section. 
RRR systems rely to a great extent on preference inputs from users. Bias in these 
inputs may have a cascading error effect on the performance of the applied  
algorithms. This does not only affect the accuracy of the results, but it also influences 
the perceived system reliability. Hence, user preferences are malleable and affect 
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system performance, but they are also largely influenced by the information provided 
by RRR systems. Yet, biased behavior, its causes and effects, are relatively unex-
plored issues in the field. But the fact that only a narrow set of cognitive biases has 
been tackled by the research community does not imply there are no significant stu-
dies made in this regard. In [18] and [19], authors investigate the so called self-
selection bias, whereby users only rate the items (movies) they like most, causing 
extremely high average rating for the rated items. Such ratings are representative only 
for a specific group of users, but do not truthfully depicture the item’s general quality. 
Furthermore, self-selection bias was proved to not only be a transient phenomenon, 
but also a steady state in the system [15]. Although seemingly absurd, there is also 
one positive implication from this result of “self-selection bias” sustainability: if there 
was a strategy in the managerial principles of some company to cause inflated ratings 
for certain products by the “first-mover effect” [17], this effect would be flattened out 
on the long run. Such issues may appear to have purely economic nature, but they 
seriously compromise the reliability and performance of current RRR systems. The 
high impact of online reviews on product sales was demonstrated in [18], uncovering 
some of the motifs behind companies’ efforts to appear competitive on the market. 
Positive rating bias was noted throughout systems of different nature. eBay is claimed 
to owe its success to its reputation/feedback system, yet out of the 57% of the users 
that decide to leave feedback, 99% issue positive feedback [19]. Moreover, large 
amount (41%) of users prefers to stay silent rather than to leave a negative feedback. 
A proposal to interpret silence as part of the user feedback was proposed in [20].  

4 Cognitive Bias and Its Loops of Causality in RRR Systems 

Cognitive bias describes a replicable pattern in perceptual distortion, inaccurate 
judgment, or illogical interpretation [10]. Clearly, bias can be noticed in both percep-
tions and actions, and the two are bound by the way people process their perceptions 
in order to take an action (including non-action). The paradox that arises in RRR sys-
tems is that, although user preferences are overly biased and affect the system per-
formance and reliability, the preferences themselves are largely influenced by the 
ratings and the results provided by RRR systems. In this section, we explore the caus-
es and effects related to cognitive bias in RRR systems, and we identify four major 
factors that influence these causal loops of biased behavior.  

4.1 Context and Bias 

Context is the set of circumstances or facts that surround a particular event or situa-
tion. Here, we analyze three general contexts in which an online interaction can take 
place: one with pure collaborative elements, one with collaborative and competitive 
elements, and one with collaborative, competitive, and monetary elements. Clearly, 
each subsequent context includes the elements of the previous, implying added  
system complexity. Therefore, it is crucial to understand which elements can be  
adequately combined in order to meet a system design-goal, without encumbering its 
performance and flexibility to the extent of edging users out. 

Once a reputation score becomes part of users’ profiles, the users themselves  
become identifiable by their reputation, as if it guards their ‘online brand’. Hence, 
maintaining a stable identity is crucial for the joined reputation value to make sense. 
On the other hand, being equipped with an online identity as a synonym for one’s 
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reputation gives rise to some new dimensions in the context of impression manage-
ment. Once reputation is used as a signal for the user behavioral type, pure collabora-
tive context ceases to exist. The requirement for conducting a successful impression 
management adds a competitive component to the system, and makes the reputation 
explicitly recognized as part of a person’s social capital. Coupling this with the pres-
ence of bias implies that inflated (overly positive) reputation values in a system deva-
luates the reputation itself, as if the presence of reputation value defeated its purpose. 
Such a situation creates the need for additional incentives that will shift the reference 
for a good behavior from impression management to another context. What is often 
done in this regard is applying monetary elements to provide incentives for a desired 
behavior, which brings its own issues. Mixing purely collaborative context with mon-
etary elements was already proved to throw a shadow on both the social intentions 
and the opportunity for monetary gain [10]. In addition to these more subtle influences, 
there are more detrimental effects that arise from inadequately combining such con-
text-elements. Including monetary elements drastically increases the complexity of the 
system, and introduces inter-locking dependencies between the trust mechanisms and 
the outside environment. From a systemic perspective, this implies that the boundaries 
of the system are open to additional disturbances [21]. As a result, claiming predicta-
bility of the users’ reputation scores, or moreover, of user and system behavior, dimi-
nishes, and failing to recognize this leads to system degradation, and eventually,  
system failure. This is also the core idea behind the Tragedy of Commons [22]. 

The soundness of the matters elaborated above was also demonstrated in practice. 
By announcing its Partner’s Program1 in May 2007, YouTube explicitly offered its 
highest rated users to earn revenue from advertisements placed next to their videos. 
This instantly triggered series of events of users blaming each other for using auto-
mated programs to inflate their videos’ ratings2. While the effect of these blames is 
related to the tragedy of commons [22], the effect of using programmed agents to 
inflate one’s own rating is known as the Cobra effect [23]: the solution of a problem 
makes the problem worse. These effects are often result of systemic ignorance, and 
only retrospectively analyzed by many system designers.  

Pure collaborative contexts exist when a reputation is used internally in the system 
(for e.g., to provide a reference or serve as a regulator for the flow of some system 
processes), also implying keeping users’ reputation private, or if the acquiring of rep-
utation is not bound to one’s performance, i.e. it is not used for signaling purposes.  

Clearly, when making the decision of which contextual elements to choose as part 
of a system, context is intimately related to risk. With the addition of each element, 
the complexity increases, and the perceived risk is hardened by additional factors. 
Furthermore, privacy appears worthy of consideration as an option for limiting the 
detrimental effects of added complexity. The goal of this study is to have a holistic 
look on RRR systems through the defined factors, rather than analyzing each of them 
independently. Therefore, the next section examines the link between risk and bias. 

4.2 Risk and Bias 

Risk is conceived as the possibility of triggering unexpected, unlikely, and detrimen-
tal consequences by means of a decision attributable to a decision maker [21].  
                                                           
1  http://www.youtube.com/creators/ 
2  http://gigaom.com/video/real-or-robot-the-lisanova-controversy/ 
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Uncertainty is part of every online interaction. The extent of uncertainty, the expected 
utility, and the cost required for performing an action, influence the perceived risk a 
transaction brings. The field of prospect theory offers an incredible amount of experi-
mental work demonstrating the myriad of cognitive biases that people exhibit when 
faced with risk and uncertainty [11]. A phenomenon that binds risk and uncertainty is 
the so called pseudo-certainty effect, which reflects the tendency of people to be risk-
averse if the expected outcome is positive, but risk-seeking when they want to avoid 
negative outcomes. While it is a curiosity to inspect the properties of each bias inde-
pendently, in reality biases are often coupled together, acting as both the cause and the 
effect of human perceptions and actions. The property of non-linearity we assigned to 
trust systems implies that complementing few biases together does not mean that their 
causes and effects will work in an additive fashion. Prospect theory has demonstrated 
that people underutilize consensus information, and when given descriptive facts about 
the quality of a person, they make choices regardless of the statistics offered about that 
person [11]. Josang et al. provide a formal proof of this phenomenon known as the 
base-rate fallacy, and give a formal framework for accounting for this fallacy in a 
computational setting [24]. Information offered in RRR systems is to a great extent a 
statistic produced by the collective efforts of the community members. This informa-
tion can be represented in various ways - numerically, descriptively, as a single or 
multi-valued component, or as a combination of those. Therefore, it is important to 
explore how users perceive different types of information, and whether the descriptive 
and the numerical representation of an entity’s quality can collide in users’ perception. 
This is something we also investigate in our experimental study. 

4.3 Dynamics and Bias 

To some extent, we already touched on the issue of dynamics and bias when discuss-
ing the inconsistency of user preferences over time [10]. Here, we stay more in the 
context of trust and reputation, and connect the dynamics-factor with the previously 
defined – risk and context. 

From the definitions of trust and reputation (Definitions 1and 2), it becomes clear 
that the dynamics of trust differs from the dynamics of reputation. This discrepancy 
cannot be captured by any model, as both trust and reputation are in reality intangible 
matters. Yet, the social models and protocols for detecting malice seem to be success-
ful. In RRR systems, one way the dynamics of reputation is embedded in the models 
is through discounting the relevance of gathered information by some time-factor. 
However, such approach disregards the importance that some information had in the 
past in terms of its impact on the outcome. In other words, discounting by recency  
and frequency is not equal to discounting by impact. Doing the former may provide 
disincentives for the users who take important actions at a lower rate. Closely related 
to this issue is the bias of rosy retrospection, which is a tendency to rate past events 
more positively than they were actually rated when the event occurred [11]. This re-
flects the importance of accounting for the time-interval between item-consumption 
and provided feedback about that item. Unfortunately, our current experimental study 
does not tackle any of the concepts related to dynamics. However, as a disintegrable 
part of the bigger picture of online trust mechanisms, dynamics must be taken into 
consideration. Our future work will devote more attention to this factor. 
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4.4 Privacy and Bias 

In [25], authors show that individual interpretations of trust and friendship vary, and 
the two concepts are correlated to other characteristics of a social tie and to each other 
in a non-symmetric way. Furthermore, they provide evidence that raters consider how 
a ratee’s reputation might be affected by the feedback. This fear of bad-mouthing and 
reciprocation in the context of impression management is directly related to the fear 
of retaliation in e-commerce systems [19]. Together, these factors also help to explain 
patterns like higher reciprocity in public ratings, and the near absence of negative 
ratings. Given this reluctance to publicly leave negative feedback, the question arises: 
why offer multi-valued choice for item evaluation in the first place. Moreover, why 
showing it publicly if it affects the users’ decisions to an extent that makes it useless. 

Closely related to privacy and the context of impression management are the con-
cepts of individual and group behavior, and similarly, individual and group bias. 
Whereas most of the biases we mentioned so far were characteristic for an individual, 
we would fall extremely short on a useful discussion if we do not touch upon group 
behavior as well. After all, building reputation is essentially a social process, regard-
less of the fact that trust individuals cherish for one another underlies this process.  

In [26], authors study the anchoring effect that item ratings have on user prefe-
rences. They find that users’ inclination towards providing positive feedback is addi-
tionally amplified if users see the current rating that an item got by the rest of the 
community members. That people imitate, or do what others do, especially when 
having no determined preferences, is nothing new. This is often the cause of what is 
known as group polarization, bandwagon effect, or herd behavior, depending on the 
field of study that identifies it [9]. In the context of RRR systems, a study on group 
polarization on Twitter showed that, like-minded individuals strengthen group identi-
ty [27]. In other words, when part of group situations, people make decisions and 
form opinions that are extreme than when they are in individual situations. For RRR 
systems, this implies that it is not only important to acquire a significant amount of 
user feedback, but to also investigate whether this amount of user opinions was in-
ferred from sufficient number of independent sources. A formal apparatus for resolving 
such issues in a computational setting can be found in [28], where the author provides 
a framework for reasoning with competing hypothesis using Subjective Logic. 

The following section describes the experimental study and analyzes the findings 
through the factors defined above. Moreover, it proposes some ways to address the 
revealed issues. 

5 Experimental Work 

Objectives: The major objective of this survey was to provide data that will help us 
investigate the compatibility between users’ perceptions of the RRR system and its 
design objectives, but also reveal new directions for reasoning about the inter-
relations between users and systems. The main questions we aim to answer are: 

─ Which descriptive model resembles closest user perception of numerical feedback? 
─ How does a slight difference in the ‘tone’ of presented choices in the two descrip-

tive models influence users’ decision? 
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─ How does the presence/absence of different contextual elements influence user 
choice, and is it related to the nature (numerical or descriptive) of the alternatives? 

Design and Methodology: Two types of methods were used to gather the necessary 
data – an online survey method3 was chosen for better geographical spread of respon-
dents, speed of data collection and independence of participants’ opinions; and direct 
(one-on-one) interviews were performed to capture some of the subtleties that are 
ungraspable by only observing the outcomes of the systems. Such subtleties are the 
discrepancy between preferences of the majority of individuals and the group prefe-
rence, the huge difference in the choices made as new contextual elements are intro-
duced or taken away, the difference and inter-dependence between trustworthiness 
and acquaintanceship, etc. Each survey contained the same two questions, but offered 
slightly different evaluation choices. The questions represented real reviews for HP 
Laptop taken from Epinions4. To not disturb the flow of the paper, they are given in 
the Appendix. All three groups were asked to rate the reviews for their usefulness. 
The first group (Survey 1) was asked to give a numerical rating on a scale 1 to 5 (1 = 
lowest and 5 = highest rating). The second and the third group were offered descrip-
tive evaluation choices. However, among the possible answering choices for Survey 
2, there were also such that stated explicit negative experience (Not useful at all), 
whereas the answering choices for Survey 3 varied from neutral to positive.  

Table 1. Statistics about the experimental setting 

   Survey Info. 

Respond. 

Info. 

Type of Survey 

Survey 1 Survey 2 Survey 3  

1-5 Num. Feedback Neg.Descriptive Neutral-Pos. Descriptive Total 

 

 

Answering choices 

1 

2 

3 

4 

5 

Not useful at all 

Hardly useful 

Somewhat useful 

Quite useful 

Extremely useful 

Neutral 

Somewhat useful 

Quite useful 

Very useful 

Extremely useful 

 

Responded 22 22 22 66 

Respondents: The experimental work is conducted over a population (both female 
and male) of 86 people, at the age of 20 – 50. Its completion required no special tech-
nical knowledge, and subjects had no difficulty understanding the assignment. Res-
pondents were divided into 5 groups. Three groups of 22 people were formed for each 
survey type. Table 1 summarizes these statistics. 30 of the 66 survey respondents 
were also additionally interviewed. The results from these interviews are presented in 
the final subsection. In addition to the three groups, another 20 users were asked to 
independently evaluate each review (10 users per review). They expressed their eval-
uations both numerically, as in Survey 1, and descriptively, as in Survey 2.  

Results: The following subsections show the major findings from this experimental 
study. Although the experiment was of relatively small scale, some interesting results 
were revealed with respect to the given objectives. 
                                                           
3  www.surveymonkey.com 
4  www.epinions.com 
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5.1 Distinction Bias 

As a first step in revealing the potential presence of cognitive bias in our experimental 
setting, we compare the results from the individually evaluated reviews with those 
obtained by the three surveys, where the two reviews were put together for evaluation. 
The goal is to reveal the potential presence of a distinction bias, manifested as a ten-
dency to view two options as more dissimilar when evaluating them simultaneously 
than when evaluating them separately. This bias is often exploited in commerce sce-
narios, when sellers aim to sell a certain product (anchor) by placing it along with 
another - decoy product that appears as the worse option when put together with the 
anchor [10]. Fig.1 presents the results from the 20 independent evaluations of the two 
reviews. The horizontal axis shows the rating values, whereas the vertical – the num-
ber of users who provided the rating. As shown, both reviews were evaluated as 
equally useful, 2 on a 1 to 5 scale, and descriptively qualified as Somewhat Useful. 

  
                           a)                                        b) 

Fig. 1. Rating distribution for each review by offline users a) Numerically b) Descriptively  

Fig.2 shows the difference in ratings between the two reviews for each of the sur-
veys. Clearly, that they do not match with those shown in Fig1. In all three cases, 
Review 1 was evaluated as being better than Review 2. The mean values for the rat-
ings of Review 1 and Review 2 for the three surveys are given in Table 2. Since pre-
ferences are often formed through distinction between given options, joint evaluation 
of recommendations may often result in a choice mismatch. The consequence is that 
the choice that appeared as the best option may not provide the best user experience, 
leading to dissatisfaction. Clearly, the issues of distinction bias and anchoring effect 
are important to account for in the design of RRR systems. The question is: what is 
the cause of those biases, what their effects are, and how to account for them in prac-
tice. The next section aims to provide the answer. 

Table 2. Mean value for the ratings of the surveys 

1-5 Num. Feedback Neg. Descriptive Neutral/Pos. Descriptive 

Review 1 3,727 3,545 3,636 

Review 2 2,5 3,18 1,95 
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                  a)                          b)                         c) 

Fig. 2. Rating Distribution for the two reviews for a) Survey 1, b) Survey 2 and c) Survey 3 

5.2 Numerical-Descriptive Discrepancy and Positive Bias 

In order to address distinction bias and anchoring effect, we must first understand if 
and how the presented evaluation choices affect the user opinion. This section inves-
tigates which of the descriptive surveys comes closest to the one with numerical rat-
ings. The practical implication is in exploring if the current RRR systems that offer 
numerical ratings really match the user understanding about the meaning of those 
ratings. For that purpose, we compare the rating distributions of the two reviews for 
Survey 1 to those of Survey 2 and Survey 3. 

 

     a)                                      b) 

Fig. 3. Difference in Rating Distribution between Survey 1 and 2 for a) Review1 b) Review2 

The results are shown in Fig.3 and Fig.4 respectively. It can be noticed that there is 
a good match for the distributions of Review 1 in both of the cases. However, com-
pared to the distributions on Fig.1, there is still a great difference between the average 
rating value for Review 1 (1.9) provided by the independent user evaluations, and the 
average rating value for Review 1 in Survey 1 (3.727), Survey 2 (3.545) and Survey 3 
(3.636). We identify the following causal link: distinction bias is caused when Review 
1 and Review 2 are put together for evaluation, whereby Review 1 appears as the 
better option; moreover, Review 1 also appears as one of exceptional quality, leading 
to a positive bias and exaggerated positive rating. 
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    a)                                      b) 

Fig. 4. Difference in Rating Distribution between Survey 1 and 3 for a) Review1 b) Review2 

5.3 Positive Bias and the Framing Effect 

In this section, we analyze the two surveys with descriptive evaluation choices. They 
differ slightly by the tone of positivism, although both offer five choices. Survey 2 
contains more explicit negative statements, while the choices in Survey 3 vary from 
neutral to positive. The question we want to answer is How does a difference in de-
scriptive choices affect users evaluation? To do that, we compare the rating distribu-
tion of the reviews for Survey 2 and Survey 3. The results are given in Fig.5a) and b).  

 
   a)                                         b) 

Fig. 5. Difference in Rating Distribution between Survey 2 and 3 for a) Review 1; b) Review 2 

They reveal large difference in the evaluations of the reviews between the surveys, 
although the offered choices differ only slightly. This demonstrates that people tend to 
draw different conclusions from the same information, depending on how that infor-
mation is presented, known as the framing effect. On Fig.5a), this effect is demon-
strated as a slight smoothing of the exaggerated positives. Complementing these  
results with those shown on Fig.2b), we can conclude that for Survey 2, the ratings for 
the two reviews also come close to each other. One interesting result is the high mean 
rating value for Review 2 in Survey 2. Compared to the results on Fig.1, we see that 
the presence of a positive bias is higher when users are offered to chose between neg-
ative-positive evaluations, compared to a setting where they are required to choose 
between neutral-positive. In the next section, we use these findings to form our pro-
posal on how to address some of the issues of the explored biased behavior. 
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5.4 Proposal: Hidden Signals and “Shades of Grades” 

The remarkably higher number of neutral evaluations demonstrated by the experiment 
(Fig.5b)), which is even higher than the positive evaluations for Review 2 (Fig.5a)), 
not only confirms the reluctance of users to give negative ratings, but also points out 
the importance of neutral vote as a connector between negative and positive. In  
addition to introducing neutral as a “shade” between negative and slightly positive, 
another finding in our study is that introducing Very Useful as a shade between Quite 
Useful and Extremely Useful shifts the exaggerated positives towards lower ratings. 
Both of these effects smooth the effects from positive bias, but also better capture 
people’s perception of the offered choices. This might also explain why the offline 
model of social reputation succeeds to detect untrustworthy individuals without re-
quiring consensus on someone’s trustworthiness. The offline world offers numerous 
opportunities to pick on the hidden clues behind people’s intentions. We consider the 
idea of introducing such hidden signals in the online RRR systems worth exploring. 

The framework we propose for addressing the presented issues of biased behavior 
can be summarized as follows: first, by accounting for the specific context elements, 
we propose disentangling the collaborative, competitive and the monetary elements 
when deciding on the RRR design. Second, by accounting for those context elements, 
a decision should be made about which of them are desirable as public features. Then, 
it is crucial to determine the right representation of publicly displayed features in a 
way that fits the users’ perception of the feature’s meaning. Finally, by introducing 
hidden signals and shades of grades about the qualitative types of the entities, a better 
and more truthful distribution of the results can be obtained. 

5.5 Closing the Loop: The Market of Lemons on the Market of Opinions? 

This section will close the loop of our study on cognitive bias by returning to the 
point where we started the discussion – context. The impact of context in the forma-
tion of cognitive bias required more interactive work with the respondents of the sur-
vey. Therefore, we additionally interviewed 30 people. The results are the following: 

Q1. If you know that, depending on the ratings given for their reviews, reviewers will 
get proportionally higher/lower amount of money, would you give the same grade? 

22 answered: No, one or two grades lower. 1 was Not Sure; 7 answered Yes; 

Q2. What if you yourself were a reviewer and the amount of money you would get 
depended on the amount of money other reviewers for the same product get? 

27 answered Definitely a lower grade; 3 answered Still the same grade. 
The 3 who gave the 2b) answer were additionally asked:  

Q3. If you see that the opinion you consider of low quality is the one that got the 
highest number of votes, would you reason the same the next time? 

2 answered: No; 1 answered Yes. 

The purpose of these questions was to investigate the reasoning of the respondents as 
they were required to switch between contexts. The interview is of very small scale, 
but still pointed to new directions for reasoning about user behavior through the  



14 T. Ažderska 

elaborated contextual elements. There is, however, a deeper meaning of the obtained 
results: the exaggerated positives, the slight change in evaluation options followed by 
high difference in evaluations, and the rest of the biases we explored, may be merely 
the effects of user behavior in RRR systems. Different combination of particular con-
textual elements leads to different manifestation of the effects from those biases. In-
troducing monetary elements must be done with great caution, as it may cause infor-
mation to be treated as a limited resource of monetary value, or as a trading resource 
in the process of acquiring social capital. This in turn leads to squeezing entities 
(items, agents, users) of potentially high quality out of the system, leading to what we 
refer here to as “the market of lemons on the market of opinions”.  

6 Concluding Remarks and the Way Forward 

Trust is a feeling, a model, and a reality, with people in their core. Understanding how 
they work and how closely they resemble each other is essential for their design prac-
tices. Our work detected and analyzed context, risk, dynamics and privacy as factors 
that influence both the work of RRR systems and the users’ understanding of that 
work. We explored the relation between RRR systems and user behavior with respect 
to those factors and analyzed few types of biases exhibited through the users’ online 
experiences with RRR systems. In an experimental study that included 86 users, we 
found that users exhibit distinction bias, positive bias, anchoring effect, and framing 
effect. These have not been investigated in such a holistic manner for any of the cur-
rent RRR systems. Based on the identified factors and the findings of the experimen-
tal study, we proposed a framework for tackling some of the issues attributed to users’ 
biased behavior and address the possibility of employing hidden signals and shades of 
grades in the RRR systems for the purpose of capturing some of the detected biases. 

Our future work will concentrate on investigating more the factor of dynamics. As 
we already referenced Perceptual control theory and Subjective Logic as an apparatus 
that provides formal reasoning with respect to human beliefs and perceptual behavior, 
the major part of our work will be directed towards joining the ideas of the two and 
employing them to formalize trust relationships under biased user behavior.  
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Appendix: Survey Questions (Reviews) 

Review 1:  
User Rating: OK; Ease of Use: 2;Quality of Tech Support: 1 
Pros:1)Intel core i3 processor;2)Finger Print Sensor;3)Battery life 
Cons:1)Build material;2)Intel integrated graphics;3)320GB hard disk space 
The Bottom Line: This laptop is not recommended to any one, because of poor support quality. 
The products of HP were good 3 years ago. People loved them for their looks, reliability, per-
formance and budgeted price. But after 2008 the reliability ratio of HP as compared to its com-
petitors is far below in almost all aspects including price, performance, looks and the most 
important reliability. I myself was a big fan of this company but after facing the failure of con-
secutively two the PCs' from this company, I changed my view. My wife had this laptop and I 
bought this laptop for her as her birthday present three months ago, but just after two months, 
the screen got dead spot (small black spots) and the hing connecting the screen with keyboard 
also got broken. Still the laptop was running fine but last week its keyboard also stopped work-
ing, which sucks. All the money I paid for it gone in vain. My experience about: PROCESSOR: 
Intel core i3 processor clocked at 2.1 GHZ works really very fine for multitasking but it is not 
designed to handle more tasks. This pc is fine for web-surfing, word-processing, office work, 
watching movies. GRAPHICS: Intel integrated graphics are not capable of running blue ray 
movies silky smooth. BUILD MATERIAL: This laptop is made of seriously very cheap plastic. 
Its glossy surface is just a fingerprint magnet and you have to clean up the laptop after every 
single use. The glossy screen also causes panic while watching movies in sunlight. LACK OF 
HDMI PORT: This laptop lacks some of the most important port which is included in the lap-
tops of this price range, i-e; HDMI port. The sound quality is good, battery life is also impres-
sive and last about 3 hours (6 cell) even when watching movies. The security feature like Fin-
ger Print Sensor works great. Its light weight makes it easier to carry this laptop everywhere but 
it can't be called ultraportable laptop. Over all this laptop isn't recommended to any one wheth-
er the person is student or house wife.  
[Recommended: No] 
 

Review 2:  
User Rating: Excellent; Ease of Use: 5; Quality of Tech Support: 4 
Pros: I would buy another computer from HP 
Cons: multiple hardware faults. (i.e hard to type and sensitive mouse pad) 
HP ProBook 4530s is a extremely good product. The computer is lightweight and rugged. It's 
able to be put in a backpack and stuffed wherever you need to go. When i bought and received 
the computer i liked how the computer didn’t come with a lot of extra software junk. Next, i 
like having a numeric pad and i will continue to buy computers with them from now on. For 
just web browsing and playing light computer games this computer is extremely fast. The key 
pad is not sensitive enough and i have to hit the keys hard a lot. Also if you have multiple fin-
gers close to the mouse pad, the mouse pad goes crazy due to its many settings. The speaker 
system is excellent the loudest system i have heard on any computer system. The software for 
the finger ID gets weird every now and then i have to input my fingers a couple of times to log 
in. The settings are easy to change on the computer. The battery life is average to other com-
puters. The computer hardware is nicely laid out and easy to find. Computer is worth the price i 
paid for it.  
[Recommended: Yes] 
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Abstract. The prediction of the rating that a user is likely to give to an
item, can be derived from the ratings of other items given by other users,
through collaborative filtering (CF). However, CF raises concerns about
the privacy of the individual user’s rating data. To deal with this, several
privacy-preserving CF schemes have been proposed. However, they are
all limited either in terms of efficiency or privacy when deployed on the
cloud. Due to its simplicity, Lemire and MacLachlan’s weighted Slope
One predictor is very well suited to the cloud. Our key insight is that,
the Slope One predictor, being an invertible affine transformation, is
robust to certain types of noise. We exploit this fact to propose a random
perturbation based privacy preserving collaborative filtering scheme. Our
evaluation shows that the proposed scheme is both efficient and preserves
privacy.

1 Introduction

Recommender systems have come to the rescue of individuals accosted with the
problem of information overload [1] as a result of the numerous services being
offered over the World Wide Web, e.g. social networks, e-commerce catalogs,
amongst others. Most automated recommendation systems employ two tech-
niques: profile-based and collaborative filtering (CF). The former puts to use the
information that relate to users’ tastes in order to match the items to be recom-
mended to them. In contrast, prediction through CF results from the recorded
preferences of the community. While profile-based recommendation for a user
with rich profile information can be thorough, CF is fairly accurate, without the
need for the user’s preferential history. CF has, thus, positioned itself as one of
the predominant means of generating recommendations.

Based on filtering techniques, CF is broadly classified into: memory-based
or neighbourhood-based and model-based. In memory-based approaches, recom-
mendations are developed from user or item neighbourhoods, based on some
sort of proximity (or deviation) measures between opinions of the users, or
the ratings of the items, e.g. cosine similarity, Euclidean distance and various

T. Dimitrakos et al. (Eds.): IFIPTM 2012, IFIP AICT 374, pp. 17–35, 2012.
c© IFIP International Federation for Information Processing 2012
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statistical correlation coefficients. Memory-based CF can also be distinguished
into: user-based and item-based. In the former, CF is performed using neighbour-
hood between users computed from the ratings provided by the different users.
The latter is item-based where prediction is obtained using item neighbourhoods,
i.e. proximity (or deviation) of ratings between various items.

Model-based approaches, in contrast, are sometimes more applicable on large
datasets for which some memory-based approaches do not scale well. In model-
based approaches, the original user-item ratings dataset is used to train a com-
pact model, which is then used for prediction. Such a model can be developed
by methods borrowed from artificial intelligence, such as Bayesian classification,
latent classes and neural networks; or, from linear algebra, e.g. singular value
decomposition (SVD), latent semantic indexing (LSI) and principal component
analysis (PCA). Model-based algorithms are usually fast to query but relatively
slow to update. There are also the fast-to-query, fast-to-update well-known Slope
One CF predictors [2].

CF based approaches perform better with the availability of more data. Fur-
thermore, it may be possible to perform cross domain recommendations, if the
corresponding data can be utilised (e.g. a person with a strong interest in hor-
ror movies may also rate certain Halloween products highly). However, sharing
user-item preferential data for use in CF poses significant privacy and security
challenges. Competing organisations, e.g. Netflix and Blockbuster may not wish
to share specific user information, even though both may benefit from such shar-
ing. Users themselves might not want detailed information about their ratings
and buying habits known to any single organisation.

Due to the privacy concerns, recently there has been significant research on
privacy-preserving collaborative filtering (PPCF). The two main classes of so-
lutions are: encryption-based and randomisation-based. In the encryption-based
techniques, prior to sharing individual user-item ratings data are encrypted us-
ing cryptosystems that support homomorphic properties. In the randomisation-
based privacy preserving techniques, the ratings data is randomised either
through random data swapping or data perturbation or anonymisation. Given
the large quantities of data, there has been a growing push to perform CF on
the cloud1. Since CF is typically done at the application level, it is ideally suited
to Software as a Service (SaaS) clouds, which are used to deploy applications
scalably on the cloud. However, all of the existing PPCF solutions suffer from
either scalability or security when deploying on SaaS clouds.

Our key insight is that Lemire and MacLachlan’s weighted Slope One pre-
dictor is very well suited for SaaS clouds, and being an invertible affine trans-
formation, is robust to certain types of noise. We exploit this fact to propose
a random perturbation based privacy preserving collaborative filtering scheme.
We now give a short illustrative example to demonstrate this.

1 For example, Netflix uses Amazon Web Services for their computing needs
(http://techblog.netflix.com/2010/12/
four-reasons-we-choose-amazons-cloud-as.html)

http://techblog.netflix.com/2010/12/four-reasons-we-choose-amazons-cloud-as.html
http://techblog.netflix.com/2010/12/four-reasons-we-choose-amazons-cloud-as.html
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1.1 Illustrative Example

In (unweighted) Slope One, we usually have f(x) = x + b where x is a rating
given in the rating query while b is extracted from the deviation matrix2. Let us
take a simple example with five ratings of two features X and Y .

X = [1 3 1 3 5]

Y = [5 2 4 3 4]

If we are to predict Y from X , we can use the basic Slope One predictor as
Y = X + (Y −X) where the (Y −X) (i.e. the mean of the differences between
Y and X) can be pre-computed. With the given data, we have (Y −X) = 1,
which gives us our Slope One predictor as a line Y = X + 1. If we now added
random noise from a Gaussian distribution N (μ = 0, σ = 5), we have a noisy
data as follows.

pX = [-0.501160796 4.221286539 6.991751095 -7.917938198 10.47511263]

pY = [-1.388415841 8.382367701 12.66566552 1.829093784 -1.433503247]

Given this perturbed data, we have (pY − pX) = 1.357231329, which gives us
our Slope One predictor as a line pY = pX + 1.357231329. Thus, the lines

Fig. 1. The robustness of Slope One predictors to noise

2 Please see the §2 for the basics of Slope One predictors.
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represented by Y = X+1 and pY = pX +1.357231329 are parallel with a small
offset between them.

In figure 1, we plot the scatter digram of the original data points, the perturbed
data points and then the two Slope One predictor lines. From the figure, we can
infer that despite the the perturbed data being significantly different from the
original data, the basis for prediction – the Slope One lines – are very similar in
both cases, identifying the robustness of Slope One to additive noise. Thus, the
key insight of this paper is that the Slope One predictor is essentially a line on a
2D graph which is largely unaffected by data perturbation and is easy to compute.
This lends itself as a robust perturbation based CF suitable for the cloud.

1.2 Our Contribution

In this paper, we demonstrate the effect of noise on the weighted Slope One
predictor, and then, propose a privacy preserving collaborative filtering scheme.
The specific contributions of this paper are: (i) ours is the first attempt, to our
knowledge, to have proposed a PPCF scheme using random data perturbation
on the weighted Slope One predictor; (ii) we present comparative performance
analysis of more than one data perturbation methods alongside other related
randomisation-based PPCF work; and (iii) we also take into account implemen-
tation concerns in real world cloud computing platforms particularly in terms of
scalability.

The rest of the paper is organised as follows: we briefly present background
of Slope One in §2 followed the key related work in this area and our previous
work in §3. In §4, we examine the effects of random noise on the weighted Slope
One predictor leading to the §5 which presents the problem statement in §4.1,
proposals of PPCF schemes and a discussion on the level of privacy. In §6, we
present implementation and evaluation results of our proposal followed by a
conclusion and promising future directions in §7.

2 Slope One for Collaborative Filtering

2.1 The Weighted Slope One Predictor

Lemire and MacLachlan proposed [2] a CF scheme based on predictors of the
form f(x) = x + b, hence the name “slope one”. Before delving into PPCF, we
present a brief overview of the Slope One predictors. In the following example,
we will use the discrete integral range of ratings [1 − 5] with “0” or “-” or “?”
representing absence of ratings. Table 1 shows a simple user-item ratings matrix
of users rating airlines companies.

The simplest Slope One prediction of rating for any user for an item i1 given
the user’s rating for i2 (i.e. ri2 ), is of the form ri1 = δi1,i2 + ri2 where δi1,i2 is the
average deviation of the ratings of item i1 from those of item i2 while ri2 is the
rating the user has given to item i2. The average deviation of ratings between a
pair of items is calculated using only those ratings where both items have been
rated by the same user.
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Table 1. A simple three users, three items rating matrix

British Airways Emirates Cathay Pacific

Alice 2 4 4

Bob 2 5 4

Tracy 1 ? 4

Using the unweighted Slope One predictor, we derive the missing rating as:

? =
( (4−2)+(5−2)

2 + 1) + ( (4−4)+(5−4)
2 + 4)

2
= 4.0

The unweighted scheme estimates a missing rating using the average deviation
of ratings between pairs of items with respect to their cardinalities. Slope One
CF has two stages: pre-computation (or update) and prediction of ratings. In
the pre-computation stage, the average deviations of ratings from item a to item
b is given as:

δa,b =
Δa,b

φa,b
=

∑
i δi,a,b
φa,b

=

∑
i(ri,a − ri,b)

φa,b
(2.1)

where φa,b is the count of the users who have rated both items while δi,a,b =
ri,a − ri,b is the deviation of the rating of item a from that of item b both given
by user i.

In the prediction stage, the rating for user u and item x using the weighted
Slope One is predicted as:

ru,x =

∑
a|a �=x(δx,a + ru,a)φx,a∑

a|a �=x φx,a
=

∑
a|a �=x(Δx,a + ru,aφx,a)∑

a|a �=x φx,a
. (2.2)

Thus, we can pre-compute the difference (or deviation) matrix 3 Δ = {Δa,b}
and the cardinality matrix φ = {φa,b}, shown in figure 2. Note that for space
efficiency, we only need to calculate the upper triangulars of those matrices
because the lower triangulars can be easily derived from the upper ones, and
the leading diagonals are irrelevant. The weighted Slope One has been found
to be efficient, e.g. achieving a mean absolute error (MAE) rate close to 0.7 on
the MovieLens 100K dataset4, which is better than CF schemes using cosine
similarity or another CF scheme using the Singular Value Decomposition, using
a reference implementation in Apache Mahout5.

In Slope One, the generalised form f(x) = x+b where the constant b represents
the deviation between an item pair makes this predictor particularly immune to
additive random noise.

3 Note that we do not need to compute average differences according to equation 2.2.
4 http://www.grouplens.org/node/73
5 http://mahout.apache.org/

http://www.grouplens.org/node/73
http://mahout.apache.org/
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Fig. 2. The pre-computation phase of Slope One

3 Related Work

The problem of privacy preservation is compounded by the remarkable scales of
real world datasets. Often, in PPCF, achieving efficiency or accuracy on one hand
and preserving privacy of user-item preferential data on the other are orthogonal
problems.While encryption-based solutions result inno loss of accuracy, homomor-
phic operations take toll on computational efficiency. In contrast, randomisation-
based solutions aremanyorders ofmagnitude faster butonly at the cost of accuracy.
Servers these days are no longer just single units but clusters, or private and public
clouds. The design of PPCF solutions ought to consider efficiency (both computa-
tional and storage) because of the immediate implications on costs.

There are a number of existing works on privacy-preserving collaborative fil-
tering (PPCF). One of the earliest such efforts is due to [3] which uses a partial
Singular Value Decomposition (SVD) model and homomorphic encryption to
devise a multi-party PPCF scheme. In [4], the authors propose a näıve Bayesian
classifier based CF over a P2P topology where the users protect the privacy of
their data using masking, which is comparable to randomisation. Another homo-
morphic encryption based SVD scheme has been proposed in [5] but the authors
also describe that their scheme does not scale well for realistic datasets; while
a randomisation based SVD approach is described in [6]. A general survey of
privacy preserving data mining in presented in [7].

In our recent works [8,9,10], we have proposed PPCF solutions based on the
well-known weighted Slope One predictor [2]. Particularly, in [10] we also showed
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the applicability of our PPCF scheme on a real world public cloud computing
platform.

One of the main differences between the existing works (including our own
previous works) and the work presented in this paper is that the latter is more
efficient than solutions using threshold homomorphic encryption while having
an accuracy comparable to the more accurate encryption based PPCF schemes.
Further to that, the model presented in this paper is applicable to a SaaS cloud,
which most PPCF solutions are not.

3.1 Types of Privacy Threats to CF and Their Solutions

In general, whenever a CF scheme requires intermediate matrices (e.g. Slope
One, SVD-based solutions) that do not contain private data, one can either
opt for hiding (cryptographically or with perturbation) the values of ratings
as they are submitted, or attempt to de-link such submissions from users by
using some identity anonymisation mechanism. At query time, depending on
how the intermediate matrices have been computed, the user’s query vector can
also be hidden using similar techniques. The cryptographic procedures ensures
no change in accuracy from the original CF scheme but it comes at the cost
of performance. The random perturbation methods ensure better performance
at the cost of accuracy. In addition, a combination of both may also be usable
depending on the CF scheme.

Notice that there is yet another scenario, which we do not cover in this paper.
It is a multi-site scenario where user-item rating data is stored unencrypted,
unperturbed in each site. The privacy of the data is considered a concern when
it is shared amongst cites. This is particularly applicable in cross-domain col-
laborative filtering where users trust the sites that store their user-item rating
data. In this paper, we assume the users do not trust any CF site and therefore
the privacy of their data must be preserved throughout.

In figure 2, we observe that the user-item rating matrix poses a privacy risk
for individual users but the item-item deviation and cardinality matrices do
not. This privacy threat exists at the time of pre-computation or update of the
deviation and cardinality matrices. There is also a privacy risk at the time of
query in which the rating vector of the querying user may be exposed.

Preserving Privacy at the Time of Pre-computation. A number of mea-
sures can be taken to preserve the privacy at pre-computation time. One well-
known procedure is to use a threshold homomorphic cryptosystem. Prior re-
search works [5,9,10] have proposed that over other CF schemes as well as Slope
One. Individual user’s rating data are encrypted at the time of submission by a
shared public key, thus leading to an encrypted deviation matrix. CF queries can
then be responded to using the homomorphic property of the cryptosystem and
decrypted by trusted third-party threshold decryption servers on behalf of the
user. The main downside of this is the dependency on the trusted third party. In
addition, the CF computation time is also increased due to the computational
overhead of cryptographic operations.
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Alternatives to the homomorphic encryption approach include anonymising as
well as random perturbation of the data as they are recorded. Depending on the
type of CF used, it may be necessary to get rid of the noise added through random
perturbation. Techniques for noise removal include Bayesian filtering and spec-
tral filtering amongst others. This is, however, not required in the weighted Slope
One for certain types of noise distributions, as we will see in §4. In order to hide
the number of ratings a particular user submits, some PPCF schemes normalise
the user-item rating data, which essentially converts a sparse data problem into a
dense one (e.g. [6]) contributing to significant costs in storage and computation.

Preserving Privacy at Query Time. At the time of query, the query vector
(containing sensitive ratings) could be encrypted using a homomorphic cryp-
tosystem, thus hiding the private ratings. The result of such queries ought to
be decrypted by trusted third party servers. Alternatively, homomorphic public-
key encryption may also be used in a different way (e.g. our earlier proposal
[10]) whereby the querying user is solely in charge of decrypting the response,
which helps eliminating the need for trusted third parties. On the other hand,
the query may also contain randomly perturbed ratings such that the effects of
the noise are removed from the noise after the prediction result is obtained. This
technique, however, contributes to reduced accuracy.

4 Privacy-Preserving Slope One

4.1 Problem Statement

The problem can be formally defined in the following fashion:

Definition 1 (Privacy-Preserving weighted SlopeOnePredictor).Given
a set ofm users u1, . . . , um that may rate any number of n items i1, . . . , in, build the
weighted Slope One predictor for each item satisfying the following two constraints:

– no submitted rating should be deterministically linked back to any user.
– any user should be able to obtain a prediction without leaking his/her private

rating information.

4.2 Additive Random Noise

In this section, we discuss the effects of various ways of including additive random
noise: (1) random noise is added to the weighted Slope One deviation matrix
only; (2) random noise is added to the user-item data for the weighted Slope
One predictors; (3) in both cases, random noise is added to the query vector;

In our experiments, we also show the situation where random noise is not
added to the query vector but the noisy deviations are rounded off to nearest
integers to facilitate the use of a public-key cryptosystem in the query, as is the
case in our earlier work [10].

Noise Added to Deviations Only. In the pre-computation stage, random
noise (denoted by εi,a,b), obtained from a known probability distribution, added
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to the deviation of a pair of items (a and b) by a user i generates a noisy
deviation, given as:

δ̂i,a,b = ri,a − ri,b + εi,a,b. (4.1)

where δi,a,b = ri,a − ri,b is the original deviation of the rating of item a from
that of item b both given by user i. Therefore:

Δ̂a,b =
∑
i

δi,a,b +
∑
i

εi,a,b = Δa,b +
∑
i

εi,a,b, (4.2)

In the prediction stage, adding another similar random noise (denoted as νu,a)
for every item a rated by the user u, the rating for the user u and item x using
the weighted Slope One on the noisy deviations is predicted as:

r̂u,x =

∑
a|a �=x(Δ̂x,a + (ru,a + νu,a)φx,a)∑

a|a �=x φx,a
(4.3)

=⇒ r̂u,x =

∑
a|a �=x Δx,a + ru,aφx,a∑

a|a �=x φx,a

+

∑
a|a �=x

∑
i εi,a,b∑

a|a �=x φx,a

+

∑
a|a �=x νu,aφx,a∑

a|a �=x φx,a (4.4)

=⇒ r̂u,x = ru,x +

∑
a|a �=x

∑
i εi,a,b∑

a|a �=x φx,a
+

∑
a|a �=x νu,aφx,a∑

a|a �=x φx,a
. (4.5)

It is evident from equation 4.4 that the noisy prediction r̂u,x contains small
proportions of random noise. For example, if the noise data are drawn from a
Gaussian distribution N (μ = 0, σ = ubound(r)) (where ubound(r) denotes the
maximum positive value of the ratings themselves) then the component∑

a|a �=x

∑
i εi,a,b∑

a|a �=x φx,a

nearly vanishes and the component∑
a|a �=x νu,aφx,a∑

a|a �=x φx,a

is reasonably small for sufficiently large number of data points. This suggests
that the prediction accuracy will be better if we added random noise only at the
time of pre-computation. Results from our experiments confirm this analysis.

Noise Added to Ratings Only. In the pre-computation stage, random noise
(denoted by κi,a and λi,b), obtained from known probability distributions, added
to the rating of each item respectively in a pair of items (a and b) by a user i
generates a noisy deviation, given as:

δ̂i,a,b = (ri,a + κi,a)− (ri,b + λi,a,b). (4.6)
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where δi,a,b = ri,a − ri,b is the original deviation of the rating of item a from
that of item b both given by user i. Therefore:

Δ̂a,b =
∑
i

δi,a,b +
∑
i

(κi,a − λi,a) = Δa,b +
∑
i

(κi,a − λi,a). (4.7)

In the prediction stage, adding another similar random noise (denoted as ιu,a)
for every item a rated by the user u, the rating for the user u and item x using
the weighted Slope One on the noisy deviations is predicted as:

r̂u,x =

∑
a|a �=x(Δ̂x,a + (ru,a + ιu,a)φx,a)∑

a|a �=x φx,a
(4.8)

=⇒ r̂u,x =

∑
a|a �=x Δx,a + ru,aφx,a∑

a|a �=x φx,a

+

∑
a|a �=x

∑
i(κi,a − λi,a)∑

a|a �=x φx,a

+

∑
a|a �=x ιu,aφx,a∑

a|a �=x φx,a (4.9)

=⇒ r̂u,x = ru,x +

∑
a|a �=x

∑
i(κi,a − λi,a)∑

a|a �=x φx,a
+

∑
a|a �=x ιu,aφx,a∑

a|a �=x φx,a
. (4.10)

Similar to adding noise to deviations, we observe from equation 4.9 that the
noisy prediction r̂u,x contains small proportions of random noise. Again, if the
noise data are drawn from a Gaussian distribution N (μ = 0, σ = ubound(r))
(where ubound(r) denotes the upper bound of the range of rating values) then
the component ∑

a|a �=x

∑
i(κi,a − λi,a)∑

a|a �=x φx,a

nearly vanishes and the component

∑
a|a �=x ιu,aφx,a∑

a|a �=x φx,a

is reasonably small for sufficiently large number of data points. Once again, this
suggests that the prediction accuracy will be better if we added random noise
only at the time of pre-computation. In fact, equation 4.9 is better in accuracy
than equation 4.4 because the vanishing component

∑
a|a �=x

∑
i(κi,a − λi,a)∑

a|a �=x φx,a
<

∑
a|a �=x

∑
i εi,a,b∑

a|a �=x φx,a
.

Do We Need Noise at the Time of the Query? Although in both of the
above cases we used additive noise at the time of the query, it is possible to not
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use noise. As we will see in the experimental results, not using noise at the time
of query increases accuracy. However, in order to preserve the privacy of the
data in the rating query, we will have to use encrypted query with an additively
homomorphic cryptosystem as we did in our earlier PPCF proposal in [10]. To
facilitate the use of homomorphic encryption, we ought to round off fractional
values of deviations before using them in the encrypted response of the query. In
our experimental results, we show the effects of such rounding-off on accuracy.

4.3 Multiplicative Random Noise

Random noise multiplied to the deviation of a pair of items by a user i is given
as:

δ̂i,a,b = (ri,a − ri,b)εi,a,b = δi,a,bεi,a,b. (4.11)

where δi,a,b = ri,a − ri,b is the deviation of the rating of item a from that of
item b both given by user i, and εi,a,b is the noise multiplied to the deviation.
Therefore:

Δ̂a,b =
∑
i

δi,a,bεi,a,b. (4.12)

In the prediction stage, the rating for user u and item x using the weighted Slope
One is predicted as:

r̂u,x =

∑
a|a �=x(Δ̂x,a + ru,aνu,aφx,a)∑

a|a �=x φx,a
(4.13)

We found that result of adding multiplicative noise is that the noise components
are significant. Without further reconstruction methods, which are beyond the
scope of this paper, the data with random multiplicative noise is unsuitable for
use in prediction. Therefore, in the remainder of the paper, we present results
only with additive noise.

5 Proposal for Privacy-Preserving Collaborative Filtering

5.1 Proposal A: Additive Noise to Ratings or Deviations

Having observed the theoretical effects of additive noise, we note that it is more
efficient than adding multiplicative noise. One of our PPCF proposals is to have
Gaussian noise added to either individual ratings or rating pair deviations as
they are added by the users. This helps in masking the actual ratings at the
time they are submitted. The CF site can use those submissions to update the
deviation and cardinality matrices. At the time of query, once again, the user
utilises Gaussian additive noise to hide the actual rating data in the query. The
system architecture for PPCF utilising additive noise in this way is presented in
the form of UML sequence in figure 3.
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User CF Site

Add, update or remove noisy ratings or 
noisy deviation of ratings for an item pair

Update plaintext
deviation
and cardinality
matrices.

Noisy prediction query

Compute prediction 
from noisy data.

Prediction response

Fig. 3. UML sequence diagram of the proposed PPCF architecture utilising just noise

5.2 Proposal B: Combination of Additive Noise with Encrypted
Query

In our second proposal, we suggest that while additive random noise can be
used at the time of submitting the data to the CF site, the user can also com-
bine that with encrypted queries using public-key encryption. Homomorphically
encrypted queries are beyond the scope of this paper but can be found in our
proposal on encrypted PPCF in [10]. The system architecture of this PPCF
scheme supporting encrypted query is shown in figure 4.

User CF Site

Add, update or remove noisy ratings or 
noisy deviation of ratings for an item pair

Update plaintext
deviation
and cardinality
matrices.

Encrypted prediction query

(Encrypted with user's public key)

Encrypted prediction response

(Encrypted with user's public key)

Compute encrypted
prediction on noisy 
data.

Decrypt response
locally.

Fig. 4. UML sequence diagram of the proposed PPCF architecture utilising noise as
well as encrypted queries
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One important observation in terms of accuracy in this scheme is that the
values of deviations are rounded off to nearest integers because we will need a
specialised mechanism to encrypt IEEE floating point numbers with the Paillier
cryptosystem. Such a mechanism may greatly reduce the usable length of the
key space, which is why we round off the deviations to nearest integers. That
will, however, have a small penalty on the accuracy of the prediction as we shall
see in the results.

5.3 Level of Privacy

A number of methods [11,12,13] exist for quantification of the level of privacy
preserved in a given data mining algorithm. Yet, it still an open question, beyond
the scope of this paper, as to which one is the best [14]. Therefore, in this paper
we qualitatively describe the level of privacy with the additive random noise,
as shown in the aforementioned sections. Denoting the random noise variable
by ε, the original rating variable by r, and the perturbed values by r̂, we have
r̂ = r + ε. To an attacker, the distribution of ε is known and the distribution of
r̂ can be observed. The objective is to attempt to reconstruct the distribution
of r.

Assuming that ε is derived from a Gaussian distribution N (μ = 0, σ = k)
where k ≥ ubound(r) (ubound(r) is the upper bound of the range of rating
values), we know that the distribution tapers off towards the positive and neg-
ative infinities, with majority of the values centered around the mean, i.e. 0 in
our case. Now, let us use some concrete numbers. Let us say that k = 5 and
that for any particular observation, we find r̂ = −40. Also, assume that the
attacker is trying to determine if r = 1 for this case. If the attacker had an-
other observation of r̂ = 5 then, in terms of conditional probability, we can tell
Pr(r̂ = −40 | r = 1) < Pr(r̂ = 5 | r = 1) simply because of the nature of the noise
distribution, or even in general Pr(r̂ = −40 | r = 1) and in fact Pr(ε = −41)
is low. However, that statement does not imply that Pr(r = 1 | r̂ = −40)
is equally low, or vice-versa, which is the inverse fallacy [15]. Therefore, the
attacker cannot imply that Pr(r = 1 | r̂ = −40) < Pr(r = 1 | r̂ = 5),
because while Pr(r = 1 | r̂ = −40) could be low, that could be equal to
Pr(r = 2, 3, 4, 5 | r̂ = −40) if r was following a uniform distribution. This
leaves the attacker with little deterministic ability to infer the value of r. This
observation is especially true because of the small bounded range of r and the
large unbounded range of ε and therefore r̂.

Now, from another angle for r̂ = −40 and r = 1, we know ε = −41. If
r = 2, 3, 4, 5 then ε = −42,−43,−44,−45. We know that Pr(ε = −41) is low
and so are Pr(ε = −41,−42,−43,−44,−45) and these probabilities are also very
close to each other. Therefore, because of the bounded and small range of r, just
looking at any value of r̂, it is not possible to determine with the value of r with
a high probability.

That proves that the unbounded range of the perturbed values makes it dif-
ficult to confidently determine the value of the original rating, without knowing
the distribution of the original ratings. This is the scenario where noise is added



30 A. Basu, J. Vaidya, and H. Kikuchi

to the ratings. If the noise is added to the deviation of ratings, the ability to de-
termine the original ratings is decreased further. In addition, since the deviations
also have a bounded small range, it is equally hard (as we discussed above) to
determine even the value of the deviation from the value of the perturbed devi-
ations when the noise, and therefore the perturbed deviations, have unbounded
ranges.

6 Implementation and Evaluation

6.1 Implementation

Consideration: Reduce I/O Operations and Storage Volumes. With the
intention to implement our proposals on a real world public cloud computing en-
vironment, we took the following considerations in mind. I/O with non-volatile
storage is expensive both in terms of time and money on cloud computing plat-
forms. Non-volatile storage on the cloud usually involves in a backend database,
which is often replicated (e.g. high-replication datastore in Google App Engine).
That implies that one database write operation could entail multiple write oper-
ations to database replicas, which in turn increases CPU and bandwidth usage,
translating into direct costs to the cloud user. In addition to that, storage space
is also charged per unit space per unit time, e.g. gigabytes per month. The larger
the storage, the worse the costs. Therefore, it is essential to store as little data
as possible.

Keeping this in mind, we have deliberately avoided a particular method of
random perturbation: calculating the z-scores of rating data prior to introduc-
ing noise, in order to hide the number of items one user might have rated.
This essentially transforms a sparse matrix problem into a dense matrix prob-
lem, which represents a huge performance hit. Both Amazon RDS and Google
GAE/J cost significantly to store data. A dense matrix makes matters worse.
For example, the MovieLens 100K dataset, when normalised to z-scores contains
over 1.58 million data points compared to the sparse 100,000 in the original rat-
ing data. That is an over 1,500% increase in stored data translating directly into
that much increase in storage costs in addition to the CPU costs for redundant
storage. In fact, we do not store the user-item rating matrix at all but store the
sparse deviation and cardinality matrices.

Implementation Environment and Data Structures. The results pre-
sented in this paper are obtained from a trial, non-cloud, single-machine imple-
mentation on Java. We used a 64-bit Mac OS X 10.7.2 and 64-bit Java 1.6.0 29
environment on an Apple Macbook Pro running a 64-bit 2.53GHz Intel Core i5
and 8GB RAM.

The storage of the following two matrices is an important factor in the ef-
ficiency of pre-computation as well as prediction: (1) the item-item deviation
matrix, and (2) the item-item cardinality matrix. Note that we do not store the
user-item ratings matrix at all.



Perturbation Based Slope One 31

There is significant level of sparseness in the stored data. Although the de-
viation and cardinality matrices are not as sparse as the user-item ratings ma-
trix, only the upper triangulars of the deviation and cardinality matrices are
stored. Using in-memory storage, the sparseness requirement informs us that
a 2-dimensional array (e.g. long[][]) is an unsuitable storage data structure.
While the simple 2-D array provides constant time, i.e. O(1) lookup perfor-
mance, it is an unjustifiable waste of storage space and makes resizing difficult.
The resizable ArrayList implementation provides an O(1) lookup performance
but O(n) time complexity for the addition operation.

If we access a 2-D matrix by either row-major order or column-major order but
not both at the same time then it can be represented by a Map<K1, Map<K2, V>>.
Java’s TreeMap implementation provides O(log n) lookup and storage perfor-
mance while Hashtable and HashMap both provide constant time lookup and
storage. Having tested Oracle (Sun) JVM’s HashMap and Hashtable implemen-
tations, we found that HashMap is faster although there is no theoretical basis
supporting this view and may be purely JVM implementation specific. Although
mostly similar, one of the differences between Hashtable and HashMap is that
the latter allows null values for keys and objects, which is irrelevant in our
context. HashMap iterator is fail-safe, which means changes made to the map get
reflected in its iterator.

Having chosen an efficient data structure, i.e. HashMap, we looked at the
data types for K1, K2 and V because that affects performance too. Both K1

and K2 are integers (perhaps long) while V could contain double precision float-
ing point numbers (double) for deviations and long for cardinalities. Realis-
tically, the value of the keys is well expressed by Java’s primitive 32-bit int

with a positive range of [0 (231 − 1)]. This is enough for indexing rows and
columns: a (231 − 1) by (231 − 1) square matrix is extremely large! There is
also another advantage of a HashMap<Integer,V> because Integer provides “a
hash code value for this object, equal to the primitive int value represented
by this Integer object”6, which is faster to compute than that for a Long, i.e.
“(int)(this.longValue()^(this.longValue()>>>32))”7.

In this context, the semantics of an “empty” deviation-cardinality tuple must
be understood in order to ensure that the deviation-cardinality matrix allows
sparseness by not storing empty tuples. Since the deviation value of zero does not
indicate an absence of deviation, “emptiness” is determined by the cardinality
value of zero. There is also another point that aids the sparse nature of the matrix
– the storage of the upper triangular of the matrix only, discarding the lower
triangular and the leading diagonal. While this behaviour is controllable through
the matrix access methods, the tuple itself in our implementation enables access
to the not-stored lower triangular by inverting the stored value in the upper
triangular. Note that the cardinality is not inverted but the deviation (Δ) is, i.e.
Δi,j = −Δj,i.

6 See: http://download.oracle.com/javase/6/docs/api/java/lang/Integer.html
7 See: http://download.oracle.com/javase/6/docs/api/java/lang/Long.html

http://download.oracle.com/javase/6/docs/api/java/lang/Integer.html
http://download.oracle.com/javase/6/docs/api/java/lang/Long.html
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In the Context of the Cloud. Note that the choice of this local in-memory
storage data structure somewhat corresponds to storage on the cloud too. For fast
access to the deviation-cardinality data on the cloud, we have to use some kind
of distributed cache (e.g. memcached) – both Google App Engine for Java and
Amazon Web Services provide distributed cache services, which are somewhat
similar to the basic Hashtable<K,V> structure. Beyond the cache, the distributed
databases can also store individual sparse data points using matrix row-column
based 2D indexing through database tables, i.e. to store the value at the ith row
and the jth column, we simply add a row in the database table that contains the
matrix row number (i.e. i), the column number (i.e. j) and any values associated
with them. This is the way, we stored data in our earlier PPCF proposal [10].

6.2 Evaluation Results

All experiments have been run with the MovieLens 100K dataset. In table 2, we
present different combinations of our PPCF proposals. We also cite the results
of Polat and Du’s paper [6], our own work on homomorphic encryption based

Fig. 5. Histograms showing the comparison of the difference between the original and
perturbed ratings, and that between the original and the estimated ratings for a random
user. In this histogram, we have only compared those values for which the original
ratings were present.
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Table 2. Comparison of results of this work with others using the MovieLens 100K
dataset

PPCF strategy MAE Prediction time Stored data

Non-PPCF baseline None 0.7019 0.22ms Item-item deviation, cardi-
nality matrices.

A1 Perturbation 0.8346 0.23ms Item-item deviation, cardi-
nality matrices.

A2 Perturbation 0.8307 0.234ms Item-item deviation, cardi-
nality matrices.

B1 Perturbation 0.7113 0.233ms Item-item deviation, cardi-
nality matrices.

B2 Perturbation 0.7081 0.231ms Item-item deviation, cardi-
nality matrices.

Basu et al. [9] Encryption 0.7057 4500ms Item-item devia-
tion/cardinality matrices

Polat and Du [6] Perturbation 0.7104a Unknown z-scored and randomised
user-item rating matrix
and its singular value
decompositions.

a This data provides approximate comparability with our results because of the dif-
ferences of samples over which the MAE calculations have been made as well as the
level of noise added. For example, the noise added in Polat and Du’s paper had a
standard deviation of 1 whereas we used a standard deviation of 5.

PPCF [9] and the baseline Slope One for comparison. The different combinations
of our PPCF proposals are listed as follows.

A1: This is where Gaussian random noise is added to ratings both at the time
of submission and at the time of query.

A2: Here we add Gaussian random noise to deviations of rating pairs at the
time of submission and similar noise to ratings at the time of query.

B1: We add random noise to the ratings at the time of submission but we round
off deviations (for encryption) at the time of query.

B2: The Gaussian noise is added to deviations of rating pairs but the deviations
are rounded off at the time of query.

In all the experiments, the random noise is drawn from a Gaussian distribution
N (0, 5).

In figure 5, we present a comparison of original ratings, perturbed and es-
timated ratings for a random user (amongst the 943 users in the MovieLens
100K dataset) using proposal B1. Notice how the majority of the difference be-
tween the original and the estimated ratings like lie between 0 and 1, while those
between the original and perturbed ratings lie between 0 and −5.

Note that both B1 and B2 are supposed to be used with encrypted queries so
the actual prediction time will include homomorphic encryptions and multipli-
cations, hence will be perceptibly slower than what is shown in the results.
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7 Conclusion and Future Work

Given that the Slope One predictor from Lemire and MacLachlan [2] is robust
to additive noise, in this paper, we have proposed some privacy-preserving solu-
tions for the problem of collaborative filtering using random perturbation. Our
solution is based on the weighted Slope One predictor and unbounded additive
random noise. We have discussed how it is difficult to determine original ratings
from the perturbed data while the perturbed data is still good enough for fairly
accurate predictions. We have also presented comparative results from a trial
implementation and shown design considerations for cloud implementations.

In future, we will explore other randomisation techniques and the applicability
of ε-differential privacy on the Slope One CF predictors. We will also port our
trial implementation to cloud platforms such as Google App Engine for Java and
the Amazon Elastic Beanstalk to facilitate practical experimentation at a larger
scale.
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Abstract. In electronic marketplaces, after each transaction buyers will
rate the products provided by the sellers. To decide the most trustworthy
sellers to transact with, buyers rely on trust models to leverage these rat-
ings to evaluate the reputation of sellers. Although the high effectiveness
of different trust models for handling unfair ratings have been claimed
by their designers, recently it is argued that these models are vulnera-
ble to more intelligent attacks, and there is an urgent demand that the
robustness of the existing trust models has to be evaluated in a more com-
prehensive way. In this work, we classify the existing trust models into
two broad categories and propose an extendable e-marketplace testbed
to evaluate their robustness against different unfair rating attacks com-
prehensively. On top of highlighting the robustness of the existing trust
models for handling unfair ratings is far from what they were claimed to
be, we further propose and validate a novel combination mechanism for
the existing trust models, Discount-then-Filter, to notably enhance their
robustness against the investigated attacks.

Keywords: Trust models, Unfair ratings, Robustness, Multi-agent sys-
tem, Electronic marketplaces.

1 Introduction

Nowadays, electronic marketplaces (e.g., eBay) have greatly facilitated the trans-
action processes among different people. However, unlike traditional face-to-face
transaction experiences, it is hardly possible for buyers to evaluate the products
provided by sellers before they decide whether to buy from a potential seller.
Current e-commerce systems like eBay, allow buyers to rate their sellers accord-
ing to the quality of their delivered products after each transaction is completed.

In the context of the multiagent-based e-marketplace, when a buyer agent
evaluates the reputation of a potential seller agent, he may need to ask for other
buyers’ opinions (advisor1 agents’ ratings) towards that seller agent. We define
the following terms discussed in the remaining paper:

1 When a buyer evaluates a seller, other buyers are that buyer’s advisors. The terms
advisor and buyer are used interchangeably in this paper.

T. Dimitrakos et al. (Eds.): IFIPTM 2012, IFIP AICT 374, pp. 36–51, 2012.
c© IFIP International Federation for Information Processing 2012
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– Honest seller : A seller that delivers his product as specified in the contract.
– Dishonest seller : A seller that does not deliver his product as specified in

the contract.
– Reputation: A value calculated by trust models to indicate whether a seller

will behave honestly in the future: the higher reputation, the higher proba-
bility that the seller will behave honestly.

– Positive rating: A rating given by a buyer/advisor to a seller indicating a
seller is an honest seller.

– Negative rating: A rating given by a buyer/advisor to a seller indicating a
seller is a dishonest seller.

– Honest buyer/advisor : A buyer that always provides positive ratings to hon-
est sellers or negative ratings to dishonest sellers.

– Dishonest buyer/advisor or Attacker : A buyer that provides negative ratings
to honest sellers or positive ratings to dishonest sellers. Exception: some
special attacker (e.g. Camouflage Attacker) may strategically behave like an
honest buyer.

– Trust or Trustworthiness2: A value calculated by trust models to indicate
whether an advisor is honest or not: the higher trustworthiness, the higher
probability that the advisor is honest.

Cheating behaviors from sellers, such as not performing the due obligations ac-
cording to the transaction contract, are still possible to be sanctioned by law if
trust models fail to take effect. However, advisors’ cheating behaviors, especially
providing unfair ratings to sellers, are more difficult to be dealt with. Dellaro-
cas distinguished unfair ratings as unfairly high ratings (“ballot stuffing”) and
unfairly low ratings (“bad-mouthing”) [1]. Advisors may collude with certain
sellers to boost their reputation by providing unfairly positive ratings while
bad-mouthing their competitors’ reputation with unfairly negative ratings. An
example is that three colluded men positively rated each other several times and
later sold a fake painting for a very high price [10].

To address this challenge, researchers in the multiagent-based e-marketplace
have designed various trust models to handle unfair ratings to assist buyers to
evaluate the reputation of sellers more accurately. Recently it is argued that the
robustness analysis of these trust models is mostly done through simple simu-
lated scenarios implemented by the model designers themselves, and this cannot
be considered as reliable evidence for how these systems would perform in a
realistic environment [4]. If a trust model is not robust against, or vulnerable to,
certain unfair rating attack, mostly it will inaccurately rate a dishonest seller’s
reputation higher than that of an honest seller; thus, it will suggest honest buy-
ers to transact with a dishonest seller, and sellers can gain higher transaction
volumes by behaving dishonestly. Therefore, there is an urgent demand to evalu-
ate the robustness of the existing trust models under more comprehensive unfair
rating attack environment before deploying them in the real market. The “Agent

2 Generally, the terms reputation, trust and trustworthiness are used interchangeably
in many works. To avoid confusion, in this work we use them to model behaviors of
sellers and buyers/advisors separately.



38 L. Zhang et al.

Reputation and Trust Testbed (ART) [3] is an example of a testbed that has
been specified and implemented by a group of researchers. However, it is cur-
rently not flexible enough for carrying out realistic simulations and robustness
evaluations for many of the proposed trust models [4].

In this work, we select and investigate four well-known existing trust models
(BRS, iCLUB, TRAVOS and Personalized) and six unfair rating attack strate-
gies (Constant, Camouflage, Whitewashing, Sybil, Sybil Camouflage, and Sybil
Whitewashing Attack). We classify these trust models into two broad categories:
Filtering-based and Discounting-based, and propose an extendable e-marketplace
testbed to evaluate their robustness against different attacks comprehensively
and comparatively. To the best of our knowledge, we for the first time ex-
perimentally substantiate the presence of their multiple vulnerabilities under
the investigated unfair rating attacks. On top of highlighting the robustness of
the existing trust models is far from what they were claimed to be—none of the
investigated single trust model is robust against all the six investigated attacks,
we further propose and validate a novel combination approach, Discount-then-
Filter, for the existing trust models. This combination notably enhances their
robustness against all the attacks: our experiments show most of Discount-then-
Filter combined trust models are robust against all the six attacks.

2 Related Work

2.1 Cheating Behavior from Advisors—Unfair Rating Attack

Typical cheating behaviors from sellers, such as Reputation Lag, Value Imbalance,
Re-entry, Initial Window, and Exit, have been studied by Kerr and Cohen [6].
They assumed maximal cheating in their paper: a cheating seller does not ship
out his product thus no cost is incurred, and the buyer will learn the results
only after the lag has lapsed. Recent work by Jøsang and Golbeck identified
more seller attack strategies and reduced all types of advisor cheating behaviors
to Unfair Rating Attack [4]. Particularly, Kerr and Cohen found combined seller
attacks are able to defeat every investigated trust model. Researchers, especially
those models’ designers, might be tempted to argue that, cheating behaviors
from sellers are possible to be handled by law and their models are still robust
against advisors’ unfair rating attack rather than sellers’ attack strategies.

We argue that even though cheating behaviors from sellers are possible to be
sanctioned by law, advisors’ cheating behaviors are still able to defeat the exist-
ing trust models; thus, improving the robustness of the existing trust models for
handling unfair ratings is urgently demanded. To begin with, online transactions
are essentially contracts: sellers are obliged to deliver products as specified by
themselves and buyers are obliged to pay the specified amount of money. There-
fore, most sellers’ cheating behaviors can be considered as unlegal: in the real
life, it is very common that buyers may sue their sellers if the delivered prod-
ucts are not as good as specified by the sellers according to the contract law.
Although sellers’ cheating behaviors can be sanctioned by law, advisors’ unfair
ratings can only be considered as unethical rather than unlegal [4], therefore
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there is an urgent demand to address the unfair rating problem. Our paper fo-
cuses on cheating behaviors from advisors and below are a list of typical unfair
rating attacks3 that may threaten the existing trust models in e-marketplaces.

Constant Attack. The simplest strategy from dishonest advisors is, constantly
providing unfairly positive ratings to dishonest sellers while providing unfairly
negative ratings to honest sellers. This simple attack is a baseline to test the
basic effectiveness of different trust models in dealing with unfair ratings.

Camouflage Attack. Dishonest advisors may camouflage themselves as honest
ones by providing fair ratings strategically. For example, advisors may provide
fair ratings to build up their trustworthiness (according to certain trust mod-
els) at the early stage before providing unfair ratings. Intuitively, trust models
assuming attackers’ behaviors are constant and stable may be vulnerable to it.

Whitewashing Attack. In e-marketplaces, it is hard to establish buyers’ iden-
tities: users can freely create a new account as a buyer. This presents an oppor-
tunity for a dishonest buyer to whitewash his low trustworthiness (according to
certain trust models) by starting a new account with the default initial trust-
worthiness value (0.5 in our investigated trust models).

Sybil Attack. When evaluating the robustness of trust models, it is usually
assumed that the majority of buyers are honest. In our experiments, the afore-
mentioned three types of attackers are minority compared with the remaining
honest buyers. However, it is possible that dishonest buyers (unfair rating attack-
ers) may form the majority of all the buyers in e-marketplaces. In this paper, we
use the term Sybil Attack, which was initially proposed by Douceur, to describe
the scenario where dishonest buyers have obtained larger amount of resources
(buyer accounts) than honest buyers to constantly provide unfair ratings to sell-
ers [2]. This attack can be considered as, dishonest buyers are more than honest
buyers and they perform Constant Attack together.

Sybil Camouflage Attack. As the name suggests, this attack combines both
Camouflage Attack and Sybil Attack: dishonest buyers are more than honest
buyers and perform Camouflage Attack together.

Sybil Whitewashing Attack. Similar to Sybil Camouflage Attack: dishonest
buyers are more than honest buyers and perform Whitewashing Attack together.

Non-Sybil-Based and Sybil-Based Attack. Obviously, under the Constant,
Camouflage and Whitewashing Attack, the number of dishonest buyers is less
than half of all the buyers in the market (minority). We refer to them as the Non-
Sybil-based Attack. On the contrary, the number of Sybil, Sybil Camouflage, and
Sybil Whitewashing Attackers is greater than half of all the buyers (majority),
and these attacks are referred to as the Sybil-based Attack.

3 Some attack names are used interchangeably in both seller attacks and advisors’
unfair rating attacks (e.g., Sybil Attack), in this paper we refer to the latter.
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2.2 Trust Models for Handling Unfair Rating—Defense Mechanisms

Various trust models have been proposed to deal with different attacks. In the
interest of fairness, we select four representative models proposed during the
year 2002—2011 that self-identified as applicable to e-marketplaces and robust
against unfair rating attacks. In this section, we also classify them into two broad
categories: Filtering-based and Discounting-based.

Beta Reputation System (BRS). The Beta Reputation system (BRS) was
proposed by Jøsang and Ismail to predict a seller’s behavior in the next transac-
tion based on the number of honest and dishonest transactions (the two events
in the beta distribution: [p, n], where p and n denote the number of received
positive and negative ratings) he has conducted in the past [5]. Whitby et al.
further proposed an iterative approach to filter out unfair ratings based on the
majority rule [9]. According to this approach, if the calculated reputation of a
seller based on the set of honest buyers (initially all buyers) falls in the rejection
area (q quantile or 1 − q quantile) of the beta distribution of a buyer’s ratings
to that seller, this buyer will be filtered out from the set of honest buyers and
all his ratings will be considered as unfair ratings since his opinions (ratings)
are not consistent with the majority of the other buyers’ opinions (the majority
rule). Then the seller’s reputation will be re-calculated based on the updated
set of honest buyers, and the filtering process continues until the set of honest
buyers eventually remains unchanged. Obviously, the majority rule renders BRS
vulnerable to Sybil-based Attack because the majority of buyers are dishonest
and the other honest buyers’ (the minority) ratings will be filtered out.

iCLUB. iCLUB is a recently proposed trust model in handling multi-nominal
ratings [7]. It adopts the clustering approach and considers buyers’ local and
global knowledge about sellers to filter out unfair ratings. For local knowledge,
the buyer compares his ratings with advisors’ ratings (normalized rating vectors)
towards the target seller (the seller under evaluation) by clustering. If an advi-
sor’s ratings are not in the cluster containing the buyer’s ratings, they will be
considered as not consistent with the buyer’s opinions, and will be filtered out
as unfair ratings. Obviously, comparing advisors’ ratings with the buyer’s own
opinions is reliable since the buyer never lies to himself. If transactions between
the buyer and the target seller are too few (few evidence), the buyer will not
be confident to rely on his local knowledge, and global knowledge will be used.
The buyer will compare his and the advisors’ ratings towards all the sellers ex-
cluding the target seller by performing clustering. A set of advisors who always
have similar ratings with the buyer (in the same cluster) towards every seller are
identified. Eventually, these advisors are used to filtered out the other untrust-
worthy advisors’ ratings when evaluating all advisors’ ratings to the target seller.
In general, buyers’ local knowledge is more reliable than his global knowledge.
This is because when the set of advisors whose opinions are always similar to
the buyer’s cannot be found, the global knowledge will use the majority rule to
filter out unfair ratings; this may be vulnerable to Sybil-based Attack.
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Filtering-Based Trust Models. BRS and iCLUB filter out unfair ratings
before aggregating the remaining fair ratings in evaluating a seller’s reputation,
therefore, we classify them as Filtering-based. The reputation of the seller S,
Γ (S), is calculated as:

Γ (S) =

∑
pi + 1∑

pi +
∑

ni + 2
(1)

where pi and ni are the number of positive and negative ratings from each advisor
i to the seller S after unfair ratings are filtered out. When S does not receive
any ratings, his initial reputation is 0.5.

TRAVOS. Teacy et al. proposed TRAVOS to evaluate the trustworthiness of
advisors, τi, and use τi to discount their ratings before aggregating these ratings
to evaluate the target seller’s reputation [8]. To evaluate an advisor’s trustwor-
thiness, first, a set of reference sellers are identified if these sellers’ reputation
are similar to the target seller’s reputation as calculated by using this advisor’s
ratings towards them. Then the buyer will use the cumulative distribution func-
tion of beta distribution based on the total number of his positive and negative
ratings to each reference seller to compute the trustworthiness of that advi-
sor. Compared with BRS, TRAVOS incorporates a buyer’s personal transaction
experiences with the target seller in the process of evaluating his advisors’ trust-
worthiness. However, TRAVOS assumes the advisors’ behaviors are constant;
thus, this model may be vulnerable if the attackers camouflage themselves by
giving fair ratings strategically before providing unfair ratings.

Personalized. Zhang and Cohen proposed a personalized approach to evaluate
an advisor’s trustworthiness τi in two aspects: private and public trust [10]. To
evaluate the private trust of an advisor, the buyer compares his ratings with the
advisor’s ratings to their commonly rated sellers. Greater disparity in the com-
parison indicates discounting of the advisor’s trustworthiness to a larger extent.
Similarly, the public trust of an advisor is estimated by comparing the advisor’s
ratings with the majority of the other advisors’ ratings towards their commonly
rated sellers. Obviously, public trust adopts the majority rule in evaluating an
advisor’s trustworthiness and therefore may be vulnerable to Sybil-based Attack.
Since private trust is more reliable, when aggregating both private and public
trust of an advisor, this model will allocate higher weightage to private trust if
the buyer has more commonly rated sellers with the advisor (more evidence).
When the number of such commonly rated sellers exceeds a certain threshold
value (enough evidence), the buyer will only use the private trust to evaluate
the advisor’s trustworthiness more accurately.

Discounting-Based Trust Models. TRAVOS and Personalized calculate ad-
visors’ trustworthiness and use their trustworthiness to discount their ratings
before aggregating them to evaluate a seller’s reputation. Thus, we classify them
as Discounting-based. The reputation of the seller S, Γ (S), is calculated as:
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Γ (S) =

∑
τi × pi + 1∑

τi × pi +
∑

τi × ni + 2
(2)

where pi and ni are the number of positive and negative ratings from each advisor
i to the seller S, and τi is the trustworthiness of the advisor i. When S does not
receive any ratings, his initial reputation is 0.5.

3 Evaluation Method

3.1 The E-Marketplace Testbed

Our experiments are performed by simulating the transaction activities in the
e-marketplace. As mentioned in Section 1, the existing ART testbed is not suit-
able for carrying out experiments to compare robustness of trust models under
different unfair rating attacks. In light of its limitations, we design and develop
an e-marketplace testbed, which is extendable via incorporating new trust or
attack models.

In our e-marketplace testbed, there are 10 dishonest sellers and 10 honest
sellers. To make the comparison more obvious, we consider a “Duopoly Mar-
ket”: there are two sellers in the market that take up a large portion of the total
transaction volume in the market. We assume a reasonable competition scenario:
one duopoly seller (dishonest duopoly seller) tries to beat his competitor (honest
duopoly seller) in the transaction volume by hiring or collaborating with dis-
honest buyers to perform unfair rating attacks. We refer to the remaining sellers
(excluding the duopoly sellers) as common sellers. Typically, trust models are
most effective when 30% of buyers are dishonest [9]. To ensure the best case
for the trust models, we added 6 dishonest buyers (attackers) and 14 honest
buyers in the market for Non-Sybil-based Attack, and switch their values for
Sybil-based Attack. The entire simulation will last for 100 days. On each day,
each buyer chooses to transact with one seller once. Since most trust models
are more effective when every advisor has transaction experiences with many
different sellers, we assume that there is a probability of 0.5 that buyers will
transact with the duopoly sellers while there is another probability of 0.5 that
buyers will transact with each common seller randomly. The value of 0.5 also
implies the duopoly sellers take up half of all the transactions in the market.
When deciding on which duopoly seller to transact with, honest buyers use trust
models to calculate their reputation values and transact with the one with the
higher value, while dishonest buyers choose sellers according to their attacking
strategies. After each transaction, honest buyers provide fair ratings, whereas
dishonest buyers provide ratings according to their attacking strategies.

The key parameters with their values in the e-marketplace testbed are sum-
marized as follows:

– Number of honest duopoly seller : 1
– Number of dishonest duopoly seller : 1
– Number of honest common seller : 9
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– Number of dishonest common seller : 9
– Number of honest buyer/advisor (|BH |): 14 (Non-Sybil-based Attack) or 6

(Sybil-based Attack)
– Number of dishonest buyer/advisor or attacker (|BD|): 6 (Non-Sybil-based

Attack) or 14 (Sybil-based Attack)
– Number of simulation days (L): 100
– The ratio of duopoly sellers’ transactions to all transactions (r): 0.5

3.2 The Trust Model Robustness Metric

To evaluate the robustness of different trust models, we compare the transaction
volumes of the duopoly sellers. Obviously, the more robust the trust model,
the larger the transaction volume difference between the honest and dishonest
duopoly seller. The robustness of a trust model (defense, Def) against an attack
model (Atk) is defined as:

�(Def,Atk) =
|Tran(SH)| − |Tran(SD)|

|BH | × L× r
(3)

where |Tran(SH)| and |Tran(SD)| denote the total transaction volume of the
honest and dishonest duopoly seller, and the values of key parameters in the
e-marketplace testbed |BH |, L, and r are given in Section 3.1.

If a trust model Def is completely robust against a certain attack Atk,
�(Def,Atk) = 1. It means the reputation of the honest duopoly seller is al-
ways higher than that of the dishonest duopoly seller as calculated by the trust
model, so honest buyers will always transact with the honest duopoly seller. On
the contrary, �(Def,Atk) = −1 indicates, the trust model always suggests hon-
est buyers to transact with the dishonest duopoly seller, and Def is completely
vulnerable to Atk. When �(Def,Atk) > 0, the greater the value is, the more
robust Def is against Atk. When �(Def,Atk) < 0, the greater the absolute
value is, the more vulnerable Def is to Atk4.

In Eq. 3, the denominator denotes the transaction volume difference between
the honest and dishonest duopoly seller when the trust model (Def) is com-
pletely robust against or vulnerable to a certain attack (Atk): all the honest
buyers (BH) always transact with the duopoly honest seller (SH , when com-
pletely robust) or duopoly dishonest seller (SD, when completely vulnerable) in
the 100 days with a probability of 0.5 to transact with the duopoly sellers. In our
experiment, the denominator is 700 (14 × 100 × 0.5) if Atk is Non-Sybil-based
Attack, or 300 (6× 100× 0.5) if Atk is Sybil-based Attack.

4 Robustness of Single Trust Models

In this section, we evaluate the robustness of all the trust models against all the
attack strategies covered in Section 2 with the e-marketplace testbed described

4 When Def is completely robust against or vulnerable to Atk, in our experiments
�(Def, Atk) can be slightly around 1 or -1 because the probability to transact with
the duopoly sellers may not be exactly 0.5 in the actual simulation process.
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Table 1. Robustness of single trust models against attacks. Every entry denotes the
mean and standard deviation of the robustness values of trust model against attack.

Constant Camouflage Whitewashing Sybil Sybil Cam Sybil WW
BRS 0.84±0.03 0.87±0.04 -0.48±0.08 -0.98±0.09 -0.63±0.08 -0.60±0.10
iCLUB 1.00±0.04 0.98±0.03 0.81±0.10 -0.09±0.33 0.95±0.11 -0.16±0.26
TRAVOS 0.96±0.04 0.88±0.04 0.98±0.04 0.66±0.10 -0.60±0.09 -1.00±0.08
Personalized 0.99±0.04 1.01±0.03 0.99±0.04 0.84±0.12 0.67±0.09 -1.00±0.11
*Sybil Cam: Sybil Camouflage Attack; Sybil WW: Sybil Whitewashing Attack

in Section 3. In our experiments, when models require parameters we have used
values provided by the authors in their own works wherever possible. The ex-
periments are performed 50 times, and the mean and standard deviation of the
50 results are shown in Table 1 in the form of (mean ± std). We discuss the
robustness of all the single trust models against each attack.

Constant Attack. All the trust models are robust against this baseline attack.
Consistent with Whitby et al.’s experimental results, our experiment also shows
BRS is not completely robust against Constant Attack [9]. Fig. 1 and Fig. 2
depict under Constant Attack, how the transactions of the duopoly sellers grow
day after day when BRS and iCLUB are used by honest buyers to decide which
duopoly seller to transact with. The transaction volume difference between the
honest and dishonest duopoly seller on Day 100 (around 700) indicates that
iCLUB is completely robust against Constant Attack. Space prevents the inclu-
sion of such figures for every trust model; throughout this paper, all key data
are presented in Table 1—2 and we use charts where illustration is informative.
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Fig. 1. BRS vs. Constant
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Fig. 2. iCLUB vs. Constant

Camouflage Attack. In this experiment, Camouflage Attackers give fair rat-
ings to all the common sellers to establish their trustworthiness before giving
unfair ratings to all sellers (with a probability of 0.5 to transact with the duopoly
sellers). From the results of Table 1, without enough attackers, Camouflage At-
tack does not threaten the trust models very much.
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Fig. 3. BRS vs. Whitewashing

Whitewashing Attack. In our experiment, each Whitewashing Attacker pro-
vides one unfair rating on one day and starts with a new buyer account on the
next day. The value �(BRS,Whitewashing) = −0.48 in Table 1 shows BRS
is vulnerable to this attack. According to Fig. 3, the honest duopoly seller has
more transactions than the dishonest one at the beginning. However, after some
time (around Day 45) the dishonest duopoly seller’s transaction volume exceeds
his competitor. In fact, after some time the calculated reputation of a seller will
more easily fall in the rejection area of the beta distribution of an honest buyer’s
single accumulated ratings (single [p, 0] to an honest seller and single [0, n] to
a dishonest seller, where p and n become very large as transaction experiences
accumulate) rather than Whitewashing Attackers’ multiple one-transaction rat-
ings (multiple [0, 1] to an honest sellers and multiple [1, 0] to a dishonest seller).
The other trust models are robust against Whitewashing Attack.

Sybil Attack. As described in Section 2, BRS is completely vulnerable to Sybil
Attack due to its employed majority-rule. The robustness of iCLUB is not stable
as indicated by its standard deviation of 0.33. To explain, an honest buyer can
rely on his local knowledge to always transact with one duopoly seller while using
the global knowledge, which is wrong when majority of advisors are attackers, to
evaluate the reputation of the other duopoly seller. The duopoly seller to always
transact with can be either honest or dishonest as long as his reputation is al-
ways higher than that of his competitor, which is possible in either case. Besides,
TRAVOS and Personalized are not completely robust against Sybil Attack. This
is due to the lack of transactions among different buyers and sellers at the begin-
ning. For TRAVOS, at the beginning it is hard to find common reference sellers
for the buyer and the advisor so the discounting is not effective (we refer to this
phenomenon as soft punishment). When majority are dishonest buyers, their
aggregated ratings will overweigh honest buyers’ opinions. For instance, if the
trustworthiness of each dishonest and honest buyer are 0.4 and 0.6, and all buyers
provides only one rating to a particular seller, according to Eq. 2, the reputation
of an honest seller is 0.41 < 0.5 (0.41 = (0.6×6+1)/(0.4×14+0.6×6+2)) and
that of a dishonest seller is 0.59 > 0.5 (0.59 = (0.4×14+1)/(0.4×14+0.6×6+2));
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both suggest inaccurate decisions. However, if a Discounting-based model is able
to discount the trustworthiness of a dishonest buyer to a larger extent, say 0.1,
while promote that of an honest buyer to a larger extent, say 0.9, the evaluation
of sellers’ reputation will become accurate. For Personalized, at the beginning the
buyer will more rely on public trust to evaluate the trustworthiness of an advisor,
which is inaccurate when majority of buyers are dishonest. Fig. 4 and Fig. 5 show
that, as transactions among different buyers and sellers grow, TRAVOS becomes
more effective in discounting advisors’ trustworthiness and Personalized tends
to use private trust to accurately evaluate advisors’ trustworthiness.
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Fig. 4. TRAVOS vs. Sybil
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Fig. 5. Personalized vs. Sybil
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Fig. 6. TRAVOS vs. Camouflage
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Fig. 7. TRAVOS vs. Sybil Camouflage

Sybil Camouflage Attack. Unlike Sybil Attack, Sybil Camouflage Attack is
unable to render BRS completely vulnerable. This is because at the beginning
attackers camouflage themselves as honest ones by providing fair ratings, where
BRS is always effective. After attackers stop camouflaging, the duopoly dishonest
seller’s transaction volume will soon exceed his competitor. For iCLUB, during
the camouflaging stage, the honest duopoly seller will only transact with honest
buyers. After attackers stop camouflaging, only the reliable local knowledge will
be used by honest buyers to evaluate the trustworthiness of the honest duopoly
seller (of high value), and honest buyers will continue to transact with him.
Compared with Camouflage and Sybil Attack, Personalized becomes less robust
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against Sybil Camouflage Attack. This is because the public and private trust of
attackers have not been discounted to a large extent right after they complete
the camouflaging stage (soft punishment). When the majority are attackers,
their aggregated ratings will overweigh honest buyers’ opinions. After attackers
stop camouflaging, their private trust will continue to drop and Personalized will
be effective. Compared with Camouflage Attack, TRAVOS becomes vulnerable
to Sybil Camouflage Attack: although TRAVOS will inaccurately promote the
trustworthiness of a Camouflage Attacker (most are slightly larger than 0.5),
when majority are honest buyers, the aggregated ratings from attackers are still
not able to overweigh honest buyers’ opinions. However, under Sybil Camouflage
Attack, when majority are dishonest buyers, these attackers’ aggregated ratings
will easily overweigh honest buyers’ opinions and render TRAVOS vulnerable.
Fig. 6 and Fig. 7 clearly show the difference of the robustness of TRAVOS against
Camouflage Attack and Sybil Camouflage Attack.

Sybil Whitewashing Attack. This is the strongest attack: it can defeat every
single trust model as observed from Table 1. Similar to Sybil Attack, the robust-
ness of iCLUB against Sybil Whitewashing Attack is still not stable. Compared
with Whitewashing Attack, BRS is still vulnerable to Sybil Whitewashing Attack
while TRAVOS and Personalized change dramatically from completely robust
to completely vulnerable. For TRAVOS, since every whitewashing attacker pro-
vides only one rating to a duopoly seller, buyer cannot find reference seller to
effectively discount the trustworthiness of whitewashing attackers to a large ex-
tent. When majority are soft punished dishonest buyers, TRAVOS will always
suggest honest buyers to transact with the dishonest duopoly seller. For Person-
alized, since every whitewashing attacker provides only one rating to a duopoly
seller, the buyer cannot find enough commonly rated sellers and will heavily rely
on public trust to evaluate the trustworthiness of an advisor, which is inaccu-
rate when majority of buyers are dishonest. Therefore, similar to TRAVOS, the
trustworthiness of whitewashing attacker cannot be discounted to a large extent
and the soft punishment renders Personalized completely vulnerable.

It is also noted that although discounting-based TRAVOS and Personalized
are robust against Whitewashing, Camouflage, and Sybil Attack, their robust-
ness drops to different extents when facing Sybil Whitewashing and Sybil Cam-
ouflage Attack. Based on our results demonstrated in Table 1, we conclude that,
none of our investigated single trust models is robust against all the six attacks.
Therefore, there is a demand to address the threats from all these attacks.

5 Robustness of Combined Trust Models

5.1 Combining Trust Models

Based on the results of Table 1, Discounting-based trust models may change from
vulnerable to robust if some attackers’ ratings can be filtered out by Filtering-
based models to reduce the effect of Sybil-based Attack to that of Non-Sybil-
based Attack. On the other hand, based on analysis in Section 4, under most
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Table 2. Robustness of combined trust models against attacks. Every entry denotes
the mean and standard deviation of the robustness values of trust model against attack.

Constant Camouflage Whitewashing Sybil Sybil Cam Sybil WW
Filter-then-Discount

BRS + TRAVOS 0.89±0.06 0.87±0.03 -0.55±0.10 -1.01±0.11 -0.55±0.09 -0.59±0.11
BRS + Personalized 0.89±0.06 0.88±0.03 -0.34±0.05 -0.96±0.07 -0.53±0.08 -0.58±0.08
iCLUB + TRAVOS 0.96±0.03 0.98±0.04 0.95±0.04 0.85±0.08 0.97±0.10 0.70±0.12
iCLUB + Personalized 0.98±0.03 0.99±0.03 0.92±0.06 0.88±0.13 0.98±0.09 0.67±0.13

Discount-then-Filter
TRAVOS + BRS 0.95±0.03 0.86±0.06 0.98±0.04 0.91±0.06 -0.57±0.12 0.98±0.10
TRAVOS + iCLUB 0.95±0.04 0.92±0.03 0.93±0.03 0.91±0.12 0.91±0.10 0.94±0.12
Personalized + BRS 0.99±0.03 0.98±0.03 1.01±0.03 0.96±0.11 0.87±0.08 1.00±0.10
Personalized + iCLUB 0.97±0.04 0.95±0.02 0.98±0.04 0.92±0.09 0.94±0.09 0.93±0.07
*Sybil Cam: Sybil Camouflage Attack; Sybil WW: Sybil Whitewashing Attack

attacks Discounting-based models are still able to discount the trustworthiness of
dishonest buyers to lower than 0.5 (although only slightly). Intuitively, filtering
out ratings from advisors with lower trustworthiness may be a promising pre-
filtering step before using Filtering-based models. Therefore, we combine trust
models from different categories to evaluate their new robustness to the same set
of attacks. Generally, there are two approaches for combination: Filter-then-
Discount and Discount-then-Filter. Details are given below.

Approach 1—Filter-then-Discount:

1. Use a Filtering-based trust model to filter out unfair ratings;
2. Use a Discounting-based trust model to aggregate discounted ratings to cal-

culate sellers’ reputation.

Approach 2—Discount-then-Filter:

1. Use a Discounting-based trust model to calculate each advisor i’s trustwor-
thiness τi;

2. If τi < ε, remove i’s all ratings (ε = 0.5 in our experiment);
3. Use a Filtering-based trust model to filter out unfair ratings before aggre-

gating the remaining ratings to calculate sellers’ reputation.

5.2 Robustness Evaluation

Eight possible combinations of trust models are obtained and their robustness
against all the attacks have been evaluated. Notice that the new model name fol-
lows the order of using the two different models. We will discuss the robustness
enhancement of each combined model against all attacks based on the experi-
mental results presented in Table 2.

BRS + TRAVOS and BRS + Personalized. Similar to BRS, they are still
vulnerable to many attacks such as Whitewashing, Sybil, Sybil Whitewashing,
and Sybil Camouflage Attack. The reason is, under these attacks BRS will inac-
curately filter out some honest buyers’ ratings and keep some dishonest buyers’
ratings after the first step of Approach 1; the remaining unfair ratings will be
used by Discounting-based trust models to inaccurately suggest honest buyers
to transact with the dishonest duopoly seller.
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Fig. 8. BRS vs. Sybil WW
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Fig. 9. Personalized vs. Sybil WW
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Fig. 10. BRS + Personalized vs. Sybil WW
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Fig. 11. Personalized + BRS vs. Sybil
WW

iCLUB + TRAVOS and iCLUB + Personalized. Contrary to BRS,
iCLUB is robust against Whitewashing and Sybil Camouflage Attack. There-
fore, iCLUB + TRAVOS and iCLUB + Personalized are also able to effectively
filter out unfair ratings at the first step of Approach 1, and are robust against
these attacks. However, due to the instability of the robustness of iCLUB against
Sybil and Sybil Whitewashing Attack, iCLUB + TRAVOS and iCLUB + Per-
sonalized are still not completely robust against these attacks.

Discount-then-Filter. The complete robustness of TRAVOS and Personalized
againstWhitewashing Attack ensures all the attackers’ ratings will be filtered out
at the first step of Approach 2. As described in Section 4, although TRAVOS
and Personalized are unable to discount the trustworthiness of a Sybil, Sybil
Whitewashing or Sybil Camouflage Attacker to a large extent (soft punishment:
only slightly lower than 0.5), the threshold value we choose (ε = 0.5) is able to
filter out all these attackers’ ratings at the second step of Approach 2. Therefore,
Personalized + BRS and Personalized + iCLUB are completely robust against
Sybil, Sybil Whitewashing and Sybil Camouflage Attack. Likewise, TRAVOS +
BRS and TRAVOS + iCLUB are completely robust against most attacks. One
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exception is that, TRAVOS + BRS is still vulnerable to Sybil Camouflage At-
tack. This is because TRAVOS inaccurately promotes attackers’ trustworthiness
(most are slightly higher than 0.5) and their ratings are unable to be filtered out
at the second step of Approach 2. Unlike iCLUB, which is robust against Sybil
Camouflage Attack, BRS is vulnerable to it.

Based on the results in Table 1—2, we conclude that, robustness of single
trust models can be enhanced by combining different categories, and Discount-
then-Filter is most robust. Particularly, TRAVOS + iCLUB, Personalized +
BRS, and Personalized + iCLUB are robust against all the investigated attacks.
Fig. 8-11 show how the robustness of the trust models is enhanced with the
Discount-then-Filter approach, while Filter-then-Discount is still vulnerable.

6 Conclusion and Future Work

Trust models can benefit us in choosing trustworthy sellers to transact with
in the e-marketplace only when they are robust against external unfair rating
attacks. Recently it is argued some trust models are vulnerable to certain attacks
and they are not as robust as what their designers claimed to be. Therefore,
robustness of trust models for handling unfair ratings have to be evaluated under
a comprehensive attack environment to make the results more credible.

In this paper, we designed an extendable e-marketplace testbed to incorporate
each existing trust model under a comprehensive set of attack models to evaluate
the robustness of trust models. To the best of our knowledge, this is the first
demonstration that multiple vulnerabilities of trust models for handling unfair
ratings do exist. We conclude that, in our experiments there is no single trust
model that is robust against all the investigated attacks. While we have selected
a small number of trust models for this initial study, we can hardly believe
that other trust model will not have these vulnerabilities. We argue that, in the
future any newly proposed trust model at least has to demonstrate robustness
(or even complete robustness) to these attacks before being claimed as effective
in handling unfair ratings. To address the challenge of existing trust models’
multiple vulnerabilities, we classified existing trust models into two categories:
Filtering-based and Discounting-based, and further proposed two approaches to
combining existing trust models from different categories: Filter-then-Discount
and Discount-then-Filter. We for the first time proved that most of the Discount-
then-Filter combinations are robust against all the investigated attacks.

Although our work focused on unfair rating attacks, we plan to combine sell-
ers’ cheating behaviors with advisors’ unfair ratings, and evaluate their threats to
the existing trust models. We are also interested in re-designing new trust models
to be completely robust against all the investigated attacks without combining
existing ones. Since Sybil-based unfair ratings attacks are more effective than
Non-Sybil-based, we also want to design more effective unfair rating attacks
with limited buyer account resources. We believe these directions inspired by
this work will yield further important insights in the trust management area.
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Abstract. Managing trust efficiently and effectively is critical to facilitating 
cooperation or collaboration and decision making tasks in tactical networks 
while meeting system goals such as reliability, availability, or scalability. Delay 
tolerant networks are often encountered in military network environments 
where end-to-end connectivity is not guaranteed due to frequent disconnection 
or delay. This work proposes a provenance-based trust framework for efficiency 
in resource consumption as well as effectiveness in trust evaluation. Provenance 
refers to the history of ownership of a valued object or information. We adopt 
the concept of provenance in that trustworthiness of an information provider 
affects that of information, and vice-versa. The proposed trust framework takes 
a data-driven approach to reduce resource consumption in the presence of 
selfish or malicious nodes. This work adopts a model-based method to evaluate 
the proposed trust framework using Stochastic Petri Nets. The results show that 
the proposed trust framework achieves desirable accuracy of trust evaluation of 
nodes compared with an existing scheme while consuming significantly less 
communication overhead.  

Keywords: delay tolerant network, provenance, store-and-forward, message 
carrier, trust, trustworthiness. 

1 Introduction 

Delay or disruption tolerant networks (DTNs) are often observed in emerging 
applications such as emergency response, special operations, smart environments, 
habitat monitoring, and vehicular ad hoc networks. The core characteristic of DTNs is 
that there is no guarantee of end-to-end connectivity, thus causing high delay or 
disruption due to various inherent characteristics (e.g., wireless medium, resource 
constraints, or high mobility) or intentionally misbehaving nodes (e.g., malicious or 
selfish) [13]. Due to the characteristics of DTNs, trust management techniques are 
vital for effectively and efficiently identifying untrustworthy nodes based on accurate 
trust evaluation and low network resource consumption. We propose a provenance-
based trust model to achieve both goals. 

The Institute for Information Infrastructure Protection (I3P) emphasized the 
importance of data provenance for secure, efficient, and trustworthy systems, as one 
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of the top homeland security research challenges in the 2009 report to the US Senate 
[18]. Data provenance has been used to analyze scientific data in many applications. 
The Open Provenance Model (OPM) was introduced to represent data provenance, 
process documentation, data derivation, and data annotation [10]. Since then, OPM 
has been widely adopted and extended by various research groups [8]. Freire et al. [5] 
surveyed various models of provenance management but did not discuss the use of 
provenance for security. McDaniel [9] associated security with provenance in that 
good security leads to good provenance with accurate, timely, and detailed 
provenance information, resulting in good security decisions.  

Provenance has been used to verify trust, trustworthiness, or correctness of 
information in various research areas. Rajbhandari et al. [12] examined how 
provenance information is associated with a workflow in a Bio-Diversity application. 
Dai et al. [4] proposed a data provenance trust model to evaluate trustworthiness of 
data and data providers. Yu et al. [17] presented an agent-based approach to managing 
information trustworthiness in network centric information sharing environments. 
Golbeck [6] used provenance information to infer trust in Semantic Web-based social 
networks. However, the above works [4, 6, 12, 17] focused on evaluating 
trustworthiness in information without considering particular network attack models 
that may maliciously change the original messages and disrupt system goals. 

Several provenance-based trust models have been proposed to evaluate 
trustworthiness of both sensed information and information providers (sensors) in 
sensor networks. Alam and Fahmy [1] proposed an energy-efficient provenance 
transmission and construction scheme for trust frameworks for evaluating 
trustworthiness of a sensed data item. Sultana [15] exploited the watermarking 
characteristics of their provenance mechanism to identify packet-dropping nodes. 
Wang et al. [16] and Lim et al. [7] proposed a provenance-based trust model to 
evaluate trust in information and sensors assuming that all paths are known and nodes 
are stationary. All the above works [1, 7, 15, 16] assumed full knowledge of the 
network topology, and did not consider attackers. Srivatsa et al. [14] exploited 
provenance information to propose an efficient cache strategy in DTNs, but did not 
consider attack behaviors.  

In this work, we extend the existing provenance techniques for trust evaluation in 
DTNs; the challenges are due to the attackers who may modify or drop messages 
including provenance information or disseminate fake information. Leveraging the 
interdependency of trust in information and sources based on provenance, this work 
aims to achieve two goals for effective mission execution: (1) conducting accurate 
trust evaluation; and (2) incurring low communication overhead for trust evaluation. 

We propose a provenance-based trust model that has the following features. First, 
the proposed scheme significantly reduces communication overhead by not incurring 
extra communication overhead for trust evaluation purposes in addition to message 
delivery. We achieve this by using provenance information (i.e., identification and 
opinion towards a previous message carrier) tagged in delivered message. In our 
protocol, a trustor does not directly request recommendations from third parties 
because collecting recommendations requires extra overhead, and recommendations 
are often not available in a sparse DTN. In addition, collecting indirect evidences  
via message delivery enables trust update even for two nodes that have not 
encountered each other for a long time. Second, we use reward and penalty strategies 
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(i.e., increasing or decreasing trust level) to encourage nodes to behave. Third, our 
proposed trust model uses a composite trust metric embracing three trust properties: 
availability, integrity, and competence. Based on the literature [3], most existing trust 
management schemes evaluate a single trust property of a node in order to derive its 
trustworthiness. Last, we use a model-based evaluation method based on Stochastic 
Petri Nets (SPN) to identify an optimal minimum trust threshold (in selecting the1 
next message carrier) that maximizes trust accuracy while introducing low 
communication overhead.  

2 System Model 

We propose a distributed provenance-based trust management protocol. Each node is 
assumed to have capability to monitor its neighboring nodes with known probabilities 
of false positives and negatives in detecting attack behaviors or energy level. 

2.1 Key Management 

A node encrypts the entire “packet” (consisting of the message and provenance 
information) using a symmetric key KS,  given to legitimate members. Several trusted 
authorities (TAs) exist in the operational area so that a node is allowed to access a TA 
to obtain a valid symmetric key. However, the node may not be able to obtain a valid 
symmetric key either because no TA is available due the node’s physical location or 
because its trust level is too low, below the minimum required system trust threshold T . TAs rekeys the symmetric key KS,  periodically based on their pre-deployed 
hash functions. The symmetric keys issued at the same time t by multiple TAs are the 
same so that all legitimate nodes can communicate with the same key. The symmetric 
key is used to prevent outside attackers, not inside attackers. A node forwards a 
packet to a node whose trust is equal to or above T .  

We define the provenance information (PI) generated by node i as the tuple i, k, O ,D t)), where k is the identification (ID) of the previous message carrier 

(MC), and O ,D t) is the direct trust opinion of node i towards the previous 
MC k about its integrity. We use three attack behaviors to form the trust opinion: no 
identity or fake identity, mission message modification, and good/bad mouthing. We 
call a message to be used for mission execution as a “mission message (MM)” for 

notational convenience hereafter. Equation 4 describes how O ,D t)  is 
computed from its three trust components. 

We simply denote i,  k, O ,D t)) as P , ) meaning PI provided by node i 
with its direct trust opinion towards the previous MC k. For example, a destination 
node (DN) may receive a message such as: 

                                                           
1  In a typical MANET, one talks about the next hop node or the downstream or upstream 

neighbor. In a DTN, a node may carry a message for a long time until it encounters a node to 
whom this message can be passed on. We call this “next-hop node” as the next message 
carrier. 
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MM, P ,ø) , P , ) , P , ) , … , P , ) KS,  (1) 

where MM denotes a mission message and KS,  is a symmetric key issued at time t. 
The source node’s ID is 0, and other intermediate MCs’ IDs are 1, 2, … , m where m 
is the number of intermediate MCs. The message including both MM and PIs is 
encrypted by a symmetric key KS, . Note that the source only encloses its ID since 
there is no previous MC. The apparent redundancy in the carried ID information is 
crucial in identifying some attacks, as discussed later. Typically, the addition of meta 
data by each relay node could lead to the so-called meta-data explosion problem if the 
number of hops or relays, m, is too large. However, this work does not have this 
problem because the proposed protocol is applied in a sparse DTN and it uses a trust 
threshold to filter trustworthy MCs.   

To prevent modification of PIs inserted by previous MCs, we adopt an encryption 
key mechanism based on micro-TESLA [11]. Source and destination nodes obtain a 
base PI encryption key and decryption key, (k , k ), from the closest TA. We assume 
that TAs are able to issue the same pair of keys (i.e., (k , k )) to a pair of source and 
destination nodes. A source encrypts its PI using k  and generates k F k ) to 
dictate the next MC to use k . Similarly, the next MC will encrypt its PI using k  and pass k  to its next MC. This process continues until the message arrives 
at a DN. A MC does not know the previous MC’s PI encryption key, so it cannot 
decrypt the PI of the previous MC. When the DN receives the message, it can check 
with (k , k ) if correct keys are being used on the path, and can properly decrypt all 
PIs by tracing back the key chains.        

Unless attackers capture the source or destination node, PIs cannot be fully altered. 
Attackers may collude and exchange PI encryption keys but PI modifications may 
occur between attackers themselves which have little impact on overall attack 
behaviors. If a MC does not comply with using a given PI encryption key, the DN 
will fail to decrypt all PIs and discard the message. This will eventually lead to 
identifying malicious nodes. Thus, we assume that smart attacker might want to 
follow the key policy to gain trust. However, using PI encryption/decryption keys 
does not guarantee that each MC provides correct provenance information. We 
consider that a node may drop or modify its own PI.    

Symmetric keys and PI encryption/decryption keys are distributed via a 
public/private key pair. Each node will use a TA’s public key to request proper keys 
and a TA is preloaded with public keys of all nodes in the network. Each node will 
decrypt a message carrying the symmetric or PI encryption key using its private key. 
Thus, non-TA nodes do not need to store public keys of all nodes. TAs are involved 
only in key management, not in the trust evaluation process.  

2.2 Attack Model 

The use of a symmetric key prevents outside attackers, but not inside attackers. We 
consider the following insider attacks: 

• Fake identity or no identity: Our protocol requires that a MC should insert its 
ID in the PI tuple. However, an attacker may not add its real ID or may insert a 
fake ID. If this attack is successful, this attacker’s misbehavior may be 
interpreted as another node’s misbehavior, leading to inaccurate trust evaluation. 
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• Good or bad mouthing: A node may perform a good or bad mouthing attack by 
giving a bad direct opinion towards a good node or by providing a good direct 
opinion towards a bad node. This hinders accurate trust evaluation. 

• Message modification: A legitimate node with a symmetric key may modify 
MM. To prevent PI modification by other MCs, we use PI encryption keys as 
discussed in Section 2.1.  

• Packet dropping: A node may drop packets based on its inherent selfish nature 
to lower service availability, leading to service unavailability and inaccurate trust 
evaluation. 

 
Fig. 1. Attack scenarios graph 

Fig. 1 shows the attack scenarios considered in this work. Each node’s behavior path is 
indicated with symbols such as A, B, C1, C2, C3, C4, D1, D2, E1 and E2. When a DN 
evaluates other nodes, if it does not see their ID in any received message and predicts 
energy depletion of the node, it will reduce a trust point for availability. If an attacker 
does not insert its ID or inserts a fake ID, it will be penalized by the decrease of the 
trust level. A smart attacker may want to reveal its real ID to avoid the penalty. If the 

attacker decides to insert a fake ID, it will provide false O ,D t). Attacks can be 
performed with various combinations as shown in the paths described in Fig. 1.  

2.3 Mobility Model and Node Deployment 

We assume that nodes interact with each other not only to deliver messages, but also 
to exchange information for other purposes. A node is able to diagnose other nodes’ 
attack behaviors based on its past direct experience. A given mission requires that 
each node, as a source, must send information to a list of destination nodes. Each 
node, as a DN, expects to receive information from a set of source nodes. For 
message delivery, nodes use the “store-and-forward” technique, meaning that a node 
carries messages until it encounters a MC.  

Without loss of generality, we assume a square-shaped operational area consisting of 
m×m sub-grid areas with the width and height equal to wireless radio range (R). Initially 
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Modified MM Unmodified MM 
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to detection error  
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nodes are randomly distributed over the operational area based on the uniform 
distribution. A node randomly moves to one of five locations (i.e., north, west, south, 
east, and current location) in accordance with its speed. The speed of node i, vi, is chosen 
uniformly over (0, vmax] m/s where vmax is the maximum possible speed, and vi is then 
fixed during the node’s lifetime. The boundary grid areas are wrapped around (i.e., a 
torus is assumed) to avoid end effects. For simplicity, we assume that each node is 
located in the center of its sub-grid. Nodes are modeled with heterogeneous 
characteristics with different speed, energy level, monitoring capability (i.e., detection 
error), group join and leave rate, and cooperation probabilities (i.e., packet dropping), and 
honesty probabilities (i.e., good/bad mouthing, fake identity, message modification). 

• Speed ( ): A node is assigned an average speed of its lifetime for analytical 
modeling, selecting from the range 0, v  based on uniform distribution. 

• Energy level ( ): A node is assigned an initial energy level selected from 

the range E , E  and its energy consumption is affected by its 
cooperativeness and membership status. 

• Detection error (  / ): A node has monitoring capability with detection 
error probabilities of false positives and false negatives on integrity trust and 
predicting energy level for competence trust. Each node’s detection error 

probabilities (P  and P ) are selected from the range 0, P . 
• Group join and leave (λ / μ): A node may leave or join a group where the inter-

arrival time of the events is exponentially distributed with the rates λ and μ.  

• Cooperativeness ( ) and Integrity ( ): A node may drop a packet, or 
lie or modify a message based on the inherent characteristics of cooperativeness  
or integrity. We model these by assigning a seed probability for cooperativeness or 
integrity from the range GB , 1  based on uniform distribution. 

2.4 Composite Trust Metric 

The proposed trust metric consists of three trust properties: availability, integrity, and 
competence. First, availability property refers to service availability that is affected by 
system security and performance (e.g., quality-of-service). We mainly consider 
nodes’ packet forwarding behavior to measure service availability. Loss of service 
availability may be caused by (1) a node’s selfish or malicious behavior; (2) inherent 
network unreliability (i.e., link failure); (3) becoming a non-member by leaving the 
network; and (4) lack of access to a valid symmetric key. Second, integrity measures 
whether a node behaves without showing attacks described in Section 2.2. Third, 
competence property reflects the remaining battery lifetime of a node (a surrogate for 
resources available at the node) and the amount of positive experiences (PE).  

Trust Aggregation: The trust value is formed with past evidence at time  t Δt)  
and new evidence, either direct or indirect, at time t. The trust value of node j 
evaluated by node i at time t is given by: T , t) T , t Δt) O , t), T , t 0) TV TV )/2  (2)

A trust value is a real number and clipped into the range TV , TV  . The initial 
trust value T , t 0) is at the midpoint of the allowed range. Notice that the overall 
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trust T , t) is updated based on new direct or indirect observations on top of past 
experience at t-Δt.  

Trust Formation: Newly observed (either directly or indirectly) trust evidence 
comprises three trust properties: O , t) O , t) O , t) O , t) (3)

When nodes i and j encounter each other as 1-hop neighbors, node i will entirely rely 
on direct observations towards node j’s behaviors to collect new evidence at time t. 
Direct trust evaluation can be assessed between any two encountering nodes based on 
their own assessment capability. Availability is measured by whether a node is 
available to serve requests. Integrity is evaluated based on three attack behaviors. 
Competence is assessed by energy level and positive experience. Thus, each trust 
component is evaluated with a single observation or multiple observations where each 
observation is counted as equal. We discuss details of the three trust components 
below in Direct Trust Evidences.    

Note that node i is not necessarily a DN. However, indirect trust evaluation can be 
only conducted when node i is a DN. That is, node i (DN) will rely on received 
messages to evaluate trustworthiness of node j. In this case, time t represents the time 
that the DN evaluates trust towards node j based on the received information even if 
the trust evidences are collected by intermediate MCs on the way to deliver the 
message to the DN. 

Direct Trust Evidences: When nodes i and j are 1-hop neighbors, a trust value is 
computed based only on direct new observations plus past experiences. Recall that 
nodes interact with each other for other purposes and are able to leverage the 
experience to assess direct trust towards 1-hop neighbors. We define α as a reward or 
penalty unit in trust level for each trust property.   

• Direct availability ( , ) ): This is α if node i has received 

message(s) from its 1-hop neighbor node j during the last Δt period; -α otherwise. O ,D t) lies in α, α .  

• Direct integrity ( , )): This consists of three trust components: O ,D t) O ,D t) O ,D t) O ,D t) (4) O ,D t) is α if node i believes node j did not modify MM; - α otherwise. O ,D t) is α if node i believes node j did not lie about the integrity of the 

previous MC; - α otherwise. O ,D t) is α if node i believes node j inserted a 

real ID; - α otherwise. O ,D t) lies in 3α, 3α .  

• Direct competence ( , ) ): This is formed with two trust 
components, energy level and positive experience: O ,D t) O ,D t) O ,D PE t) (5) O ,D t) is 0 when O ,D t) 0. O ,D t) is α if E t)E  where E  is the minimum energy threshold required to execute a mission; - α 
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otherwise. O ,D PE t) is α if O ,D t)  O ,D t) 4α, meaning that 

node j gains extra reward when it behaves perfectly in both availability and integrity; 
- α otherwise. E t) is extrapolated based on the direct (prior knowledge on 

initial energy level) and indirect information (availability). Note that we consider 

probabilities of false positives and negatives (P  and P ) in the above direct trust 
evaluation for an imperfect monitoring mechanism installed in each node. Imperfect 
detection is applied for integrity trust and energy level. Availability trust depends 
upon a receipt of the packet. Positive experience in competence trust is evaluated 
through the three components of integrity trust evaluated by considering detection 
errors and availability trust. O ,D t) ranges over 2α, 2α .  

Indirect Trust Evidences: When node j is more than 1-hop distant from node i, node 
i (DN) will rely on provenance information in a received message, if any, to evaluate 
node j. However, node i may not receive any messages enclosing node j’s ID (even 
no-ID insertion attack is not caught). In this case, when the energy level of node j is 
predicted as depleted, the following penalty will be given: O ,ID t) α , O ,ID t) O ,ID t) 0 (6)

If the node is caught by a DN for no-ID insertion or no-PI insertion, then it will be 
penalized for unavailability in addition to the ID attack as well. 

• Indirect availability ( , )): When node i, as a DN, receives a 
message, it evaluates node j’s availability as follows:  O ,ID t) α if O ,ID t) 0;0 otherwise;  (7)

When node j’s ID is shown in the received message and proven to be authentic, node 
j’s availability trust is incremented by α. If node j’s ID is inserted by a fake identity 

attacker, node j will not be penalized. See Equation 9 for O ,ID t).  

• Indirect integrity ( , )): Similar with direct integrity trust, this is 
formed with three components as follows: O ,ID t) O ,ID t) O ,ID t) O ,ID t) (8) 

Indirect identity trust, O ,ID t), is computed by: 

O ,ID t) α if D ID , preID m j)) 0 and O ),D t) 0;0 otherwise;  

O ,ID t) α if O ,ID t) 0;0 otherwise;  

(9) 

Here m (j) indicates the next MC to node j and O ),D t) is only considered when T , ) t Δt) T , implying only trustworthy nodes’ information is evaluated. D ID , preID m j))  returns 0 when the two IDs are the same; 1 otherwise. ID  is the 
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ID inserted by node j and preID m j)) is the previous MC’s ID provided by node m j). O ),D t) is the direct observation on identity trust towards node j by the 

next MC m j). When node j’s ID is proven to be true based on Equation 9, node j’s 
identity trust is incremented by α. Otherwise, node j is not penalized since it is a victim 
due to a fake identity attack performed by another node. If caught, the fake identity 
attacker, node k, is penalized instead. 

Indirect honesty trust, O ,ID t), is obtained by: 

O ,ID t) α if T , t Δt) T and O ),D t) 0;– α otherwise;   (10)

Similarly, m j) is the next MC to node j and O ),D  is only evaluated when T , ) t Δt) T . Note that direct evidences used are collected when a message 
travels through intermediate MCs. At time t, node i (DN) evaluates node j based on 
the direct evidence provided by node m j), the next MC of node j.  O ,ID t)  is evaluated based on the other two integrity trust components 

(identity and honesty) and a direct opinion of the next MC m j) towards the previous 
MC j on mission message modification, and computed by:  

O ,ID t) α if O ,ID t) 0 and O ,ID t) 0 and O ),D t) 0 ; α otherwise;  (11)O ),D t) is a direct message trust opinion of the next MC m j) towards the 

previous MC j where m j) has the past trust level, T , ) t Δt) T . 

• Indirect competence ( , )): This is measured similarly as direct 
competence, but based on indirect evidences. This is given by: O ,ID t) O , t) O ,ID PE t) (12)

2.5 Metrics  

Recall that our goal in developing the proposed provenance model was to estimate 
trust accurately and efficiently. We use two performance metrics to evaluate the 
proposed trust model as follows:  

• Trust Bias ( , ): This is the time-averaged difference between trust of node j 
evaluated by node i and objective trust of node j evaluated by all encountered 
nodes based on direct observations with no detection errors. This metric 
considers both false positives and negatives. T , t) is the trust value of node j 
evaluated by node i at time t and OT t) is an objective trust value of node j 
based on aggregated direct observations of all encountered nodes at time t. Given 
the entire mission lifetime LT, T ,  is obtained by: 

T , T , t)LT LT    where T , t) |T , t) OT t)| OT t)⁄  (13)
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• Communication Overhead ( ): This is the communication cost per time 
unit (sec.) for a node to deal with trust evaluation (CTE t)) and message delivery 
(CMD t)) during the entire mission lifetime, LT. C  is computed by: 

C CTE t) CMD t)LT LT  (14)

• Mission Message Correctness ( ): This refers to how many packets a DN 
receives correctly during the entire mission lifetime, LT. The trustworthiness of 
intermediate MCs significantly affects the correctness of received messages. This 
is computed by: NCR P t) ∈L ∈P  

P t) 1 if a MC k did not modify message p;0 otherwise;  
(15)

here P is the set of messages sent by a source node to a DN and the k nodes are 
intermediate MCs delivering message p. Lp is the set of all intermediate MCs 
involved in delivering each message p.  

3 Hierarchical Modeling Using Stochastic Petri Nets 

We use SPN because of its efficient representations of a large number of states where 
the underlying model is a continuous-time Markov or semi-Markov chain. We 
develop a hierarchical modeling technique based on SPN to avoid state explosion 
problems and to improve solution efficiency for realizing and describing the 
behaviors of each node and obtaining objective trust values. 

We develop event subnets to describe a nodeÊs behavior and its actual trust value 
as shown in Fig. 2. A hierarchical SPN technique is used to derive interactions or trust 
relationships with other nodes in the system. We conduct this process by running the 
SPN subnet N times for the N nodes in the network. We use the information obtained 
from SPN for trust evaluation. In SPN, we call each oval shown in Fig. 2 a “place” 
where “mark (place name)” is the number of tokens in the place. The number of 
tokens in different places indicates the status (state) of a node. Each transition bar 
(i.e., T_NAME) is the rate at which the corresponding event is triggered. 

 
Fig. 2. Node SPN Subnet 
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Location Subnet: This subnet computes the probability that node i is in a particular 
grid area j at time t. This information along with the information of other nodes’ 
locations at time t provides the information about when two nodes encounter as 1-hop 
neighbors at time t. Since node movements are assumed to be independent, the 
probability that two nodes are in a particular location at time t is given by the product 
of the two individual probabilities. Location probabilities are used to compute the 
probabilities that two nodes encounter or a node obtains a valid symmetric key based 
on the location of itself and TA’s fixed location. The transition T_LOC rate is 
computed as v /R where v  is node i’s average speed given and R is radio range. 

Energy Subnet: This subnet is used to obtain each node’s energy lifetime. The 
number of tokens in place Energy indicates the battery life (hours) in energy. We 
approximately estimate energy consumption depending on a node’s status: available 
vs. unavailable. We regard a node’s availability as forwarding packets where a node 
may drop packets with any reason (See Availability Subnet below). When a node is 
not available, energy consumption is slowed down. The transition T_ENERGY is 
modeled by: if mark Availability) 0), rate T_ENERGY) 1/ 2T ) else  rate T_ENERGY) 1/T  

(16)

We assume that one token represents energy consumed for T  for normal 
activities. When a node is in sleep mode or does not serve any request (i.e., 
unavailable status), it is predicted as consuming one half of normal energy 
consumption. 

Trust Value Subnet: The number of tokens in place TV represents a direct trust 
value observed by 1-hop neighbors. We assume that a node shows consistent behavior 
patterns to all nodes, so the views of 1-hop neighbors towards the same node are 
assumed synchronized. Thus, mark (TV) is computed based on the equations on direct 
trust evidences described in Section 2.4 without considering any detection error. This 
trust value is used as an objective trust to obtain a trust value at time t based on direct 
observations by all encountered nodes. Direct trust evaluation is performed per 
encounter interval with the transition T_TV rate being 1/T , , meaning that 
node i encounters another node with the average inter-arrival time of T , . T ,  is computed by ∑ R P ∑ P∈S v v )⁄∈N  where node j 

belongs to the set N including all nodes in the network, R is radio range, P  is the 
time-averaged probability that node i is located in area l, S is the set of adjacent 
locations of node i, and v  is the speed of node i.  

Availability Subnet: A token in place Availability indicates that node i is available 
and cooperative upon receiving a request; zero token otherwise. The rate for the 
transition T_AVAILABILITY is affected by: (1) join probability (i.e., P λ/ λµ)  where λ and μ are join and leave rates); (2) whether node i is able to obtain a 
symmetric key from the closest TA (P ); (3) the probability that node i is cooperative  
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to serve packet forwarding (P ); (4) link reliability based on network or node 
conditions (P ); and (5) whether or not a node’s trust is below Tmin (P ). 
Upon the receipt of a newly arrived packet, a node may become available as 
determined by the following condition: if mark Availability) 0 and P 0 and Puntrustworthy 0  

    rate T_AVAILABILITY) P P P /T ,  else        disable T_AVAILABILITY 

(17) 

P  is computed based on node i’s location and fixed locations of TAs. P  is 1 when 
a symmetric key is obtainable; 0 otherwise. P  is 1 when a node has its 
trust value below T .  

PI Subnet: A token in place PI means that node i decides to insert provenance 
information; no token otherwise. The rate for transition T_PI is given by P /T , . 

ID, GBM and CHG_MSG Subnets: Identity, message, and honesty trust 
components in integrity are evaluated similarly. When place ID, GBM or CHG_MSG 
has a token, it means that a respective attack is performed; zero token otherwise. The 

rates for transitions T_ID, T_GBM and T_CHG_MSG are given by 1 P )/T , . These attacks do not occur when no provenance information is inserted, 
i.e., mark(PI)==0. A good or bad mouthing attack occurs when a fake ID is inserted.  

Transition T_RESET flushes all tokens from those places with output arcs into the 
transition upon encountering a new node with the rate of 1/T , .    

4 Numerical Analysis and Results  

This section compares the proposed provenance-based trust model (PT) with a 
baseline trust model (BT) in terms of the proposed metrics. We choose the model 
described in our prior work [2] as the existing BT that evaluates a node’s trust based 
on direct observation or experience and recommendations. For fair comparison, we 
slightly modify BT that fits the trust metric considered in this work. BT uses the same 
trust metric as PT except the way it aggregates trust with direct and indirect trust 
evidences based on recommendations as follows: T , t) T , t Δt) β O , t) 1 β ) O , t) (18) 

where O , t)  is computed based on Equation 3 and β and (1-β) are the 

weights applied to direct and indirect trust evidences.  O , t) is evaluated 
by recommendations from all encountered nodes. The encountered nodes pass 
recommendations only based on direct observation in order to avoid any security 
vulnerability by passing a derived trust.  
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Table 1. Default values used 

Parameter Value Parameter Value v  15 m/sec. β 0.8 GB  0.8 E  0 T  5, 10, 15, 20, 25 LT 100,000 sec. 

α 1 P  0.99 

R 100 m TV , TV  [0, 30] 

λ Once per hour μ Once per 4 hours P  0.01 E , E  [12, 24] 

In this case study, 165 packets each with 2 copies (total 330 packets) are sent from a 
source to a destination. In each run, 20 different source-destination pairs are deployed. 
We pick one pair and show the results (source: node 3, destination: node 15). A total of 
20 nodes are spread over the operational area divided into 6 × 6 regions. The results are 
shown with the average values computed over 100 runs of trust evaluation. 

 
Fig. 3. Trust values over time: OT vs. BT vs. PT 

Fig. 3 shows the average trust values of all nodes evaluated by a DN over time in 
OT, BT, and PT with various Tmin based on Equation 13. OT (OT t) in Equation 13) 
is the objective trust value based on only direct trust evaluation by all encountered 
nodes. BT is not affected by using different Tmin since trust evaluation is not 
dependent upon the selection of the next MC in the message delivery. Thus, we show 
only one curve under BT. However, PT is affected by various Tmin used since 
provenance information tagged in the main message is used as indirect trust evidences 
for overall trust evaluation. BT underestimates trust values in the beginning half while 
overestimating trust values in the rest of the mission lifetime. Overall, PT performs 
better than BT without underestimating trust values in the beginning and showing 
relatively accurate trust assessment in the end. While BT only depends on the 
encounter event where nodes i and j can exchange information, PT can collect trust 
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evidences indirectly based on the provenance information tagged with main messages, 
leading to better trust accuracy. As Tmin increases, PT further underestimates trust 
values because using higher Tmin in selecting the next MC only updates trust values of 
highly trustworthy nodes while decaying those of less trustworthy nodes due to their 
unavailability. 

Fig. 4. Average trust bias per node: PT vs. BT Fig. 5. Average trust bias of all nodes: PT vs. 
BT 

Figs. 4 and 5 (computed based on Equation 13) confirm the observation and 
conclusion derived from Fig. 3. Fig. 4 is the time-averaged trust bias per node with 
Tmin=10. Fig. 5 is the overall time-averaged trust bias of all nodes. PT performs 
significantly better than BT in trust accuracy when a lower Tmin is used.  

Fig. 6. Communication overhead in PT vs. 
system trust threshold (Tmin) 

Fig. 7. Communication overhead in BT vs. 
system trust threshold (Tmin) 

Figs. 6 and 7 show communication overhead (Ctotal) under PT and BT with respect 
to various Tmin values based on Equation 14. When a higher Tmin is used, a lower Ctotal 
results due to a smaller number of nodes with high enough trust values to do message 
delivery. The average Ctotal over different Tmin in BT is 245.84 hop bits/sec. while that 
in PT is 51.39 hop bits/sec. This demonstrates that PT significantly reduces 
communication overhead compared to BT while achieving better performance in trust 
accuracy with low Tmin < 15, as shown in Figs. 3, 4, and 5. 
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Fig. 8. The numbers of messages received and messages received correctly: PT vs. BT 

Fig. 8 compares the two schemes in terms of the number of messages received and 
the number of correct messages among the received messages. In BT, as a higher Tmin 
is used, more messages are received and more messages are correct among the 
received messages (computed based on Equation 15). That is, selecting a highly 
trustworthy node as the next MC positively affects message delivery ratio as well as 
message correctness. In PT, we do not observe much sensitivity over different Tmin in 
terms of these two metrics. This is because trust update in PT is affected by whether a 
received message has provenance information about each node. This is determined by 
which node is selected as the next MC using Tmin. When a higher Tmin is used, only 
the trust values of nodes with higher trust values are updated while the trust values of 
other nodes with lower trust values decay over time due to unavailability, since they 
are not being selected as the next MC. Thus, the benefit of using a higher Tmin is not 
prominent because nodes with the trust value above Tmin may not be found easily with 
high Tmin. In addition, since PT tends to underestimate trust values of nodes, it selects 
a more qualified node as the next MC than what is required, thus lowering risk. On 
the other hand, BT is more likely to overestimate especially towards the end of 
mission lifetime. This leads to a next MC with a less qualified node than what is 
expected, thus increasing risk. Therefore, overall PT performs better than BT.  

5 Conclusions and Future Work 

This paper proposed a provenance-based trust model that achieves better trust 
accuracy compared to an existing scheme while significantly reducing communication 
overhead for trust evaluation. The proposed scheme outperformed the existing scheme 
in three metrics: trust accuracy, communication overhead, and the number of 
messages received and message correctness.  

We plan to extend this work by: conducting further sensitivity analysis; refining 
our attack model; and introducing dynamic minimum trust thresholds. 
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Audun Jøsang1, Tanja Ažderska2, and Stephen Marsh3

1 University of Oslo, Norway
josang@mn.uio.no

2 Jozef Stefan Institute, Slovenia
atanja@e5.ijs.si

3 Communications Research Centre, Canada
steve.marsh@crc.gc.ca

Abstract. Trust transitivity is a common phenomenon embedded in human rea-
soning about trust. Given a specific context or purpose, trust transitivity is often
manifested through the humans’ intuition to rely on the recommendations of a
trustworthy advisor about another entity that the advisor recommends. Although
this simple principle has been formalised in various ways for many trust and repu-
tation systems, there is no real or physical basis for trust transitivity to be directly
translated into a mathematical model. In that sense, all mathematical operators
for trust transitivity proposed in the literature must be considered ad hoc; they
represent attempts to model a very complex human phenomenon as if it were
lendable to analysis by the laws of physics. Considering this nature of human
trust transitivity in reality, any simple mathematical model will essentially have
rather poor predictive power. In this paper, we propose a new interpretation of
trust transitivity that is radically different from those described in the literature
so far. More specifically, we consider recommendations from an advisor as evi-
dence that the relying party will use as input arguments in conditional reasoning
models for assessing hypotheses about the trust target. The proposed model of
conditional trust transitivity is based on the framework of subjective logic.

Keywords: Trust, Transitivity, Deduction, Abduction, Bayesian, Conditional.

1 Introduction

Trust transitivity based on recommendations is a concept that can have different mean-
ings. It can, for example, mean that, if Alice trusts Bob, and Bob trusts Claire, then by
transitivity, Alice will also trust Claire. This is expressed in Eq.(1).

Indirect( Alice −→ Claire) := Direct( Alice −→ Bob −→ Claire) (1)

Alice is here the originator relying party, Bob is the recommender (i.e., the advisor), and
Claire is the trust target that Alice indirectly trusts as a result of this process. This tran-
sitive process assumes that Bob recommends Claire to Alice, i.e., there must be some
communication from Bob to Alice about Claire’s trustworthiness. This kind of reason-
ing can also be observed among animals. For example, when bees signal to each other
where to find pollen, the other bees can derive trust in a specific pollen harvesting area;
when animals give warnings about danger, it can be interpreted as a recommendation

T. Dimitrakos et al. (Eds.): IFIPTM 2012, IFIP AICT 374, pp. 68–83, 2012.
c© IFIP International Federation for Information Processing 2012
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about distrust, as in the case of a presence of potential predator. Trust is a phenomenon
that emerges naturally among living species equipped with advanced cognitive facul-
ties. When assuming that software agents can be equipped with capabilities to reason
about trust and risk, and to make decisions based on that, one can talk about artificial
trust, as described by rapidly growing growing literature [1,2,6,13].

It is also common, at least among humans, that the relying party receives recommen-
dations about the same target entity from multiple recommenders whose recommen-
dations express different and possibly conflicting trust. The relying party then needs to
fuse the different trust recommendations and form a single trust opinion about the target
entity. These are principles of analytical reasoning that people handle more or less un-
consciously in everyday life. In the computational trust literature many formal models
have been proposed for the same purpose, such as in [5,9]. A distinction can be made
between interpreting trust as a belief about the reliability of the target, and as a decision
to depend on the target [7]. In this paper, trust is interpreted in the former sense, i.e. as
a belief about reliability of a target.

A fundamental problem about modelling trust transitivity is that there is no bench-
mark for comparison and validation in nature, since practical trust transitivity seems to
be idiosyncratic for humans and animals, with no true analog among non-living forms
(and in the physical world for that matter). The efficacy of long chains of transitive trust
in these circumstances is debatable, but nonetheless chains of trust can be observed in
human trust. Human subjective trust is in reality a state that results from the cognitive
and affective predispositions of an entity to perceive and respond to external stimuli,
and to combine them with the internal states and stimuli. However, it is the actual na-
ture of trust that represents the relying party’s subjective estimate of the reliability of
the target entity for a purpose on which the relying party’s welfare depends.

In contrast, when analysing the reliability of physical systems, there are mathemat-
ical models that can be easily validated through observation. For example, the correct
operation of a serial system depends on the correct operation of each component, which
translates into a conjunctive model where the system reliability can be predicted as the
product of the reliabilities of each component in the series. The correct operation of
a parallel system depends on the correct operation of at least one of its components,
which translates into a disjunctive model where the system reliability can be predicted
as the copoduct of the reliabilities of each component.

Let p(xi) express the reliability of component xi, then the respective reliabilities of
a serial system Ser and a parallel system Par are expressed as:

Serial system reliability: p(Ser) =
∏

p(xi) , i.e. product of reliabilities

Parallel system reliability: p(Par) =
∐

p(xi) , i.e. coproduct of reliabilities
(2)

Addressing and computing trust based on chained recommendations, and on recom-
mendations from multiple parties in parallel can not be modelled in the same manner as
in Eq.(2), although some proposed trust models in the literature do precisely that. The
product rule gives a very good estimate of serial system reliability, but is a very poor
model for trust transitivity. To illustrate why this is so, assume a transitive trust path
of n nodes where each node trusts the next with value p. The product rule dictates a
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derived trust T = pn which converges relatively quickly towards zero whenever p < 1,
meaning that a trust value that is derived from a relatively long transitive trust path will
be close to zero. Interpreting zero trust as distrust, as some models do, would clearly be
wrong because there is no reason to think that an entity which is known only indirectly
through a long transitive path should be distrusted for that reason. Interpreting zero trust
as ’no information’, as other models do, would be more intuitive in this case. Methods
of computing trust transitivity that have been proposed for subjective logic [9] are ana-
loguous to the latter interpretation, and we show that these methods are special cases of
the conditional trust model for analysing trust transitivity proposed in this paper.

The contribution of this paper is to propose a new computational model for trust tran-
sitivity based on conditional belief reasoning using the formalism of subjective logic.
The idea is to model trust transitivity in similar manner as analysing competing hypothe-
ses. Such models are applied, e.g., in the area of intelligence analysis [14]. Modelling
trust transitivity as a simple evidence analysis problem removes the mysticism of trust
transitivity, i.e. it does not assume that trust transitivity exists as a separate natural pro-
cess by itself. Our model assumes that trust transitivity implies weighing the obtained
evidence in order to draw conclusions about the trust target. In this way, the principle of
trust propagation becomes general and flexible, and thus applicable to the online com-
munities of people, organisations and software agents. The higher purpose, however,
is providing decision support based on collaborative interpretation of evidence by the
community members. Consequently, this leads to enhancing the ability of online com-
munities to support the emergent properties that result from transitive trust-relations
among their members.

2 Subjective Logic Basics

2.1 General Opinions

A subjective opinion expresses belief about one or multiple propositions from a state
space of mutually exclusive states called a ”frame of discernment” or ”frame” for short.
Let X be a frame of cardinality k. Belief mass is distributed over the reduced powerset
of the frame denoted as R(X). More precisely, the reduced powerset R(X) is defined
as:

R(X) = 2X \ {X, ∅} = {xi | i = 1 . . . k, xi ⊂ X} , (3)

which means that all proper subsets of X are elements of R(X), but X itself is not in
R(X). The emptyset ∅ is also not considered to be a proper element of R(X).

An opinion is a composite function that consists of a belief vectorb, an uncertainty
parameter u and base rate vector a. An opinion can also have as attributes the belief
source/owner. Assigning belief mass to an element in the frame (i.e. to a singleton
or a subset) is interpreted as positive belief that the proposition(s) represented by that
element is/are true, and as negative belief in their complements. The belief vector can
be additive (i.e. sum = 1) or sub-additive (i.e. sum < 1).

Uncertainty is expressed by not assigning the totality of belief mass, where the level
of uncertainty is equal to the amount of unassigned belief. Uncertainty is here inter-
preted as the perceived imprecision of probability estimates. In case of total uncertainty,
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i.e. when u = 1, then the probability estimates of elements in the frame are equal to
their base rate probabilities. The sub-additivity of the belief vector and the complement
property of the uncertainty are expressed by Eq.(4) and Eq.(5) below:

Belief sub-additivity:
∑

xi∈R(X)

bX(xi) ≤ 1 , bX(xi) ∈ [0, 1] (4)

Belief and uncertainty additivity: uX +
∑

xi∈R(X)

bX(xi) = 1 , bX(xi), uX ∈ [0, 1] .

(5)

An element xi ∈ R(X) is a focal element when its belief mass is non-zero, i.e. when
bX(xi) > 0. The frame X can not be a focal element, even when uX > 0. The base rate
vector, denoted as a(xi), expresses the base rates of elements xi ∈ X , and is formally
defined below.

Definition 1 (Base Rate Function). Let X be a frame of cardinality k, and let aX be
the function from X to [0, 1]k satisfying:

aX(∅) = 0, aX(xi) ∈ [0, 1] and
k∑

i=1

aX(xi) = 1 . (6)

Then aX is a base rate distribution over X .

An opinion is normally denoted as ωA
X = (b, u,a) where A is the opinion owner, and

X is the target frame to which the opinion applies [3].

Definition 2. General Opinion
Assume X to be a frame where R(X) denotes its reduced powerset. LetbX be a belief
vector over the elements of R(X), let uX be the complementary uncertainty mass, and
let a be a base rate vector over the frame X , all seen from the viewpoint of the opinion
owner A. The composite function ωA

X = (bX , uX ,aX) is then A’s opinion over X .

The belief vectorbX has (2k − 2) parameters, whereas the base rate vectoraX only has
k parameters. The uncertainty parameter uX is a simple scalar. A general opinion thus
contains (2k + k − 1) parameters. However, given Eq.(5) and Eq.(6), general opinions
only have (2k+k−3) degrees of freedom. The probability projection of hyper opinions
is the vector EX from R(X) to [0, 1]κ expressed as:

EX(xi) =
∑

xj∈R(X)

aX(xi/xj) bX(xj) + aX(xi) uX , ∀ xi ∈ R(X) . (7)

Table 1 lists the different classes of opinions [10], of which hyper opinions represent
the general case. Equivalent probabilistic representations of opinions, e.g. as Beta pdf
(probability density function) or a Dirichlet pdf, offer an alternative interpretation of
subjective opinions in terms of traditional statistics.
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Table 1. Opinion classes with equivalent probabilistic representations

Binomial opinion Multinomial opinion General (Hyper) opinion
Binary frame n-ary frame n-ary frame

Focal element x ∈ X Focal elements x ∈ X Focal elements x ∈ R(X)

Uncertain (u > 0) UB opinion UM opinion UH opinion
Probabilistic repr.: Beta pdf on x Dirichlet pdf over X Dirichlet pdf over R(X)

Dogmatic (u = 0) DB opinion DM opinion DH opinion
Probabilistic repr.: Probability of x Proba. distr. over X Proba. distr. over R(X)

Specific opinion types can be visualised as a point inside a barycentric coordinate sys-
tems in the form of a regular simplex. In particular, Fig.1.a visualises a binomial opinion
as a point inside an equal sided triangle, and Fig.1.b visualises a trinomial opinion as a
point inside a tetrahedron. Hyper opinions or multinomial opinions larger than trinomial
can not be visualised in the same way, and are in general challenging to visualise.

bx dx 

ux 

Opinion  

Expectation value Base rate 

x 

Projector 

Ex ax 

(a) Binomial opinion point in triangle

bx1 

bx2 

bx3 

uX 

Opinion  

Xa
Expectation value 

vector point Base rate 
vector point 

X 

XE

Projector 

(b) Trinomial opinion point in tetrahedron

Fig. 1. Visualisation of opinions in barycentric coordinate systems

In the triangle on the left hand side, the belief, disbelief and uncertainty axes run
from one edge to the opposite vertex indicated by bx, dx and ux. The base rate ax of
a binomial opinion are shown on the base line, and the probability expectation value
Ex is determined by projecting the opinion point to the base line parallel to the base
rate director. In the tetrahedron on the right hand side the belief, and uncertainty-axes
run from one triangular plane to the opposite vertex indicated by the labels bxi and by
uX . A vacuous opinion is when the opinion point is at the top of the simplex (u = 1),
and a dogmatic opinion is when the opinion point is on the base line or plane (u = 1).
The base rate vector aX of the trinomial opinion is shown as a point on the base plane,
and the probability expectation vector EX is determined by projecting the opinion point
onto the triangular base, parallel to the base rate director.

A special notation is used for representing binomial opinions over binary frames.
A general n-ary frame X can be considered binary when seen as a binary partitioning
consisting of one of its proper subsets x and the complement x.
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Definition 3 (Binomial Opinion). Let X = {x, x} be either a binary frame or a binary
partitioning of an n-ary frame. A binomial opinion about the truth of state x is the
ordered quadruple ωx = (b, d, u, a) where:

b, belief: belief mass in support of x being true,
d, disbelief: belief mass in support of x (i.e. NOT x),
u, uncertainty: uncommitted belief, uncertainty of probability expectation of x,
a, base rate: prior probability of x.

We require b + d + u = 1 and b, d, u, a ∈ [0, 1] as a special case of Eq.(5). The
probability expectation value is computed with Eq.(8) as a special case of Eq.(7).

Ex = b+ au . (8)

In case the point of a binomial opinion is located at the left or right base vertex in the
triangle, i.e. with d = 1 or b = 1 and u = 0, the opinion is equivalent to boolean TRUE
or FALSE, in which case subjective logic becomes equivalent with binary logic.

3 Previous Transitivity Operators of Subjective Logic

Several different trust transitivity operators for subjective logic have been proposed in
the literature [9]. These are briefly described below.

Let A and B be two agents where A’s trust in B’s recommendations is expressed as
ωA
B = {bAB, dAB, uA

B, a
A
B}, and let C be an agent where B’s trust in C is recommended

to A with the opinion ωB
C = {bBC , dBC , uB

C , a
B
C}. Let ωA:B

C = {bA:B
C , dA:B

C , uA:B
C , aA:B

C }
be A’s derived trust in C as a result of the recommendation from B. Table 2 shows the
derived opinion ωA:B

C in case of uncertainty favouring transitivity, base rate sensitive
transitivity, and opposite belief favouring transitivity.

Table 2. Trust transitivity operators of subjective logic proposed in the literature [9]

Uncertainty favouring ωA:B
C Base rate sensitive ωA:B

C Opposite belief favouring ωA:B
C

bA:B
C = bABb

B
C bA:B

C = E(ωA
B)bBC bA:B

C = bABbBC + dABdBC
dA:B
C = bABdBC dA:B

C = E(ωA
B)dBC dA:B

C = bABd
B
C + dABb

B
C

uA:B
C = dAB + uA

B + bABuB
C uA:B

C = 1− E(ωA
B)(bBC + dBC) u

A:B
C = uA

B + (bAB + dAB)uB
C

aA:B
C = aB

C aA:B
C = aB

C aA:B
C = aB

C

E(ωA
B) = bAB + aA

BuA
B

Uncertainty favouring transitivity means that A is uncertain about the trustworthi-
ness of C not only to the extend that A is uncertain about the recommending agent B,
but also to the extent that A distrusts B. Base rate sensitive transitivity means that that
A’s trust in C is a function of the expectation value of A’s trust in the recommender B,
which in turn is a function of the base rate. Opposite belief favouring transitivity means
that ”the enemy of my enemy is my friend”, i.e. that when A distrusts the recommending
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agent B, then A thinks that B consistently recommends the opposite of his real opinion,
so that when C actually is trustworthy then B recommends distrust and vice versa.

While these three interpretations of trust transitivity provide relatively intuitive re-
sults in specific situations, none of them are suitable as a model for trust transitivity in
general. The next section describes a general approach to modelling trust transitivity,
where the three interpretations of Table 2 are special cases.

4 Conditional Belief Reasoning

Conditional reasoning with subjective logic is defined for binomial [8] and multinomial
[4] opinions, and can also be extended to general opinions. For binomial deduction and
abduction the following notation is used:

ωy|x : conditional opinion on y given that x is TRUE
ωy|x : conditional opinion on y given that x is FALSE
ωx : opinion on the antecedent state x
ωy‖x : deduced opinion on the consequent state y
ωy‖x̂ : hypothetically deduced opinion on y given vacuous ωx̂

The image space of the deduced opinion ωy‖x is a sub-triangle with base vertices de-
fined by the two conditionals ωy|x and ωy|x, and the top vertex defined by the conse-
quent opinionωy‖x̂ of the vacuous antecedentωx̂. This mapping determines the position
of the consequent opinion ωy‖x within the child sub-triangle, as illustrated in Fig.2.

Uncertainty Uncertainty 

Disbelief Belief 

Opinion on parent frame X 

Disbelief Belief 

Opinions on child frame Y 

xy|xy|

xy| |

xy| |

ay ax 

x

x̂

Fig. 2. Mapping from parent triangle to child subtriangle

It can be noticed that when ωy|x = ωy|x, the child sub-triangle is reduced to a point,
so that necessarily ωy‖x = ωy|x = ωy|x = ωy‖x̂ in this case. This means that there is
no relevance relationship between antecedent and consequent.

In general, the child sub-triangle is not regular (equal-sided) as in the example of
Fig.2. By setting base rates of x and y different from 0.5, and by defining conditionals



Trust Transitivity and Conditional Belief Reasoning 75

with different uncertainty, the child image sub-triangle will be skewed (irregular), and
it is even possible that the uncertainty of ωy‖x̂ is less that that of ωx|y or ωx|y.

For multinomial opinions, let X = {xi|i = 1 . . . k} be the parent frame and Y =
{yj|j = 1 . . . l} be the child frame. The general notation for conditionals is:

ωY |X : set of conditional opinions on Y given that a specific state in X is TRUE
ωY |X : set of conditional opinions on Y given that a specific state in X is FALSE
ωX : opinion on the antecedent (parent) frame X
ωY ‖X : deduced opinion on the consequent (child) frame Y
ωY ‖X̂ : hypothetically deduced opinion on Y given vacuous ωX̂

Assume the antecedent opinion ωX where |X | = k, and k conditional opinions ωY |xi
.

There is thus one conditional opinion for each element xi, where a conditional opinion
ωY |xi

expresses the subjective opinion on Y , given that xi is TRUE. The subscript
notation indicates not only the child frame Y it applies to, but also the element xi in
the parent frame it is conditioned on. The notation ωY |X expresses the set of k = |X |
different opinions conditioned on each xi ∈ X respectively.

Generalisation from the binomial case of Fig.2 to the multinomial case results in
a parent regular simplex which is mapped to a sub-simplex inside the child simplex,
defined by the set of conditional ωY ‖X . The ternary case is illustrated in Fig.3.

by1 

by2 

uY 

bx1 

bx2 

by3 

uX 

1|xY

2|xY

3|xY

XY | |

XY | |

X

Opinion on parent frame X Opinions on child frame Y 

X

bx3 

Fig. 3. Projection from parent opinion tetrahedron to child opinion sub-tetrahedron

The sub-simplex formed by the conditional projection of the parent simplex into the
child simplex is shown as the shaded tetrahedron on the right hand side in Fig.3. The
position of the derived opinion ωY ‖X is geometrically determined by the point inside
the sub-simplex that linearly corresponds to the opinion ωX in the parent simplex.

In general, a sub-simplex will not be regular as in the example of Fig.3, and can
be skewed in all possible ways. The dimensionality of the sub-simplex is equal to the
smallest cardinality of X and Y . Visualising a simplex larger than ternary (tetrahedron)
is difficult. Subjective logic conditional deduction is expressed as in Eq.(9).

ωY ‖X = ωX � ωY |X (9)

where � is the general conditional deduction operator for subjective opinions.
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Reasoning in the opposite direction is called derivative reasoning, or abduction. Let
ωX|Y = {ωX|yj

|j = 1 . . . l} be a set of l = |Y | different multinomial opinions condi-
tioned on each yj ∈ Y respectively. Conditional abduction is expressed as:

ωY ‖X = ωX� ωX|Y (10)

where � is the general conditional abduction operator. Detailed expressions for evalu-
ating Eq.(9) and Eq.(10) are provided in [4,8,14].

5 Conditional Reasoning about Trust Transitivity

The basic idea of conditional trust transitivity is to express trust in the target entity in
terms of conditional opinions. Assume the recommendation frame X = {x, x} inter-
preted as x: ”Positive” and x: ”Negative”. Trust in the recommender can then be ex-
pressed as the conditional propositions y|x: ”Target is trusted in case of positive recom-
mendation” and y|x: ”Target is trusted in case of negative recommendation”, where the
conditional opinions ωy|x and ωy|x are the actual trust values. Note that ωy|x typically
contains disbelief, meaning that the target is distrusted in case of negative recommen-
dation. As an example, trust in the recommender B can be expressed as the conditional
opinions ωy|x = (0.9, 0.0, 0.1, a) and ωy|x = (0.0, 0.9, 0.1, a), illustrated in Fig.4.

Parent frame X Child frame Y 

xy|xy|
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Cxy

:
| |

xy| |

B
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x̂

Recommendation 

Derived trust 
in target 

)E( A
B

A
Bb

Uncertainty favouring 
Baserate sensitive 

Fig. 4. Trusted recommender, derived transitive trust equals recommended trust

In case of absolute trust the child sub-triangle is equal to the child triangle itself. The
consequence of this is that the recommendation opinion in the parent triangle on the left
hand side will be mapped to the same position in the child triangle on the right hand
side. In other words, the relying party will believe whatever the recommender says.

Strong distrust in the recommender can be specified by placing the conditional trust
opinions at, or close to, the uncertainty vertex, e.g. as ωy|x = (0.3, 0.0, 0.7, a) and
ωy|x = (0.0, 0.3, 0.7, a). The result is a small sub-triangle, or a point in case of total
distrust, at the top of the child triangle, as illustrated in Fig.5.
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Parent frame X Child frame Y 
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Fig. 5. Distrusted recommender, derived transitive conditional trust equals uncertainty

The examples of Fig.4 and Fig.5 are specific instances of conditional trust transitivity
that is equivalent to both the uncertainty favouring and the base rate sensitive transitiv-
ity operators of Table 2. Conditional trust transitivity is equivalent to the uncertainty
favouring and the baserate sensitive transitivity operators whenever 1) the child subtri-
angle is equal-sided, 2) the positive conditional ωy|x is the rightmost conditional, and
3) the uncertainty of the sub-triangle is maximised. The latter requirement means that
the child sub-triangle must be positioned as high as possible inside the child triangle,
as in Fig.4 and Fig.5. In case of the uncertainty favouring transitivity operator the base
of the sub-triangle equals bAB. In case of the baserate sensitive transitivity operator, the
base of the sub-triangle equals E(ωA

B).
The opposite belief favouring trust transitivity operator can be modelled by allowing

the negative conditional ωy|x to be the rightmost trust opinion, e.g. expressed as ωy|x =
(0.2, 0.8, 0.0, a) (positive conditional trust opinion) and ωy|x = (0.8 , 0.2 , 0.0, a)
(negative conditional trust opinion). The resulting sub-triangle is then flipped around,
as illustrated with the check-pattern of Fig.6. However, the negative conditional is not
necessarily the rightmost trust opinion, it can also be the leftmost trust opinion, as in
the case of Fig.4. However, the situation where ”the enemy of my enemy is my friend”
and ”the friend of my enemy is also my enemy” must be expressed with the negative
conditional as the rightmost trust opinion, as in Fig.6 below.

Parent frame X Child frame Y 
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Fig. 6. Distrusted recommender, with the assumption that ”the friend of my enemy is my enemy”
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In case of opposite belief favouring trust transitivity it can be seen that the derived
trust opinion inside the child sub-triangle is the opposite of the recommendation in
the parent triangle. The opposite belief favouring operator is similar to the uncertainty
favouring operator in the sense that it does not consider the base rate of ωA

B; the dif-
ference is that the sub-triangle produces minimal uncertainty, i.e. that it is located at
the base of the child triangle. The criteria for the equivalence between the transitivity
operators of Table.2 and conditional trust transitivity are expressed in Table (3) .

Table 3. Equivalence criteria between transitivity operators [9] and conditional trust transitivity

Criteria for equivalence between conditional trust transitivity and ωA:B
C

Uncertainty favouring ωA:B
C Base rate sensitive ωA:B

C Opposite belief favouring ωA:B
C

by|x − by|x = bAB by|x − by|x = E(ωA
B) |by|x − by|x| = |bAB − dAB|

by|x = dy|x by|x = dy|x by|x = bAB
dy|x = by|x dy|x = by|x by|x = dAB
uy|x = uy|x = 1− by|x − dy|x uy|x = uy|x = 1− by|x − dy|x uy|x = uy|x = 0

With the conditional transitivity model it is possible to specify any form of trust tran-
sitivity. As an example, assume a recommender whom the relying party finds unreliable
in the sense that positive recommendations can only be relied upon by 50%, expressed
as ωy|x = (0.5, 0.5, 0, a), and where negative recommendations are taken at face value,
in order to be on the safe side, as expressed by ωy|x = (0, 1, 0, a). The resulting child
sub-triangle is then the triangle illustrated on Fig.7.
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Fig. 7. Unreliable recommender, where positive recommendations are half trusted, and negative
recommendations are fully trusted

The conditional trust transitivity model of Fig.7 is different from those specified in
Table 2. In fact, conditional belief reasoning allows the specification of arbitrary trust
transitivity models to suit any specific situation.
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Table 3 demonstrates the formal side of the advantage of generalisation of condi-
tional belief reasoning over the rest of the models in the current literature we stated at
the beginning. Moreover, the provided example further clarifies the generalisation over
the existing transitivity operators in Subjective Logic, showing the applicability of the
approach in the context of trust modelling.

It is meaningful, however, to separate between the honesty and the ability to do
something in the sense that an honest person will do their best to deliver a service, and
the quality of the service then only depends on ability. A dishonest person who is able
to deliver a quality service might on purpose deliver a low quality service.

In the previous examples it was implicitly assumed that trust in the recommender re-
flected the relying party’s trust in honesty and ability simultaneously, except perhaps in
case of the opposite belief favouring operator. When the relying party is able to assess
honesty and ability of the recommender separately, it is possible to build a model which
can express explicitly when a recommender does not provide their honest opinion. Trust
in the presence of this assumption can be modelled as two separate conditional relation-
ships, first between the recommendation and the recommender’s internal trust opinion,
and then between the recommender’s internal trust opinion and the target trusted en-
tity. The formal expression for trust transitivity from Eq.(1) can then be extended as in
Eq.(11)

Alice → Claire := Alice → Bob’s recomm. → Bob’s opinion → Claire (11)

Assume, for example, that the recommender Bob is a financial advisor and that Alice
asks him about an investment product called C. Bob’s recommendations are represented
as a ternary frame X consisting of x1: ”Says C is good ”, x2: ”Says C is bad” and x3:
”Says don’t know”. Let further Bob’s genuine opinion be represented as the binary
frame Y consisting of y: ”Bob judges C to be good” and y: ”Bob judges C to be
bad”. Alice makes the following assumptions about the advisor Bob: If the advice is x1

(Says C is good) it is probably a product that he gets a commission on, but he does not
necessarily judge it to be good, so for Alice it is uncertain what he really thinks is good,
formally expressed as ωy|x1

= (0, 0, 1, a). If the advice is x2 (Says C is bad) the Bob
probably judges it to be a bad product, formally expressed as ωy|x2

= (0, 1, 0, a). If the
advice is x3 (Says don’t know) then it is possible that he genuinely is uncertain about
the quality, but it is also possible that he judges it to be good but because he does not get
a commission he does not want to recommend it, but at the same time does not want to
be caught lying about a product which objectively is good; hence, he does not want to
give a recommendation against it either, leaving him the option of x3 (Says don’t know).
It is therefore possible that Bob is either uncertain, or that he judges the product to be
good i.c.o. x3 (Says don’t know), formally expressed as ωy|x3

= (0.5, 0.0, 0.5, a).
Assume in addition that Alice does not have full trust in Bob’s ability to

objectively assess investment products. Let the possible qualities of the investment
product C be represented as the binary frame Z = {z, z} expressed as z: ”Good prod-
uct” and z: ”Bad product”. Then, Alice’s doubt in Bob’s ability can be expressed as
ωz|y = (0.5, 0.0, 0.5, a) and ωz|y = (0.0, 0.5, 0.5, a). The conditional connection
between Bob’s recommendations and Alice’s derived trust in the investment product
Claire is visualised in Fig.8.
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Fig. 8. Bayesian network for analysing recommendations from financial advisor

The visual analysis of Fig.8 can be done mathematically using the methods for con-
ditional reasoning described in [8,4].

6 Determining Conditionals

So far we have not discussed methods for determining the actual trust conditionals, and
for this purpose it is important to be aware of the base rate fallacy [11]. As implicitly
assumed in the analysis of Sec.5, the relying party A could simply express its subjective
trust in B as opinions on the following conditional hypotheses:

ωA
C|(B:C) : ”In case B says C has good quality, then C has good quality”

ωA
C|(B:C)

: ”In case B says C has bad quality, then C has good quality” (12)

These are called derivative conditionals because they are expressed in anti-causal form,
meaning that the act of saying that C has good or bad quality does not cause C to have
good or bad quality. In reality, the opposite is the case, i.e. the fact that C has good or
bad quality causes B to get an opinion on C’s quality and to express recommendations
about it, which thereby can be expressed as causal conditionals. The important point is
whetherB’s opinion correctly reflects C’s quality. The values of ωA

C|(B:C) and ωA
C|(B:C)

thus rely on B’s capability to correctly detect C’s quality, which must be expressed as
opinions on the corresponding causal conditionals:

ωA
(B:C)|C : ”In case C has good quality, then B will say C has good quality”

ωA
(B:C)|C : ”In case C has bad quality, then B will say C has good quality” (13)

Trust in B is naturally expressed in terms of the causal conditionals of Eq.(13), because
they express the reliability of B as a sensor for detecting C’s quality. B’s assessments
can of course be wrong sometimes, which represent cases of false positive or false
negative. When interpreting ”C has quality” as the positive case, then Eq.(13) express
the TPR (True Positive Rate) and FPR (False Positive Rate). However, the opposite
conditionals are needed (i.e. those of Eq.(12)) for assessing C’s quality.

The conditionals of Eq.(12) are influenced by the base rate of quality in the popula-
tion of C. A problem can arise when the derivative conditionals, such as Eq.(12), have
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been determined in a population with a specific base rate, using the same conditionals
in a population with a different base rate, producing untruthful conclusions. As an ex-
ample, consider a medical test for a specific disease, where the test gives mostly true
positive and true negative results in a population where the disease is common. When
the same test gives a positive result for a person in a population where the disease is ex-
tremely rare, then it is most likely a false positive result. Ignoring this fact is called the
base rate fallacy in medicine. In the context of trust systems, a well-known problem is
the one of exaggerated positive evaluations in systems like Amazon and eBay [15,12],
also known as positive bias. Failing to foresee the potential of base rate fallacy may lead
to the conclusion that the system performs well just because of the low amount of false
positives.

The base rate fallacy can be avoided by first determining the causal conditionals of
Eq.(13), e.g. on a statistical or subjective basis, and subsequently inverting them into
the form of Eq.(12) which takes into account the base rate of quality in target C’s
population. This is called derivative reasoning because of its nature, and can be done
with the abduction operator of subjective logic, expressed in Eq.(10).

7 Discussion and Conclusion

Most of the current approaches that represent opinions of trust/distrust as a binary value
of 1/0, without assigning any other attributes, dismiss all the shades of belief that exist
between trust and distrust and capture only the two extremes of the state of trust met
in the human perception and reasoning. Other approaches do account for the possibil-
ity to represent trust in a multi-valued manner, but assign maximum certainty to each
of the values. Conditional belief reasoning, on the other hand, offers a framework for
exploiting all the shades of trust-opinions that can be subject to the human perception
and reasoning. By joining belief mass, uncertainty, and base rates into a single trust
opinion, the model completely satisfies both the statistical and the subjective properties
of trust inference and propagation that exist in the real world. It is reasonable to assume
that, since trust in artificial systems is to an extent different, although derived from and
modelled on, human subjective trust, the rules of transitivity can be more properly de-
fined. Thus, when analysing trust transitivity through conditional belief reasoning, not
only the frequentist nature of probability is captured (i.e., the count of positive and neg-
ative outcomes), but the ascribed subjectivity of trust also accounts for the impact of an
entity’s opinion on the outcome of a transaction.

The practical implications of employing conditional belief reasoning to address trust
transitivity are much deeper than just providing the formal apparatus to reason about
trust relationships in an intuitive way. One advantage of this approach is that the model
easily accounts for situations where trust is not transitive, as well as situations where
trust us transitive. Another advantage is that it successfully disentangles the notions of
trust and reputation, in addition to acknowledging them as community values:

– it recognizes the influence of the subjective opinions of a single entity on the trust
relationships established among community members – in this case, of a single
recommender – on the perception of the relying entity about the target entity;
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– it also implements the idea that the reputation, as a more general opinion about an
entity’s trustworthiness, results from the established trust relationships among all
the community members.

– the introduction of conditionals in addition to the existing transitivity operators
allows to capture the intuitive causality between trust and reputation that exists in
the human reasoning, but is not always followed by rational decisions: e.g. ”You
are said to reputable, therefore i trust you”, but also ”You are said to be reputable,
therefore i do not trust you”;

Due to the formal framework for aggregating conflicting and non-independent opinions
offered by subjective logic, a third advantage of the model is its power to reduce the
complexity that arises from conflict resolution of differing (competing ) trust-opinions.
Moreover, by employing conditionals to infer an entity’s trustworthiness based on pre-
sented evidence, the model accounts for the expectations of the relying party in the light
of available evidence.

Although tacitly implied, it is worth pointing out the advantage of interoperability of
conditional belief reasoning with subjective logic with the rest of the formal apparatus
of statistics and probability theory used for modelling situations based on observed and
statistical evidence. This makes conditional belief reasoning easily employable for the
purpose of replacing, enhancing and adding functionality, or correcting some of the
inefficiencies in the current models.

The main disadvantage of the model in its current state is that, although it accounts
for the subjectivity of perceptions, the reasoning/inference phase still assigns a great
deal of rationality on the side of the decision-maker. Despite of the fact that uncertainty
is taken into consideration, its value results from a sound calculative model, rather than
being an ad-hoc representation of the unpredictable nature of the transaction outcome.
Further work will examine the potential for incorporating different aspects of this un-
predictability, including via context, into the reasoning process, where changes in con-
text (including, for instance, location or mobility) may change the subjective opinions
of recommenders. This is interesting because, all other things being equal, changes in
context may affect the final values even for the same recommenders.
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Abstract. Cloud services delivered as utility computing over the Inter-
net makes it an attractive target for cyber intruders. Protecting network
accessible Cloud resources and services from ever increasing cyber threats
is of great concern. Most of the Network based Intrusion Detection Sys-
tem (NIDS) being rule based and therefore only capable of identifying
known attacks (through pattern matching). Traditional Anomaly Detec-
tion based IDS may generate more number of false positives.

In this paper, we attempt to amalgamate IDS with Cloud computing.
Introducing Honeypot in Cloud IDS design can greatly help in detecting
potential attacks with reduced number of false positives. This research
work provides an impetus to strengthen network security aspects related
to Cloud computing to make it more trustworthy.

Keywords: Cloud Computing, Intrusion Detection System, Honeypot,
Eucalyptus IaaS framework.

1 Introduction

Cloud computing is a model for enabling convenient, on-demand network access
to a shared pool of configurable computing resources (such as server, storage,
applications, services etc.) that can be rapidly provisioned and released with
minimal management effort or service provider interaction [1]. It is a major aid
for start-ups offering online applications and services without investing much
in storage, web, or computing infrastructure. Using known Internet protocols,
standards and formats; Cloud computing exposes a set of consumable services
delivered to end-users/consumers. These services range from computing utilities
to platforms for application development.

1.1 Need for Security in Cloud

Cloud services are executed on the Cloud provider’s site along with data. These
require large amount of data to be transferred over the network. Cloud providers
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Fig. 1. Cloud computing

have to ensure about the quality of service, performance, reliability and basic
security [2].

If an intruder gains unwanted access to Cloud services, he may also exploit
the underlying architecture. In case of IaaS, the intruder may also be able to
exploit the Virtual Machine Monitor (VMM) by using vulnerabilities in the
implementation. Penetration to the hardware layer may allow an attacker to
compromise any VM provided by the infrastructure.

Because of its provisioning through the Internet and vulnerabilities in involved
(underlying) technologies; there are many issues related to security of Cloud in-
frastructure and its services. Major threats to Cloud computing includes insecure
interface and APIs of shared technology, account and service hijacking [3] etc.
Shared and distributed resources in the Cloud system make it difficult to de-
velop a security model for detecting intrusion and ensuring the data security
and privacy in Cloud. Because of transparency issue, no Cloud provider allows
its customers to implement intrusion detection or security monitoring system
extending into the management services layer providing back channel behind
virtualized Cloud instances. IDS technology has been tested to be capable of
working well in some large scale networks, however, its utilization and deploy-
ment in Cloud Computing is still a challenging task [2].

1.2 Intrusion Detection Systems (IDS)

Intrusion detection systems have proved to be a major tool for network adminis-
trators to protect their internal network from threats of cybercriminals and also
of internal threats. A Common Intrusion Detection Framework (CIDF) which
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illustrates a general IDS architecture, based on the consideration of four types
of functional modules as shown in Figure 2 [4].

Fig. 2. Common Intrusion Detection Framework

The components of this IDS framework include the following:

E blocks (Event-boxes): These blocks contain sensor elements that monitor
the target system and gather information events that can be analyzed by other
blocks.
D blocks (Database-boxes): These are the blocks intended to store informa-
tion from E blocks for subsequent processing by A and R boxes.
A blocks (Analysis-boxes): These are the processing modules which analyze
the events and detect the potential hostile behaviour, so that some kind of alarm
will be generated if necessary.
R blocks (Response-boxes): If any intrusion occurs, this block is responsible
to provide a response to prevent the detected threat.

Network based IDS (NIDS) detects the intrusion by monitoring malicious activ-
ity in network traffic while Host based IDS (HIDS) inspects the unusual activity
within the host by monitoring its file system.

Most of the NIDSs monitor network traffic and match it with the dataset of
predefined attack patterns(signatures) to detect the attacks. For network intru-
sion detection, a signature can be as simple as a specific pattern that matches a
portion of a network packet. However, signature-based technique fails to detect
the unknown or new attacks whose signatures are not defined or not included in
the dataset of signatures.

An anomaly based IDS establishes a baseline of normal usage patterns, and
anything that widely deviates from it gets flagged as a possible intrusion [5]. A
large number of false positives can limit this technique which can force it to sign
even a genuine activity as an intrusion attempt.

The objective is to build efficient IDS which can work in Cloud environment
with the capability of detecting known and unknown intrusions. The IDS must
also prove to be a tool to the user to detect if the used-service or hosts are used
to attack other victims.
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The rest of the paper is organized as follows: In section 2, related work is
reported. Section 3 discusses important design considerations for deploying IDS
in Cloud. Section 4 discusses our approach to implement NIDS along with hon-
eypot in Cloud framework. Section 5 describes implementation details using
Eucalyptus Cloud framework and section 6 discusses experiments and results.
We conclude in section 7 with references at the end.

2 Related Work

There has been relevant work done in the field about IDS for Cloud computing.
The major approaches are listed as follows:

Sebastian Roschke et al. [2] points the need for deploying IDS in the Cloud by
proposing extensible IDS architecture which can be used in a distributed Cloud
infrastructure.

Noah Guilbault and Ratan Guha [6] shows a way for designing and imple-
menting distributed grid based IDS using virtual servers deployed on Amazon’s
Elastic Compute Cloud service. Aman Bakshi et al. [7] proposed a framework for
securing Cloud from DDoS attacks using an IDS in a virtual machine. This can
be done by employing intrusion detection sensors installed in a virtual machine
to sniff network traffic and to analyze packets over the Internet using Snort. Both
these approaches incorporate IDS in each virtual machine, requires as many IDS
as number of running virtual machine instances. Claudio Mazzariello et al. [8]
has placed Snort as a NIDS on the virtual switch component of the physical ma-
chine. This physical machine hosts virtual machines of clients using open source
Eucalyptus cloud computing framework. Virtual Switch enables the NIDS to
monitor all in-bound and out-bound traffic from the entry-point. Chi-Chun Lo
et al. [9] proposed a cooperative IDS framework for Cloud computing networks
to reduce DDoS attacks. All these approaches use signature based technique,
limited to detect only known attacks.

Kleber Vieira et al. [10] have described an intrusion detection based on Grid
and Cloud computing system which can identify unknown as well as known
attacks. However, this approach is only suitable for PaaS.

3 Design Considerations

Deploying IDS in the Cloud is a tricky issue. From the users’ perspective, they
need to make sure that the service they use is not subjected to any kind of
attack. They should also know whether these services are being used to attack
other hosts or not. On the other hand, Cloud providers need to ensure if its
infrastructure is subjected to any attack or not. With knowledge of attacks and
their behavior, the provider should be prompted to take appropriate actions.

In order to justify our approach and make it useful for a Cloud environment,
we explored various Cloud frameworks for implementing IaaS as a service model
and configure them for analysis in our lab environment. There are several open-
source frameworks for Cloud computing viz; Eucalyptus [11], OpenNebula [12],
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Globus Nimbus [13] etc. Amongst them, we have zeroed into Eucalyptus because
it provides simpler interface, supports different virtual machine monitors (or
hypervisors) and modular architecture, which provides us an easy alternative to
incorporate honeypot with IDS.

Network based intrusion detection tools are usually deployed over a perimeter
of an organization network in order to monitor inbound and outbound network
traffic. We have looked at various intrusion detection tools chosen Snort[14], as
it is configurable, widely used and constantly updated. We have augmented the
simple honeypot to a dynamic honeypot and incorporated it into our proposed
approach. For testing the proposed architecture, we have setup a configurable
private Cloud using Eucalyptus framework. We have created and tested the
installed machine images of different operating systems which can be delivered
as virtual machine instances with different configurations (RAM and CPUs) to
the Cloud users in context of private Cloud.

3.1 Eucalyptus Architecture

Figure 3 shows the Eucalyptus Cloud architecture containing various compo-
nents [15,16]. Each high-level system component in the Eucalyptus design is
implemented as a stand-alone Web service. These Web services expose a well
defined language-agnostic API in the form of a WSDL (Web Service Descriptive
Language) document, which contains operations that the service can perform
and input/output data structures. It also support secure communications us-
ing WS-Security policies and rely upon industry-standard Web services software
packages like Axis2, Apache and Rampart [15,16].

Basic Components of Eucalyptus Architecture and their functions are sum-
marized in Table 1.

Table 1. Eucalyptus Components

No Component Function

1 Cloud Controller(CLC) High level scheduling decisions

2 Node Controller(NC) Management of virtual machine instances and its execution

3 Cluster Controller(CC) Scheduling of virtual machine execution on specific hosts
and virtual network management

4 Storage Controller(SC) Storage of user data as well as storage service for
virtual machine images

Eucalyptus provides a functionality called security groups which acts as a
firewall for running machine instances. It is a named collection of network access
rules, defining which incoming traffic is delivered to instances. A user can add
or remove a security group to meet his security requirement. By using this, a
user can open or close ports to control the inbound or outbound network traffic
over it. By restricting the number of open ports in an instance; a user can only
decrease the probability of an attack to some extent. If the services running on
these ports are vulnerable, then its easy for an intruder to exploit it.
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Fig. 3. Eucalyptus Cloud Architecture

3.2 Placement of a NIDS in Eucalyptus Based Private Cloud

Figure 4 shows the architecture of the system which comprises the NIDS. We
have placed the NIDS in each Cluster Controller to monitor the network traffic

Fig. 4. Architecture of Eucalyptus Private Cloud with NIDS
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of all the Node Controllers which report to the respective CC. NIDS will capture
all the packets passing through the CC intended to the instances hosted by NCs
and examine them for the malicious content. If malicious content is found, it
generates alerts and logs that network activity into the central database. The
Cloud administrator can view and analyze these logged alerts and network activ-
ities (i.e. packets) by accessing the database. Also, the owner of the instance can
analyze the logged attack alerts related to it by querying the central database
using interface through the instance.

This approach allows the Cloud administrator (Instance provider as well as
instance owner) to monitor the type and source of the attack, which in turn can
be used to prevent the similar future attacks.

3.3 Use of Honeypot

A honeypot is a deception system which allures the attackers. It has no produc-
tion value and is intended to be compromised. All the traffic sent to a honeypot is
almost certainly unauthorized meaning no false positives, false negatives or large
data sets to analyze [17]. Any connection with honeypot can be considered as an
attack and an attacker who breaks into a honeypot is comprehensively monitored.
Honeypots are serving several purposes that include the following [17]:

1. They can distract attackers from more valuable machines on a network.
2. They can provide early warning about new attack and exploitation trends.
3. They allow in-depth examination of adversaries during and after exploitation

of a honeypot.

In our approach, honeypot plays an important role. Any attempt to access hon-
eypot is labeled as an attack.

4 Proposed Approach: Incorporating a Honeypot
in Eucalyptus Based Private Cloud

Unknown attacks, for which signatures are not available, have to be dealt with
caution and it requires a more efficient IDS mechanism. In our approach, we
have incorporated a honeypot to enhance the working of a NIDS in a Cloud
environment. The introduction of a honeypot allows identification of suspicious
activities by monitoring those network packets which were previously marked
as non-suspicious by a normal NIDS. In order to deploy a honeypot in a Cloud
environment, we have considered a design in which the administrator launches
instances through the honeypot manager. Honeypot manager is an administra-
tive tool used for managing honeypot instances, which are made vulnerable and
attractive for intruders to exploit (by running various services accessible through
the Internet through open ports).

Figure 5 shows the NIDS incorporating a honeypot in a Cloud architec-
ture. We have shown two such machine instances which work as honeypot.
These instances have no production value and hence any inbound or outbound
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network activity with these instances is considered as malicious. Any packet
passing through CC intended for honeypot machine instances will be captured
by a packet sniffer and logged into the central database for later analysis.

Fig. 5. Architecture of intrusion detection system using honeypot in Eucalyptus Cloud

Here, NIDS is placed in CC to listen the traffic intended for instances and
generates (and logs) the alerts to the central database if any malicious activity is
found. A packet sniffer sniffs and logs all network packets related to the honeypot
instances in the central database.

All packets intended towards honeypot instances, also passes through NIDS.
As cloud provider is not delivering honeypot instances to any client, any activity
towards it can be considered as malicious. Hence, by querying the database for
activities which are captured by honeypots and passed through NIDS, we are
able to find such activities/attacks, which were not detected earlier. From these
logged activities, we can find information like source (IP) of attack and services
they are trying to access using destination and source port. Figure 6 depicts this
intrusion detection process flow diagram.

The compromised honeypot instance image can also be used as a means to
learn new ways, tools and methods to get into the system. It is also helpful to
understand the motive of attacker, to avoid the future attacks and to make the
existing NIDS more efficient.

The compromised honeypot instance image can also be used as a means to
learn new ways, tools and methods to get into the system. It is also helpful to
understand the motive of attacker, to avoid the future attacks and to make the
existing NIDS more efficient.



92 B. Borisaniya et al.

Fig. 6. Intrusion detection process in proposed framework

5 Implementation Issues

Figure 7 shows the experimental setup of a Eucalyptus private Cloud with the
proposed framework of NIDS.

Fig. 7. Experimental Setup for NIDS using Honeypot in Cloud
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Our setup consists of three machines, a Node Controller (NC), a Cloud Con-
troller (CLC) and a machine consisting of both Storage Controller (SC) and
Cluster Controller (CC). We have used a separate cluster controller (i.e. SC and
CC) and database server (i.e MySQL) on different machines. They can also be
placed on the same machine in which the CLC resides. I1, I2, I3 and I4 are four
machine instances, made available over an external network as a Cloud service
model i.e. IaaS, whereas C1 and C2 are clients utilizing these services from the
Cloud.

Snort is configured in the CC machine along with a packet sniffer, while the
Honeypot Manager is placed in the CLC. A set of machine images of different OS
is used to create the honeypot in our environment. Under ideal circumstances, it
should cover machine images of all the OS, whose instances are provided by the
Cloud provider. These images are made in a way that can attract the attackers.
In our experiments we have used machine images of Windows XP, Windows
Server 2003 and Ubuntu 10.04. The central database contains the information
of machine images that can be used to launch as honeypot instances. It also
maintains the information of the fake Cloud users (for experimentation) like
their username and credentials that can be used to run the honeypot instances
with different instance ownership.

The honeypot manager is responsible for launching the honeypot instances.
It gathers the information about the operating system and the state of open
and closed ports for different services for all instances. Accordingly, the honey-
pot manager schedules the type of operating system to be used as a honeypot.
The honeypot manager launches each machine instance of a different OS having
the ownership of fake users. It also opens different ports for vulnerable services
through a security group mechanism to make it more attractive. These ma-
chine instances are not delivered to normal users and also its owners credentials
are only with the Cloud administrator (nobody can access these instances di-
rectly). Hence, any connectivity with these machine instances can be considered
malicious.

A packet sniffer captures all the network packets which pass through the CC
whose source or destination IP is one of the honeypot IPs. It logs all the captured
packets into the central database. Snort examines those packets that are sniffed
by the packet sniffer and generates alerts if it finds a known attack pattern within
the packet content.

Controlled monitoring of vulnerable images can assist the behavioral analysis
of an intruder. Vulnerable images are crafted to exploit with absolute zero or
no security and placed in a DMZ. These images are monitored periodically for
intrusion attempts. In case of an intrusion, an alert is reported on the primary
basis. A local cache directory can be included on top of the Cloud architecture
which saves copies of vulnerable images periodically on a version basis. Careful
analysis can be done of these vulnerable images to record intruder activity and
to enhance the security of the Cloud architecture there after using appropriate
security measures.
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6 Experiments and Results

We have used Snort as a NIDS and launched vulnerable machine instances to
work as honeypots. In order to compare the vulnerability in both original as
well as vulnerable copies of operating system images, we conducted a scan using
Nessus by enabling all available plug-in modules. The statistics collected are
shown in Table 2.

Table 2. Nessus vulnerability scan result of machine images

Operating System Machine Instance Total High Medium Low Open Port

Windows XP Original 20 0 2 14 4
Vulnerable 48 0 5 29 14

Windows 2003 Server Original 11 0 1 8 2
Vulnerable 32 5 1 18 8

Ubuntu 10.04 Original 21 0 0 17 4
Vulnerable 64 1 2 43 18

We launched two instances of each operating system (i.e. Windows XP, Win-
dows 2003 and Ubuntu 10.04) in the Cloud and opened the required ports for the
services that run on different operating system instances using security group.
Honeypot manager also launches instances of the vulnerable images relative to
these operating systems.

Fig. 8. Comparison of total number of packets logged by Snort and Honeypot in Cloud
environment

We attacked all the nine machine instances (3 for each operating system -
2 normal and 1 launched by the honeypot manager) using Nmap, Nessus and
Metasploit to test the designed system. Nmap scans all the open ports while
Nessus and Metasploit send bad packets in order to find vulnerabilities and
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exploit them. Then we compared the alerts generated by Snort and honeypot in
response to the attacks made by each tool.

Figure 8 shows the graphical representation for the comparison of the total
number of logged packets by the honeypot and Snort.

Fig. 9. Web application(screen shot) for analyzing proposed system

In order to verify the results, we formally developed a web application which
gives the details of intrusion attempts logged by Snort as well as the honeypot.
Screen shot of this web application is shown in Figure 9.

7 Conclusion

By incorporating honeypot, the proposed IDS for Cloud not only alerts the users
(about possible network attacks) but also helps Cloud administrator to monitor
unknown attacks to enhance its Intrusion Prevention Strategy. The proposed
system can be implemented in a Cloud environment to make it more trustworthy
by providing an intrusion alert mechanism for attacks against Cloud.

The core benefits of the proposed approach are:

1. It can detect known as well as potential unknown attacks.
2. Controlled use of honeypot generates less number of false alarms for un-

known attacks making it an efficient solution for intrusion detection specific
to private Cloud.

Though, the proposed scheme is implemented with a Eucalyptus framework, it
may work well for other Cloud platforms. It can serve as model to study the
behavior of NIDS for distributed environment.
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Abstract. Cloud computing with its inherent advantages draws attention for 
business critical applications, but concurrently expects high level of trust in 
cloud service providers.  Reputation-based trust is emerging as a good choice 
to model trust of cloud service providers based on available evidence. Many ex-
isting reputation based systems either ignore or give less importance to uncer-
tainty linked with the evidence. In this paper, we propose an uncertainty model 
and define our approach to compute opinion for cloud service providers. Using 
subjective logic operators along with the computed opinion values, we propose 
mechanisms to calculate the reputation of cloud service providers. We evaluate 
and compare our proposed model with existing reputation models.  

Keywords: Cloud, Trust, Reputation, SLA, Subjective logic. 

1 Introduction 

Cloud computing has been recognised as an important new paradigm to support small 
and medium size businesses and general IT applications. The advantages of Cloud 
computing are multifold including better use and sharing of IT resources, unlimited 
scalability and flexibility, high level of automation, reduction of computer and 
software costs, and access to several services. However, despite the advantages and 
rapid growth of Cloud computing, it brings several security, privacy and trust issues 
that need immediate action. Trust is an important concept for cloud computing given 
the need for consumers in the cloud to select cost effective, trustworthy, and less risky 
services [2]. The issue of trust is also important for service providers to decide on the 
infrastructure provider that can comply with their needs, and to verify if the 
infrastructure providers maintain their agreements during service deployment. 

The work presented in this paper is being developed under the FP7 EU-funded 
project called OPTIMIS [5][13] to support organisations to externalise services and 
applications to trustworthy cloud providers. More specifically, the project focuses on 
service and infrastructure providers. One of the main goals of OPTIMIS is to develop 
a toolkit to assist cloud service providers to supply optimised services based on four 
different aspects, namely trust, risk, eco-efficiency, and cost. As part of the overall 
goal in OPTIMIS, this paper, describes a trust model to support service providers (SP) 
to verify trustworthiness of infrastructure providers (IP) during deployment and 
operational phases of the services supplied by the service providers. 
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The aim of the Service Provider (SP) is to offer efficient services to its customers 
using resources of the Infrastructure Provider (IP). The IP aims to maximize its profit 
by efficient use of its infrastructure resources ensuring that it provides good service to 
the SP and meeting all its requirements.  The trust framework is active during the 
service deployment and service operation phases. The trustworthiness of the IP and 
the SP are monitored during these two phases of the service life cycle. 

The scope and focus of this paper is mainly to evaluate the trustworthiness of the 
IP performed by the SP. During the service deployment phase, the objective of the SP 
is to select the most suitable IP for hosting its service based on the degree of trust 
expected from an IP. During the service operation phase, the SP monitors the IP’s 
trust level and takes corrective actions. An example of an action is to select an alter-
native IP when the trust level of the IP is unacceptable, based on a negotiated level. 

The trust model described in this paper calculates trust values based on three dif-
ferent parameters, namely (i) compliance of SLA parameters (e.g., when the IP fulfils 
the quality aspect specified in the SLA between an SP and the IP), (ii) service and 
infrastructure providers satisfaction ratings (e.g., when SP supplies a rating for the IP 
where the SP is being deployed), and (iii) service and infrastructure provider beha-
vior (e.g., if the SP continues to choose the same IP independent of the rating that it 
has supplied for the IP). In the model, the satisfaction values can be either explicitly 
provided in terms of ranking measurements, or inferred based on relationships 
between the service and infrastructure providers, and behavior of the providers in 
terms of constant use of services, service providers, and infrastructure providers.  

For each of the different parameters above, trust values are calculated based on an 
opinion model [8]. As in the case of [8][17], we have developed an opinion model 
that considers belief, disbelief, and uncertainty values. Our model is based on an 
extension of the Josang’s opinion model [8], in which we consider uncertainty when 
calculating belief and disbelief values. In [8], uncertainty is considered based on the 
amount of evidence, in which uncertainty increases if the amount of evidence 
decreases. As in the case of [17], in our model uncertainty is considered based on the 
amount of evidence and on the dominance that exist between the positive and 
negative evidences. If the number of positive (belief) evidences is closer to the 
number of negative (disbelief) evidences, the uncertainty about the proposition 
increases. For example, if the number of times that an infrastructure provider (IP1) 
violates a quality property is the same as the number of times that IP1 does not violate 
the same property, the level of uncertainty of IP1 for that property increases. 

In our model, as in the case of [17], but contrary to [8], the belief and disbelief 
values also consider uncertainty. The difference between our model and the model in 
[17] is with regards to uncertainty calculation. In [17], certainty is calculated as a 
Probability Certainty Density Function (PCDF) which is probability density function 
of the probability of positive experience. With no knowledge the uniform distribution 
has certainty of zero and as the knowledge increases the probability mass shifts, 
deviating from the uniform distribution, increasing the certainty towards one.  

The remaining of this paper is structured as follows. Section 2 presents an example 
that will be used throughout the paper to illustrate the work. Section 3 describes the 
trust model used by the framework. Section 4 discusses the evaluation of the model. 
Section 5 provides an account of related work. Finally, Section 6 provides concluding 
remarks and future work.  



 Trust Model for Optimized Cloud Services 99 

2 Cloud Computing Example Scenario 

In order to illustrate the work described in the paper, we present  a Cloud computing 
education application that is being deployed for Bristish Telecom customers such as 
Universities and other education institutions. The education application allows 
Universities and education institutions to have virtual laboratory environments for 
students, staff, and all other members of the institutions hosted over the cloud, 
providing access to the institution’s applications,  desktops, and servers.  

The key features of the application includes: i) flexibility to work from anywhere 
and anytime allowing the users to access the desktop and corporate applications from 
any PC, MAC, thin client or smartphone;  ii)  reduction of desktop management cost 
enabling the IT department to add, update, and remove applications in an easy way;  
iii) provision of good data security, good access control, and scalable storage 
platforms; iv) provision of scalability and elasticity for compute resources; v) 
comprehensive monitoring and management to support use and capacity planning and 
space usage;  and vi) backup and recovery functions. The application has several 
components, namley: web interface, active directory, desktop delivery controller 
(DDC), virtual machines, and storage. The web interface passes user credentials to 
DDC, which authenticates users against the active directory. The virtual machine is a 
virtual desktop accessed by end users after receiving the connection details. 

For evaluating our proposed model we consider a scenario in the education 
application with five Service Providers (SPs) and five Infrastructure Providers (IPs). 
An SP hosts the application with its multiple components either at one IP or at 
multiple IPs.  The SP may also use a broker for the IP services. This example 
scenario considers that all the SPs host education applications. Fig. 1 shows the 
education application deployed by vairous SPs. As shown in the figure, each IP has 
multiple datacenter sites which may be geographically distributed. Each of these 
datacenters can have a large number of physical hosts/machines available with 
capabilities to execute multiple virtual machines.  

The three datacenters of IP1 is composed of three, one, and one physical hosts, 
respectively. The IP1’s datacenter with three physical hosts deploy five, three and one 
virtual machines, respectively. The figure shows that IP1 is in a federation with IP2 
and IP3. In this case, IP1 is capable of leasing capacity from IP2 and IP3.  Fig. 1 also 
shows a situation of a bursting scenario, in which organizations can scaleout their 
infrastructures and rent resources from third parties, as and when its is necessary. For 
example, as shown in Fig. 1, infrastructure provider IP1 may burst to infrastructure 
provider IP4  to meet the SLA requirements of any SP.  Fig. 1 also shows the 
brokers that are associated with the IPs and are capable of renting infrastructure 
resources from all the IP’s. The figure indicates that the SPs have deployed the 
application in the cloud environment with different constraints (options), as described 
below.   

Option 1: The application is deployed at a single IP, with a constraint of having all 
components of the application on the same host.  SP1 in the figure have all its virtual 
machines (VM1.1, VM1.2, and VM1.3) running on  a single physical host of IP1. 
Option 2: The application is deployed in a single datacenter of an IP. SP1 and SP2 
have all its virtual machines running on the same datacenter of IP1.  
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Option 3: The application is deployed in a single IP’s administration boundary 
(restrict usage of federation resources). SP1, SP2 and SP3 have all its virtual 
machines in the administration boundaries of IP1. 
Option 4: The application is dployed in more than one IP. SP4 and SP5 deploy the 
application in IP1, IP4 and IP1, and IP5, respectively. 

 

Fig. 1. Cloud computing educational application example 

Several other deployment scenarios are possible, but for illustrative purpose we 
will concentrate on the above situations. Although Fig. 1 shows that SP1, SP2 and  
SP3 have currently deployed applications on only IP1, it is possible that they may 
have used other IPs (IP2, IP3, IP4 and IP5) in the past. Similarly, IP4 and IP5 have 
also used other IPs other than the current ones.  

In the scenario, we assume that the institution that decides to use the education 
application above has SLAs with the SP describing expected quality of the services. 
The SLAs specify several indicators with which the SP is required to comply, and any 
violations may lead to penalty payments, as well as negative impact in the customer’s 
satisfaction. Examples of SLA indicators are cpu, disk space, memory, and number of 
desktops. In order to meet the customer’s requirements, the SP that uses the 
infrastructure services from the IPs also have SLAs with the IP. An SLA between an 
SP and an IP considers all the existing SLA’s with the various customers and the 
possibility of growing the demand of the application. An SLA between an SP and IP 
represents elasticity requirements to support the SP to demand more resources 
dynamically based on the requirements.  For example, when the application receives 
a request for a new desktop, it requests a virtual machine to be created in the 
infrastructure of the IP where the application is deployed. Similarly, the application 
can receive requests to increase memory, cpu, or disk space for the existing virtual 
desktops, which are forwarded to the IP to fulfil the requirements. If the IP, at any 
point of time fails to provide the requested resources, or is not able to maintain the 
resource requirements of existing virtual desktops, then this may lead to SLA 
violations for the corresponding indicators.  
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3 Trust Model 

As described in Section 1, Trustworthiness of an IP is modelled using opinion ob-
tained from three different computations, namely (i) compliance of SLA parameters 
(SLA monitoring), (ii) service provider satisfaction ratings (SP ratings), and (iii) ser-
vice provider behavior (SP behavior).  The opinion is expressed in terms of belief, 
disbelief, uncertainty and base rate which is used in conjunction with the subjective 
logic [8].   

The opinion of an entity (SP or IP) A for a proposition x is given as WA
x = (b A

x, d
 

A
x, u

 A
x, a

 A
x), where b A

x is the belief in the proposition, d A
x is the disbelief in the prop-

osition, u A
x is the uncertainty of the proposition,  aA

x is base rate that provides the 
weight of uncertainty that contributes to the probability expectation.  All bx, dx, ux, ax 

Є [0.0, 1.0], and bx+dx+ ux=1.  
The trustworthiness (T) of an IP is modelled as the expectation of the combined 

opinion of all the three computations. The opinions are combined using the conjunc-
tion operator, consensus operator, and the discounting operator in the subjective logic 
[8], as defined below: 

 

where WSLA, WSPR, WSPB are opinions obtained from the SLA monitoring (SLA), SP 
ratings (SPR), and SP behavior (SPB) values, respectively. The symbol  is the 
conjunction operator used to combine the opinions, and  is the discounting opera-
tor used as the recommendation operator. If Wx = (bx, dx, ux, ax) and Wy = (by, dy, uv, 
ay), then   Wx y = (bx y, d x y, u x y,, a x y).  

Consider A and B two agents, where WA
B = (b A

B, d A
B, u A

B, a A
B) is A’s opinion about 

B’s advice, and let x be the proposition where WB
x = (b B

x, d
 B

x, u
 B

x, a
 B

x) is B’s opinion 
about x expressed as an advice to A. In this case, WAB

x  is called the discounting (  ) 
of WB

x by WA
B  and is given as WAB

x = WA
B  WB

x =  (b AB
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 AB
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x).  

Opinion Representation. For a proposition x, the opinion is given by  

Wx = (bx, dx, ux, ax) , with 

bx = c r / t dx = c s  / t ux = t / (r s + f2 + 1) c = 1 - ux 

where: r is the amount of positive evidence; s is the amount of negative evidence; t is 
the total evidence given as t=r+s; c or c(t ) or c(r,s) is certainty that is a function of 
the total evidence; and f is the distance of focus to the centre of an ellipse. 

The proposed opinion model considers two aspects of uncertainty due to the evi-
dence at hand, namely: i) as the amount of evidence increases the uncertainty reduces; 
and ii) in a given total evidence, as the positive or negative evidence dominates, the 
uncertainty decreases, and as the positive and negative evidence equals, the uncertain-
ty increases. These two aspects of uncertainty exhibit behavior similar to the proper-
ties of an ellipse, considering its size and shape, controlled by its axis and area. 

In our model, uncertainty is defined as a function of an ellipse area and shape. 
More specifically, the uncertainty model is derived using the properties of an ellipse 
wherein the positive and negative evidence is mapped to the major and minor   

T=Expectation (W(SPB SPR )Ʌ SLA) W(SPB SPR ) ɅSLA=(WSPB WSPR ) Ʌ WSLA

Ʌ

Ʌ Ʌ Ʌ Ʌ Ʌ
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semi-axes of an ellipse. The first aspect of uncertainty (i.e. increases in evidence, 
decreases the uncertainty) is achieved by using the area of the ellipse given by the 
product of its two semi-axes. As the positive and negative evidence is being mapped 
to the major and minor semi-axes of ellipse, the increase in the major and minor semi-
axes results in the increase of the area of ellipse and decrease of the uncertainty. The 
second aspect of uncertainty is due to dominance between positive and negative evi-
dence, which is captured using the shape of an ellipse. The shape of an ellipse is a 
function of its two semi-axes. The positive and negative evidence being mapped to 
the semi-axes of an ellipse, as the major semi-axis continues to dominate, the distance 
of focus with the centre is a positive value and as the two semi-axes equals, this dis-
tance approaches to zero, transforming to a circle.   

The change in major and minor semi-axes affects the distance of focus with the 
centre which is given as f = sqrt ( a2 - b2). If the total evidence is fixed to a constant, 
the variation of the positive and negative evidence affects the shape of the ellipse. If 
the positive and negative evidence equals, this makes f = 0, transforming the ellipse to 
a circle. This adds to a highest uncertainty in a given total evidence. As the positive 
and negative evidence continues to dominate, this leads to a positive value for f and 
this value is maximum when either positive or negative evidence in the total evidence 
is zero. This adds to a lowest uncertainty in a given total evidence. Both properties of 
uncertainty are captured in the uncertainty definition below: 

u = t / (r s + f2 + 1)     for t≥1            and         u = 1     for t < 1 

where r is the amount of positive evidence; s is the amount of negative evidence; t is 
the total evidence given as t=r+s; and f is the distance of focus to the centre of an 
ellipse given as f = sqrt (r2 - s2) considering r > s; The certainty in the opinion model 
and the expectation of the opinion about a proposition x is given as: 

c(t) = 1 – u E(x) = bx + axux 

where c(t) is the function of total evidence t and can also be represented as a function 
of positive and negative evidence given as c(r,s). The opinion model uses certainty 
c(t) to model the belief,  disbelief  and uncertainty.  

SLA Monitoring. The SLA monitoring determines the opinion about an IP from the 
SLAs that the IP have established with the SPs for their services. The SP for each of 
its service has a single SLA that includes several indicators (e.g.; cpu, memory, disk 
space, number of virtual machines (vms)). For each indicator of an SLA, there is an 
associated monitor that evaluates the compliance/non-compliance of the indicator.  

The SLA monitoring opinion about an IP is a two-step process. In the first step, a 
consensus opinion is created for an indicator type (e.g.; cpu) based on information 
from all the monitors verifying the compliance of the indicator.  This opinion indi-
cates the trust of an IP only based on the indicator used to create the consensus opi-
nion.  In the second step, a conjunction opinion is created about the IP for either a set 
of indicators or for all the indicators based on the requirement. The conjunction opi-
nion indicates the trust of an IP for the set of indicators based on SLA monitoring.  
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Consider that there are m indicator types and n monitors associated with each indi-
cator type. In this case, the opinion of the SLA monitoring is given as: 

 

where, W1
 (M1,1), (M1,2),(M1,3),…,(M1,n)    is the consensus opinion for the indicator type ‘1’ 

given by  monitors M1,1 to M1, n belonging to different SLAs. If WA
x = (b A

x, d
 A

x, u
 

A
x,a

 A
x) and WB

x = (bB
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B
x, u

B
x,a

B
x) are the opinions given by agent A and agent B, 

respectively for the same proposition x, then the consensus opinion is given as in [8] 

by: WA,B
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x, u
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Example. In order to illustrate, consider the education application described in Sec-
tion 2. Consider a case wherein, at that end of academic year most university students 
need high computation resources such as large number of virtual machines, memory 
space, cpu and disk space for doing individual projects. For each of the Universities 
the requested resource to the SP is within the agreed SLA. The SP demands resources 
from the IP. As in the example scenario, since IP1 have all five SPs hosting the edu-
cation application, the demand to increase the resources occurs almost in the same 
time frame. Given the constraint that IP1 cannot acquire resources from other IPs for 
these applications, there is a violation of the SLA after verifying that IP1 has no addi-
tional resource of its own to be provided. 

In the scenario IP1 has five SLAs, with each of the SPs (SP1 to SP5) for four dif-
ferent indicator types (cpu, memory, disk, and virtual machine). Assume SLA1 with 
SP1, SLA2 with SP2, and so on. Consider the existence of monitors associated with 
each indicator of the SLAs.  Assume four monitors (M1, M2, M3 and M4) to be 
associated with SLA1 for cpu, memory, disk space, and virtual machine, respectively. 
Similarly, monitors M5 to M8, M9 to M12, M13 to M16 and M17 to M20 are asso-
ciated with SLA2, SLA3, SLA4 and SL5, for the various SLA indicators.  

Each of the monitors associated with the indicators provides information about the 
compliance of the respective indicator for an IP. If we consider that monitors M1, M2, 
M3 and M4 indicated 150 compliances and 10 non-compliance (150 positive evidence 
and 10 negative evidence) for IP1. The opinions given by the monitors for SLA1 are 
calculated using the proposed opinion model as : 

 WCPU
M1=(bM1

CPU, d M1
CPU, u M1

CPU) =(0.93122, 0.062082, 0.006694) 

 Wmem
M2= Wdisk

M3 = Wvm
M4= (0.93122, 0.062082, 0.006694) 

If we consider that all the other monitors M5-M20 associated with SLA2, SLA3, 
SLA4 and SLA5 also have 150 compliance and 10 non-compliance indicators, the 
opinion provided by these monitors are the same as the above ones. 

The opinion for IP1 with respect to cpu is given as the consensus opinion of the 
five monitors M1, M5, M9, M13 and M17 as follows: 

WCPU
M1,M5,M9,M13,M17= (bM1,M5,M9,M13,M17

CPU, d M1,M5,M9,M13,M17
CPU, u M1,M5,M9,M13,M17

CPU) = 
(0.936238, 0.062416, 0.001346) 

Similarly, the opinion for IP1 based on memory, disk and virtual machine is: 

Wmem
M2,M6,M10,M14,M18 = Wdisk

M3,M7,M11,M15,M19        = WVM
M4,M8,M12,M16,M20    

=(0.936238, 0.062416, 0.001346) 

WSLA = W1
(M1,1),…,(M1,n) Ʌ W2

(M2,1),…,(M2,n) Ʌ …Ʌ Wm
(Mm,1),…,(Mm,n)
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The overall opinion for IP1 based on all the indicators of the SLAs is given as the 
conjunction opinion of all consensus opinions for each of the indicator as follows: 

WSLA =  WCPU
M1,M5,M9,M13,M17  Wmem

M2,M6,M10,M14,M18   Wdisk
M3,M7,M11,M15,M19   

WVM
M4,M8,M12,M16,M20 = (0.768325, 0.227246, 0.004428) 

SP Behavior. The SP behavior is defined in terms of the number of times the SP has 
used the infrastructure of an IP against the SPs total usage. An SP using a single IP 
for the majority of the times indicates the SPs good behavior towards an IP. The SP 
may use the infrastructure of an IP for one or more indicators specified in the SLA. 

Consider that there are  m indicator types that the IP has negotiated from all the 
‘q` SPs in the past. Let there be m monitors associated with each of the SPs to monitor 
how many times the SP used this IP for a given indicator, against its total usage for 
that indicator. Suppose that SP1 used IP1 five times, IP2 three times, and IP3 four 
times for cpu usage. This indicates that for cpu total usage of 12 times, SP1 has used 
IP1 five times. This information is used to model the opinion of SP1’s behavior to-
wards IP1 for cpu usage. Assume monitor M1,1 associated with the indicator of type 
‘1’ to monitor  SP1’s behavior towards IP1. In this case, the opinion is represented as 
WSP1

M1,1. A single overall behavior of an SP towards an IP is given as a consensus 
opinion of all its indicators. The behavior of SP1 towards IP1 is given as:  

 (WSP1
M1,1  WSP1

 M2,1 W SP1
 M3,1 ….  W SP1

 Mm,1 ) 

All ‘q’ behavior of SP towards an IP is given as the conjunction opinion as: 

 

Example. In order to illustrate consider the education application described in Section 
2 with monitors M1, M2, M3 and M4 verifying the compliance of the cpu, memory, 
disk and virtual machine usage, respectively, for SP1, and monitors M6-M8, M9-
M12, M13-M16, and M17-M20 for SP2, SP3, SP4 and SP5. Suppose that monitor M1 
associated with SP1, records that SP1 has opted to use IP1 for 200 times against 
SP1’s 250 times total cpu usage. The opinion for the behavior of SP1 towards IP1 for 
cpu usage is calculated as:   

 WSP1
M1=(b M1

 SP1, d
M1

 SP1, u
M1

 SP1)=  (0.79579, 0.198947, 0.005263). 

Similarly, assume that M2, M3 and M4 record the same usage as M1 for memory, 
disk space, and virtual machine, respectively. The opinions are calculated as: 

 W SP1
M2= W SP1

M3= W SP1
M3= W SP1

M4 = (0.79579, 0.198947, 0.005263) 

Consider that SP2 and SP3 have the same evidence as in the case of SP1, with the 
associated monitors for these SPs providing evidences as monitors M1, M2, M3 and 
M4. Consider SP4 with monitors M13-M16 and SP5 with monitors M17-M20 using 
other IPs different from IP1 for its resources consumption. Assume the monitors for 
SP4 and SP5 provide 100 positive evidences and 150 negative evidences for each of 
its indicators. This evidence is transformed to the opinions below: 

WSP4
M13=WSP5

M17=WSP4
M14=WSP5

M18=WSP4
M15=WSP5

M19=WSP4
M16= WSP5

M20 =(0.39636, 
0.594546, 0.009091) 

Ʌ Ʌ Ʌ

WSPB  = (WSP1
M1,1 …. W SP1

Mm,1 ) Ʌ … Ʌ (WSPq
M1,q …. W SPq

Mm,q )
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The behavior of SP1 towards IP1 (and of SP2 and SP3) are calculated as: 

WSP1
M1…M4=WSP1

M1  WSP1
 M2  W SP1

M3  W SP1
 M4= (0.798943, 0.199736, 

0.001321) 

The behavior of SP4 and SP5 towards IP1 based is given as: 

 WSP4
M13M14M15M16 = WSP5

M17M18M19M20  = (0.399085, 0.598627, 0.002288) 

The total SPs behavior towards an IP is given as the conjunction opinion of all SPs 
towards a single IP, given as: 

WSPB = WSP1
M1…M4  WSP2

M5…M8  WSP3
M9…M12  WSP4

M13…M16  
WSP5

M17…M20  = (0.081223, 0.917435, 0.001342) 

SP Ratings. The service provider satisfaction rating is calculated based on the rates of 
the services given by an SP using an IP.  The SP provides separate ratings for each 
SLA indicators of the IP’s services. The ratings are used to form an opinion about an 
IP. Similar to the other cases, the computation of SP ratings to provide an opinion 
about an IP is based on consensus and conjunction ratings. Consider q SPs available 
and each of these SPs providing its opinion for one or more of the m indicator types 
that the IP supports. The service provider satisfaction rating is calculated as: 

 

where, Wi
SP1,SP2…,SPq    is the consensus opinion for indicator type ‘i’ from  SP1 to 

SPq. 

Example. As an example, suppose that SP1 has provided 100 excellent and 5 worst 
ratings for each of cpu, memory, disk, and virtual machine indicators. These ratings 
are transformed into 100 positive and 5 negative evidences for each of these indica-
tors, as per the mapping described above. Based on the evidence of ratings for IP1, 
the opinion that SP1 has about IP1 for its indicators is given as: 

 WCPU
SP1=(b SP1

CPU, dSP1
CPU, uSP1

CPU) = (0.94284, 0.047142, 0.010023)  

Wmem
SP1= Wdisk

SP1= Wvm
SP1= (0.94284, 0.047142, 0.010023) 

Suppose that SP2, SP3, SP4 and SP5 have provided (200 excellent, 5 worst), (200 
excellent, 10 worst), (200 excellent, 20 worst), (200 excellent, 30 worst) ratings, re-
spectively for IP1 for each of the four different indicators. These evidences provide 
the following opinions of SP2, SP3, SP4 and SP5 about IP1, calculated as: 

 WCPU
SP2= Wmem

SP2= Wdisk
SP2= Wvm

SP2= (0.97073, 0.024268, 0.005003) 

 WCPU
SP3= Wmem

SP3= Wdisk
SP3= Wvm

SP3=   (0.94761, 0.04738, 0.005012) 

 WCPU
SP4= Wmem

SP4= Wdisk
SP4= Wvm

SP4=   (0.90450, 0.09045, 0.005046) 

      WCPU
SP5= Wmem

SP5= Wdisk
SP5= Wvm

SP5=   (0.86513, 0.12977, 0.0051) 

The capability of IP1 for cpu, memory, disk, and virtual machine are given as the 
consensus of all SP’s opinion by: 

WCPU
SP1 WCPU

SP2 WCPU
SP3 WCPU

SP4  WCPU
SP5 = (0.928743, 0.070133, 0.001124) 

Ʌ Ʌ Ʌ Ʌ

WSPR = W1
SP1,SP2…,SPq Ʌ W2

SP1,SP2…,SPq Ʌ … ɅWm
SP1,SP2…,SPq
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Wmem
 SP1…SP5 = Wdisk

 SP1…SP5 =WVM
 SP1…SP5  = (0.928743, 0.070133, 0.001124) 

The overall opinion formed for IP1 based on the ratings from the SPs is given as: 

 WSPR=WCPU Wmem Wdisk
  WVM

 =(0.744015, 0.252376, 0.003609) 

SP Ratings Discounted by SP Behavior. The proposed trust model uses the  
behavior of the SP for discounting the opinion provided by the SP in SP ratings, for a 
particular indicator. More specifically, in the SP ratings, if SP1 is evaluating IP1 and 
is informed about the opinion of IP1 from SP2 regarding cpu indicator, this opinion of 
SP2 is discounted using SP2’s behavior about cpu towards IP1.  

In the case of SP behavior, if monitor M1,2 is associated with indicator type ‘1’ to 
monitor SP2’s behavior towards IP1, then this opinion is represented as WSP2

M1,2. In 
the case of SP ratings, SP1 being informed about opinion from SP2 for IP1 based on 
indicator type ‘1’ is represented as W1

SP2. Based on the behavior of SP2 towards IP1 
for cpu indicator, SP2’s opinion for cpu is discounted. In other words, the opinion 
W1

SP2 is discounted by WSP2
M1,2 value and is given as W(M1,2)SP2

1  = WM1,2
SP2  W1

SP2 
=  (b (M1,2)SP2

1, d
 (M1,2)SP2

1, u
 (M1,2)SP2

1, a
 (M1,2)SP2

1) 
SP ratings after discounting opinions using the SP behavior for each of the indica-

tor, also follows the two-step process of consensus and conjunction to get the com-
bined opinion of SP rating and SP behavior which are given as follows:  

W(SPR SPB)=WSPB WSPR = (WM1,1
SP1 W1

SP1) (WM1,2
SP2 W1

SP2) … (WM1,q
SPq   

W1
SPq)  (WM2,1

SP1 W2
SP1 ) (WM2,2

SP2  W2
SP2)  …  (WM2,q

SPq  W2
SPq ) 

 …  (WMm,1
SP1  Wm

SP1 )  (WMm,2
SP2  Wm

SP2)  … (WMm,q
SPq   Wm

SPq)    

4 Evaluation 

In order to evaluate the proposed trust model, we have developed a prototype tool. 
We used this tool to evaluate the model in three different experiments. More specifi-
cally, in the first set of experiments we provide a comparison of the proposed opinion 
model with other existing models using data set from Amazon marketplace 
(www.amazon.co.uk). In the second and third sets of experiments, we use the exam-
ple of the cloud computing scenario described in Section 2 to evaluate the use of the 
various parameters considered in our model. In the second set of experiments we 
analyze the proposed model for each individual parameter, namely (a) SLA monitor-
ing, (b) SP ratings, and (c) SP behavior. In the third set of experiments, we analyze 
the model when considering combinations of the parameters in order to see if the use 
of more than one parameter provides better trust values.  

4.1 Comparison of the Proposed Model 

The dataset of Amazon marketplace used in this evaluation includes rating received 
by users for four sellers for a same music track CD. The seller1, seller2, seller3 and 
seller4  are rated by 618, 154, 422, and 314 unique users respectively. This data set 
contains ratings in the range of 1 to 5, for each seller, provided by the users. The rat-
ing is converted to the form <r:positive, s:negative> evidence such that r+s=1. More 
specifically, rating 1 maps to <0,1>, rating 2 maps to <0.25,0.75>, rating 3 maps to 

Ʌ Ʌ Ʌ

Ʌ
Ʌ Ʌ
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<0.5,0.5>, rating 4 maps to <0.75, 0.25>, and rating 5 maps to <1,0>. A user perform-
ing the (i+1)th transaction has access to all the previous i ratings.  

We compared the proposed model with Josang’s [8] and Wang’s [17] approaches. 
For all the three models, the experiment takes previous i ratings to predict the (i+1)th 
rating and calculates the expectation E=b+au to predict the (i+1)th rating. The belief 
is calculated using the i previous ratings and the base rate is considered as 0.5.  Fig. 2 
shows the experimental results for a single seller. One time stamp on the x-axis 
represent 25 transactions and the y-axis represents errors that are computed as the 
average of 25 prediction errors based on the ratings. The results show that our model 
has lower prediction error when compared to Josang’s [8] and Wang’s [17] approach-
es. Table 1 summarizes the experiment performed for four sellers for the same music 
track CD.  

 

Fig. 2. Average prediction error for a Seller based on the ratings [1,5]  

Table 1. Average prediction error for 4 sellers based on the ratings [1,5] 

Approach Seller1 Seller2 Seller3 Seller4 
Josang’s 0.10619 0.05736 0.06219 0.10809 
Wang’s  0.12753 0.09278 0.09415 0.14004 
Our 0.10456 0.04878 0.05848 0.10449 

4.2 Experiments Using Individual Parameters 

SLA Monitoring. In this experiment, we consider only the SLA monitoring parame-
ters with four resources (cpu, memory, disk, VM) associated with IP1 as fixed. We 
considered that the resource demand requests are sent by all SPs with incremental 
resources requirements. While IP1 is able to provide the demanded resources, IP1 is 
considered compliant with the SLA and this increases the positive evidence main-
tained by the SPs for IP1. At a certain point the requested resources exceed the capac-
ity of the IP1 resulting in SLA violations. The SLA violations, add to the negative 
evidence maintained by the SPs for IP1.  Fig. 3 shows that the reputation increases 
when each of the SPs have positive evidence; a maximum reputation is achieved by 
IP1 when each of the SPs had positive evidence of 150. After this point, the SLA 
violations accumulate negative evidences causing a reduction on the reputation. 
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SP Rating. In this experiment we considered that all the SPs used IP1 and rated IP1 
for its performance based on cpu, memory, disk and virtual machine indicators. These 
ratings are preserved by the SPs for evaluating the IPs. The experiment starts with IP1 
receiving positive ratings from each of the SPs. Each time the ratings are provided to 
IP1, SP1 calculates the reputation of IP1 taking into account its own ratings as well as 
the ratings of the other SP2 to SP5 providers. When a degraded performance is ob-
served (i.e.; there are SLA violations), the SPs rate IP1 with negative ratings. In this 
experiment, the SP1’s positive and negative evidence is fixed as 200 positive and 50 
negative evidences. As shown in Fig. 3 the increase in the positive ratings received by 
SP1 from other SPs, increase the reputation until the positive evidence reaches 150. 
As SP1 starts receiving negative ratings from other SPs, the reputation reduces.  

 

Fig. 3. Reputation based on  SLA monitoring, SP Ratings and SP Behavior only 

SP Behavior. In this case, the experiment begins with all SPs using only IP1 for all 
its resources (cpu, memory, disk space, and virtual machine). The positive behavior of 
all SPs increases the positive evidence for all SPs, which increases the reputation of 
IP1 in terms of SPs behaving towards IP1. A degraded performance observed from 
IP1 may lead to SPs changing their infrastructure provider. This reduces the SPs posi-
tive behavior towards IP1 and increases the negative evidence for all SPs, reducing 
the reputation of IP1. Fig. 3 shows the results of this experiment.  

In summary, the experiments with individual parameters considered show an  
increase in the reputation with SLA compliance evidence for SLA monitoring, and posi-
tive SP ratings and positive SP behavior towards an IP. Also violations of SLA, nega-
tive SP rating values, and negative behavior of an SP reduces the reputation of an IP. 

4.3 Experiments Using Combination of Parameters 

Combination of SP Rating and SP Behavior. In this experiment, we consider IP1 
with positive ratings from all the SPs. SP1 calculates the reputation of IP1 considering 
its own ratings as well as ratings of SP2, SP3, SP4 and SP5. The ratings provided by 
SP2, SP3, SP4 and SP5 are first discounted using SPs behavior towards IP1. When 
maintaining constant SP ratings by all SPs, the SP behavior of SP2, SP3, SP4 and SP5 
changes by increasing the positive behavior of these SPs for initially zero positive 
behavior to a very high value. Fig. 4 (a) shows that (i) as the SP behavior becomes 
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more positive, the reputation of IP1 increases; (ii) when SP1 has less evidence, there 
is a large variation, which causes a bigger impact of the other SP behavior and as the 
SP1’s amount of evidence increases, the reputation has less impact of SP behavior. 

Combination of SP Rating and SLA Monitoring.  In this experiment, to calculate 
the opinion of IP1 based on SP ratings, we consider all past provided SP ratings. We 
maintained constant opinions about IP1 and considered that the positive evidence of 
SLA compliance is varied from zero to a high amount of positive evidence for all SPs 
(SP1 to SP5). From Fig. 4 (b). it is observed that when the positive evidence from the 
SLA monitoring increases, the reputation of IP1 also increases. 

 
Fig. 4. Reputation based on (a) SP ratings and SP behavior,  (b) SP ratings and SLA  
monitoring 

Combination of SP Rating, Behavior and SLA Monitoring. In these experiments 
we calculated the reputation using all parameters. We considered the values of two of 
the parameters fixed and varied the third parameter, as explained below. 

Effect of  SP behavior. The SP rating is fixed at total of 10 positive evidences by each 
of the SPs. The SLA monitoring is fixed at 50 positive evidences as total evidence by 
each SP towards IP1. The SP behavior for SP1 to SP5 is varied from zero positive to a 
positive evidence of 250 in a total evidence of 250.  Fig. 5  shows that with the in-
crease in the positive evidence of SP behavior the reputation of IP1 increases. 

 
Fig. 5. Effect of SP behavior 
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Effect of SLA monitoring. The SP ratings provided by all SPs for IP1 and the SP be-
havior for all SPs are fixed. The total evidence consists of only positive evidence 
obtained from SLA monitoring, which is varied from zero to 250. Fig. 6(a) shows that 
the reputation of IP1 increases with the increase in positive evidence obtained. 

The effect of SLA monitoring information is important to evaluate reputation of an 
IP during the operational phase. In a cloud environment, when the SPs deploy their 
services on a particular IP, the services are retained for significantly longer duration. 
This results in less frequent updates of SP ratings and SP behavior. The provision of 
updates of compliance/non-compliance SLA monitoring information at regular inter-
vals may have significant impact on the reputation of an IP, as shown in Fig. 6(a). 

 
Fig. 6. (a) Effect of SLA compliance; (b) Effect of SP rating 

Effect of  SP ratings. The SP behavior of all SPs towards an IP and the SLA violation 
for an IP provided by all SPs are fixed. The positive evidence from all SPs for IP1 is 
varied from zero to 250 in a total evidence of 250. Fig. 6(b) shows that as the positive 
evidence increases and the negative evidence reduces, the reputation of IP1 increases.    

5 Related Work 

Trust and reputation have been the focus of research in several open systems such as 
e-commerce, peer-to-peer, and multi-agent systems [1] [7] [10][14]. Some trust and 
reputation approaches have been suggested for web-service systems [3] [4] 
[12][15][16]. In general, the web-services based approaches are limited [16]. For 
example, majority of these approaches rely on the use of a centralized repository to 
store and collect specific QoS feedback from consumers about a service. An excep-
tion is found in [15] that uses different QoS registries organized in a P2P way for 
groups of service providers, but this approach is still limited to specific quality types 
of feedback and requires overhead of communication due to the use of complex struc-
tures.  The trust model for P2P systems in [18] considers transactions and shared 
experiences as recommendations and uses Bayesian estimation methods to compute 
trust values. The Beta reputation model in [9] is based on beta distribution that con-
siders two parameters, positive evidence and negative evidence to estimates the repu-
tation of an entity. Both models [18][9] are based on the belief theory, but in [18] the 
use of Bayesian estimation expects probabilities for each question of interest. The 
work in [9] has a mapping between opinion space and evidence space [8] and the 
opinion model allows operate with uncertain probabilities. 
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Trust is closely related to the concept of uncertainty. However, many of the exist-
ing reputation systems have not considered uncertainty in their work. Exceptions are 
found in the works described in [8][11][17]. The belief model in [8] uses metric called 
opinion to describe belief and disbelief about a proposition as well as the degree of 
uncertainty regarding probability of an event. The work on [17] proposes opinion 
metric as in [8] but giving importance to uncertainty due to the evidence that impacts 
the belief and disbelief about a proposition. In [8] the uncertainty is modeled only 
based on the amount of total evidence; i.e. as the total evidence increases the uncer-
tainty decreases.  In [17] the uncertainty also takes into account the amount of posi-
tive and negative evidence contained in the total evidence; i.e. given the total evi-
dence the uncertainty is highest when the positive and negative evidence in the total 
evidence is equal, and the uncertainty reduces as the two evidences dominates.  

In Cloud environment, trust based on reputation systems have been discussed in 
[5][6][2].  In [5], trust is one of the core component used by SP, along with risk, eco-
efficiency and cost for evaluating the IP for their service.  The work in  [6] identifies 
several vulnerabilities in the existing cloud services provided by Google, IBM, Ama-
zon and proposes an architecture to reinforce the security and privacy in the cloud 
applications. It suggests a hierarchy of P2P reputation system to protect cloud re-
sources. However, there is no reputation model proposed [6]. Alhamad et al. [2] pro-
poses a trust model for cloud computing based on the usage of SLA information. This 
work describes the requirements and benefits of using SLA for trust modeling in 
cloud environment, provides a high level architecture capturing major functionalities 
required, and provides a protocol for the trust model. As in [2] our model also in-
cludes SLA compliance information to model trust. We complement the trust model 
with SP ratings and SP behavior to assist modeling comprehensive trust aspects of an 
IP. Contrary to [2], we also provide a trust model to evaluate the trust of an IP. 

The approach presented in this paper complements existing approaches for reputa-
tion of cloud computing environments. Different from existing works, our approach 
considers several parameters to calculate trustworthiness of infrastructure providers. 

6 Conclusion and Final Remarks 

This paper presents a trust model to support service providers to verify trustworthi-
ness of infrastructure providers in cloud computing environments. The model calcu-
lates trust values based on different parameters, namely (i) SLA monitoring com-
pliance, (ii) service provider ratings, and (ii) service provider behavior. The trust val-
ues are calculated based on an opinion model in terms of belief, disbelief, uncertainty 
and base rate. The work has been evaluated in different sets of experiments. We are 
currently extending the model to consider relationships that may exist between service 
providers and infrastructure providers, and use them as another parameter when cal-
culating trust values.  We are also performing some more experiments to evaluate the 
work in other scenarios. 
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Abstract. Entity authentication provides confidence in the claimed
identity of a peer entity, but the manner in which this goal is achieved
results in different types of authentication. An important factor in this
regard is the order between authentication and the execution of the as-
sociated session. In this paper, we consider the case of post-session au-
thentication, where parties authenticate each other at the end of their
interactive session. This use of authentication is different from session-
less authentication (e.g., in RFID) and pre-session authentication (e.g.,
for access control.)

Post-session authentication, although a new term, is not a new con-
cept; it is the basis of at least a few practical schemes. We, for the first
time, systematically study it and present the underlying authentication
model. Further, we show that an important class of problems is solv-
able using post-session authentication as the only setup assumption. We
hope post-session authentication can be used to devise new strategies for
building trust among strangers.

1 Introduction

Entity authentication is an important requirement for the security of interactive
protocols, because if a party does not know with whom it is communicating then
there is little left what one can achieve in terms of security. Whereas authenti-
cation may seem a simple concept, it is one of the most confusing goals in the
security analysis [11]—even its operational definition1 is not agreed upon.

Nevertheless, most security experts do agree that authentication does not cor-
respond to one monolithic goal [8,14]. To us, the term refers to a set of fine level
authentication goals (FLAGs) [16,9]. A few examples of FLAGs are identifica-
tion, recognition, operativeness and willingness. For an entity A that authenti-
cates a peer entity B, identification assures that A is able to compute the correct
identity of B, while recognition makes sure that A is able to recognize B as the
party with whom it has communicated before [23]. Similarly, the operativeness
assures A that B is currently there at the far-end, and the willingness makes sure
that B is aware that it is being authenticated. Since different protocols achieve
different sets of these fine level goals, the interpretation of authentication varies.
1 A conceptual definition is often in a natural language capturing the meaning and the

use of a concept. An operational definition represents a computational procedure that
provides yes or no answer corresponding to the presence or absence of the concept
in a given system.

T. Dimitrakos et al. (Eds.): IFIPTM 2012, IFIP AICT 374, pp. 113–128, 2012.
c© IFIP International Federation for Information Processing 2012
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A party always uses authentication as a service in an application. In Lowe’s
words [8], “the appropriate authentication requirement will depend upon the use
to which the protocol is put.” We distinguish between the three classes of use-
cases corresponding to the execution order of an authentication protocol and the
authentication-dependent interactive session. The first class represents session-
less authentication, e.g., RFID [20] and simple entity authentication [12]. In this
class, the result of authentication is used by a system to update its state, e.g., a
back-end database. Although the authentication result is not used for the other
types of interaction, the result may influence how authentication is carried out
subsequently, e.g., see the synchronization approach [20].

The second class represents pre-session authentication, which is the most com-
mon use of authentication. Here, the result of authentication is used in a subse-
quent session. For example, when a person logs in on a computer, the operating
system uses the authentication result, the person’s identity, to launch his session,
and all access control decisions in the session essentially depend on it.

The third class, which is relatively less common, is post-session authentica-
tion, where authentication is carried out at the end of the associated session.
Authenticating the parties when a session is already over may not seem so use-
ful, but the following observations make this case worth considering. Firstly, if
an instance of post-session authentication fails then parties can always reject
the output of the session. Secondly, post-session authentication allows parties
to anonymously interact in the session and build a trust level before authenti-
cating each other, e.g., two spies may want to engage in such a session before
revealing their identities. For online shoppers, this type of authentication could
be attractive because it provides a kind of assurance that vendors are not using
any user-dependent pricing strategy. Similarly, mutually distrustful parties can
anonymously engage in an auction for a precious item, while keeping the thieves
among the bidders at bay.

In a general model of post-session authentication, parties engage in an arbi-
trary distributed computation, and at the end they authenticate each other in
the context of this computation. Clearly, an adversary can trivially take part in
the computation, but, at the end, the adversary can not authenticate himself as
a legitimate participant if the authentication protocol is secure.

Because the execution of a post-session authentication protocol is session-
dependent, its requirements are clearly more stringent than a session-less au-
thentication protocol. On the other hand, in the pre-session case, we may also
need to protect the confidentiality of some protocol terms (e.g., a session key),
in order to protect the integrity of the subsequent session. Sometimes a hybrid
form of authentication is used, e.g., continuous authentication in Auth-SL [26],
which may depend on a previous session, can be used for authorizing the access
to a protected resource in a later session.

The rest of the paper is arranged as follows. A few motivating examples are
presented in § 2. In § 3, we present our authentication model, and then in § 4 we
demonstrate a plausibility result, namely session-less authentication, in principle,
can be used to compute any multi-party function. In § 5, we briefly discuss some
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other interesting aspects of post-session authentication, followed by a summary
of the related work in § 6 and concluding remarks in § 7.

2 Examples of Post-Session Authentication

In this section, we present four examples. The reader must note that a session
does not necessarily include all of the messages exchanged between two parties. A
session may represent a part of such interaction, such as the initial or middle part,
depending on the interdependency of authentication and exchanged messages.

Probably, the first known application of post-session authentication is in PGP-
fone [1], which uses the method of numeric comparison for authentication. As
we know, against an active attacker, Diffie-Hellman key-agreement (DHKA) [21]
can only provide confidentiality of the key if the man-in-middle scenario can be
rejected. PGPfone use DHKA to establish a call. A hash value of the transcript
of the key-agreement phase is computed and converted to numeric values at the
both ends. Then, the two parties authenticate each other by simply reading off
their respective numeric values.

The second example is of the Cocaine Auction (CA) protocol [3]. Its setup uses
anonymous broadcast to carry out an English style auction among untrustworthy
parties. The classic allegory for the protocol is as follows.

Consider a number of dealers gathered around a table. One of the dealers, the
seller, offers his next shipment of cocaine to the the highest bidder, and he starts
the auction by proposing an initial bid. It is required that the bidders remain
anonymous to each other as well as to the seller. Also, the winner anonymously
arranges a secret appointment with the seller, to receive the goods and to pay
the bid. In the scenario described above, none of the parties completely trusts
in any other party. There is no party that can act as a trusted arbitrator. For
anonymity, even the seller should not able to find out the identity of the winner
before committing the sale. The way the protocol achieves these goals is a good
example of post-session authentication.

As the third example, we describe a secure communication protocol. Alice
wishes to securely and anonymously communicate with her friend Bob over the
Internet, but no public key infrastructure (PKI) is available to them, and neither
they posses a common secret key. They can use the Diffie-Hellman protocol [21]
to compute a common secret, but the protocol does not provide any authenti-
cation. Similarly, sending each other their public keys is of no use in absence of
a common certification authority. Authenticating each other using biometrics,
e.g., voice or video, is not good for anonymity, because a man-in-middle can then
easily identify the two parties. In such a restrictive scenario, they can use the
following post-session authentication protocol.

Alice and bob start an unauthenticated session, while also realizing the possi-
bility of a man-in-middle attack. In this session, they present each other with a
series of challenges, such that answering these challenges require the knowledge
of their private interactions in the past. During the session they do not reveal the
answers to these challenges. For robustness, we can rely on the challenges with
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yes (binary 1) or no (binary 0) answers. At the end of the session, the shared
secret is computed by concatenating the answers of these challenges.

Once the shared secret is computed at the both ends, Alice and Bob can use
this secret as a cryptographic key to authenticate each other using a suitable
symmetric-key authentication protocol [12]. This particular configuration of the
initial session and the authentication protocol clearly fits in the post-session
authentication class, because the success of the protocol execution inevitably
depends on the output of the preceding session.

The fourth example is the ordering system on an Amazon web store [22].
When a new user visits the web store, the Amazon web server stores a cookie
containing a session ID in the user’s machine. Although the user is completely
anonymous to the web store, the web store maintains the temporary database
record for the user’s session, which is addressable by the session ID in the cookie.
As a result, the user can conveniently explore the store, compare prices, select
vendors, and manage the shopping basket allocated to the session.

When the user opts for the check out, the web server asks her to sign up with
Amazon using her email address, which works as a pseudonym for the user, and
then the user is asked to provide a shipping address and a valid payment option.
In this way, the web store allows to complete all of the shopping activity except
the actual payment without requiring any prior authentication.

As in the above example, the authentication is not necessary for the initial
interaction, as long as a web store is willing to commit resources and allocate
a unique shopping basket to every potential buyer. At the same time, it is also
required that if the buyer proceeds to check-out then the result of her initial
interaction—the basket—can some how be linked to the subsequent authentica-
tion during the store’s check-out phase. On the other hand, note that this case
of post-session authentication can well be implemented in the manner of pre-
session authentication by forcing each potential buyer to sign up first, however,
doing so may not be a good business strategy.

3 Model of Authentication

Authentication is what an authentication protocol does is a dangerous approach2.
Many security models for protocols are not expressive enough to capture the
authentication requirements (see § 6). Often, authentication properties are ex-
pressed in an indirect way, e.g., in terms of protocol messages [15] or runs [8].
We use our binding sequence based framework [9,17] to model post-session au-
thentication.

Before going into the details of the actual model, we first motivate the reader
by listing some of its advantages. The framework allows simple definitions of
authentication goals, based on the notion of distinguishability. It is relatively
straight forward to express all interesting authentication goals (which we refer
to as FLAGs) in this framework. The framework allows to validate the security
and the correctness goals of a protocol independently.
2 By Dieter Gollmann in an invited talk.
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The framework was originally used to model the session-less scenario [9], but
the extension of that model to post-session authentication turns out to be quite
straight forward and only requires the inclusion of one additional clause to the
operational definitions of authentication goals.

Summary of Session-Less Authentication Model [9]

A set of FLAGs represents a possible set of correctness requirements for an
authentication protocol. Two authentication protocols are functionally different
for a calling routine (who may use an authentication protocol as a a service)
if their sets of FLAGs are different. Of course, to achieve a certain FLAG, dif-
ferent protocols may employ different cryptographic techniques, e.g., public-key
vs. symmetric-key ciphers, and nonces vs. time-stamps.

Let Xc represents the local entity for which a FLAG is being defined, and Xj

and Xl are two other network entities, s.t. c �= j �= l. Let G be a variable on
FLAGs.

RCOG[Xc � Xj ] def= If Xc verifies that Xj is the same entity that once existed
then Xc is said to achieve the goal recognition for Xj .

IDNT[Xc � Xj ] def= If Xc verifies that Xj can be linked to a record in a pre-
specified identification database then Xc is said to achieve the goal identifi-
cation3 for Xj .

OPER[Xc � Xj ] def= If Xc verifies that Xj currently exists on the network then
Xc is said to achieve the goal operativeness for Xj .

WLNG[Xc�Xj ] def= If an entity Xc verifies that once Xj wanted to communicate
to Xc then Xc is said to achieve willingness for Xj.

PSATH[Xc �Xj ] def= Pseudo single-sided authentication is achieved if an entity
Xc verifies that a peer entity Xj , with a pseudonym pid(Xj), is currently
ready to communicate with Xc.

SATH[Xc � Xj ] def= Single-sided authentication is achieved if an entity Xc ver-
ifies that a peer entity Xj , with the identification j, is currently ready to
communicate with Xc.

CNFM[Xc � Xj , G] def= If an entity Xc verifies that the peer entity Xj knows
that Xc has achieved a FLAG G for Xl then Xc is said to achieve the goal
confirmation on G from Xj .

SSATH[Xc � Xj ] def= Strong single-sided authentication is achieved by Xc for
Xj if Xc has the confirmation on the single-sided authentication for Xj from
Xj .

MATH[Xc � Xj] def= If an entity Xc verifies that both parties (Xc and the peer
entity Xj) currently want to communicate with each other, then Xc is said
to achieve mutual authentication.

3 Further, if that record cannot be used to feasibly recover the identity j then it is
qualified as anonymous identification. For brevity, we do not include the anonymity
aspect in this exposition, but it is trivial to write the anonymous versions of FLAGs.



118 N. Ahmed and C.D. Jensen

The above list of FLAGs is based on our experience. The FLAGs as presented
above are independent of any protocol or any security model [5,14] and only
capture the natural use of these terms. Now, we turn to the operational defi-
nitions of FLAGs, in order to provide computational procedures corresponding
to whether or not certain FLAGs are achieved in the operational settings of
an authentication protocol Π . A central concept in this regard is of a binding
sequence.

Binding Sequence: A binding sequence βXc is a list of received messages in the
protocol transcript of an entity Xc, such that the messages are guaranteed
to be sent by honest parties.

A binding sequence can be replayed; only an unauthorized change in the list
is not possible without being detected by Xc. For example, the list of received
encrypted messages [{Nc}Kc , {Nc + 1}Kc ], where Kc is the public key of Xc,
cannot be changed4 by a man-in-middle without the possibility of being detected
by Xc, although Xc may not know who is at the far-end and whether the list
is being replayed. In the literature, sometimes such a property for an individual
message is called the message integrity.

In the following, Xc can distinguish between two instances of a binding se-
quence if a distinguisher algorithm D(Cb, λ) (which runs in a polynomial time in
the length of its input) can be constructed on Xc. Here, Cb is a challenge picked
by Xc and is either C0 or C1; and λ is an auxiliary input, such as a decryption
key. The distinguisher correctly outputs 0 or 1 corresponding to C0 and C1, with
a high probability.

RCOG(Xc �Xj , βXc(i)) def= Let βXc(i), βXc (i′) and βXc (i′′) be generated when
Xc executes Π with Xj , Xl and Xj respectively, as shown in Fig. 1. Let the
two challenges be C0 = (βXc (i), βXc(i′)) and C1 = (βXc (i), βXc (i′′)). If there
exists Drcog(Cb, λ) on Xc for all choices of j and l then Xc is said to achieve
the goal recognition of Xj from βXc(i).

IDNT(Xc � Xj , βXc(i)) def= Same as RCOG(Xc � Xj , βXc (i)) except the dis-
tinguisher Didnt(Cb, λ) gets a read-only access to an identification database
containing the identification records of all network entities, as a part of its
auxiliary input λ.

OPER(Xc � Xj , βXc(i)) def= Let βXc(i) and βXc(i′) be generated when Xc ex-
ecutes Π twice with Xj , as shown in Fig. 1. Let the two challenges be
C0 = βXc (i) and C1 = βXc (i′). If there exists Doper(Cb, λ) on Xc for all runs
with Xj then Xc is said to achieve the goal operativeness for Xj.

WLNG(Xc �Xj , βXc (i)) def= If βXc (i) is generated on Xc in a run involving Xc

and Xj, as shown in Fig. 1, then IDNT(Xj � Xc, βXj (i)) ⇒ WLNG(Xc �

Xj , βXc(i)), where βXj (i) consists of all those messages from βXc(i) in which
Xj is a peer entity.

4 Standard assumptions apply: the public-key encryption scheme is secure, and the
private key is only known to Xc.
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Fig. 1. Distinguishability Setups for FLAGs

Fig. 2. Relations among FLAGs

PSATH(Xc�Xj , βXc(i)) def= WLNG(Xc�Xj , βXc(i))∧OPER(Xc�Xj , βXc(i))∧
RCOG(Xc � Xj , βXc(i))

SATH(Xc � Xj , βXc (i)) def=
WLNG(Xc�Xj , βXc(i))∧OPER(Xc�Xj , βXc(i))∧ IDNT(Xc�Xj , βXc(i))

CNFM(Xc�Xj , βXc(i), G) def= RCOG(Xc�Xj , β′′
Xc

(i))∧OPER(Xc�Xj , β′′
Xc

(i))
∧G(Xc � Xj , β′

Xc
(i)),

where βXc (i) = β′
Xc

(i)||β′′
Xc

(i) (|| stands for concatenation).
SSATH(Xc � Xj, βXc (i)) def= G ∧ CNFM(Xc � Xj , βXc(i), G),

where G = SATH(Xc � Xj , βXc(i))
MATH(Xc�Xj, βXc(i)) def= SATH(Xc�Xj, βXc (i))∧CNFM(Xc�Xj, βXc (i), G),

where G = SATH(Xj � Xc, βXj (i))

The hierarchical relations between FLAGs that are valid (by definition) are
shown in Fig. 2. Identification, willingness and recognition do not have any time-
liness property. Operativeness and willingness do not require the knowledge of
the identity (or pseudo identity) of a peer entity. The goal confirmation can be
applied to any other goal, e.g., a confirmation on MATH may be regarded as a
stronger form of mutual authentication. Identification, operativeness, and single-
sided authentication are respectively comparable to aliveness, recent aliveness [8],
and strong entity authentication [12].

Extension to Post-Session Class

For the post-session class, the definition of security—the binding sequence— re-
mains the same. We extend the correctness requirements, by including a



120 N. Ahmed and C.D. Jensen

post-session clause in the operational definitions of FLAGs, to meet the require-
ment that authentication should only succeeds in the context of a session. Before
introducing the new clause, we first elaborate the notion of a session itself.

In our model, a session only refers to the interactive part of a distributed
computation, in which a number of parties interact with each other by passing
messages over unreliable channels. Whether the computation is secure if some
of the parties are dishonest [19], and whether the computation meets its func-
tional requirements, are the concerns that are beyond the scope of our notion of
(interactive) session5. Similarly, in the part of computation that is carried out
locally by a party, all components and communication between the components
are assumed to be trusted (cf. secure information flow.)

Next, we consider the specification of a session, so that it can be used in our
computational model. On the one hand, one may need to specify a session at the
level of primitive communication steps of interactive Turing machines. On the
other hand, specifying a session by the end result of a computation may suffice.
The right level of specification is certainly application dependent. We abstract
away from this decision by defining the computational interpretation of a session
in the following way.

Session: An ith session Ψi = f(τi, .) is a set of terms computed by a party
from the transcript of its interaction τi before the ith execution of an au-
thentication protocol, such that each Ψi is unique among all q sessions in the
network, i.e., {Ψi : 1 ≤ i ≤ q} is necessarily a qth order set.

Depending on the required level of granularity, Ψi may well consists of a complete
transcript of communication with the time-stamps (thus making each session
trivially unique), a hash of the transcript, or a binary value distinguishing only
between uncorrupted and corrupted sessions (modified by an adversary.) For our
purpose, all sessions are in the set {Ψi : 1 ≤ i ≤ q}. This set will always be empty
for session-less authentication.

Claim 1: An authentication protocol that achieves G is vulnerable to session
hijacking if G does not depend on the session.

proof : Assuming G is not a valid post-session FLAG, a generic attack is possi-
ble. Let X1 and X2 be the two honest parties and A be an adversary. Now,
A plays a man-in-middle role while executing Ψ1 with X1 and Ψ2 with X2.
At the end of these sessions, A simply authenticate itself to X1 and X2.
Consequently, X1 and X2 conclude that the prior session took place with A.
Hence, A is able to hijack (and claim the credit of) Ψ1 and Ψ2 ��

To prevent session hijacking and similar problems, the distinction between re-
sponsibility and credit [27] is important. To summarize, in some applications a
claimant of a session can be held responsible for the messages in the session,
e.g., to make payment for an order in the last example of § 2, or the session may
represent an access control policy that is to be enforced on the behalf of the
5 This is why a seamless interaction with an MPC protocol is possible in § 4.
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claimant. In the other applications, the claimant may expect credit for the ses-
sion, e.g., winning bid in an auction, monetary reward for the session containing
the solution to a puzzle, or an increase in the reputation score.

There is no incentive in hijacking a session if the hijacking only implies the
responsibility at a later stage, however, making some honest party responsible for
an adversary’s generated session can be a real threat. On the other hand, if the
claim on a session means some credit then certainly hijacking is well motivated.

Therefore, we further qualify the session computing function f(τi, .) in the
definition of a session: if a session implies some credit (possibly in combination
with responsibility) then we require that the inverse function τi = f−1(Ψi, .) is a
one-way function. There are several ways to meet this requirement, e.g., by em-
ploying a Diffie-Hellman type construction [1] or a nonce based commitment [3].
In the following, we assume that this requirement is always met. For a session
that only leads to the responsibility, there is no such requirement.
Now, we extend the operational definitions of FLAGs to express the requirement
of post-session authentication.

Post-Session Clause: G is a valid post-session FLAG if finding a pair of ses-
sions Ψi and Ψj is infeasible such that, in a given run of authentication
protocol, G can be validated in the run for both Ψi and Ψj .

Intuitively, if a party can derive a FLAG from its binding sequence after Ψi but
the same FLAG can not be validated independent of Ψi, then this FLAG is a valid
post-session FLAG for the party. To illustrate how the proposed extension works,
let us once again consider the third example from § 2; the abstract narrations of
the protocol are as follows.

1. Interactive Session:
Xalice → Xbob : [ci : 1 ≤ i ≤ |K|/2] (Alice sends her set of challenges.)

Xbob → Xalice : [ci : |K|/2 < i ≤ |K|] (Bob sends his set of challenges.)

2. Computation of Session:
on Xbob : Ψbob = Kbob ← [ci : 1 ≤ i ≤ |K|] (Compute Bob’s version of key.)

on Xalice : Ψalice = Kalice ← [ci : 1 ≤ i ≤ |K|] (Compute Alice’s version of key.)

3. Authentication :
Xalice → Xbob : Nalice

Xbob → Xalice : Nbob, {Nalice, Nbob, Alice}Kbob

Xalice → Xbob : {Nbob, Nalice}Kalice

In this example, the authentication protocol (ISO/IEC 9798-2) can not succeed
without the same session at both ends, i.e., the authentication succeeds only if
Alice’s key Kalice and Bob’s key Kbob are equal. When the same session is used,
Alice and Bob achieve a certain set of FLAGs; this set can be computed using
the operational definitions of FLAGs.

Consider the operativeness of Bob: OPER(Xalice�Xbob, βalice), where βalice =
[{Nalice, Nbob, Alice}Kbob

]. As per the operational definition, we need to consider
two instances of the binding sequence in different runs of the protocol: βalice(0) =
[{N0

alice, N0
bob, Alice}Kbob

] and βalice(1) = [{N1
alice, N1

bob, Alice}Kbob
].
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Claim 2: Alice achieves a valid post-session FLAG for Bob:
OPER(Xalice � Xbob, [{Nalice, Nbob, Alice}Kbob

]).
proof : The two operativeness challenges on Xalice are C0 = βalice(0) and C1 =

βalice(1). On Xalice, we use λ = [Kalice, N0
alice, N1

alice] as the auxiliary input
for the operativeness distinguisher Doper . We select a random bit b and invoke
the distinguisher: b′ ← Doper(Cb, λ), where b′ is the distinguisher’s output.
The distinguisher construction is as follows.
Doper(Cb′ , λ):
(1) Decrypt Cb′ using λ[0] to compute {x, ..}.
(2) If λ[2] = x then return b′ = 1 else return b′ = 0.
As per the operational requirement, if b = b′ then our distinguisher has
done a good job. For a key of size s = |Kalice| and a nonce of size t =
|Nalice|, and assuming uniform distribution for the key and the nonce, an
upper bound on the probability of failure for the distinguisher (b �= b′) is
p.2−s + p.2−t, where p is the number of protocol instances using the same
key. Clearly, for sufficiently large s and t, the upper bound is negligible.
Also, trivially, finding Ψbob = Kbob and Ψalice = Kalice, such that Kalice �=
Kbob and {N0

alice, N0
bob, Alice}Kbob

= {N0
alice, N0

bob, Alice}Kalice
is infeasible.

Hence, Alice can achieve the operativeness of Bob by running the protocol.
��

A similar, analysis can be done for Bob, which we leave out due to space con-
straints. Also the identification and willingness goals are trivially achieved be-
cause there are only two legitimate parties, e.g., for the identification case, the
distinguisher can simply return the name of a far-end party after the successful
decryption of the received messages.

About Security Analysis

As mentioned earlier, one advantage of the binding sequence based model is
that the correctness analysis (for FLAGs) and the security analysis (for the
binding sequence) are independent. In fact, the security analysis is no more than
verifying the validity of the binding sequence of an authentication protocol. Since
security analysis is not the main focus of this paper, we briefly discuss how the
validation of a binding sequence can be done in complexity theoretic models [5]
and in formal security models [24,25].

For the former case, let us consider the binding sequence of Bob corresponding
to the last message he received: βXbob

= [{Nbob, Nalice}]. There are three different
ways in which this sequence can be modified: [{Nbob, N ′

alice}], [{N ′
bob, Nalice}] and

[{N ′
bob, N ′

alice}], where a primed term represents a modified message. Now, for
each of these modified sequence, we calculate an upper bound of accepting the
modified sequence by Bob. For a valid binding sequence these upper bounds
should represent a negligible probability. Generalizing this method results in a
security analysis that involves verifying 2|βXc | − 1 cases of modified sequences.
Interested readers are referred to the appendixes of our technical report [17].
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In an automated tool based on symbolic models, such as OFMC [24] or
LYSA [25], one can easily verify the validity of a binding sequence by verify-
ing the authenticity of each message in the binding sequence. Of course, this is
an over-approximation of the actual requirements of the binding sequence, be-
cause a binding sequence can be replayed. We are currently investigating how to
accurately specify the actual requirement that allows such a replay but forbids
the replay of the individual messages in a binding sequence. For now, we can rely
on an ad-hoc solution: ignore all those attack traces in which the whole binding
sequence is being replayed.

4 Plausibility Result: Computable Class of Problems

In the classic problem of multi party computation (MPC) [19], a set of parties
want to compute an arbitrary function, such that the computation preserves
certain security properties, e.g., the correctness of the result and the privacy
of the inputs. The set of MPC parties consists of both honest and dishonest
parties. Most of the work on secure MPC, however, assumes the availability of
authenticated communication channels between honest parties.

In reality, authenticated channels may not always available, and therefore it
is interesting to consider the MPC security problem without this assumption.
Clearly, if the channels are not authentic then an adversary can even discon-
nect the MPC parties and run the protocol with any one of them without the
possibility of being detected. Therefore, one needs some weak assumption to
achieve a useful security guarantee. For example, Barak et al. [10] introduce the
assumption of independent execution: roughly speaking, if an adversary plays
man-in-middle then he must engage in independent executions of a protocol
with each of the protocol parties.

The post-session authentication is another such assumption, but this is strong
enough that it suffices to realize any MPC functionality correctly, assuming that
there exists an MPC protocol that computes this functionality on authenticated
channels. Note that the privacy of the inputs may not be protected, but the
correctness of the output is guaranteed. The reader may wonder that if the
parties have the capability to authenticate each other after a session then why
not they do so at the start and establish an authentic channel instead, however,
this is not always possible; some of the possible factors are listed below.

– PKI may be off-line or only accessible for a short duration at regular inter-
vals. In this situation, immediate authentication is not always possible.

– The honest parties of MPC may not necessarily trust each other. There-
fore, their decision to reveal their identities should depend on the observed
behaviour in the session.

– The authentication may require a long time, e.g., in using physical authen-
tication or postal mail to deliver PIN codes. Therefore, instead of waiting,
parties may decide to start a session based on a general trust level of their
community.
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Usually, the proof for a theoretical plausibility of MPC is based on the simulation
paradigm [19], in which one shows the equivalence between an actual model and
an appropriately constructed ideal model. For our post-session authentication
problem, this means constructing an ideal model that is similar to the standard
authenticated channel model (Fauth [10]) except it reveals all the inputs to an
adversary; then, we need to show that the adversary gain is negligible in the
post-session authentication case.

Instead of the simulation based approach, we employ an indirect and simpler
method. We construct, which we call, the Tabular scheme that interacts with
an arbitrary MPC protocol in a black-box manner to achieve the correct result,
while running on unauthenticated channels. In this way, this scheme serves as a
constructive proof of the correct computation of any MPC protocol.

Tabular Scheme: Consider n parties that take part in an MPC protocol, using
unauthenticated channels. Each party Pi, where 1 ≤ i ≤ n, maintains two
tables: Tt and Tr, each having n rows6 . In Tt, the jth row, where 1 ≤ j ≤
n, represents the list of messages sent to Pj . Similarly, in Tr, the jth row
represents the list of messages received supposedly (as the connections are
not authentic) from Pj . When the MPC protocol terminates, we execute a
post-session authentication protocol between each Pi and Pj pair, such that
Pi authenticates Pj using the jth row of Tt as its session, while Pj participate
in the authentication using her ith row of Tr as a session.

Claim 3: Consider a protocol ΠMPC between n parties communicating over au-
thenticated channels to compute a probabilistic functionality FMPC within
m interactions. If the inputs of n parties are not private then parties can
also compute FMPC while communicating over unauthenticated channels and
using an n-party post-session authentication protocol.

Proof : We augment each of the n parties of ΠMPC with our Tabular Scheme as
specified above and use SATH (see § 3) as the definition of authentication
in the scheme. For each party, the memory requirement of the tables is
|Tt| + |Tr| = 2 × m × n × |M |, where |M | is the maximum size of any
individual message in the protocol.

The authentication protocol in the Tabular Scheme succeeds between Pi

and Pj only if jth row of Tt (on Pi) and ith row of Pr (on Pj) are exactly
same and the two parties possess legitimate credentials. These two rows can
be considered as the session footprint for the communication from Pi to Pj .
On the other hand, if both of these rows are same then this guarantees that
the adversary has not modified any message in these rows.

Next, we rerun the authentication protocol of the Tabular scheme to
achieve SATH between every pair of the protocol parties, which requires
running n(n−1) instances7 of two-party SATH protocol. If all these instances
succeed then this guarantees that all parties agree on the messages that were
exchanged in the session and the adversary has not fabricated, modified or

6 Actually one needs n − 1 rows, but we use n to simplify the indexing.
7 The number of permutation pairs on a set of order n.
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deleted any message in the session. Hence, the output of the protocol ΠMPC

is necessarily correct, i.e., FMPC. ��

Clearly, the Tabular scheme interacts with ΠMPC in a black-box manner, which
implies that we can deploy an arbitrary MPC protocol given that the protocol
does not require input privacy. Also note that the overhead, in terms of memory
(2×n×m×|M | bits) and time (n2−n instances of authentication), is polynomial
in the size of a protocol.

We can optimize the Tabular scheme by using a hash function, i.e., instead of
using a complete row we may use the hash value of the row as the representation
of a session, which, in many cases, can be encoded as a single message in an
authentication protocol. Depending on the requirements of an MPC protocol,
the definition of authentication can be relaxed from SATH, e.g., if timeliness is
not important then the operativeness goal (OPER) is not required.

5 Discussion and Future Directions

One may argue that the additional requirements in pre-session or post-session
authentication are not the “real” authentication requirements. A good illustra-
tive example is of a two-party secure communication protocol, in which a secret
session key is computed to establish a secure channel between the parties. Here,
the confidentiality of the key and authentication of the parties appear to be
completely independent protocol goals.

This view, however, manifests its limitation as soon as we consider the goal of
establishing two parallel secure channels between same two parties. Now, there
are two authentication results and two secret session keys, and the associations
between the keys (or the subsequent sessions) and the authentication results
are indeed essential requirements. Such a situation is even more dangerous for
post-session authentication, e.g., it will allow a session hijacking attack, in which
an honest party does all the hard work in a session and then a dishonest party
simply claims the ownership of the session at the end.8

The reader may have realized that not all the problems that are solvable us-
ing pre-session authentication can be solved using post-session authentication,
partially because post-session authentication can not guarantee the confidential-
ity of the inputs. Another factor is that if the session involves some access to a
protected resource, which only an authorized entity is allowed to do, then post-
session authentication can not help, because an adversary can easily pretend to
be an authorized party. Nevertheless, in many applications the effect of a ses-
sion on a system can be reversed, e.g., cancelling the purchasing order (if the
customer’s credit card payment is later denied by the issuing bank) and redoing
an auction.

The separation of correctness and security requirements as detailed in our
earlier work [9] is not affected with the post-session extension. In particular, the

8 The same attack is also described in the auction protocol [3].
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validity of a binding sequence is the only required security property; all authenti-
cation properties of practical significance (FLAGs) can be derived from the bind-
ing sequence. We believe that the job of a security analyst (human/automated
tool) would be less strenuous if security requirements are fewer and pure, con-
sidering the security analysis is an undecidable problem in general.

For the future work, an immediate challenge is to find a general method that
can be used to specify the session computing function from a given set of appli-
cation requirements. In this regard, the notions of credit and responsibility are
critical and somehow needs to be specified formally. The notion of a session Ψi

can be interpreted in a probabilistic sense to obtain precise security bounds espe-
cially when Ψi is a digest of a complete transcript. This will imply that the unique
identification of sessions using their Ψi occurs with a certain (high) probability.
More research on these issues will help to integrate post-session authentication
into existing tools that automatically analyse authentication protocols or provide
a provable security assurance.

6 Related Work on Authentication Models
We only cover some highlights in the area that concerns with the modelling
aspect of authentication. Although the current models do not consider the post-
session scenario, we believe they can be extended for this purpose.

Probably, the first attempt to model authentication is in BAN logic [4], which
formalizes the authentication goals in terms of beliefs held by peer entities,
however, this line of work has some limitations [13]. In cryptographic models,
authentication in terms of matching conversation [5] is among the first, but still
popular, approach. This requirement is too strong [12], but it can be extended
to include a session to capture the post-session requirements.

Gollmann [7] presents an in-depth analysis of authentication. Roscoe [15] dis-
tinguishes between intensional and extensional style of authentication goals.
Boyd and Mathuria [12] consider intensional specifications to be restrictive, and
Gollman [11] even discourages such formal specifications. The underlying cause
of this puzzle is that it is often not clear how an intensional property is related
to an extensional property. In our model, this problem is resolved as FLAGs
(extensional goals) are derived from the binding sequence (an intensional prop-
erty).

Some other proposals for authentication goals [6,18,2] are not satisfactory [12].
Lowe [8] identifies four requirements of authentication with varying strength and
formalize them using process algebra. Boyd and Mathuria [12] provide only two
goals related to entity authentication. Cremer [14] introduces an hierarchy of
authentication levels. In many formal methods of security analysis [25,24], the
focus is on message authentication. Nevertheless, these tools enable an automatic
validation of binding sequences, as indicated in § 3.

Gorrieri et al. [28] formalize the informal notions of credit and responsibil-
ity [27], which can be extended to formalize the session computation function.
Squicciarini et al. [26] propose an authentication framework that supports an au-
thentication decision based on the previous events that occurred in the system.
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Such a framework can be used to support post-authentication, e.g., by defining
an authentication policy that cryptographically connects a session to the success
of a subsequent authentication event.

7 Conclusion

In this paper, we specify the requirements of post-session authentication and
show that it can be used to solve any MPC problem that is solvable on authen-
ticated channels and does not require the input privacy. Authenticating after a
session, if possible, indeed offers some advantages, such as anonymity and less
dependency on the availability of PKI. When the choice is available between
post-session and pre-session authentication, relative pros and cons are normally
application dependent. Although the use of post-session authentication is cur-
rently less common, we hope our work will be useful in recognizing its advantages,
as well as its limitations, and building more innovative secure systems.
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Abstract. Privacy preserving data mining has gained considerable attention be-
cause of the increased concerns to ensure privacy of sensitive information. 
Amongst the two basic approaches for privacy preserving data mining, viz. 
Randomization based and Cryptography based, the later provides high level of 
privacy but incurs higher computational as well as communication overhead. 
Hence, it is necessary to explore alternative techniques that improve the over-
heads. In this work, we propose an efficient, collusion-resistant cryptography 
based approach for distributed K-Means clustering using Shamir’s secret shar-
ing scheme. As we show from theoretical and practical analysis, our approach is 
provably secure and does not require a trusted third party. In addition, it has 
negligible computational overhead as compared to the existing approaches. 

Keywords: Privacy Preservation in Data Mining (PPDM), Secret sharing, Se-
cure Multiparty Computation (SMC). 

1 Introduction 

Emerging knowledge based systems gather large amount of sensitive information 
from their customers. Availability of high speed Internet and sophisticated data min-
ing tools has made sharing of this information across the organizations possible. 
These technologies when combined pose a threat to privacy concerns of individuals. 
Hence, there is a need to view data mining tools from different perspective i.e. adding 
privacy preserving mechanism yielding Privacy Preserving Data Mining (PPDM). 
Privacy preserving data mining aims to achieve data mining, while hiding sensitive 
data from disclosure or inference.  

In general, for knowledge based systems, data is located at different sites  
and bringing data together at one place for analysis is not possible due to privacy laws 
or policies [1]. Hence incorporating privacy preserving mechanisms for distributed 
databases is necessary for such applications. For the distributed databases, data may 
be horizontally partitioned or vertical partitioned [1]. In horizontal partitioning, dif-
ferent sites collect the same feature set about different entities while in vertical parti-
tioning, different sites collect different feature sets for the same set of entities. These 
partitioning models are formally defined in [2]. In this paper, we refer the horizontal 
partitioning model. 
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Among the two main categories of PPDM approaches viz. Randomization based 
and Cryptography based, later provides higher level of privacy but poor scalability 
[3]. Amongst the two main Cryptography based approaches, the Secure Multiparty 
Computation (SMC) [4] provides higher level of privacy but incurs higher computa-
tional and communication overhead. As compared, homomorphic encryption based 
approach provides high level of privacy but incurs higher computational cost. This 
issue requires critical investigation when applied to data mining. This is so, since data 
mining requires huge databases as input; hence scalable techniques for privacy pre-
serving data mining are needed to handle them. Therefore, in this paper, we mainly 
focus on reducing the computational cost of privacy preserving data mining algo-
rithm. The secret sharing based approach is an attractive solution for PPDM which 
greatly reduces the computational and communication cost of SMC and provides high 
level of privacy [5]. 

In this paper, we focus on clustering application of data mining in distributed sce-
nario. As discussed, Cryptography based approaches achieve high level of privacy but 
the resultant protocols are inefficient in terms of computation and communication 
overhead. As discussed further in section 2, the oblivious transfer based approaches 
proposed in [7-9] are not scalable due to their high computational and communica-
tional overhead. Homomorphic encryption based approaches proposed in [9-11] are 
computationally expensive due to their complex public key operations. Hence, the 
scope of above two approaches is limited to small datasets and it is necessary to ex-
plore alternative technique that is scalable in terms of dataset size.  Secret sharing 
based approaches proposed in [12] [13] aim to achieve this. However, approaches 
proposed in [12] [13] use either a dedicated server or Trusted Third Party (TTP) to 
achieve privacy. In practical scenario, the assumption about TTP cannot always be 
ensured and if ensured, compromise in TTP will jeopardize the privacy.  

In this paper, we propose an algorithm for privacy preserving distributed clustering 
based on the paradigm of Shamir’s secret sharing [14]. We modify the widely used  
K-means clustering algorithm [15-17] to run it in the distributed scenario and incorpo-
rate privacy preserving feature in it. We allow parties to collaboratively perform clus-
tering and thus avoiding trusted third party. We compare our protocol with oblivious 
polynomial based and homomorphic encryption based protocols proposed in [11]. Our 
approach is more relevant in reducing computational cost as compared to communica-
tion cost (that does not constitute our major focus as of now, as mentioned earlier). It 
outperforms all the existing approaches in presence of very large datasets. Our theo-
retical and practical simulation supports the above argument. Further, our approach is 
collusion-resistant and avoids trusted third party. 

2 Related Work 

The review of state of the art methods for PPDM may be found in [3] [18-20]. Based 
on this review, PPDM approaches are classified into two categories: 1. Randomization 
Based and 2. Cryptography Based. The randomization based approach for privacy 
preserving clustering has been addressed in [6]. In this, the data being clustered is 
randomly modified first and then clustering is performed on the modified data. This 
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results in approximately correct clusters. Approaches in the first category incur low 
computation and communication cost but compromise with the level of privacy.  

The second category of approaches i.e. cryptography based approaches provide 
high level of privacy but at the cost of high computation and communication cost [5].  
A broad overview of the intersection between the fields of cryptography and privacy-
preserving data mining may be found in [21]. The Secure Multiparty Computation has 
been applied for clustering in [7-9]. The limitation of these approaches is that they are 
computationally expensive and hence their scope is limited to small datasets only. 

The second category in cryptography based approach is the homomorphic encryp-
tion. A homomorphic encryption scheme allows certain algebraic operations to be 
carried out on the encrypted plaintext, by applying an efficient operation to the cor-
responding cipher text [22]. Privacy preserving clustering based on homomorphic 
encryption is proposed in [9-11]. Authors in [9] and [10] address privacy preserving 
clustering for arbitrarily-partitioned data for semi honest two party case models. 
However, the public key encryption schemes used in above techniques are computa-
tionally expensive and their scope is limited to small datasets. Authors in [11] address 
design and analysis of privacy-preserving k-means clustering algorithm for horizon-
tally partitioned data using oblivious polynomial evaluation and homomorphic en-
cryption. They only present the two party case for semi-honest model. Further, the 
scope of algorithms is limited to small datasets. 

An attractive approach for privacy preserving data mining which is recently being 
introduced is based on the paradigm of secret sharing [14][23]. Detailed study of 
comparison of encryption-based techniques and secret sharing is given in [5]. Accord-
ing to [5], secret sharing for privacy preserving data mining achieves best of both 
worlds i.e. privacy at the level of SMC based approach and efficiency at the level of 
randomization based approach. Privacy preserving clustering based on secret sharing 
has been addressed in [12] [13]. Authors in [12] propose cloud computing based solu-
tion using Chinese remainder theorem based method of secret sharing. They rely on 
cloud computing servers to compute clusters. Authors in [13] propose solution based 
on additive secret sharing for vertically partitioned data using two non colluding third 
parties to compute cluster means. In this solution, collusion between two specific 
parties reveals each entity’s distance to each cluster mean. This results in privacy 
violations. 

In this paper, we use paradigm of secret sharing and specifically Shamir’s secret 
sharing scheme [14] to achieve privacy preserving in K-means clustering. Our ap-
proach is similar to the one proposed in [24] for association rule mining. We give 
theoretical and practical analysis of our approach and show that our approach is collu-
sion-resistant and suitable for large datasets due to its low computational overhead. 
Further it does not require any trusted third party/servers to compute results and does 
not reveal intermediate private information. To the best of our knowledge, ours is the 
first approach to privacy preserving clustering based on Shamir’s secret sharing.  

3 The Proposed Algorithm 

We assume here the distributed database scenario in which the data is horizontally 
partitioned across n parties. We modify widely used K-means clustering algorithm to 
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execute it for distributed scenario and then to incorporate privacy preserving feature 
in it. We utilize paradigm of Shamir’s secret sharing to incorporate privacy preserva-
tion in K-means clustering. 

3.1 Building Blocks 

In this section, we review Shamir’s secret sharing method [14] and distributed K-
Means clustering approach without any privacy preserving mechanism [11].  

Shamir’s Secret Sharing 
Shamir’s secret sharing proposed in [14], is a form of secret sharing where a secret is 
divided into parts, giving each participant its own unique part, where some of the 
parts or all of them are needed in order to reconstruct the secret. The scheme is for-
mally described as follows [14]: 

The secret is some data D. The goal is to divide D into n pieces D1… Dn in such a 
way that: 

1. Knowledge of any k or more Di pieces makes D easily computable; 
2. Knowledge of any k-1 or fewer Di pieces leaves D completely undetermined i.e. all 

its possible values are equally likely. 

Such a scheme is called a (k, n) threshold scheme. The scheme is based on polynomi-
al interpolation: Given k points in the 2-dimensional plane (x1, y1) . . . . . (xk, yk) with 
distinct xi's, there is one and only one polynomial q(x) of degree k – 1 exists such that 
q (xi) =yi for all i. Without loss of generality, we can assume that the data D is (or can 
be made) a number. To divide it into pieces Di, we pick a random k-1 degree poly-
nomial q(x) =ao+alx+ . . . ak-1x

k-1 in which ao=D, and evaluate: 

 D1 = q(1) . . . . . Di = q(i) . . . . . Dn = q(n) 

Given any subset of k of these Di values (together with their identifying indices), we 
can find the coefficients of q(x) by interpolation, and then evaluate D=q(0). Know-
ledge of just k- 1 of these values, on the other hand, does not suffice in order to calcu-
late D. Pseudo code for the Shamir’s scheme for n parties is shown in Figure 1. 

In our approach, we use (n, n) threshold scheme. We require each party to partici-
pate in the protocol. Without the cooperation of all parties, it is not possible to recover 
the secret.  

Distributed K-Means Clustering 
The K-means clustering algorithm [15-17] is a well known unsupervised learning 
algorithm. It is the method of cluster analysis that aims to partition the objects into k 
nonempty subsets (clusters), in which each object belongs to the cluster with nearest 
mean. Given K initial clusters, the algorithm works in two phases: In the first phase, 
an object is assigned to the cluster to which it is the most similar, based on the dis-
tance between the object and the cluster mean. In the second phase, new mean is 
computed for each cluster. The algorithm is deemed to have converged when no more 
new assignment are found.  



 An Efficient Approach for Privacy Preserving Distributed K-Means Clustering 133 

In the distributed scenario, where data are located at different sites, the algorithm 
for K-Means clustering differs slightly. In distributed scenario, it is desirable to com-
pute cluster means using union of data located at different parties. We use distributed  

Pseudo code 1. Shamir’s secret sharing 

D: Secret value 
P: Set of parties P1, P2,…, Pn to distribute the shares, 
k: Number of shares required to reconstruct the secret. 
Phase I: Generating and sending secret shares 

1. Select a random polynomial q(x) = ak-1xk-1 +…+ a1x1+a0 where ak-1≠0 and   a0 = D 
2. Choose n publicly known distinct random values x1, x2, … , xn such that xi ≠ 0 
3. Compute the share of each node pi, where share(i)=q(xi) 
4. for i = 1 to n do   
5.  Send share i to node Pi. 
6. end for 

Phase II: Reconstruction 
Require: Every party is given a point (a pair of input to the polynomial and output).   

7. Given subset of these pairs, find the coefficients of the polynomial using interpola-
tion  

8. The secret is the constant term (i.e. D) 

Fig. 1. Shamir’s secret sharing scheme [14] 

K-Means clustering in our work to add privacy preserving feature in it. We adopt 
Weighted Average Problem proposed in [11] to compute intermediate cluster means. 
One way to perform distributed K-Means clustering for two parties, namely, A and B 
is to use Trusted Third Party as shown in Figure 2. Here, Trusted Third Party is used 
for intermediate computation of cluster means. The problem with this approach is that 
it discloses intermediate cluster means at various locations while computing 
(ai+di)/(bi+ei) resulting in privacy violations; where (ai,di) and (bi,ei) are the sum of 
samples and no. of samples pair in each clusters for party 1 and party2 respectively. In 
our approach, we propose new and efficient privacy preserving computation of 
(ai+di)/(bi+ei) using Shamir’s secret sharing method. We allow parties to collabora-
tively compute cluster means and thus totally eliminate trusted third party. 

3.2 The Proposed Design 

We use following settings in our design. Database DB is horizontally partitioned 
among n parties (namely P1, P2… Pn), where DB = DB1 ∪ DB2 …∪ DBn. In this set-
ting, all the parties have same set of attributes, and unlabeled samples. Now all parties 
want to conduct distributed k means clustering on their combined data sets, in which 
no party wants to disclose its raw data set to others because of the concern about their 
data privacy. We formulate privacy-preserving distributed k means clustering to  
preserve privacy of each party’s data while performing clustering. We assume  



134 S. Patel, S. Garasia, and D. Jinwala 

semi-honest model [22] here where each party correctly follows protocol run. Further, 
we assume that each party agrees in initial clusters before performing clustering.  Now 
each party performs iteration locally. However, in each iteration, to find new cluster 
mean μi, all parties have to communicate with each other, as we are not using TTP.  
 

Pseudo Code 2. Distributed K-means clustering [11] 

nA, nB: no. of samples at party A and B 
c: total no. of clusters 
u1…uc: initial clusters 

1. do in parallel for each party i ∈ {A,B} 
2.  begin initialize nA,nB,c, μ1,. . . , μc 
3.  do classify nA and nB samples according to nearest μ 
4.  for i := 1 to c step 1 do 
5.       Let CiA and CiB be the i-th cluster for Party A and Party B 
6.       Party A:Compute ai = Σxj∈CiA xj and bi=|CiA| 
7.   Party B:Compute di = Σxj∈CiB xj and ei=|CiB| 
8.       Send (ai, bi) and (di, ei) to TTP 
9.  end for  
10. end parallel 
11. TTP recompute μi by ( ai+di⁄bi+ei) 
12. Send ui to each party i ∈{A, B} 
13. until no change in μi 
14. return μ1,. . . , μc 
15. end 

Fig. 2. Distributed K-means clustering with Trusted Third Party[11] 

Let the number of clusters is c. Each party finds two values (ai,bi) for cluster i us-
ing pseudo code shown in Figure 2, where ai is the sum of samples in cluster i and bi 
is the number of samples in cluster i. Now each party has to send pairs 
((ai,bi),….,(.ac,bc)) to each other to find new cluster mean ui. If these pairs are sent in 
clear then there is threat to privacy violation of these data. Hence, we consider this 
pair (ai,bi) as a secret in our proposed algorithm. We share these values among the 
parties using the secure protocol of Shamir’s secret sharing. The pseudo code of our 
approach for n party case is shown in Figure 3. 

As shown in Figure 3, each party first decides a polynomial of degree k where k = 
n-1, and x publicly known distinct random values x1, x2,…, xn. In the first phase, each 
party wants to send the value vs = (ai,bi) secretly. Each party selects a random poly-
nomial q(x) = an−1xn−1 + … + a1x1 + vs, in which the constant term is the secret. Then it 
computes the shares for other parties such that the share of party Pr, is shr(vs,Pr) = 
qi(xr), where xr is the rth element of X. During the second phase, each party adds all the 
shares received from other parties and then sends this result to all the other parties. 
That is, party Pi computes S(xi) = q1(xi) +q2(xi) +… + qn(xi) and sends to all other par-
ties. At the third computation phase, each party Pi will have the n values of polynomial 
S(xi) = q1(xi) + q2(xi) +…+qn(xi) at X with the constant term equal to the sum of all 
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secret values. The linear equation has a unique solution, and each party Pi can solve 
the set of equations and determine the value. It is the Vandermonde determinant, 
which gives the solution. 

However it cannot determine the secret values of the other parties since the indi-
vidual polynomial coefficients selected by other parties are not known to Pi. 

 

Pseudo code 3. The proposed approach  

P:  Set of parties P1,P2,…,Pn  
vis=(ai,bi): Secret value of party Pi , where ai is sum of samples and bi is no. of samples 
in cluster 
X: A set of n publicly known random values x1, x2,…, xn  
k: Degree of the random polynomial, here k = n – 1 
c: no. of clusters  
1:  do in parallel for each party Pi ϵ {1...n}  
      find ((ai, bi), … , (ac, bc)) using pseudo code described in Figure 2  
2:  for each secret value vis ϵ {ai,bi} 
3:   Select a random polynomial qi(x) = an−1xn−1 + … + a1x1 + vis  
5:   for r = 1 to n do  
6:   Compute share of party Pr, where shr(vis,Pr) = qi(xr) 
7:    send shr(vis, Pr) to party Pr  
8:    receive the shares shr(vrs, Pi) from every party Pr.  
9:  end for 
10:   compute S(xi) = q1(xi) + q2(xi) +…+qn(xi)   
11:  for r = 1 to n do  
12:    Send S(xi) to party Pr  
13:    Receive the results S(xi) from every party Pr  
14:           end for 
15:   Solve the set of equations using Lagrange’s interpolation to find the  
16:                        sum of secret values  
17: end for 
18: Recompute μi using sum of samples/no. of samples  
19: until termination criteria met 

Fig. 3. Privacy preserving distributed K-means clustering using Shamir’s secret sharing 

4 Theoretical Analysis 

Several metrics for evaluating privacy preserving data mining techniques are dis-
cussed in [5] [8]. Based on this, we analyze our approach for privacy, correctness, 
computation cost and communication cost. 

4.1 Privacy 

In our proposed approach, the secret value vi of a party Pi cannot be revealed even if 
all the remaining parties exchange their shares. Since each party Pi executes Shamir’s 
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secret sharing algorithm with a random polynomial of degree n-1, the value of that 
polynomial at n different points are needed in order to compute the coefficients of the 
corresponding polynomial, i.e., the secret value of party Pi. Pi computes the value of 
its polynomial at n points as shares, and then keeps one of these shares for itself and 
sends the remaining n-1 shares to other parties. Since all n shares are needed to reveal 
the secret, other parties cannot compute secret even if they combine their shares. 

Further, no party learns anything more than its prescribed output. This is so, be-
cause as per the approach followed (explained in section 3.2), every party shares its 
local cluster means as the secret; for which it chooses different polynomial randomly. 
Hence, it is not possible for a party to determine the secret values of other parties, 
since the individual polynomial coefficient selected by each party is not known to 
other parties. In addition, disclosure of intermediate cluster means during the program 
execution is prevented as intermediate cluster means are calculated at each site and 
there is no need to communicate them.  

4.2 Correctness  

Each party is guaranteed that the output that it receives is correct. Assuming that party 
Pi has private vector Ai. According to method, they have to perform addition of all 
shares to get the secret value. The secret value is the constant term of the sum poly-
nomial S(x) = q1(x) + q2(x) +…+qn(x), so we need to solve the linear equations, not-
ing there are n unknown coefficients and n equations. 

 x1
n-1   x1

n-2 … x1  1 
 x2

n-1   x2
n-2 … x2  1 

         .          .      .   .    . 
    D= .           .       .   .    . 
         .          .      .   .    . 
         xn

n-1   xn
n-2 … xn  1 

It is the Vandermonde determinant. When D = ∏ ), ,  = 0, that is xi ≠ xj, 
the equations has a unique solution, and each party Pi can solve the set of equations 
and determine the value of ∑ . However it cannot determine the secret values 
of the other parties since the individual polynomial coefficients selected by other 
parties are not known to Pi. 

4.3 Computation Cost 

The computation cost depends on the initial clusters and the no. of iterations required 
for finding final clusters. We give here the computation cost for single iteration. As-
sume that for every party Pi, the cost of generating random polynomial qi(x), i = 1, 
2,..., n is C. In proposed approach, we have two values as a secret so we have to  
generate random polynomial two times. So total computation cost is O(n(C1+C2)), 
where C1= cost for generating random polynomial for sum of samples, C2= cost for 
generating random polynomial for no. of samples and n= no of parties. The total 
number of 2n (n − 1) additions are calculated to find s(x) = q1(x) + q2(x) +,…,+qn(x). 



 An Efficient Approach for Privacy Preserving Distributed K-Means Clustering 137 

Efficient O(nlog2n) algorithms for polynomial evaluation are available [14]. Hence 
the computation cost for our proposed approach is quadratic i.e. O(n2). 

4.4 Communication Cost  

Assuming there are r attributes in dataset and n parties and k clusters, for one itera-
tion, the communication cost for each party is kr(n-1)+2k(n-1) messages i.e. O(krn). 
In comparison to Trusted Third Party based approach, our approach incurs more 
communication cost because for collaboratively computing cluster means, communi-
cation between every party is necessary.  

5 Experimental Evaluation 

We have implemented our algorithm in MATLAB. The experiments are conducted on 
Intel Core 2 Duo CPU with 4GB RAM and 2.93GHz speed. Our experiments are 
performed on Small, medium, large and very large data-sets as described below. We 
took two datasets similar to those used in [11] in order to perform fair comparison. 
We provide brief outline of datasets here, however interested readers may find details 
in [25-28]. Dataset1 is Mammal's Milk [25] with 2KB size, 25 samples and 6 
attributes per sample. Dataset2 is the river dataset [26] with 25KB size, 84 samples 
and 15 attributes per sample. Dataset3 is a speech dataset [27] with 650KB size, 5687 
samples and 12 attributes per sample. Dataset4 is taken mainly to show the feasibility 
of our approach for very large dataset. For this purpose, we have experimented with 
forest cover dataset [28] with 73MB size, 581012 samples and 54 attributes per sam-
ple. For our experiment, we select first two samples as initial cluster centers. 

We model multiparty case where the number of parties is greater than two by ran-
domly subdividing the samples into equal sized subsets and assigning them to each 
party. In real environments the size of the sets may be vastly different. We show fea-
sibility of our approach by executing our algorithm on local machine with different 
processes for different parties. Therefore, the execution time for the algorithm does 
not include the actual communication time between different parties. We take two 
different settings to measure the performance of the proposed scheme: 

1. Executing our algorithm on four different size datasets. 
2. Executing our algorithm with different number of data holders. 

To analyze the results, we find computation and communication cost of our algo-
rithm. Computation cost is measured in terms of time required for execution and 
communication cost is measured in terms of the number of bytes exchanged during 
execution. 

Our first observation is to show the effect of dataset size on computation cost, we 
run our algorithm for 3 parties and 6 parties and with dataset1, dataset2 and dataset3. 
The results are shown in Figure 4. As expected, there is a linear relationship between 
dataset size and computation cost. Further, we also measure execution time of our 
algorithm on very large forest cover dataset and show that it requires 668.8 seconds to 
perform clustering with 3 party setting. This observation shows the feasibility of our 
approach in practical scenario where large datasets exists. 
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Fig. 4. Effect of dataset size on computation cost 

Our next observation in Figure 5 is to show the effect of dataset size on communi-
cation cost. As discussed section 4, communication cost linearly depends on the num-
ber of attributes in dataset. We obtained similar results in our experimentation also. 
Dataset2 has more number of attributes as compared to dataset3; so the overall com-
munication cost for dataset2 is more than dataset3. Further, results in Figure 5 show 
the effect of number of parties on communication cost. Increasing the number of par-
ties has the effect of increasing the communication cost; simply because the number 
of messages required to be exchanged would be more.  

 

Fig. 5. Effect of dataset size on communication cost  
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We use results shown in [11] as a base for comparing our protocol against Obli-
vious Polynomial Transfer and Homomorphic encryption. In [11] authors have also 
taken dataset2 and dataset3 i.e. river and speech datasets respectively to conduct ex-
periments. Experiments in [11] were conducted for a 2-party case, while here we ex-
periment with a 3-party case. Selection of initials clusters may vary in our case and 
the one proposed in [11] and so is the overall cost for protocol execution. Hence, for 
fair comparison, we take attribute/iteration statistics i.e. cost of per attribute clustering 
in a single iteration of the K-Means algorithm and measure computation and commu-
nication cost for the same. We show, for our algorithm, percentage increase in re-
sources with respect to distributed K-Means clustering algorithm without privacy 
preserving mechanism. Table 1 shows comparison of our protocol and the protocol 
proposed in [11]. 

In terms of computation overhead, our approach is about 200 times faster than the 
homomorphic encryption based approach for river dataset and about 85 times faster 
than the speech dataset. This is due to the fact that our approach uses only primitive  
 
Table 1. Comparison of our approach with Oblivious Polynomial Evaluation and 
Homomorphic Encryption based approaches 

Test 

Communication Over-
head 

Computation Overhead 

* Percentage increase in 
bytes 

attributes/iteration 

*Percentage increase in  
milliseconds        

attributes/iteration 
River Dataset 

Distributed K-Means 
Clustering (without pri-
vacy preserving) 

0% 0% 

Oblivious Polynomial 
Evaluation [11] 

40116.47% 22715.16% 

Homomorphic Encryp-
tion [11] 

314.35% 4915.67% 

Our Protocol 533.33% 25.26% 
Speech Dataset

Distributed K-Means 
Clustering (without pri-
vacy preserving) 

0% 0% 

Oblivious Polynomial 
Evaluation [11] 

34402.07% 6919.87% 

Homomorphic Encryp-
tion [11] 

268.08% 1474.58% 

Our Protocol 533.33% 17.5% 
*Percentage increase in resources is calculated with respect to Distributed K-Means Cluster-
ing approach without privacy preserving mechanism
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operations to perform clustering and eliminates costly public key operations that are 
required in homomorphic encryption based approach. Hence, our approach is more 
suitable for the practical scenario where organizations own large datasets.  

In terms of communication overhead, our approach incurs slightly more overhead 
as compared to that in homomorphic encryption based approach. It is to be noted that 
results in [11] are for a two party case, whereas our results are for a 3 party case (the 
minimum parties required in our approach is two). We believe that our approach 
would be more efficient in terms of communication cost as compared to correspond-
ing homomorphic encryption based approach in case of increased number of parties. 

6 Conclusion 

We presented an efficient algorithm for privacy preserving distributed K-Means clus-
tering using Shamir’s secret sharing scheme. Our approach collaboratively computes 
cluster means and hence avoid trusted third party. We compared our approach with 
the oblivious polynomial evaluation and homomorphic encryptions based approaches 
proposed in [11] and show that in terms of computation cost, our approach is hun-
dreds of magnitude faster than the oblivious polynomial evaluation and homomorphic 
encryption based approaches and hence is more suitable for large datasets in practical 
scenario.  

Currently our algorithm supports horizontal partitioning in presence of semi honest 
adversary model. As a future work, we intend to extend our algorithm in vertical par-
titioning in presence of malicious adversary model. In addition, we intend to show the 
results from a realistic distributed emulation.  
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Abstract. In inter-enterprise collaborations, autonomous services from
different organizations must independently determine which other ser-
vices they can rely on. Reputation-based trust management in Pilarcos
utilizes shared experience information on the actors’ past behaviour in
estimating the risks of a collaboration; these experiences are shared be-
tween members of the service ecosystem through a reputation system.
As the reputation system becomes an essential peer-control mechanism
for the open service ecosystem, it must be augmented with sanctions for
misbehaviour and appropriate incentives for correct behaviour. A fair
sanctioning system cannot be built on traditional subjective reports, as
rebuttal of undeserved reports requires shared, objective measures. To
make the shared experience information objective and verifiable, we as-
sociate it with whether the relevant collaboration contract was followed,
backed up with evidence in the form of nonrepudiable receipts. In this
way, we are able to protect automated reputation-based trust decisions
from being skewed by misinformation.

1 Introduction

In inter-enterprise collaborations, services from different organizations and do-
mains join together to fulfil a mutual goal. In the open service ecosystem, the
services are autonomous, and there is no centralized control of the collabora-
tion process. Each service must independently determine which other services it
should collaborate with; a trust decision is made to determine this willingness to
rely on another service. The Pilarcos inter-enterprise collaboration management
infrastructure [9,8] contains a trust management system to automate these deci-
sions in routine cases [17]; selected difficult or high-stake decisions are forwarded
to a human user based on policy-defined rules [6].

A central element of the trust decisions is an estimation of the risk of collab-
orating with the given actor. The estimate is based on gathered experiences on
the actor’s past behaviour, which consists of both first-hand experiences from
earlier collaborations with it, and shared experiences from third parties received
through a reputation system.

T. Dimitrakos et al. (Eds.): IFIPTM 2012, IFIP AICT 374, pp. 142–157, 2012.
c© IFIP International Federation for Information Processing 2012
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A reputation system has two tasks. First, from the enterprise perspective, it
provides information to support trust decisions for each individual service; this
helps the participants in the reputation system to find new partners and to steer
clear of misbehaving services in order to limit their risk.

Second, from the ecosystem perspective, it introduces a form of peer con-
trol where misbehaviour towards other actors or the ecosystem infrastructure
is punished through reputation loss. Sociological research indicates that direct
first-order punishment for misbehaviour is not enough by itself to ensure that the
ecosystem can scale up in size: it must be complemented with a second-order pun-
ishment to discourage unfair first-order punishments [3]. In other words, spread-
ing false experiences must have a negative reputation impact on the source.

To contrast these requirements to current solutions, systems sharing repu-
tation information are occasionally also considered as subjective recommender
systems on other users; with such an approach, the aim is to promote commonly
liked services rather than implement robust peer-based control. For a recommen-
dation system, experiences are accepted as subjective reports on the fulfilment
of expectations. As different expectations can lead to different reports even on
identical behaviour, these reports do not objectively describe actual outcomes in
the sense that reports on breaches of contract do. While they can still support
individual decision-making as indicators of popularity, the subjectivity of the cri-
teria in use makes recommender systems unsuitable for social control. Solutions
have been proposed to promote similar understanding of the recommendation
values [5,2]; however, shared semantics do not yet change the fact that the actors
involved are stating their opinions, which cannot be used as a basis of judging
whether a statement is unfair. As an extreme example, two honest actors may
judge a musician’s performance completely differently based on their tastes, due
to a lack of objective measurement scale for what is “good music”. To get around
this ambiguity, we propose to monitor for and report objectively defined events:
explicit breaches of collaboration contracts.

The core problems of unverifiability and subjectivity of experiences in current
approaches hinder the use of reputation information in inter-enterprise collabo-
rations, particularly for automated decision-making. Falsely accused actors must
be able to rebut reports to clear their name, while honest reporters should be
protected from retaliatory action, and the reciprocity of feedback [16] limited.

We advance a reputation system based on objective, verifiable experiences.
It is designed to support automated trust decisions on inter-enterprise collab-
orations, and implements peer control in the service ecosystem by supporting
second-order punishment: a successful rebuttal of a false experience causes repu-
tation loss for the dishonest information source. This is achieved by introducing
a nonrepudiable audit trail to collaborations, and defining reputation impacts of
misbehaviour in collaboration contracts. Similarly, negative reputation impacts
for misreporting are defined in a reputation network contract. The solution ex-
tends the existing Pilarcos collaboration management infrastructure [9,17].

The rest of the paper is structured as follows: Section 2 presents the Pilarcos
ecosystem we build on, and related work. Section 3 maps evidence to reputation
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impacts through collaboration contracts to achieve objectivity, and specifies the
process of creating new reputation information in which unverifiable experiences
can be rebutted and removed from the system. Section 4 discusses the impact
of the solution and compares it to the state of the art.

2 Background and Related Work

In the first subsection, we summarize the existing Pilarcos open service ecosys-
tem, in which we utilize reputation for trust management. The second subsection
presents related work on the topic of objective and verifiable experiences.

2.1 Reputation-Based Trust Management in Pilarcos

The Pilarcos collaboration management infrastructure provides support for part-
ner discovery, interoperability management, contract negotiations, runtime mon-
itoring, including contract breach detection and recovery, as well as local trust
decisions evaluating the actors’ willingness to collaborate with their potential
partners [9,17]. The Pilarcos service ecosystem is collaboratively governed, rather
than centrally controlled, to ensure its long-term viability and scalability [19].

We propose to strengthen the implemented reputation-based trust manage-
ment system in Pilarcos [17] by providing it with a flow of objective and verifiable
reputation information. The trust management system is modular, and can take
advantage of different kinds of reputation systems as its information sources. It
splits experience information into four dimensions: monetary, reputation, control
and satisfaction. This allows risk evaluations to differentiate between e.g. mis-
behaviour that directly causes monetary loss, deterioration of own reputation
caused by a partner spreading fraudulent reports afterwards, weakening of peer
control due to an actor’s misbehaviour as a recommender, and failures to sat-
isfy the demands set in contracts, which may or may not have direct monetary
consequences, respectively [17].

Collaboration contracts, or eContracts, are based on business network mod-
els that specify the structure and business processes of the collaboration, and
relevant trust decision points [8,17]. These models are modular, reusable and
public, and they are produced by domain experts in response to the needs of
the ecosystem. During contract negotiations, open options in the models, such
as particular quality of service requirements or the price of the service, can be
further refined to form an agreement between the participants [7].

The trust management process can be divided into two parts: the trust deci-
sions, and the evolution process of the reputation information. Both are governed
by their own policies. A trust decision is triggered at specific points of the col-
laboration process, as further resources are committed and an up-to-date risk
evaluation is needed. To evaluate the risk of proceeding with the collaboration,
we predict the outcome it would have on different assets based on previous ex-
periences, which are stored as reputation information; the details of the format
are described in earlier work [17]. In this paper, we focus on the evolution of
reputation information through sharing experiences in a reputation system.
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2.2 Related Work to Support Objective and Verifiable Experiences

We distinguish three approaches for collecting experiences in a way that members
in the service ecosystem can agree on their content: centrally orchestrated, fully
distributed and a protocol-based approach utilizing third-party witnesses.

TrustCoM [22] represents the centrally orchestrated approach. In TrustCoM,
performance monitors both internal and external to the actors collect informa-
tion pertinent to fulfilling the Service Level Agreement (SLA), such as response
times. The monitors send these raw observations to an SLA Evaluator, which
is a third party trusted to pass a neutral judgement on the transacting parties.
This result is, in turn, reported to a trusted third party reputation system, or
used as a basis of removing a partner from the collaboration. The approach fol-
lows a tradition set by centralized workflow execution, such as implemented by
CrossWork [12]. It involves a trusted infrastructure service or a hub member of
the ecosystem running a distributed business process by using the other partic-
ipants as components. This central operator can judge the performance of the
other actors, and decide on sanctions directly. The main difference in operational
environments is that in Pilarcos, control and monitoring are distributed among
the autonomous and not fully trusted participants. As a result, there are no
actors that are able to observe all collaborations in the ecosystem.

In the fully distributed approach (e.g. TrustGuard [20]), the transacting par-
ties exchange nonrepudiable, i.e. cryptographically signed, receipts that act as
evidence of their actions later. The main challenge in this approach is in the
asymmetry of receipts: the party responsible for signing the last receipt can refuse
to finish the protocol, which leaves a hole in the audit trail of evidence [13]. In
TrustGuard, receipts document the intention to collaborate, which means that
the service is not provided before the protocol has been completed. This scheme
protects against submitting experiences of transactions that were never really
started, but cannot stop unfair reports from being made after the transaction.

In the protocol-based approach (e.g. Li, Martin and Zhang [11]), a third
party witness is included in transactions, observing them and implementing a
fair, “atomic” exchange [13]. The proposal of Li et al. aims to secure an elec-
tronic marketplace, which can host a simple form of inter-enterprise collaboration
where goods are exchanged in brief, fixed transactions. It involves an arbitrator,
who acts as a witness and judge of a collaboration, and punishes misbehaviour
through withdrawals on a monetary deposit that all participants have made be-
forehand in a trusted bank. In addition, the arbitrator can report experiences
to a reputation system. When the arbitrator is not needed to resolve a dis-
agreement, a central broker service reports a default positive experience once a
specified time has passed since it matched the two actors [11].

Li et al. implement a centralized punishment system on top of the fair receipt
exchange protocol, which is where they differ from Pilarcos. Our aim in this
paper is to distribute punishment as peer-based control, while taking advantage
of the third party witness approach to provide a stream of verifiable evidence on
the outcomes of transactions in the collaborations.
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To distinguish between a passive witness and the active arbitrator passing
judgement, we denote the former as notaries : a notary’s task is to verify with its
own signature whether a protocol was followed according to the specification it
has been given by the transacting partners. The notary must be trusted by the
given partners to remain impartial on that exchange to eliminate asymmetry,
and their agreement on a given notary must be nonrepudiable once the transac-
tion begins. On the other hand, a specific notary does not necessarily need to be
trusted by anyone else in the collaboration or the entire ecosystem, as each in-
dependent exchange can be observed by a different notary. This limits the power
that any specific notary service can gain over the actors in the marketplace.

As a related branch, certification-based trust also relies on cryptographical
verifiability, but should not be confused with the proposed approach of signed
receipts. Certification-based trust is used in e.g. NICE [10]. Instead of being
experience-based, the system relies on signed expressions of “I, Alice, trust Bob”,
and trust decisions are based on policies on whether a provided set of trust
declarations, or certificates, are sufficient to make the decision-maker also trust
the considered target. Other examples of certification-based trust used for access
control include WS-TRUST [14] and KeyNote [1]. Misinformation is a relatively
minor issue for these systems, as the group of accepted information sources is
small, closed and managed offline: certificates document networks of pre-formed
trust relationships between the sources rather than guiding their evolution.

In summary, related work shows that signed, nonrepudiable receipts provide
a promising basis for the verifiability of experiences in open service ecosystems.
We have found that third party witnesses, notaries, are needed to guarantee the
fair exchange of receipts on the transaction, and that the concept has already
been applied within electronic markets.

In the following section, we apply the solution to provide a basis for objective
and verifiable reputation information in the open service ecosystem by first pro-
viding a mapping between the receipt evidence and the corresponding experience
stored in a reputation system through contracts, then specifying a process for
creation of new reputation information that allows experiences not backed by
appropriate evidence to be rebutted and removed from the reputation system.

3 Sharing and Rebuttal of New Experiences

In order to make reputation information objective, it must be defined so that
it has a measurable truth value, rather than as a subjective opinion. In this
section, we define the basis for objective experiences, and specify the process
for submitting them into the reputation system as well as for rebuting false
experiences.

For inter-enterprise collaborations, objective experience sharing is made fea-
sible by electronic contracts governing the collaborations: if the contract was
followed, experiences should be positive; if it was violated, they should be neg-
ative. From the perspective of a single service, the impact of a specific outcome
may vary from minor to major gain or loss [17], but in order to make the shared
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experience objective, the impact in the shared experience must be standardized
through the contract as well. A natural source for this information is the busi-
ness network model referenced by the contract. The business network model is a
formal model for the collaboration and defines e.g. the communication protocols
and compensation processes involved [9].

Determining the reputation effect of different outcomes becomes a part of the
modelling process done by the domain expert, which makes the mapping reusable
over multiple collaboration instances using the same model. The modelled values
can be further fine-tuned in the contract negotiations, in case the same model
can be used for collaborations dealing with very different stakes.

The collaboration contract, then, should specify a mapping of outcomes to
experiences, for example that the event “goods received” should translate to
an experience with major positive effect on the monetary and satisfaction as-
sets, and no effect on the control and reputation assets [17]. In this example,
the party receiving the goods (A) will submit this experience on the party who
sent them (B). In order to support verifiability, it also produces a signed, non-
repudiable receipt of the outcome of the step. The example communication pro-
tocol and the following experience submission process are depicted in Figure 1.

Fig. 1. An example collaboration protocol and submission of an experience report

The receipts, depicted in Figure 2, remain private unless they are used to rebut
an experience, and they are stored by both collaborators. The source actor (A) is
the provider of the receipt. The target actor (B) is the actor for whom the receipt
is generated. The notary witnesses the transaction step when the protocol in
the collaboration model so defines. In the optimistic fair exchange protocol [13],
collaborators can choose to only involve the notary if one party fails to respond on
time. This requires that the relevant exchange can be repeated with the notary
listening in as needed, but it should significantly reduce the communication
overhead: the threat of notary involvement removes the attractiveness of receipt
omissions almost as effectively as the observation itself [13].
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– Source actor id, target actor id
– Notary id
– Business network model id, eContract id, task id
– Task counter, receipt protocol step
– Outcome of step (e.g. “goods received”)
– Signature of witness (source or notary)

Fig. 2. The contents of a receipt

The model and task information together provide a reference for determining
the reputation impact represented by the receipt, and a unique identifier for
the receipt (and corresponding experience) in case the same task is repeated
multiple times. Each task can be expected to produce several receipts on relevant
steps, most notably its start and end, and this is captured by the step identifier.
The outcome of the step is the identifier of the given outcome as defined in the
contract. The eventual signature of the witness depends on whether the exchange
was notarized or not.

The notary only sends out receipts, and does not store them; it does not
participate in the reputation system process afterwards.

Experience reports, depicted in Figure 3, are submitted to the reputation
system by the source about the target, corresponding to the relevant receipts.
The identifiers of the actors are as above. Although the main relevance of the
notary is in the receipt phase, it is provided in the experience report in order
to support credibility analysis: not all of the reputation system participants
are required to consider all available notaries trustworthy. When identifying the
transaction, the protocol step mentioned in the receipt is omitted here — the
single task produces one experience per actor (possibly on both participants in
the transaction), but there are multiple receipts that can be used as evidence on
a single experience depending on how the transaction progressed. The signature
of the source ensures that the experience report cannot be faked: this is required,
as submitting a false report that is successfully rebutted has a reputation impact.

– Source actor id, target actor id
– Notary id, if applicable
– Business network model id, eContract id, task id, task counter
– Signature of the source
– Timestamp (time of submission)

Fig. 3. The contents of an experience report

The timestamp here is set by the reputation system when it receives the report
for dissemination. It is used to limit the time frame in which rebuttals must be
made. Once the time has passed, the source and target are free to dispose of the
receipts connected with the experience. In addition, the experience can then be



From Subjective Reputation to Verifiable Experiences 149

incorporated into a permanent storage, e.g. transformed into counter increments
or similar compound formats that are no longer individually processable.

A rebuttal, depicted in Figure 4, is typically made by the target of the expe-
rience to clear its name, as the source has produced the experience to submit.
In the case of whitewashing, i.e. undeserved positive experiences, a third party
can decide to rebut the experience as well.

– Source id, target id, rebutter id
– Business network model id, eContract id, task id, task counter
– Type of rebuttal: 1) Target rebuttal of false (negative) experience, 2) target

noting a failure to report (positive) experience, or 3) target or third party
rebuttal to (negative or positive) experience on a nonexistent transaction

– Evidence in form of signed receipts, as applicable
– Signature of the rebutter
– Timestamp (time of rebuttal)

Fig. 4. The contents of a rebuttal

The source and target id refer to their equivalents in the experience, while
the rebutter id is either the target’s or belongs to a third party whistleblower.
The second line identifies the experience being rebutted. The type of rebuttal
specifies which kind of response is expected:

For the first type, the target rebutting a (typically negative) experience, the
rebutter (i.e. target) must provide any available reciepts proving it has followed
the transaction according to contract. If the target’s case is sufficient, the source
suffers a reputation loss and the experience is removed. If its evidence does not
fulfil the requirements of the rebuttal type and protocol, the rebuttal is ineffec-
tive. The verification of the evidence can be done centrally by the reputation
system; in case the reputation system cannot be sufficiently trusted to follow
this protocol fairly, the rebuttals and supporting evidence can be distributed to
all the nodes to perform the rebuttal process locally. This choice ties to how
information dissemination is organized in the reputation system in general, and
is not forced either way by the model of how rebuttals work.

With the second type of rebuttal, the target notifies that the source should
have reported a (typically positive) experience on it, but has not. The target,
again, must provide the evidence to support its claim. This type forms a special
case in defining the appropriate time for the rebuttal: the source should submit
the experience without delay after it has provided the target with sufficient evi-
dence, yet we cannot trust a timestamp in the receipt, as it can be set arbitrarily
by the source. Instead, the fact that the target is able to present the evidence
in the first place indicates that the experience should either be in the system or
arriving simultaneously with the rebuttal. If this is not the case and the evidence
from the receipts is sufficient, the source suffers negative reputation.

The third type of rebuttal demands a rebuttal response containing proof of
the original experience. The target may rebut an experience, typically negative,
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of a transaction that never happened, or a third-party whistleblower may rebut
it, suspecting an undeserved, typically positive experience. In both cases, the
burden of proving that the transaction exists and ended as indicated by the
experience lies with the source, and if it fails, it suffers a negative reputation
impact. The relevant evidence consists of receipts signed by the target or a
notary; receipts signed by the source alone are no more credible than the original
signed experience report. In the case of the third party rebuttal, it is worth
noting that the evidence may itself be a product of collusion between the source
and target, in which case the rebuttal may have been appropriate but is still
ineffective. The contents of the rebuttal response are depicted in Figure 5.

– Source id, target id, rebutter id
– Business network model id, eContract id, task id, task counter
– Evidence in form of signed receipts

Fig. 5. The contents of a rebuttal response

The rebuttal response can go unsigned, as the signatures of the receipts de-
fine its validity. It only needs to be identified as a continuation of the rebuttal
before it, and provide the valid evidence. Its arrival time can be compared to the
timestamp on the rebuttal, but it has no particular need for a timestamp itself:
either it arrives on time to be accepted into the reputation system or it does not.
A failure to respond adequately means the original rebuttal is accepted, while a
successful response cancels out the rebuttal and the experience remains valid.

4 The Impact of Objective and Verifiable Experiences

We have defined an objective basis for experiences through associating them
with contracts. This gives shared experiences the semantic clarity required to
use them in automated decision-making. To ensure the verifiability of experi-
ences, we enforce the fairness of the receipt exchange protocols through the use
of notaries. Together, objectivity and verifiability provide a basis for using rep-
utation information to implement social control in the open service ecosystems.

Obreiter discusses different types of nonrepudiable evidence and problems
related to them [15]. Two issues in particular must be solved to ensure the
acceptability of reputation systems for inter-enterprise collaborations:

– Actors have very limited incentive to provide any evidence of their own
misbehaviour, while they may have an incentive to provide unfairly negative
reports of their competitors to gain a competitive advantage.

– Two colluding actors can provide an unlimited amount of positive feedback
on each other by faking transactions.

We first show how our proposal addresses the first issue by providing the par-
ticipants appropriate incentives to ensure fair reporting of misbehaviour, and



From Subjective Reputation to Verifiable Experiences 151

then focus on addressing the second issue through limiting the negative effects
of ballot stuffing to other members of the ecosystem. In the third subsection, we
compare our work to the state of the art to delineate our contribution.

4.1 Ensuring Fair Reporting on Existing Transactions

The protocol design for experience reporting and rebuttal aims to reduce the
need for rebuttals, limit the incentive for false reporting and omissions by making
inaccuracies easier to detect by interested parties, and to balance between giving
incentive for third party whistleblowers to rebut likely inaccurate reports, but
not to flood the system.

To limit fraudulent positive reports that do not result from collusion, we have
chosen the source of a relevant receipt to be the one to submit the related experi-
ence to the reputation system. Positive experiences are assumed to be the norm.
The target of an experience has motivation to ensure that any deserved posi-
tive experiences are reported, possibly also to produce false positive experiences
and omit negative experiences. The source, in turn, has motivation to punish
the target with honest negative experiences, possibly to report false negatives
as well, and omit positive experiences, particularly if the target is a competitor.
The target has an interest to report an omission of a positive experience or to
clear its name after a false negative experience, and it will know to do this if the
reputation system fails to send an expected kind of notification of a reported
experience after a transaction. On the other hand, the production of positive
experiences about nonexistent transactions with the claimed source requires the
source to be around to react to them on time, or a third party whistleblower to
take interest; our design sets the source as the reporter to eliminate this issue.

The three types of rebuttals have different motivations and effects. Our goal
is to punish false experience reports. To achieve objectivity in this, the exact
reputation effects of spreading misinformation are defined in a reputation net-
work contract that must be signed before joining the reputation network. This
contract specifies other relevant factors, such as the exact timeframes for rebut-
tals and their responses, as well. To make the punishment system effective, the
rebutters must have an incentive to submit correct rebuttals, and to not submit
ungrounded rebuttals.

Actors have a reputation-based incentive to rebut unfairly negative experi-
ences towards themselves. In all cases, the correct or missing experience can be
added into the reputation system as a result of a successful rebuttal, in addition
to the incorrect experience being removed or marked as invalid. This new ex-
perience can be signed by the target, or the centralized reputation system that
verifies the evidence, if the latter is available. The target rebutter, in other words,
typically gains positive experience as a result, which creates an incentive for it
to rebut an experience correctly. Unsuccessful target rebutters can be punished
with a negative reputation effect, as they are in a good position to estimate
whether they or the source have the evidence to back or counter a rebuttal.

Punishing or awarding third party whistleblowers for their rebuttals is more
complicated, however, as their rebuttals at best rely on a guess on whether the
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experience was a result of a collusion or an attempt to get lucky. The number
of third-party rebuttals processed from any actor at a given timeframe can be
limited to control the load. A minor reward for a competing service provider is
that the artificially inflated reputation of its competitor is reduced, increasing its
own reputation in relation to it. A greater incentive can be created by providing
a reputation reward for a successful third-party rebuttal, although this in turn
must be combined with limitations on the frequency of such rebuttals in order
to not create an incentive to flood the reputation system with random rebuttals.
In addition, the reputation gains of third-party rebutters should not be as high
as the reputation loss of the other actor, as this would create a market for
moving reputation from the source to the rebutter. Finally, actors with very
bad reputation cannot be reasonably incentivized to behave through threats of
further reputation loss, and should therefore be eventually shut out of submitting
new information or third-party rebuttals to the reputation system.

Even when a third-party rebuttal is ineffective in the objective sense, dis-
seminating the rebuttal attempt allows reputation system participants trusting
the whistleblower more than the source and target together to adjust their lo-
cal credibility analysis accordingly. These kinds of side effects are an argument
for distributing information about the rebuttals to the entire reputation system
even if a centralized system could perform the analysis itself.

4.2 Addressing Collusion to Generate Positive Experiences

As collaborations in the open service ecosystem are impossible to externally
observe by third parties unless the collaborating parties allow it, it is possible
for two participants to collude to produce positive experiences on each other. To
do this, they exchange nonrepudiable receipts according to a protocol, without
actually committing concrete resources. They can include an honest notary to
observe the exchange and gain further credibility, assuming that the business
process does not require costly third-party services to be invoked. Limiting the
attractiveness of collusion is a difficult problem. The victim of conducting fake
business may also be unobvious: how can positive feedback be harmful?

Let us assume that in a competitive environment, having a higher number
of positive experience reports stored on an actor directly influences their prob-
ability of being chosen into a collaboration. This, in turn, provides additional
opportunities in gaining further positive reputation. The assumption implies that
a relative loss of reputation in comparison to one’s competitors translates to a
monetary loss that is slowly growing over time. Punishment for unfairly caus-
ing reputation loss to a victim is intuitively important. When we also consider
that within this assumption, a relative gain in reputation in comparison to one’s
competitors is similar to causing all of them reputation loss, the problem with
ballot stuffing in reputation systems becomes acute.

Li et al. propose to solve the issue by assigning a cost to all transactions,
which would increase the cost of collusion [11]. For the operational environment
of Pilarcos, however, there is no clear single operator who could collect equal
transaction-based fees from all members of the ecosystem, and allowing actors
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to choose the target of their payments would leave an opening for a more complex
collusion that includes a dishonest operator service.

We must therefore resolve this issue within the domain of distributed peer
control, and propose to do so by partially breaking the above assumption: posi-
tive experiences should not directly improve the probability of being chosen, but
positive experiences that are locally found credible would have this effect. Neg-
ative experiences should generally have more weight in a decision than positive
experiences, and they, in turn, must be backed by evidence.

By valuing local and possibly trusted partners’ experiences above random
shared experiences, the ecosystem members can limit the gains from collusion
between isolated actors; we discuss a selection of different approaches to esti-
mating the credibility of reputation information in earlier work [18,23]. Local
credibility analysis based on e.g. social relations with the information source [4]
or the relationship with local experiences [21] is subjective and therefore should
only be used to select trustworthy and relevant information sources. It cannot
form a basis for second-order punishment, as the reason for a disagreement be-
tween two experience sources can be caused by honestly reported discriminatory
behaviour.

4.3 Comparison to the State of the Art

To demarcate our contribution to the state of the art, we compare our solu-
tion within Pilarcos to the protocol-based solution proposed by Li et al. [11] on
five dimensions: application area, type of third party witness, target of observa-
tion, punishment method and implementation requirements. A summary of the
comparison is provided in Table 1.

In application area, the proposals differ on two levels. Pilarcos operates in a
governed open service ecosystem, where transactions are complex and may be
long-lived, and varying communication protocols are defined through collabora-
tion contracts. In the proposal of Li et al., the electronic marketplace supports
exchanges of goods in simple transactions, and the same protocol suffices for all
actors. A more complex environment also means that our view of misbehaviour
must be broader, and as a result Li et al.’s theorem on removing actors’ incentive
to misbehave [11] does not generalize meaningfully into open service ecosystems.

Third party observation is implemented in Pilarcos through a notary who acts
as a passive witness: it signs receipts, but does not act on them. In contrast, Li
et al. have an active arbitrator who is also responsible for judging the outcome
and punishing misbehaviour, which gives it more power. Despite this difference,
the same impacts [11] and basic limitations of third party protocol-level moni-
toring apply to both solutions: only protocol-level misbehaviour can be detected
through protocol-level monitoring, which means that e.g. compensation processes
must be made visible on that level to have a reputation impact.

The target of observation in both proposals is the accurate completion of
protocols; in Pilarcos they follow contract-defined business processes, while for
Li et al. there is a fixed protocol for purchasing arbitrable and replicatable
goods [11]. We therefore consider our solution to be a generalization of their work.
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Table 1. Comparison of Pilarcos to the proposal of Li et al.

Li et al. define arbitrability and replicatability, i.e. that the communication pro-
tocol can be repeated for the third-party witness, as requirements for arbitration
be effective [11]. We expect that reasonable arbitrability can be reached through
business process design for open service ecosystems as well; in some situations,
additional third party mediators must be involved to control risks in the collab-
oration. For particularly trusted partners, these controls can be relaxed.

The punishment methods of the systems differ in focus and approach. The
reputation-based punishment we propose in this paper is distributed and based
on peer control. In addition to reputation-based punishment, Pilarcos contracts
contain compensation clauses for misbehaviour, like any business agreements.
Li et al. take a centralized point of view both in the arbitrator-based monetary
punishment and optionally the broker selecting providers based on their rep-
utation, which is also determined centrally. The approaches seem to be more
complementary than contradictory; for example deposits can be applied in high-
risk situations to ensure that contractual compensation can be enforced, and
reputation-based service selection can be distributed to the actors themselves.
We aim for a distributed solution to ensure the viability of the marketplace: as
reputation information is worth money, granting a single central actor monopoly
over all ecosystem members’ reputation is equivalent to creating a new central
bank in the ecosystem; this kind of power is disruptive and requires strong con-
trol mechanisms to balance for it.

The implementation requirements of the two solutions are different in nature.
In the proposal of Li et al., the availability of the trusted arbitrator as well as
deposit bank and broker is required, and the service fees must be configured
globally to minimize incentives to misbehave while maintaining an incentive to
use the system. In addition, all actors are required to make bank-controlled
deposits which are held as collateral. The trusted third parties form a single
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point of failure to the marketplace, which Li et al. aim to distribute more in
future work [11].

For Pilarcos, we require the existence of trusted notaries, and push the re-
quirement for designing appropriate arbitrable protocols to specialist business
network model designers. In addition, we demand that users of the proposed
reputation system, where shared experience information is stored, agree to the
reputation network contract. Other costs and impacts of the encompassing Pi-
larcos system and its trust management system have been discussed in earlier
work [17]; we draw additional benefits from the infrastructure for the goal at
hand. In contrast to the proposal by Li et al., we estimate that centrally col-
lected global service fees for all transactions are unrealistic in the open service
ecosystem, which means that they cannot be generally applied to solve the bal-
lot stuffing problem. Instead, we propose the use of local credibility estimation
to reduce the gains from such collusion. This credibility analysis can take into
consideration the cost of faking the transaction as well, for example if there is
an equivalent of service fees designed into the specific business process.

For implementation cost, the increased messaging for applying third party
witnesses to problem situations is not a major cost when optimistic fair exchange
protocols are used [13]. The runtime overhead of either system is dominated by
cryptographic signing, and we estimate it is not remarkable, considering that
the systems involved are capable of running full-blown business protocols.

In summary, our proposed solution is designed for a complex environment;
we find that some of the impact of third party witnesses discussed by Li et al.
hold for Pilarcos and give implications for collaboration protocol design, while
other assumptions made in their game-theoretic analysis [11] cannot hold due to
differences in collaboration types. Some aspects of the bank-based punishment
proposed by Li et al. are best compared to contractual compensation in the Pi-
larcos context, and a system for contractually-agreed, deposit-based punishment
could well coexist with reputation-based punishment for misbehaviour. Our pro-
posal is distributed and reduces the amount of trust that must be placed on the
third party witness or other involved actors.

5 Conclusion

We advance a reputation system for inter-enterprise collaborations that is based
on objective, verifiable reputation: shared experiences denote whether the col-
laboration contract was followed or not. To standardize the semantics of ex-
periences in order to make them shareable, we define the reputation effects of
different kinds of collaborations in the collaboration contracts. To ensure that
false experiences are caught and their submitters punished, an audit trail of
the collaboration is produced by signed, nonrepudiable receipts. These receipts
can be used to verify whether an experience report is truthful. Objectivity and
verifiability go hand in hand: alone, the impact of either remains limited.

The major benefit from this combined approach is the implementation of a
two-level sanctioning system, punishing both malicious behaviour and unfair
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punishments. In the absence of a strong centralized control mechanism, this is
necessary to ensure that the service ecosystem does not deteriorate from rampant
misbehaviour. In other words, we implement a distributed form of social control
in the open service ecosystem.

Trust issues are not entirely solvable by technology alone; in our approach,
as well, the final recourse involves lawsuits for contract breaches, and similar
infrastructure for ensuring that notaries, i.e. trusted third parties, have an in-
centive to fulfil their duties. In contrast to the default assumption that trusted
third parties are universally trusted, we have strongly limited the amount of
trust necessary to place on the proposed notary services.

Objective and verifiable experiences make it possible to punish the spreading
of misinformation in the reputation system; due to factors such as collusion to
produce positive experiences with little invested effort, they do not remove the
need to analyse reputation information locally. Local credibility analysis of all
incoming experiences remains a central technical recourse against misinforma-
tion: it is not necessary nor prudent to accept all experiences as equal, be they
subjective or objective.
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Abstract. Reputation-based trust models are essentially reinforcement
learning mechanisms reliant on feedback. As such, they face a cold start
problem when attempting to assess an unknown service partner. State-of-
the-art models address this by incorporating dispositional knowledge, the
derivation of which is not described regularly. We propose three mecha-
nisms for integrating knowledge readily available in cyber-physical services
(e.g., online ordering) to determine the trust disposition of consumers to-
wards unknown services (and their providers). These reputation-building
indicators of trustworthiness can serve as cues for trust-based decisionmak-
ing in eCommerce scenarios and drive the evolution of reputation-based
trust models towards trust management systems.

1 Introduction

Internet-based and mediated services have managed to capture considerable mar-
ket shares in what used to be primarily real-world markets. The further amalga-
mation of online and real-world service provisioning, such as online ordering of
physical goods, e.g., books, or provisioning of services, be they hotel bookings
or cloud compute services, promise additional convenience for consumers and
business opportunities for providers. Personal and institutional procedures for
evaluating whom to trust in this new environment are still in the process of being
established. The relative ease of setting up an online business, as compared to
brick-and-mortar enterprises, leads to more transience in a market.

In order to overcome these challenges and build trust in unregulated online
markets, such as the present and future internet, two distinct schools of thought
have emerged. On the one hand, the “hard” approach to trust dictates rigorous
certification and provable chains of credentials between a (presumably) entirely
trusted root and a node. This is used, for instance, in trusted computing applica-
tions. On the other hand, the “soft” way of thinking about trust relegates trust
to the domain of probabilities, conventionally stating that trust is a subjective
probability [4] of somebody else acting as expected. This probability is typically
derived from feedback histories using (probabilistic) trust models, such as [11].
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In its current form, neither is entirely satisfactory when addressing the needs of
(future) internet-based markets. While hard trust might be sufficient to provide
information on the identity of another entity, possibly its persistence and even
some of its capabilities, its shortcomings are in describing the behavior of that
other entity. Soft trust, with its reliance on feedback and reputation, expressed
as community standing, is prone to particular attacks. It also faces shortcomings
such as those related to reinforcement learning.

In this paper, we present an extension to the established CertainTrust trust
model [22]. The concepts of insuring, certifying, and coalition forming are adapted
to be used as an extension to the model. By explicitly modeling cues that are
already well-established in real-world interactions for use in a reputation-based
trust model, the approach contributes to mitigating the cold start/market entry
problem. Additionally, by allowing providers to represent their trustworthiness,
the modeling of these approaches forms a first step of evolving CertainTrust into
a trust management system (following the definition of such a system by Jøsang
et al. [12]). By integrating certification processes with reputation-based trust,
an integration of hard and soft trust approaches is potentially enabled.

The impacts on trust and reliance are discussed in the context of a cyber-
physical service provision context. They are, furthermore, briefly presented in
a qualitative agent-based simulation. Insurance and certification models were
chosen, because for both there exist functioning real-world markets with highly-
reputable service providers. These providers can serve as persistent trust anchors
for more transient online services, such as cloud-based offerings by small and
medium enterprises.

The contribution can, of course, be adapted to other reputation-based trust
models and is not limited to the given use case by any means.

The remaining document is structured as follows: section 2 presents a use
case for the proposed approach presented in section 3. Section 4 discusses the
application of the indicators to the use case and presents the results of an agent-
based simulation qualitatively showing the effect of the individual operators.
Section 5 surveys related work. In section 6, some conclusions are drawn.

2 Use Case

For the use case, consider a customer trying to establish trust on a cyber-physical
service. Furthermore, suppose that the customer does not have any prior expe-
rience with that particular service. It is therefore not immediately possible to
derive the trustworthiness of the service provider from direct experience. In order
to derive the reliability of the service, the conventional approach for reputation-
based trust models (cf. e.g., [9,11,22]) is to query trusted witnesses for informa-
tion. However, even in the absence of reliable witnesses, both initial reliability
and decision trust [13] can be established from other cues.

In cyber-physical services, that involve both digital and real-world processes,
such as online ordering and physical shipping of goods, service delivery is gener-
ally not monolithic. Rather, the service provisioning processes can be sub-divided
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into sub-components, some of which are visible to the customer and may be as-
sociated with distinct entities on which trust can be established individually.

Grey Box Internal Process 

User Trust Information 
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Component 

1 
p
1

e.g. billing service 
through credit card 

Visible 
Component 

2 2

e.g. shipping through 
a specific parcel service 
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certified through 
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Fig. 1. Use Case: Cyber-Physical Service
Composition

Figure 1 outlines a general scenario
in which a customer establishes trust
on an unknown (foreign) composite
service. By necessity, several compo-
nents of the service are visible to the
customer, such as payment/billing and
shipping agents used by the service
provider. We assume that the billing
process is handled through an interme-
diary, specifically a credit card com-
pany. For the core service provision-
ing process, we further assume that the
composite service provider chooses not
to reveal its internal processes to the customer directly. It may, however, use an
external auditing and certification provider (e.g., ISO) to certify its internal pro-
cesses. In this paper, we abstract from the multi-dimensionality of trust. Thus,
a certification is considered to be representative for the reliability of the internal
service provisioning process.

3 Approach

Meanings and definitions of trust have been discussed at some length in the
literature (cf. e.g., [4,19,18]). Within the scope of this paper, we will follow [12]
in differentiating reliability trust and decision trust. We will define reliability
trust according to Gambetta [4,12]:

Definition 1. Trust is the subjective probability by which an individual expects
that another individual performs a given action on which its welfare depends.

In particular, we consider trust to be an adequate approximator of trustwor-
thiness. The expectation value E computed by the CertainTrust trust model
represents such a trust score. When having to make a decision, however, further
considerations are involved, beyond the supposed reliability expressed by the
trust score. This is reflected in decision trust [12]:

Definition 2. Trust is the extent to which a given party is willing to depend on
something or somebody in a given situation with a feeling of relative security,
even though negative consequences are possible.

Reliability trust can be said to inform decision trust. However, risk, gain, loss
and reliance [20] are also contributing to the decision-making process. Conse-
quently, decision trust will be modeled using expected utility theory [13,17].
The probabilities, denoted as p, used in the computation of the expected utility
will be derived from reliability trust. In particular, the values of various instances
of p, e.g., used in equations 2 and 4, are approximated by the reliability trust
score from CertainTrust.
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Let G be a benefit expected from an interaction, i.e., the positive gain, and L
the corresponding loss, or negative gain. Furthermore, let p ∈ [0, 1] be the prob-
ability of a beneficial outcome. Then, the expected utility EU of an interaction
can be defined as [13,17]:

EU := p ·G− (1− p) · L (1)

3.1 Using CertainTrust to Measure Reliability Trust

To model experiences as trust information, the CertainTrust model and the Hu-
man Trust Interface (HTI) from [22] are applied. CertainTrust models trust
as opinions based on positive evidences ri and negative evidences si. Using
collected evidence (e.g., feedback), it allows to calculate an expectation value
Ef,w,N(t, c) = t ·c+(1−c) ·f . The certainty c depicts on how much evidence the
trust value t is based. A low amount of evidence (low certainty c) is compensated
by using the (dispositional) initial trust value f . The parameter w allows to ex-
press the weight of dispositional trust, while N denotes the maximal amount of
expected evidence, in this paper’s case: the amount of single experiences.

The true value of the probability p can be considered an inherent quality
of an entity that cannot be measured directly. It is assumed that Ef,w,N is
an appropriate approximator for p. In the following, various variables – e.g.,
cissuer , tissuer , ccandidate, tcandidate, and f – are derived using CertainTrust. In
particular, they do not have to be determined manually.

3.2 Using Expected Utility to Model Decision Trust

Consumers selecting a service will generally try to maximize their utility. Thus,
they will tend to select the service with the highest expected utility EU . The
expected utility function is subject to uncertainty, because Ef,w,N is used instead
of the true value for p. Most variables here are either direct results of applying
the trust model, are derived through the delegation mechanisms discussed in the
following or are explicitly available from the context of an interaction (e.g., the
premium a service provider charges for the use of a credit card, which offers an
insurance option, would cover Lfix

insurer).
Prior experiences by consumers and indicators of trustworthiness are bound to

service providers’ identities. Therefore, persistent identities are desirable. Oth-
erwise, bad reputation could easily be “whitewashed” by re-entering the market
with a new identity [2]. An upfront monetary investment bound to an identity
shows the dedication of a service provider to this identity and therefore reflects
an incentive to act trustworthy [3]. Unlike the basic approach [3], that requires
a trusted third party or a managed marketplace to bind an investment to an
identity, our approach solely relies on “trust-building” services, e.g., insurance
services and certification services.

3.3 Reliance through Insurance

The insurance case relies on three entities: The consumer trying to identify the
most appropriate service provider to select, the service provider under evaluation,
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and an insurance provider insuring the transaction if the consumer decides to in-
teract with the service provider. The relations between the entities are outlined
in figure 2. Insurance provides reliance [20], and thus affects decision trust, by
reducing the risk of asset loss attendant with an interaction. It therefore should
contribute to “[...] a feeling of relative security [...]” (cf. definition 2).

Fig. 2. Trust Delegation with Insurance

Let pcandidate be the probability of
a successful interaction with a can-
didate service provider, and pinsurer
the probability of a successful interac-
tion with an insurance provider that
vouches or guarantees the interaction
between consumer (acting as the ini-
tiator [22]) and the service provider
(acting as the candidate). Further-
more, let the cost, or negative gain,
the consumer experiences in case of an
unsuccessful interaction with the ser-
vice provider, be denoted Lcandidate.
Analogously, Lfix

insurer is the cost (if any) of the insurance contract to the con-
sumer. Additionally, Lvar

insurer indicates the expenses incurred by the consumer
when making an insurance claim against a failed interaction. In this case, the
expected utility of the interaction for the consumer is:

EU := pcandidate ·G
− (1− pcandidate)(1− pinsurer) · (Lcandidate + Lvar

insurer)

− (1− pcandidate)(pinsurer) · Lvar
insurer (2)

− Lfix
insurer

Table 1. Reputation Updates with Insurance

Interaction Update

Provider Insurer Provider Insurer

success – positive –
failure success negative positive
failure failure negative negative

After an insured interaction between a consumer and the selected candidate
took place, the consumer updates its trust values according to table 1. In case the
interaction with the provider succeeded, additional positive evidence regarding
the provider is created, e.g., by increasing the value of rprovider by 1. In this
successful case, action from the insurer is not demanded and no further evidence
regarding the insurer is collected. However, if the interaction with the selected
candidate fails, there are two possible cases. If the insurer is called upon and
reimburses Lcandidate to the consumer, therefore compensating the negative gain
for the consumer, new positive evidence for the insurer is collected. If the insurer
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fails in compensating the negative gain, new negative evidence regarding the
insurer is collected, e.g., by increasing the value of sinsurer . In both cases, new
negative evidence regarding the selected provider is created analogously.

3.4 Assessing Reliability through Certification

Similar to the insurance case from the previous section, this case consists of three
interacting entities. The consumer is evaluating a service provider for selection.
This service provider is certified by a certification provider the consumer has
prior knowledge about but does not interact directly with (see figure 3).

For this paper, we assume a certification provider certifies service quality for
an entire service or service component. We abstract from the multi-dimensionality
of trust at this point. Certification of partial aspects of a service (component)
can be combined into an overall rating, for instance using the propositional logic
operators of CertainLogic [23]. Formally, a certification describes a specific min-
imum level of quality as qcert ∈ [0, 1] that a certification provider awards to the
certified party, ideally after completing an audit.

Fig. 3. Trust Delegation with Certification

This kind of limited trust dele-
gation, employing a “probabilistic”
certificate value and a certification
provider that is not necessarily a com-
pletely trusted third party, influences
the reliability trust for the candidate.
In particular, in order to preserve the
importance of direct experience over
other kinds of information, we propose
to include certification information in
the initial expectation value f of CertainTrust. In its simplest form, it thus
follows:

pissuer = E(tissuer , cissuer)

= cissuer · tissuer + (1− cissuer) · f
fcert = max(f,min(pissuer , qcert)) (3)

Ecert(tcandidate, ccandidate) = ccandidate · tcandidate + (1− ccandidate) · fcert
The variables cissuer , tissuer , ccandidate, tcandidate, and f are derived using Cer-
tainTrust. In particular, they do not have to be determined manually.

The modified reliability trust score Ecert(tcandidate, ccandidate) informs the de-
cision trust. Let pcertcandidate = Ecert(tcandidate, ccandidate) be the probability of a
successful interaction with a candidate service provider, given a certification from
a certification provider. Then, the expected utility of the interaction between a
consumer and a certified service provider can simply be described as:

EU := pcertcandidate ·G− (1− pcertcandidate) · L (4)
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Table 2. Reputation Updates with Certification

Interaction Update

Provider Certifier Provider Certifier

success – positive positive
failure – negative negative

Trust evidence updates after an interaction (as per [22]) are created according
to table 2, taking into account only the performance of the selected provider.
However, new trust evidence is created for both the selected provider and the
certifier. Thus, while trust is delegated from the certification provider to the can-
didate service provider, trust updates are delegated from the service provider to
the certification provider. In case of a negative outcome, the new evidence re-
garding the certifier is justified because the certification was incorrect for at least
this interaction. While being unable to determine if this incorrect certification
holds for all cases, it is perceived by the consumer as an incorrect certification for
the selected provider. Thus, the certifier might also fail to certify other providers
correctly, e.g., due to shortcomings in the certification or auditing process.

3.5 Joint Reliability through Coalitions

Another way for service providers to represent their trustworthiness is the forma-
tion of coalitions with other service providers. The motivation behind the intro-
duction of this mechanism is the underlying assumption that a mutual association
with another trustworthy provider serves as an indicator of trustworthiness. Lack
of experience with one service provider, i.e., the candidate, can thus be compen-
sated by the consumer, i.e., the initiator, via the delegation of trust from associ-
ated service providers, i.e., its associates, that might be known to the consumer.

While a coalition is different from an upfront monetary investment as insur-
ance or certification, it is unlikely that established providers form coalitions with
service providers that are unknown to them. Sybil attacks from malicious ser-
vice providers that spawn many identities and create coalitions between them
are unlikely – because they are ineffective: coalitions influence the probability
of being selected by increasing the visibility of a service provider. Being associ-
ated with a well-known and trusted party becomes an implicit certification. A
mutual coalition of unknown service providers does not increase the visibility of
the participants.

Assume a consumer wishes to evaluate a candidate service provider. It lacks,
however, past direct experiences and recommendations to form a reliable opin-
ion. This lack of knowledge might lead the consumer to choose another, better
known service provider or forgo the interaction altogether. In order to alleviate
the problem and be able to realize a profit from the interaction, it is in the
candidate’s best interest to increase the consumer’s perception of its trustwor-
thiness. To this end, the candidate presents a list of other service providers it
is associated with in a coalition to the consumer. As shown in figure 4, this is
done under the expectation that the consumer has prior experiences with at
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least some of those. In this case, the experience the consumer has in the service
provider’s associates is transferred to the candidate.

Fig. 4. Trust Delegation with Associates

Realizing Mutual Coalition. In
composed services, coalitions are al-
ready in place. By taking into account
the nature of the cooperation of ser-
vice composition sub-components and
their respective providers, trust dele-
gation through the proposed coalition
mechanism is a feasible method of es-
tablishing trust. Whether or not such
a delegation is appropriate is depen-
dent on the direction of the trust dele-
gation with regard to the order of the
sub-components within the process, as well as on power symmetries and enforce-
ment possibilities among the providers associated within a service composition.
For instance, considering the use case in section 2, it can be argued that the credit
card provider (i.e., visible component 1 in figure 1) is strongly connected to the
grey box internal process. This is due to strong obligations and enforcement
mechanisms (e.g., binding legal agreements and litigation possibilities) integrat-
ing the respective service providers.

If not explicitly cooperating in the service composition under evaluation, ser-
vice providers that otherwise cooperate can enable coalition-based trust delega-
tion through the following mechanism by advertising their cooperation to the
customer. The customer, acting as initiator, can consequently verify the coali-
tions and transfer trust accordingly.

Mutual coalitions are realized through the exchange and mutual acknowledg-
ment of cooperation messages. A process for this is depicted in figure 5.

1. Service provider A creates a message
mA,B =< UIDA, UIDB, data > consisting of
– a unique identifier representing provider A, e.g., an X.509 certificate
– a unique identifier representing associate B, e.g., an X.509 certificate.

2. Service provider A forwards mA,B to service provider B.
3. B acknowledges its coalition with A by signing mA,B.
4. B returns the signed cooperation message {mA,B}sigB .
5. A forwards its signed counterpart cooperation message {mA,B}sigA.
These cooperation messages can then be presented to potential consumers, in
order to facilitate the coalition-based trust delegation.

6. A potential consumer C evaluating service provider A requests indicators of
trustworthiness from A.

7. A supplies C with a list of cooperation messages.
8. C may validate the coalition between A and B by requesting B to verify the

signed cooperation message {mA,B}sigB .
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9. Service provider B, as an associate of A, either confirms or denies the coali-
tion with A, in particular regarding both the validity of the signature and
currentness of the coalition.

10. The consumer C delegates the trustworthiness of B to A.

Fig. 5. Coalition Forming and Verification
of Cooperation Messages

Delegating Trust in Coalitions.
Let Ef,w,N (tcandidate, ccandidate) ≈ f
with certainty ccandidate ≈ 0 be an es-
timate for pcandidate. f ∈ [0, 1] repre-
sents the initial trust disposition of the
consumer [22], which is convention-
ally chosen conservatively low. Thus,
for a trustworthy candidate, it should
typically hold that if ccandidate → 1,
then pcandidate → tcandidate � f .
tcandidate is the average of prior ex-
periences the consumer had with the
candidate, each of which can be either
positive or negative. Let rcandidate and
scandidate be the sum of positive and
negative experiences, respectively [22].
Then, tcandidate =

r
r+s .

The condition that ccandidate ≈ 0 implies that rcandidate + scandidate  N ,
where N is a constant denoting the minimum number of experiences required to
reach a certainty ccandidate of 1, as per [22]. In the proposed coalition scheme,
the gap between rcandidate + scandidate and N is to be filled with experiences on
associated service providers.

Let associates A1, . . . , Am be service providers associated with the candidate
provider. Furthermore, let (rAi , sAi), i ∈ 1, 2, . . . ,m be the positive and negative
experiences the consumer has made with service provider Ai. In order to mini-
mize inequality effects regarding the number of experiences that influence trust
delegation, we apply a normalization in the same manner as [22]:

normN (r, s) =

{
1 if r + s ≤ N
N
r+s else

r̃ = rcandidate + δ · α
m∑
i=1

normN (rAi , sAi) · rAi

s̃ = scandidate + δ · α
m∑
i=1

normN (rAi , sAi) · sAi

The user-specified delegation factor α defines how much base weight an experi-
ence with an associated service provider has in relation to an experience made
with the candidate provider itself. δ is a scaling factor that limits the influence
of delegated information as certainty increases.
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δ =
N − (rcandidate + scandidate)

N
Specifically, under total uncertainty (rcandidate + scandidate = 0) δ = 1, under
complete certainty (rcandidate + scandidate = N) δ = 0.

ccandidate and tcandidate are computed based on r̃, s̃ instead of rcandidate,
scandidate.

ccandidate =
N(r̃ + s̃)

2(N − (r̃ + s̃)) +N(r̃ + s̃)

tcandidate =
r̃

r̃ + s̃

Additionally, only experiences of those Ai with a certainty higher than a spe-
cific threshold might be taken into account. This would increase the impact of
reputable and generally well-known coalition partners.

Thus, the expected utility for the consumer is EU := pcandidate · G − (1 −
pcandidate) · L. pcandidate is approximated as pcandidate ≈ Ef,w,N(tcandidate,
ccandidate) = ccandidate · tcandidate + (1 − ccandidate) · f .

Table 3. Reputation Updates with Coalitions

Interaction Update

Provider Associates Provider Associates

success – positive see text
failure – negative see text

The trust updates after an interaction can be found in table 3: only new evi-
dence for the selected service provider is collected regarding its performance. The
selected provider alone is responsible for its performance as the only influence of
the associates is the association itself. The future performance of the associates
is independent from the selected provider. If the service provider and the asso-
ciate are not part of same service composition, new evidence for the associates is
collected only in the context of their ability to reliably form association. If they
are, however, part of the same composite service (cf. section 2), the reputation
is updated for all service components.

4 Evaluation

4.1 Evaluation within Use Case

The use case presented in section 2 introduces a composite cyber-physical pro-
cess, in which some service components/providers are visible to the users, while
others are contained in a grey box internal process. We deem this use case to
be typical of an online goods ordering process. The payment functionality for
the service is provided through a credit card company, while the delivery is han-
dled by an independent parcel service. The grey box process is certified by a
certification provider.
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Assumptions. It can reasonably be assumed that the credit card company
is well-known to and trusted by the customer. This stems both from past ex-
periences, as well as (and possibly more importantly) from strong contractual
obligations between a customer and his credit card company. Similar obligations
exist between the credit card company and the provider of the composite service.
Thus, social and legal assurances are in place to enforce the dependability of the
partners in this setting. Furthermore, because a large number of internet services
use a small number of credit card companies, experience with the credit card
provider generally increases more rapidly than experience with any particular
composite cyber-physical service. Additionally, a credit card company within a
service composition offers insurance services to its customers.

Within the use case, the grey box internal process is certified by a certifica-
tion provider (ideally following a thorough and transparent audit), for instance
ISO (e.g., for quality management) or TRUSTe (for privacy, however cf. [1]).
We abstract from the multi-dimensionality of trust within the scope of this pa-
per. Certification providers are less strongly coupled with a service than the
aforementioned credit card company. We assume that a limited number of cer-
tification providers is used by a considerable number of services, thus easing
trust establishment on certification provider. Paying for a certification by a rep-
utable certification provider indicates a service provider’s initial commitment to
remaining in a market (i.e., an incentive not to defect) [3].

Both insurance and certification depend heavily on reliance [20] on a third
party. Trust in the insurance and certification providers to enforce user interests
in case of service provider defection has to be established. If a certification provi-
der is incapable or unwilling to enforce its certification rigorously, a certification
can actually be interpreted as a sign of untrustworthiness [1]. It is therefore as-
sumed that the user can reliably establish trust on insurance and certification
providers using a trust model.

The shipping service represents the physical interface of the composite service
to the customer. While the reliability of the shipping provider is essential to a
successful overall service provisioning, it is not strongly coupled to the grey box
internal process of the use case.

Component Integration. Modeling overall reliability trust in the unknown
service composition requires combining the information on its components. Due
to the highly regulated relationship between the the credit card provider and the
grey box internal component of the service composition, the providers of these
two components are considered to be in a coalition (cf. section 3.5). Therefore,
the well-established trust the users has in its credit card provider is delegated to
the internal component. As the shipping service is essential to the success of an
interaction between customer and the service composition, but is only relatively
loosely coupled to it, we propose the use of the CertainLogic AND operator
(∧CL) [23]. Including a certification provider to certify the grey box internal
process (for which no prior experience has been recorded), the overall computed
reliability trust in the unknown composite ccomposite = 0 thus becomes:

pcomposite ≈ (tcredit · α · ccredit + (1− ccredit · (fcert)))∧CLE(tshipping , cshipping)
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Under a complete lack of information on any part of the composite service, the
reliability trust value of the indicator-augmented trust computation corresponds
to the CertainTrust value without indicators. The return value for pcomposite

in this case is the user’s initial expectation f . The same condition holds for
complete certainty, i.e., ccomposite = 1, in which case pcomposite is approximated
as tcomposite.
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Fig. 6. Reliability Trust Expectation, for
N = 10 and f = 0.5

Figure 6 shows the behavior of trust
evaluation of CertainTrust with and
without indicators over 10 interactions
(for N = 10 and f = 0.5). The trust-
worthiness of the credit card company
and the certification provider were as-
sumed to be high (p = 0.95) and
known to the user at this level with
certainty (c = 1). In this way, coalition
and certification was essentially used
to dynamically alter the initial trust in
the unknown composite service, from
f = 0.5 for the base CertainTrust case
without indicators, to 0.95. The com-
posite cyber-physical service from our use case was therefore initially evaluated
by the user at pcomposite ≈ 0.95. While trustworthy service providers can thereby
overcome cold start issues effectively, it theoretically offers malicious service pro-
viders a considerably bigger potential to exploit this positive reputation.

The increase of the initial trust expectation from 0.5 to 0.95, however, was not
arbitrary. Increasing the reliability trust in the unknown service was based on
two criteria. The weaker one, certification, that the certification provider (e.g.,
ISO) would audit the service provider and possible revoke the certification in case
of a complaint against the service. This certification provider backs this with its
own behavior. The second, stronger criterion from a customer perspective, is
the stronger reliance the credit card payment process offers. Because the credit
card company does not stake its reputation, but also direct monetary values
through an insurance service, it has a strong incentive to actually enforce the
contractual obligations between itself and the core component of the unkown
service composition (the grey box).

The reliance introduced through the credit card payment process does not only
justify adjusting the initial expectation value of the reliability trust upwards, but
also directly influences the customer’s decision criterion, as per equation 2. This
equation reflects the level of protection the credit card provider offers for an inter-
action with a possibly fraudulent service. For our use case, we assume that the cost
of the ordered good (this includes additional costs such as shipping & handling) is
paid upfront through a credit card. This money is potentially lost in the interac-
tion, it therefore represents Lcandidate. The gainG is at least as high as Lcandidate,
otherwise it would be unreasonable to begin the transaction. The cost of claiming
a credit card insurance is assumed to be negligible compared to the cost of the
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product, while the fixed costs of the insurance (Lfix
insurer) are covered via a sur-

charge on shipping and handling levied by the service provider. Due to strong con-
tractual agreements between the customer and the credit card company, the trust-
worthiness of the credit card provider (expressed as pinsurer) can be practically
assured. Assuming that Lcandidate = G and pinsurer ≈ 1, the decision criterion for
the use case thus becomes EU := pcomposite ·G− (1− pcomposite) · (1− pinsurer) ·
G − Lfix

insurer. For pcomposite  1, as would be the case when facing an unknown
service, the expected utility is considerably higher for the insurance through credit
card case than it would be without the insurance option. Thus, even under the risk
of increasing the exploitation potential w.r.t. malicious service providers, reliance
mechanisms still allow the customer to feel safe.

4.2 Simulation

In order to show the feasibility of the proposed mechanisms in a qualitative
way, each was implemented in the agent-based simulation framework used in
[7]. The basic CertainTrust trust model [22] was used for evaluating providers,
using Ef=0.5,w=1,N=10. The decision criterion was expected utility, as outlined
in the previous chapters, with softmax and a decaying temperature parameter.
A consumer population of 250 agents was arrayed in a clustered social network
(generated according to [10]), to serve as recommenders. The same basic configu-
ration was used to test all mechanisms against a base case, solely using experience
and witness recommendation to select providers. The market was started with
15 providers (5 with 0.8 < pcandidate ≤ 0.95, 5 with 0.5 < pcandidate ≤ 0.8 and 5
with 0 < pcandidate ≤ 0.5) and ran for 800 rounds. At round 300, a new provider
with pcandidate = 0.95 is added, in order to test the market entry performance of
the different mechanisms. The objective is for the consumers to select the best
provider by learning their trustworthiness.

(a) Average Gain with Insurance (b) Average Gain with Certification

Fig. 7. Agent-based Simulation Results for Insurance and Certification

Insurance. As figure 7(a) shows, over the entire simulation run, the perfor-
mance of the insurance mechanism (measured as the averaged gain over all
consumers) approaches the base case. Significantly better performance, as de-
termined by a Wilcoxon rank-sum test (95 % confidence), was attained in the
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initial phase of the learning process, i.e., between timesteps 0 and 250. In this
early phase, the softmax algorithm causes a higher exploration rate, thus leading
to a higher proportion of untrustworthy providers with pcandidate ≤ 0.5. Losses
incurred are compensated by insurance providers, represented as randomly as-
signed agents with 0.5 < pinsurer ≤ 0.95.

Certification. The effects of certification (figure 7(b)) are complementary to
the insurance case. While showing no improvement over the base case in the early
rounds, it facilitates easier market entry for new providers with a high trustwor-
thiness. The certification providers are assumed to be honest and certify conserva-
tively (qcert = pcandidate − 0.1). Certifier performance was learned using the Cer-
tainTrust trust model independently. The considerable improvement at timestep
300 is caused by the addition of the new, trustworthy provider, which is selected
based on its certification, despite softmax already being highly exploitative.

Coalitions. Coalitions outperform the base case (figure 8) after initial explo-
ration significantly. This is caused by trustworthy providers dissolving coalitions
with less trustworthy ones, leading to highly selected coalitions of good provi-
ders. For this simulation, coalitions are formed with up to 2 other providers.
Each provider in a coalition operates non-competitively from its associates, i.e.,
the simulation was run with three different provider populations of 15 providers
each. Only one such market is plotted.

5 Related Work

Fig. 8. Average Gain with Coalitions (α =
0.5) Compared to Base Case

Reputation and trust for eCommerce,
as well as other fields, such as wire-
less routing, p2p networks or agent-
systems, has been receiving consider-
able attention. An increasing number
of survey articles attests to this on-
going interest, e.g., [6,11,24,25]. Typ-
ically, reputation-based trust models
are driven by direct experience and
witness recommendations [5,8,22]. In
[12], the authors argue that compre-
hensive (reputation-based) trust man-
agement systems have to enable users
to assess providers reliably and that providers have to be given the chance to rep-
resent their trustworthiness. While the former has been the focus of much of the
cited work, the latter still requires considerable efforts. Some trust models, such
as FIRE [9], are modular to enable the integration of additional components,
beyond experience and recommendations.

In [8], the authors address the exploration-vs-exploitation dilemma in trust-
based service selection explicitly. This is, however, not done by incorporating
additional information, but by analyzing temporal changes in provider behavior
and adjusting random exploration accordingly.



172 S. Hauke et al.

Influences of reputation to the providers’ amount of interactions have been
shown in [21], exemplarily for eBay. The impact of reputation on revenue in-
creases the attractiveness for attacks on reputation systems, leading to ongoing
research in the design of robust reputation systems [14]. Incentivizing honest
behavior has been directly linked to the ease with which providers can enter and
leave a market [2,3,15].

Trust-based decision-making for eCommerce from a more user-centric perspec-
tive is formalized by [16]. They propose a conceptual framework to put trust, risk
and their antecedents into context, lack however a computational integration.

6 Conclusions

We proposed three mechanism as indicators of trustworthiness for reputation-
based trust metrics that influence the initial expectation of a customer towards
a service. Each indicator has a distinct impact on the overall provider selection
by consumer populations, allowing consumers to reduce their risk (insurance)
and providers to represent their capabilities (certification and coalitions). By in-
vesting resources and staking reputation, service providers represent their com-
mitment to a market, easing the service selection problem for the consumers.
Future work will test the proposed and further indicators in a more comprehen-
sive and quantitative manner, as well as investigating machine learning methods
to predict trustworthy behavior based on (further) indicators. Empirical work
on the positive and negative impact of certifications (e.g., [1]) is to be inte-
grated into adapting initial expectations in the used trust model. Furthermore,
specific trust-based exploration-vs-exploitation strategies will be integrated with
indicators of trustworthiness.
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Abstract . Publish/Subscribe systems assume that clients and brokers
abide by the matching and forwarding protocols. Such an assumption
implies implicit trust between all components of the system and has
led to security issues being largely ignored. As publish/subscribe is in-
creasingly used in applications where implicit trust can not be assumed,
an approach is required to mitigate misbehaviour. We propose the con-
struction and reconfiguration of the event forwarding topology, the pub-
lish/subscribe tree (PST), with respect to the trust requirements of
the clients. The principal contribution of this paper is a trust metric
for PSTs, which aggregates each client’s trust evaluation of a PST to
give a socially acceptable trust evaluation and allows for the ordering
of PSTs. Additionally, we define the PST trust maximisation problem
with overhead budget, which is solved by the PST that maximises trust
within an overhead budget for a given advertisement. A tabu search
based algorithm for this problem is presented and is shown to scale to
large problem instances and give good approximations of the optimal
solutions.

1 Introduction

Publish/Subscribe systems assume that brokers are implicitly trusted to cor-
rectly implement the matching and routing functions that are essential for the
delivery of events from publishers to subscribers. Trust between clients (publish-
ers and subscribers) and brokers is ensured by the presence of trusted adminis-
trative entities responsible for the event notification service (ENS) – the network
of brokers responsible for propagation of events from publishers to subscribers
– and external contracts between clients and administrative entities. Typically,
publish/subscribe is used in application contexts where these mechanisms exist,
for example news distribution services that are restricted to fee paying customers,
but increasingly publish/subscribe is being utilised for applications where admin-
istrative entities and external contracts may not be present. In publish/subscribe
based inter-networking, the scale and dynamicity of the network prohibit the use
of external contracts, while mobile ad-hoc network publish/subscribe has the ad-
ditional issue of the absence of an ENS under the aegis of trusted entities. These
applications are vulnerable to misbehaviour that can disrupt communications,
as mechanisms to ensure trust are absent.

T. Dimitrakos et al. (Eds.): IFIPTM 2012, IFIP AICT 374, pp. 174–190, 2012.
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Motivated by research on the use of trust and reputation systems to safeguard
Peer-to-Peer networks, this paper proposes a mechanism by which the publish
subscribe tree (PST) that is used to distribute events from publishers and sub-
scribers can be constructed and reconfigured to maximise the clients’ trust of
the PST. A trust metric for PSTs is defined that aggregates each and every
client’s trust evaluation of a PST in an equitable manner. Following from Rawls’
difference principle, given a set of PSTs, the metric deems the most trusted PST
to be the one that maximises the lowest trust opinion held by any client. The
PST trust metric is used to define the PST Trust Maximisation problem with
overhead budgets, which is solved by the PST that maximises trust within a
prescribed overhead budget. An exhaustive search and tabu search algorithm
to solve this problem are presented and evaluated. By maintaining, a PST that
maximises trust given the clients’ trust opinions, the PST is less vulnerable to
misbehaviour and consequently service disruption. Brokers that are deemed by
clients to be untrustworthy will be not be included in the initial PST construc-
tion or will be likely ejected upon PST reconfiguration.

The remainder of this paper is structured as follows. In section 2, the PST
is defined and a PST overhead metric is presented. Section 3 details the trust
metric for PSTs. The aggregation is underpinned by Rawls’ difference principle
to ensure that the aggregation is equitable to all clients. The definition of the
PST trust maximisation problem with overhead budget (MTPSTO) is given in
section 4. In section 5, an algorithm using the tabu search metaheuristic to solve
the MTPSTO problem is presented. Finally, section 6 describes the evaluation
of the tabu search algorithm with particular emphasis on the comparison of the
results with those of an exhaustive search algorithm.

2 Publish/Subscribe Trees

2.1 Definition of Publish/Subscribe Trees

In publish/subscribe systems, publishers issue advertisements to the ENS that
express their intent to publish events consisting of particular content (e.g. Java
tutorial books for sale that are less than ten pounds). Subscribers submit sub-
scriptions (e.g. Java tutorial books for sale) that express their interest to receive
specific events to the ENS. Should a subscription match an advertisement owned
by a given publisher, the ENS must ensure that matching events issued by this
publisher are delivered to the interested subscriber.

As the ENS is a network of interconnected brokers, a forwarding topology
is required that allows for the dissemination of events from publishers to sub-
scribers. The topology is typically an acyclic graph, so it can be modelled as a
tree. Definition 1 defines this tree as a publish/subscribe tree (PST). It exists in
the context of an advertisement. For each advertisement, there is a PST that is
rooted at publisher of the advertisement and spans a subset of brokers and all
interested subscribers.
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PSTs can also be used to model ad-hoc network publish/subscribe where there
is no ENS and both brokers and subscribers may be responsible for the matching
and forwarding of events. In this context, the set of internal nodes of a PST can
include subscribers.

Definition 1 (Publish Subscribe Tree (PST)). Given an undirected con-
nected connectivity graph G = (V,E), a publisher p such that p ∈ V , an ad-
vertisement Ap held by publisher p, a set of subscribers SAp = {s | sfs(Ap) =
true ∧ s ∈ V \ {p}} where sfs is the subscription function of s, and a set of
routers RAp = V \ (SAp ∩ {p}) is the set of candidate router nodes. A PST TAp

for the advertisement Ap is a tree routed at p that spans all subscribers in SAp

and a subset of Rap nodes where all r ∈ Rap can not be a terminal node of the
PST and for all s ∈ Sap , s may be either a branch node or a terminal node of
the PST.

2.2 Publish/Subscribe Overheads

PST construction with respect to overhead costs was first considered by Huang
and Garcia-Molina in the context of publish/subscribe in wireless ad-hoc net-
works [8]. They define three types of subscription: inherent subscription; effective
subscription; proxied subscription. The inherent subscription si of a subscriber
i is given by its subscription function sfi. The effective subscription Si of a sub-
scriber i is given by the disjunction of its inherent subscription si and its proxied
subscription s

′
i, Si = si∨s

′
i. The proxied subscription s

′
i of a subscriber i is given

by s
′
i =

⋃
j=1,...,n Sj for each child 1, . . . , n of i. The overhead metric is defined

with respect to these subscription types in definition 2.

Definition 2 (Publish/Subscribe Tree Overhead). The overhead of a PST
T , CT (E) is OT (E) =

∑
iOTi(E) where E is the set of events to be published

and OTi(E) is the overhead of receiving, processing and forwarding the events
in E at node i of T . The overhead OTi at a node i, is given by OTi(E) =
(r + f) · ΦE(¬si ∧ s

′
i) + f · ΦE(si ∧ s

′
i) where si is the subscription function at

node i, s
′
i is the proxied subscription of i, and ΦE(α) gives the number of events

from the set E that match the subscription function α.

3 Theory

The aim of this section is to show how PSTs can be compared in terms of the
trust imbued in the tree by different participants. A generalised trust metric that
combines trust values of the nodes on a path, and allows for discrimination of the
trust of two disparate paths, is given. Subsequently, the relationships between
the participants in a PST are identified, leading to a natural formulation of the
problem as an analysis of the trust within and between different paths for a given
individual participant. Having defined a means for participants to order their
preferences for different PSTs, the problem of how to aggregate these orderings
is addressed by the use of social choice theory, albeit with a caveat about the
comparability of trust functions.
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3.1 Definition of Trust

Trust is “the firm belief in the competence of an entity to act dependably, se-
curely and reliably within a specified context” [7]. The competence of a trustee is
dependent upon a variety of trust sources with their importance to trust evalu-
ation dependent upon the trustor. Vector-based trust models have been proposed
that aggregate a vector of trust sources to give a single trust opinion of an entity
[19]. A generalisation of this model is defined as follows and is used in this work.

Definition 3. (Trust Vector) A trust vector is a d-dimensional real-valued
vector Λη

i,j = [λη
i,j1

, λη
i,j2

, . . . , λη
i,jd

] such that for each λη
i,jn

is a real value, each
representing a different property of trust, such as reputation, within some context
η. Λη

i,j is the trust vector representing i’s trust opinion of j within some context
η.

Definition 4. (Individual Trust Function) For each individual i ∈ N , i has
a trust function τi : R

d → R which is a mapping of trust vectors to trust values.
Given a pair of individuals i and j, a trust vector Λη

i,j, τi(Λ
η
i,j) is a real value

representing i’s trust in j within the context η.

3.2 Trustworthiness of Paths

Using previous work on semiring-based trust models [23], we define our trust al-
gebra as the set S, with two binary operators,⊕ and ⊗. S contains the individual
entities, with the level of trust. The ⊗ operator combines the entities into a path
and returns the level of trust of that path, whilst the ⊕ operator compares paths
and picks out the path with the maximum trust. We assume that ⊕ is commut-
ative, and that ⊗ is distributive over ⊕, and further that there is a partial order
over the operators such that a ≤ a′ ∧ b ≤ b′ ⇒ a⊕ b ≤ a′ ⊕ b′ ∧ a⊗ b ≤ a′ ⊗ b′.

Mathematically inclined readers may note that we have defined an ordered
semiring. An example of such an algebra is the trusted path definitions adopted
by Marti and Garcia-Molina in [12], an instantiation of which is given in defini-
tion 5. We will be using this instantiation, but results remain valid for any other
valid instantiation.

Definition 5. (Trusted Path Semiring) The trusted path semiring is a semir-
ing, (S,⊕,⊗) where S = [0, 1] and ⊕ and ⊗ are defined as:

for all s1, s2 ∈ S, s1 ⊕ s2 = max(s1, s2)
for all s1, s2 ∈ S, s1 ⊗ s2 = s1s2

Example 1. (Example Use of Trusted Path Semiring) Let σ1 be a simple
path, σ1 = (v1, v2), (v2, v3), . . . , (vn−1, vn), where v1 and vn+1 are the start and
end vertex of the path, respectively. The trust v1 has in σ1 is given by τ(v1, v2)⊗
τ(v1, v3) ⊗ ... ⊗ τ(v1, vn+1) where τ : V × V → S and gives the trust that one
vertex has in another, represented by values from the set S of the semiring.
Additionally, given p alternative simple paths from v0 to vn+1, the most trusted
one is given by τσ1 ⊕ τσ2 ⊕ ...⊕ τσp = max(τσ1 , τσ2 , ..., τσp).
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3.3 Individual Trust Evaluation Functions for PSTs

Using the individual trust function (def. 4) and the trusted path semiring (def. 5),
the clients’ trustworthiness of a PST can be defined. The relationships between
publishers, internal subscribers and terminal subscribers are identified and eval-
uated using the aforementioned methods to give individual trust functions for
these types of clients. The definitions below define how the trustworthiness of
a PST is evaluated by the publisher, the internal subscribers and the terminal
subscribers.

Publisher PST Trust Evaluation Function. The publisher has a contract
to send events to each subscriber in the PST and has no preference over these
subscribers. To ensure delivery of these events, the trust function should max-
imise the trustworthiness of each path to the subscribers. The publisher trust
function aggregates the trust of each path to each subscriber in the PST. Where
the publisher is adjacent to a subscriber, the trust value of the path is 1, as all
notifications are sent directly to the subscriber.

Definition 6. (Publisher PST Trust) Let T = (V,E) be a PST, where V =
S ∪ R ∪ {p} for a publisher p, set of subscribers S and set of routers R, and
let α be some aggregation function, α : R|S| −→ R. For each s ∈ S, there is
a path σp,s = {p, . . . , s}, a vertex sequence with initial vertex p, final vertex s
and if |σp,s| > 2, it has intermediate vertices {v1, v2, . . . , v|σp,s|−2}, and whose
trustworthiness is given by:

τp(σp,s) = τp(Λ
η
p,v1)⊗ τp(Λ

η
p,v2)⊗ · · · ⊗ τp(Λ

η
p,v|σ|−1

) (1)

The trust of T for p is a function of the trust of the paths to each subscriber and
is given by:

τp(T ) = α(τp(σp,s1 ), τp(σp,s2 ), . . . , τp(σp,s|S|)) (2)

Terminal Subscriber PST Evaluation Function. Terminal subscribers re-
ceive events forwarded on the path from the publisher. Their trust in the PST is
determined exclusively by the trust of this path. If the subscriber is adjacent to
the publisher, its trust value of the path is 1, as it trusts the publisher to receive
its events.

Definition 7. (Terminal Subscriber PST Trust) Let T = (V,E) be a PST,
where V = S ∪R ∪ {p} for a publisher p, set of subscribers S and set of routers
R. For each subscriber s ∈ S such that s is a terminal of T and σs,p = {s, . . . , p}
is a path in T with initial vertex s to terminal vertex p and if |σs,p| > 2 with
intermediate vertices {v1, v2, . . . , v|σs,p|−2}, then the the trust of s in T is given
by:

τs(T ) = τs(Λ
η
s,v1)⊗ τs(Λ

η
s,v2)⊗ · · · ⊗ τs(Λ

η
s,v|σs,p|−1

) (3)
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Internal Subscriber PST Evaluation Function. An internal subscriber
receives events on the path from the publisher and forwards them to subscribers
in the sub-tree of which it is the root. The node holds both the roles of terminal
subscriber and publisher, so its trust function is a function of the trust to the
publisher and the trustworthiness of the paths to each subscribers in its sub-tree.

Definition 8. (Internal Subscriber PST Trust) Let T = (V,E) be a PST,
where V = S∪R∪{p} for a publisher p, set of subscribers S and set of routers R.
For each subscriber s ∈ S such that s is an internal node, there is a path σs,p =
s, . . . , p where s is the initial vertex, p is the final vertex and with intermediate
vertices {v1, v2, . . . , v|σs,p|−2} if |σs,p| > 2. The trust of the σs,p is given by:

τs(σs,p) = τs(Λ
η
s,v1)⊗ τs(Λ

η
s,v2)⊗ · · · ⊗ τs(Λ

η
s,v|σ|−1

) (4)

Additionally, for each s ∈ S such that s is an internal node, let Ts = (Vs, Es)
be the sub-tree rooted at s. For each s′ ∈ (S \ s) ∩ Vs, there is a path σs,s′ =
{s, . . . , s′} that has initial vertex s, final vertex s′, and intermediate vertices
{v1, v2, . . . , v|σs,s′ |−2}. The trust of the path σs,s′ is given by:

τs(σs,s′ ) = τs(Λ
η
s,v1)⊗ τs(Λ

η
s,v|σ|−1

)⊗ τs(Λ
η
s,s′) (5)

For each internal subscribe node s in a PST T , the trust of s in T is given by:

τs(T ) = β(τs(σs,p), τs(σs,s′
1
), . . . , τs(σs,s′

d−1
)) (6)

where β : R
d −→ R is some aggregation function of trust values, and d =

|Vs ∩ S|+ 1.

3.4 PST Trust Evaluation Function

Social Choice and Welfare Preliminaries. Social choice theory is the study
of the specification of preferences, their motivating utilities, and the aggregation
mechanisms of individual preferences to a socially acceptable preference. Here it
is used to address the following problems: the aggregation of the trust evaluation
of paths to give a client’s trust evaluation of a PST; and the aggregation of the
clients’ PST trust evaluation functions to give the trustworthiness of a PST.

Sen [21] shows that if we can assign utility values to the preferences, and that
the utilities are comparable between individuals, then a choice function is usable.
As in nearly all other work building on trust preferences, we must assume that
the utility of our trust preferences can be compared, both in deciding which
individual is worse off (ordinal level comparability), and how much one gains
when another loses (cardinal level comparability).

Rather than adopt a utilitarian approach to determining the most trusted
PST, the PST that maximises the trustworthiness of the least well-off node is
dominates the trust metric. This is motivated by Rawls’ difference principle [18],
which states that social and economic inequalities satisfy the condition that they
are to be to the greatest benefit of the least advantaged members of society.
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Definition 9. (Individual Evaluation Function) An individual utility func-
tion is a real-valued function to the set of alternatives C for an individual i,
ui : C → R.

Definition 10. (Leximin Social Welfare Functional) Let i(x) be the ith

worst-off individual under the alternative x, that is there is a subset M ⊂ N
where |C| = i − 1 individuals such that for all c ∈ C, ui(x) ≥ uc(x). For any
given pair of alternatives x, y ∈ C, xPy if and only if there is an i ∈ N such
that:

1. ui(x)(x) > ui(y)(y); and
2. uc(x)(x) = uc(y)(y) where c ∈ {n : n ∈ N ∧ ui(x) ≥ un(x)}.
If ∀i ∈ N.ui(x)(x) = ui(x)(x) then xIy.

Aggregation of Path Trust Evaluations in Individual PST Trust Func-
tions. The aggregation functions α and β in definitions 6 and 8, are the leximin
aggregation function given in definition 11 and the minimum aggregation func-
tion, respectively. As d - the number of paths - is variable across PSTs, for internal
subscribers, β can not make use of analytical leximin aggregation (definition 11).
The motivation for the choice of these aggregations is to allow a client’s trust in
a PST to be dominated by the least trustworthy path. Consider an internal sub-
scriber in a PST with paths of very high trust, except for a path of low trust to
a terminal subscriber. There is more risk of malicious behaviour on this path and
the terminal is undeservedly punished in favour of others, as all subscribers should
be treated equitably. This is a scenario our metric attempts to avoid.

PST Trust Evaluation Function. The social ordering of PSTs must improve
the well-being of the least well-off with respect to trust, so it follows that the
leximin social welfare functional is used, since it is assumed that all nodes are to
be treated equally. Rather than implement the leximin social welfare function as
one of pairwise comparisons, an analytical leximin function (def. 11) is used. This
allows PSTs to be ordered by their trust values and a combinatorial optimisation
problem that maximises the trust value of the PST for a given advertisement
to be defined. Unfortunately, its use is not without issue, as it requires cardinal
full comparability and it is, at the least, questionable if trust functions comply
with this property.

Definition 11. (Analytical Leximin Aggregation) The analytical leximin
aggregation operator, Fleximin, is an ordered weighted average where each ai ∈
[0, 1] and the weight vector W = [w1, . . . , wn−2, wn−1, wn] is defined as follows:

w1 =
Δn−1

(1 +Δ)n−1
,

wj =
Δn−j

(1 +Δ)n+1−j
for all 2 ≤ j ≤ n.

If |a− b| < Δ then a = b. If a > b then |a− b| > Δ.
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Definition 12. (Socially Trusted PST Aggregation) Let t = (Vt, Et) be
a PST where Vt = S ∪ R ∪ {p}. For each i ∈ S ∪ {p}, there is a real-value
τi(T ) representing i’s trust value of t. The social trust value of t is given by
Fleximin(τi1(T ), τi2(T ), . . . , τi|S∪{p}|(T )).

4 The Problem

4.1 The PST Trust Maximisation Problem with Overhead Budget

Given this definition of aggregated social trust, we are now in a position to
formally define the problem of maximising the trust of a Publish/Subscribe Tree
that meets an overhead budget in terms of the cost of its links - the PST Trust
Maximisation Problem with Overhead Budget (MTPSTO):

Problem 1 (The MTPSTO problem). Given an overhead budget B > 0, an event
distribution E, an undirected connectivity graph Gc = (Vc, Ec), a publisher p
that holds an advertisement Ap, a set of subscribers S = {s | sfs(Ap) = true}
where sfs is the subscription function of s, a set of routers R = Vc \ C where
C = {p}∪S, find a PST T that is rooted at p, spans C and maximises the trust
value τ(T ) = Fleximin(τc1(T ), . . . , τc|C|(T )) where τci(T ) is the trust evaluation

of ith node in C, subject to OT (Ev) ≤ B.

The MTPSTO decision problem is shown to be in NP-hard by a polynomial time
reduction from the Minimum Overhead PST Problem [2] and in NP by a poly-
nomial time verification algorithm. We omit the proof due to space constraints.

5 The Algorithm

To solve the MTPSTO problem, an exhaustive search algorithm of all possible
PSTs is presented. The algorithmmust calculate the trust value and the overhead
value of every PST in the connectivity graph Gc = (Vc, Ec) that is rooted at
the publisher p and spans all subscribers S, for an advertisement Ap. The set
of all PSTs for Ap is a subset of the set of all Steiner trees in Gc that span p
and S. Using this property and the fact that the set of all Steiner trees in Gc is
given by the enumeration of all spanning trees in Gc and all its sub-graphs, the
algorithm must find all the spanning trees in Gc and all its sub-graphs that are
also feasible PSTs. Note that graphs and sub-graphs with router vertices with
only one adjacent edge are ignored, as all spanning trees found will not be PSTs.
The router will be a terminal node in every PST that spans the graph and this
contradicts the definition of a PST.

5.1 Spanning Tree Enumeration

A number of algorithms have been proposed to solve the problem of enumerating
all spanning trees of a graph. Backtracking-based techniques have O(m+n+mt)
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[14] andO(m+n+nt) [5] complexity for undirected graphs, where t is the number
of spanning trees. Prior to the these techniques, Char [3] proposed an algorithm
that lexicographically tests sub-graphs to determine if each is a spanning tree,
and although a complexity analysis was not given, it was later shown to be of
O(m + n + n(t + t0)) complexity where t0 is the number of sub-graphs found
that are not spanning trees [9]. Char’s algorithm is shown to be more suitable
for enumerating PSTs, as the spanning tree test of a sub-graph can be modified
to determine if it is a PST.

5.2 Approximation through Tabu Search

A number of approaches to the Steiner problem in graphs that use the tabu
search metaheuristic have been proposed [20] [6]. The Ribeiro and De Souza
[20] approach finds solutions that are better than the Takahashi-Matsuyama
heuristic [22] and F-tabu [6]. Given the relationship between Steiner trees and
PSTs, and the successful use of tabu search to solve the Steiner problem, this
metaheuristic is explored as means to solve the MTPSTO problem.

PST Tabu Move Selection and Evaluation. Similar to the move structure
defined in [20], a tabu search move is defined as the addition or removal of a
broker node from the PST. As is the case with Steiner trees, there is a subset of
nodes that must always be included in the vertex set of the tree, these are the
publisher node and the subscriber nodes. It follows that only the combination of
broker nodes is variable, hence the choice of move structure. For insertion moves,
a broker node and its edges (from the connectivity graph), which are adjacent to
nodes in the PST, are added to the PST. For removal moves, a broker is removed
from the PST and every edge in the connectivity graph between pairs of nodes
in the PST are added to the PST.

In tabu search, the application of a move to an current PST solution gives a
new solution, however the application of a move to a PST gives a sub-graph of
the connectivity graph. To address this, the modified spanning tree algorithm
(section 5.1) is used to find all PST in the sub-graph. Each PST is evaluated for
its trust and overhead value. The PST that maximises trust and is below budget
is then selected as the tree that is derived as a result of the application of the
move to the current PST solution. If no tree is under budget, the one with the
highest trust value is chosen.

Penalty Function. Tabu search is designed for minimisation and maximisation
combinatorial problems without constraints, however the MTPSTO problem has
an overhead budget constraint within which trust is maximised. Although a Near
Feasibility Threshold (NFT) technique [11] was investigated, superior results
were obtained with a static penalty function. In this approach, all over-budget
PSTs are penalised by increasing the trust value by 50%.

Diversification Strategy. Takahashi and Matsuyama [22] present a Steiner
tree heuristic that can easily be modified to find a Steiner tree that is a PST.
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The modifications required is to stipulate that the subscribers and the publisher
are the Steiner nodes. After every n iterations of the tabu search algorithm
or when there are no moves for the tabu search to exploit, the diversification
method is invoked.

Surrogate Objective Function. Each move when applied to a PST gives a
number new solutions that must be evaluated for their trust and overhead values
(objective values). Evaluation of each move can become costly as the size of the
problem instance increases. To address this, the use of a surrogate evaluation
function is proposed that estimates the trust value of solutions derived from a
move. Moves that are likely to not result in an improvement over the current
solution are discarded. The solutions derived from the smaller moves set are then
fully evaluated for exact objective values.

A greedy approach is adopted for the surrogate objective function, as it at-
tempts to maximise the improvement to the least well-off node. Given the sub-
graph Gmod that is induced by the application of a move m to the current PST
solution, TPST , the surrogate objective value is given by the most trusted path
between the node with the least trust in TPST and the publisher, p. Due to the
fact that a semiring-based trust model for path trust is used, it is possible to to
use the generic shortest distance algorithm algorithm defined in [23] to find the
most trusted path between two nodes.

Tabu Search Algorithm for MTPSTO. The tabu search algorithm for the
MTPSTO begins by using the diversification method to find the initial PST
solution and setting to the current solution. Its objective value is evaluated and
the tabu search iterates until the maximum number of iterations without an
improvement in the objective value is met. During each iteration, first the set of
moves is established by determining the routers that can be added and removed
from the PST. Moves that are in the tabu list are discarded. Using the surrogate
objective function, the move set is further reduced to the best estimated inser-
tion and removal moves. The modified Char spanning tree algorithm is used to
enumerate all PSTs resulting from the application of the moves in the move
set to the current solution. These PSTs are then evaluated for their trust and
overhead values. The PST with the highest trust value and lowest overheads is
selected as the new current solution. If it is also better than the existing best
solution found by the algorithm so far, then it is set as the new best solution.
The move that yields the new current solution is marked is places in the tabu
list and will not be available for selection for a given number of iterations.

6 Evaluation

In this section, an evaluation of the exhaustive search and the tabu search al-
gorithms for the MTPSTO problem are presented. The evaluation is concerned
with two properties, the quality of the solutions found and the running times
of the algorithm. Solution quality is given by the relative error of the trust and
overhead values with respect to the optimal solution.
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The algorithms were implemented using Java and are dependent upon two
third-party libraries, the Java Universal Network/Graph Framework (JUNG)
(ver. 2.01) and the OpenTS library (ver. 1.0-exp10). JUNG is a framework for the
modelling, analysis and manipulation of graphs. The OpenTS library provides
a tabu search framework that is used as the basis of the implementations of the
tabu search algorithms.

Each experiment was executed five times and the running times given in
the results tables are averages over these executions unless stated otherwise.
Experiments were performed on Amazon EC2 using a High-Memory Extra Large
instance (m2.xlarge). The instance has 17.1 Gb of RAM, two virtual cores with
3.25 EC2 Compute Units reported as two 2.67 GHz Intel Xeon X5550 CPUs by
cat /proc/cpuinfo, and 420 Gb of instance storage. Amazon Linux AMI 64-bit
with Linux kernel 2.6.35.11 was the chosen operating system and the Java run-
time environment used was IcedTea6 1.9.1. The only option passed to the Java
virtual machine was to set the maximum heap size to 16 Gb, -Xmx16G. The choice
of this evaluation environment was motivated by the high memory requirements
of the exhaustive search algorithm. To ensure fair comparability of the running
times, the same instance type was used for the tabu search algorithm, despite
its lower memory usage.

6.1 Evaluation Test Data Sets

The test data sets are comprised of problem instances varying in |R|, as the
primary objective is to analyse the proposed algorithms with respect to con-
nectivity graphs of increasing sizes in both V and Ec. The graph density of all
problem instances is approximately equal to 0.5. By increasing the number of
routers in each problem and maintaining constant graph density, the test data
sets allow for the evaluation of algorithms with respect to problems of increasing
complexity, as both the number of possible moves at each iteration of the tabu
search and the dominant factor of the PST enumeration algorithm n(t + t1)
increase. For all problems, the cardinality of the set of subscribers, S, is 5.

Test data sets are made of subsets of five problems, each problem sharing
identical parameters other than the value of the overhead budget, B. Each
problem is identified by an identifier in the following format, <Problem Data

set><Subset Number>-<Problem Number> where <Problem Data set> is the
data set identifier (A and B), <Subset Number> indicates the value of |R| for all
problem instances in the subset, and <Problem Number> is the problem identifier
where 1 =⇒ B = 2000, 2 =⇒ B = 3000, 3 =⇒ B = 4000, 4 =⇒ B = 5000
and 5 =⇒ B = 231−1 (Java’s largest maximum integer). The values chosen for
B exclude 1000 as there is no optimal PST solution with an overhead value that
is less than or equal to 1000 for problems where the optimal solution is known.
No budgets are considered where 5000 < B < 231 − 1, as all optimal solutions
found where B = 231 − 1 are identical to those where B = 5000. The choice of
B = 231 − 1 is so that the algorithms can find the most trusted PST within the
largest permitted integer overhead budget.
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Problem set A consists of problems where 1 ≤ |R| ≤ 9. Set A is the only
problem set where optimal solutions are available for comparison to those found
by the tabu search algorithms, as for larger problems, the running times of
the exhaustive search are excessive. Problem set B consists of problems where
20 ≤ |R| ≤ 100. Although no exact solutions known for these problems, the
results are useful for evaluating the scalability of the tabu search algorithm.

6.2 Results

Table 1 shows the execution times of the exhaustive search for each subset of
problems in problem set A. The average times given are those of the five al-
gorithm runs for each subset of problems, except for A9 where this was im-
practical. Each experiment run finds the solutions where the overhead budget is
2000, 3000, 4000, 5000, and 231− 1. For problem subsets A0 to A4, the exhaust-
ive search executes quickly, however, there is an order of magnitude difference in
the execution time with the addition of an additional router to problems subsets
A5 and A8. The timings exhibit non-linear growth, which is to be expected, as
the problem under consideration is in NP-Complete. Given the execution time
of the exhaustive search for problem A9, attempts to solve larger problems were
not attempted.

Table 1. Execution Times of Exhaustive Search Results for Problem Set A

Pr. Min. (s) Max. (s) Avg. (s)

A0 0.0153 0.0871 0.0339
A1 0.0239 0.1522 0.058
A2 0.1238 0.3774 0.1852
A3 0.8051 1.2791 0.9304
A4 1.7682 2.4166 1.9041
A5 19.5833 20.212 19.7224
A6 285.8669 287.4492 286.3381
A7 945.8277 949.9657 947.4963
A8 6149.868 6164.197 6158.712
A9 97672.93 97672.93 N/A

Tables 2 and 3 give the results for the tabu search algorithms for problem
sets A and B, respectively. The running times for problem subsets A1 to A4 are
inferior to those of the exhaustive search. For problem subset A5 and above,
the tabu search outperforms the exhaustive search algorithm with respect to
execution time. For only seven problems in problem set A, the tabu search does
not find the exact solution. Of these, four have negligible error to the optimal
solution in the trust value of the PST. The average relative error in the overhead
costs is 0.1148.
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For problem set B, no exact solutions are available due to these problem
instances being of too large for an exhaustive search. However, the results show
that even for large problem instances, the tabu search algorithm is capable of
finding solutions in running times that are considerably faster than those of the
exhaustive search. The slowest time, 88.44s for problem B30-4, is some three
times faster than that of an exhaustive search for problem instance consisting of
six routers.

In conclusion, it has been shown that the tabu search scales to large problem
instances with running times comparable to those of the exhaustive search al-
gorithm for significantly smaller instances. The results for problem set A have
demonstrated that the tabu search is capable of finding good approximation
solutions.

7 Discussion

For a PST to form, the subscribers and routers must trust the publisher, so it
is natural to devolve responsibility for the creation and selection of the PST to
the publisher. Our protocol thus degenerates to the collection of trust vectors
by the publisher for the candidate nodes in the tree, the execution of the tabu
search algorithm, and finally the notification of the selected nodes of their roles
and routing tables.

We have provided a formal definition of how trust can be used to evaluate
the worth of a PST, dependent upon position, and under the assumption of full
cardinal comparability of the trust metrics. Using this metric and existing work
on PST overheads, we have shown how to derive optimal and near-optimal trees
which maximise trust and meet a link cost budget. Under what circumstances
does this assumption hold?

Trust can be formed using a number of trust sources, but typically in the liter-
ature, it is a function of reputation. In a given application context, such as a P2P
file sharing system, users may have different perceptions of identical behaviour.
Some may tolerate corrupted file downloads more than others, and in this scen-
ario may rate identical transactions differently. For example, in Eigentrust [10],
a given user i downloads a corrupted file from a user k and rates the transaction
as -1, but a user j may download the same file from k and rates the transaction
as 0, perhaps due to having a higher tolerance of malicious behaviour. When
calculating trust values, it is therefore not possible to state that nodes i and j
holding trust values of 0.7 in some entities are comparable, as their perceptions
and understanding of trust and consequently their trust ratings of others differ.

Even when two entities have the same understanding of trust, they may assign
different values to to trustees. This also applies to the trust valuations of altern-
atives under consideration. If the trust continuum is the unit interval, ordinal
level comparability feasible, as an alternative can be rated as trusted, untrusted
and indifferent or uncertain (a distinction can not be made), but the presence
of an origin alone does not imply cardinal full comparability, a scale is required
too. Trust can not, when represented using quantitatively, be inter-personally
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Table 2. Solutions for Problem Set A using the Tabu Search algorithm

PST Rel. Error

Pr τT OT ητ ηO Sec

A1-2 0.0181 2398 - - 3.01
A1-3 0.0181 2398 - - 3.02
A1-4 0.0181 2398 - - 3.01
A1-5 0.0181 2398 - - 3.00

A2-1 0.0931 1850 - - 8.44
A2-2 0.0931 1850 - - 8.49
A2-3 0.0931 1850 - - 8.40
A2-4 0.0931 1850 - - 8.37
A2-5 0.0931 1850 - - 8.36

A3-2 0.0224 2917 - - 11.12
A3-3 0.0224 2917 - - 11.12
A3-4 0.0224 2917 - - 11.03
A3-5 0.0224 2917 - - 11.06

A4-2 0.1855 2224 - - 7.28
A4-3 0.1855 2224 - - 7.21
A4-4 0.1855 2224 - - 7.20
A4-5 0.1855 2224 - - 7.21

A5-2 0.0542 2262 - - 13.63
A5-3 0.0812 3580 - 0.1202 8.26
A5-4 0.0812 3580 - 0.1202 8.24
A5-5 0.0812 3580 - 0.1202 8.22

A6-3 0.0360 3846 - - 139.19
A6-4 0.0360 3846 5×10−7 0.1287 138.96
A6-5 0.0360 3846 5×10−7 0.1287 127.22

A7-2 0.0692 3570 - - 70.95
A7-3 0.0692 3570 - - 72.92
A7-4 0.0692 3570 - - 78.38

A8-3 0.0031 3657 - - 9.77
A8-4 0.0031 3657 1×10−6 0.0928 9.77
A8-5 0.0031 3657 1×10−6 0.0928 9.82

A9-1 0.2184 1885 - - 20.39
A9-2 0.2184 1885 - - 14.69
A9-3 0.2184 1885 - - 20.55
A9-4 0.2184 1885 - - 20.49
A9-5 0.2184 1885 - - 20.51
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Table 3. Solutions for Problem Set B using the Tabu Search algorithm

PST PST

Pr τT OT Sec Pr τT OT Sec

B20-1 0.1210 2948 42.00 B30-1 0.1329 2234 57.19
B20-2 0.1210 2948 41.97 B30-2 0.1329 2234 61.82
B20-3 0.1210 3254 36.33 B30-3 0.1329 2234 72.58
B20-4 0.1210 3254 33.76 B30-4 0.1329 2234 88.44
B20-5 0.1210 3254 33.73 B30-5 0.1329 2234 84.46

B40-1 0.0245 2564 56.52 B50-1 0.0124 2224 18.96
B40-2 0.0245 2564 60.04 B50-2 0.0124 2224 18.87
B40-3 0.0245 2564 50.73 B50-3 0.0124 2224 18.70
B40-4 0.0245 2564 50.77 B50-4 0.0124 2224 19.70
B40-5 0.0245 2564 50.81 B50-5 0.0124 2224 19.96

B60-1 0.0661 1630 9.86 B70-1 0.0381 2838 30.00
B60-2 0.0661 1630 9.98 B70-2 0.0381 2838 29.99
B60-3 0.0661 1630 9.82 B70-3 0.0381 2838 46.44
B60-4 0.0661 1630 9.89 B70-4 0.0381 2838 46.77
B60-5 0.0661 1630 9.91 B70-5 0.0381 2838 45.85

B80-1 0.1320 1962 17.84 B90-1 0.0354 1282 11.56
B80-2 0.1320 1962 13.54 B90-2 0.0354 1282 11.59
B80-3 0.1320 1962 13.56 B90-3 0.0354 1282 11.59
B80-4 0.1320 1962 13.55 B90-4 0.0354 1282 11.57
B80-5 0.1320 1962 13.57 B90-5 0.0354 1282 11.57

comparable, unless there is agreement about the meaning of the scale of trust
metrics, i.e. is there must be an accepted definition of a unit of trust.

But we do not form a single PST. Instead we will repeat the collection of
trust vectors and the evaluation of trees ad infinitum, as the publishers and
subscribers in the network change. We postulate that the dominant strategy
within this repeated game is to converge to a common understanding of the
range of trust values, and to be truthful about the levels of trust, allowing for
full cardinal comparability. We hope to demonstrate this to be true in future
work.

8 Related Work

Wang [24] produced one of the earliest descriptions of the security issues in pub-
lish/subscribe networks, which was then built upon by Raicu in [17] to provide
a formal definition of confidentiality in content based publish/subscribe. Miklós
describes a method to define access control policies on clients’ advertisement and
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subscription filters [13], which assumes that the infra-structure is trusted. Fiege
et al. [4] attempted to address the level of trust between publishers, subscribers
and infra-structure through the development of scopes of visibility. An imple-
mentation on the REBECA [15] shows how such a scoping approach might work.
An alternative approach using Role Based Access Control (RBAC) is demon-
strated by Belokosztolski et al. [1], building on the HERMES middleware [16].
Policies have been used to control the tree construction by Wun [25].

9 Conclusion

We have presented an algorithm for evaluating trust in publish / subscribe trees,
where assumptions about the participants are weaker than in prior work. This
algorithm is based on our own trust metric combined with an overhead metric
from [8] in order to maximise the trust in the tree with respect to both producers
and consumers with respect to a given budget. In addition we present a Tabu-
based approximation which is significantly more efficient.
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Abstract. In this position paper we examine some of the aspects of
trust models, deployment, use and ‘misuse,’ and present a manifesto for
the application of computational trust in sociotechnical systems. Com-
putational Trust formalizes the trust processes in humans in order to
allow artificial systems to better make decisions or give better advice.
This is because trust is flexible, readily understood, and relatively ro-
bust. Since its introduction in the early ’90s, it has gained in popularity
because of these characteristics. However, what it has oftentimes lost is
understandability. We argue that one of the original purposes of com-
putational trust reasoning was the human element – the involvement of
humans in the process of decision making for tools, importantly at the
basic level of understanding why the tools made the decisions they did.
The proliferation of ever more complex models may serve to increase the
robustness of trust management in the face of attack, but does little to
help mere humans either understand or, if necessary, intervene when the
trust models fail or cannot arrive at a sensible decision.

1 Introduction

Computational Trust is the study, formalization and implementation of human
trust in computational settings [1]. It was intended to be used by autonomous
systems of all types in their missions to perform their duties with humans in
mind. This qualification is both interesting and important – there is an implicit,
at least, expectation that the systems in question are working for humans, per-
haps where humans co-exist with the systems themselves. Thus, we can imagine
autonomous agents or devices in eCommerce scenarios [2,3], Smart Cities [4,5],
Information Systems [6] and ubiquitous computing in general [7,8]. We have seen
trust explored for example in user interfaces [9,10] and ‘real world’ marketplaces
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[11]. A recent paper [12] tellingly did not build any trust model, noting that
current trust models are inappropriate. Trust, of course, is everywhere people
are, and if the people are using technology, then it makes sense, at some level,
to allow trust to be used there too.

Trust has unquestionable utility – it has been used by humans for millennia
to manage risk. Of course, humans have issues estimating and handling risk
[13], a subject beyond the scope of this paper, but we could argue that this
is another reason for trust being so important to people. People make trusting
decisions, for better or worse, almost in the blink of an eye, and adapt these
decisions over the lifetime of a relationship [14]. We should mention that, of
course, they make mistakes all the time, but one of the strengths of trust is the
implicit acknowledgment of the potential for mistakes in the face of incomplete
information, and the fact that it is used anyway and still manages to work both
at an individual and a societal level [15]. Perhaps one triumph of irrationality
over rationality.

We are faced with something of a dilemma in the user of trust in technology,
however. There is a noticeable trend to more and more complex models, us-
ing deeper mathematical techniques and constructs. Complex models (involving
trust or related reasoning) have been applied in places as diverse as eCommerce
[2,16] and Mobile Ad-Hoc Networking [17], through to financial systems (for in-
stance in algorithmic trading). The use of such complex models in systems where
time is of the essence, or even where attacks are both prevalent and can have
far-reaching effects, is potentially both sensible and timely, but the failures can
be interesting, to say the least – witness the Flash Crash of May 6th, 2010 for
instance.1 The use of ‘trust’ models in these instances is troubling to us because
they explicitly preclude the human element, and it is the human element that
makes trust trust.

This paper examines the purposes of computational trust, its human element,
and the fact that, without the human element, there is a lost link. It goes on to
argue that with increasing complexity the human element is ever-more difficult
to enlist, even in circumstances where, as almost certainly must happen, the
trust model cannot accomplish its task. We argue that the use of the term
‘trust’ in such systems is misleading, and as such potentially dangerous, and
that the increasing complexity of the models does not advance the field or its
understanding or applicability in systems where it can be at its best.

2 The Need for Models

Trust has long been seen as a tool for the reduction of complexity [18]. It allows
people to exist in complex societies, where there are far too many considerations
of what might go wrong, by taking certain things ‘on trust’ and not considering
them. We can extend this to computational infrastructures in various interesting
ways. Developers and creators of ICT systems are encouraged to engage trust, and
solve the trust ‘problem,’ quickly because trust, in this mode reduces uncertainty.

1 See, e.g. http://www.iosco.org/library/pubdocs/pdf/IOSCOPD354.pdf
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This in turn can speed up transactions and ‘grease the wheels’ of e-commerce [19].
The complexity-reduction nature of trust is important here because, if trust is not
resolved, a user can stay in a cycle of exploring possibilities [20]. Since trust re-
sults in the foreclosure of some future possibilities [21], this can remove the need
to consider them, and results in a more satisfying, or at least more quickly en-
gaging, experience. This is why trust is often viewed as a type of confidence, even
when the confidence is not well placed. Distrust is at least as important in this
respect also. Often seen as a negative attribute, distrust can in fact holds bene-
fits for similar reasons. Distrust can also resolve a complex scenario, closing down
possible paths for the individual to balance [22]. For this reason, an understand-
ing of both trust, distrust, and everything inbetween is needed [23,24]. Perhaps
ironically, whilst trust models can help create systems that more accurately fol-
low humans, ostensibly the topic of this paper, they can also, properly executed,
help in developing a greater understanding of the phenomenon in humans [1].

That said, we arrive at a juxtaposition where models in the technical setting
have become increasingly complex, and as has in fact generally been the case,
overly contextual and applicable in narrow domains. We see these as problems.
The latter problem, perhaps, feeds the former, and is in a cycle fed by it. One
reason that they are problems is that they are incomprehensible to the very
humans that they, in all cases, must inevitably serve [25], but another is that
they are not, in the final analysis, approximations of trust at all.

Models of any type, be it trust or anything else, helps us simplify our un-
derstanding of a phenomenon in natural sciences or social sciences. Empirical
models are expected to be built on actual observations of large samples of data.
We argue that models of a ‘real’ phenomenon (in this case, trust) should be,
as close as possible, a fit to that real phenomenon. This is, perhaps obviously,
because we would wish to use those models so as to confidently explain (and
in some instances predict with some accuracy) future occurrences of the same
phenomenon. We can happily accept that models of complex phenomena must
in themselves be inherently complex, but we do not accept that models should
be so complex as to be beyond the understanding of their creators, or, most
tellingly in the case of models used to interact with humans in sensible ways,
beyond the understanding of the very people that are intended to use them.

3 Where the Models Work, and Where They Don’t

Trust models perform best when a general and abstract understanding of a
context and associated trustworthiness of others is required, rather than detailed
advice about a specific situation. For instance, the reputation system of Ebay
can provide an adequate picture of whom the most trustworthy parties are –
who deliver goods on time, who do not overcharge, whose goods are as described
and of consistent expected quality, for instance. However, the model cannot say
whether a user should definitely trust a particularly seller in a specific situation,
particularly if the parties in question do not meet the measurement standards of
the system. Consider for example a buyer who has found a rare item. The buyer
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may greatly desire the item, but the seller has a low rating. In this instance, the
buyer can override caution and ‘trust despite the low reputation’ – Ebay gives
reputation values that the buyer can use to ascertain their own trust levels. Since
here the trade off for the reward is great, the trust calculation is weighed by the
rarity of the item. Thus, Ebay can only guide to a certain point, and we have to
be aware that trustworthiness (or reputation as calculated by Ebay) is no more
than a guide in this respect.

Models also work when the users concern is a predictable one shared by the
majority of others and does not stray far from the objectives others have. Models
are not good at handling nuance. For instance, the movie recommender system
Netflix can only work to a certain extent. For instance, over time and with expe-
rience, a user’s taste changes [26]. Models encourage conformity, which in turn,
creates conditions for the model to work, creating a self supporting system. Ahn
and Esarey [27] explain that systems that provide some sort of information about
what is expected as trustworthy behaviour (for instance, Wikipedia), actually
foster trustworthy behaviour because users can learn from the system.

We find ourselves here in danger of a cardinal sin for trust and reputation sys-
tems – a conflation of trust and reputation – and this is an ideal example for us
to approach and consider from the point of view of this paper – that an adequate
understanding of what the model is trying to do is absolutely necessary for its
successful use. Bearing in mind that trust decisions are based on two questions
– how much do you have, and how much do you need (cf [1]) – the next steps
should be clear in any evidence-gathering approach. Consider embedded reputa-
tion systems. In all instances of such systems the system is informing its user of
the reputation of the person or thing they are considering. Reputation is a societal
judgment of the past behaviour (hopefully in context) of the thing being consid-
ered. It is not an indication of the amount that the potential trustee can trust the
other. For example, building from Allman et al. and others [28,29], [30] suggested
the formulation of a reputation framework for network clients based on their be-
havioural histories in order to inform service providers to make decisions about
future service provision. Although, on a continuous numeric scale [−1 1] for the
sake of comparability, the contextual reputations developed therein did not equate
to or imply trust at the level of human connotation. Rather, the reputation was
only an indicator. What service providers would do with such reputation would
be policy specific, and outside the remits of the reputation framework.

In this context, we should also look at inherent challenges with numerical com-
parability. While during most part of our daily lives, we deal with numbers, we
also do so with agreed upon (within some “community”) standard units. These
units are nothing but enforcements of connotations of numerical values. For ex-
ample, a 500ml. bottle of water anywhere in the world will contain very close to
500ml. of water (excluding the minor measurement errors) because milliliters is an
already agreed upon standard measurement unit. This is good because that helps
our society to function. But, assigning numbers to anything without units takes
away the very essence of comparability for which we resort to using numbers in
the first place. Even if we suggest that such numerical values are only indicators
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that people should use to inform their trust decisions, the indications carry little
meaning in the absence of comparability. Since, numbers are really hard to assign
and units are even harder to define in such cases, perhaps, we should call on the
use of more qualitative comparators, e.g. partial order. For example, the reputa-
tion of A is higher than B and the reputation of C is also higher than B gives us a
reasonable (at least to human mind) qualitative indicator and stops us from mak-
ing the mistake that reputation of A is equal to C. Humans will, inevitably, tend
to make that mistake of comparison if they are presented with concrete numbers.
Then the point about trust with humans is that we can safely ignore the internal
workings of the human mind when it comes to making a trust based decision, and
infer those workings based only on observation. On top of that, we also envisage
that if we were to ask about such trust decisions from artificial agents, we should
be able to get understandable explanations.

The reason for considering this is the following: models work best when they
are best understood. Part of the responsibility for that understanding is the
responsibility of the person using the system, that is clear. However, part of
it must rest with the system itself, and how it is represented to the person.
If reputation is shown as a ‘trust’ value, it is of little surprise when the sinful
conflation occurs and mistakes are subsequently made. On the other hand, it
is equally unsurprising to find that overly complex models for trust-reasoning
technologies result in diminished, or zero, understanding by their target users,
with, we suggest, a corresponding lack of engagement. In the next section we
explore this problem further, and look at the concept of ‘foreground trust’ [31,25],
which aims to bring trust right into the user interface by encouraging users to
make their own decisions based on the evidence.

4 Putting People First

Trust and reputation models are there for people in much the same way as tech-
nologies are there for people – they make certain things more straightforward, or
more easy. The implicit assumption that we are making is that all technologies
are deployed in order to help, in some way, at least a subset of people. Thus,
there is always a human in the loop [32] of technological advancement and de-
ployment. It is indeed difficult to find instances of technology where this is not
in some sense, the case – and anything that might be found begs a question,
we conjecture, as to its worth. That said, we acknowledge the fact that some
systems may have people so far from the immediate consideration that they are
effectively ignored. That said, we propose that any system that uses trust or
reputation must explicitly acknowledge and make room for the human element.
If this is the case, it follows that the models must have not only predictive power,
but explanatory power also.

4.1 The User Interface

User interfaces are important. They convey system states, valuable information,
environmental states, history and predictions to users. In the case of trust (and
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reputation) systems, they convey recommendations, perspectives, decisions (or,
better, suggestions) evidence and requirements. They might also ask for infor-
mation in order to better do their jobs. They should also ask for help when
necessary. Their design is vitally important. The terminology they use, as dis-
cussed in the previous section, has power to enlighten or confuse. Most especially,
if complex models are used in the background for whatever reason, the user in-
terface has a role to make the model understandable without losing any of its
predictive power. Thus, if we consider models of the weather, an interface show-
ing movement of air masses, and associated weather patterns, is infinitely more
accessible to anyone than a mass of numbers on a screen, or the output of some
set of algorithms. The same must be true for trust models.

4.2 When Systems Fail, People Pick Up the Pieces

Trust models and their operationalized reputation and trust management sys-
tems are ideal targets for attacks and misunderstandings. Whilst the attacks
possible on reputation systems are relatively well understood, we would argue
that spotting these attacks autonomously is difficult. There are nuances to at-
tacks (hence their efficacy) that computerized systems are not good at spotting.
Humans, however, are much better at spotting anomalies in trust reasoning and
reputation. And it is to people that we must always turn when at the edges of
trust – which include boundaries close to thresholds, cold-start problems, and
possible ongoing attacks as well as less stress-laden situations (see e.g. [33]).

Designing trust systems that hide the way in which they work must result
in misunderstandings, misinterpretations, and mistakes by the very people that
the systems are serving. This is guaranteed to result in dissatisfaction and dis-
engagement.

5 Is It Trust?

There are countless ways of defining trust, but most definitions engage with the
notion of confidence and risk and there is an acknowledgement that there is a
sense of the unknown embedded in the concept of trust. Möllering [34] goes as far
to argue that there is something magical about trust, otherwise a concept is not
trust. Thus models that claim to have removed uncertainty as much as possible
are removing trust. If a situation is clear and the future outcome known, then
trust is no longer the issue and the relevant ways of understanding a scenario is
better described with notions such as control and security.

Making a trust model more complex does not solve the problem when a model
interfaces with human reality. A trust model could dictate how much information
a user is safe to reveal to others. In reality, humans are swayed by other factors.
For instance, most people are aware that a birth date is information required to
verify ones identity and most people are aware of identity theft. Even though
there is this awareness, a large number of people put their birth date on their
social networking profile presumably so that others can wish them a happy
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birthday. Vanity wins over sensible behaviour. And who can say that what people
do in reality is wrong? To do so is to make a value judgment that prejudices
rationality. So any trust model that tries to dismiss how humans actually work
is not engaging with human reality. A trust model that can function without
humans needs to be able to compute ambiguity; unpredictable irrationality, a
continual state of uncertainty and lack of clarity, without any claims on what is
a correct position. Ambiguity is different to complexity. Complexity is when a
model can process a large amount of variables and conditions.

There are some human phenomena that cannot be short-cut [35], and we argue
that trust is one these concepts. In the context of on-line dating, Stainer et al.
[12] demonstrate how a machine can calculate a trust interaction, but when it
comes to two people interacting, that calculation can mean very little. While
not claiming that humans have a monopoly on trust, we argue that machines
are not able to solely process trust without the input of humans. This is because
trust is both a rational and irrational phenomena. Trust is a grey concept rather
than a black and white, binary position. Computers are renowned for dealing
with calculations quickly. Humans are schooled at dealing with ambiguity. Trust
models that can incorporate the best of both human and machine work will
excel.

6 Render unto Cæsar: A Manifesto

Trust models are approximations of human trust, and as such should be used
sensibly and designed so that, whenever possible, humans can be involved. Our
basic premise throughout this paper is that any system deployed in the ‘real
world’ in fact influences, is influenced by, and/or works on behalf of humans
(whether they like it or not!). When we consider this, we can examine a set of
requirements for any trust model that may be designed and deployed in this
world. We do not expect this is a complete list, and would expect it to evolve as
our understanding of computational trust evolves.

(1) The model is for people.
(2) The model should be understandable, not just by mathematics professors,

but by the people who are expected to use and make decisions with or from
it.

(3) Allow for monitoring and intervention. Understand that a human’s concep-
tion of trust and risk is difficult to conceptualise. Many mathematical and
economic models of trust assume (or hope for) a ‘rational man’ who makes
judgments based on self-interest. However, in reality, humans weigh trust
and risk in ways that cannot be fully predicted. A human needs to be able
to make the judgment.

(4) The model should not fail silently, but should prompt for and expect input
on ‘failure’ or uncertainty.

(5) The model should allow for a deep level of configuration. Trust models should
not assume what is ‘best’ for the user. Often design tends to guide users
towards what the owner or developer of the site thinks what people should
be doing [36]. However, only the user can make that call.
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(6) The model should allow for querying: a user may want to know more about
a system or a context. A trust interface working in the interest of the user
should gather and present data the user regards as relevant. Some of the
questions will be difficult for a system to predict and a developer to pre-
prepare, so a level of dynamic information exchange is necessary.

(7) The model should cater for different time priorities. In some cases, a trust
decision does need to be made quickly. But in other cases, a speedy response
is not necessary, and it is possible to take advantage of new information as
it comes to hand. A trust model working for humans needs to be able to
respond to different timelines and not always seek a short-cut.

(8) The model should allow for incompleteness. Many models aim to provide
a definitive answer. Human life is rarely like that. A more appropriate ap-
proach is to keep the case open; allowing for new developments, users to
change their minds, and for situations to be re-visited.

7 Conclusions

Trust models are becoming more prevalent, applied to many places in many
different contexts. Models can be applied in narrow contexts or be much more
generic and descriptive (see for example [37]), but we suggest in this paper
that models of trust, pure or applied, are, as part of sociotechnical systems
deployed in the world at a concrete level, human-oriented. If this is the case,
computational trust models are only useful in situations where the people who
interact with them understand them in a reasonable way. It is unsatisfactory
to have eCommerce models, for instance, that use mathematical tools that are
indecipherable to people who use eCommerce systems (and agents) because the
ultimate endpoint is then a shift of trust from the other person to the model
(I will do what it says because I can’t figure out why, and it’s smarter than I
am) – this is not what computational trust in its origin was intended to achieve.
Without human understanding and focus, trust models are not trust, but a
mere statistical, probabilistic or other mathematical approach to uncertainty.
We have provided a small manifesto for computational trust models that we
hope can be of some service to the community – as a discussion point, as the
start of a set of requirements above and beyond ‘does it work in this instance,
or against this attack?’ and as a reminder that, (to paraphrase Einstein) in all
of our considerations, humans are the root.
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25. Marsh, S., Noël, S., Storer, T., Wang, Y., Briggs, P., Robart, L., Stewart, J.,
Esfandiari, B., El-Khatib, K., Bicakci, M.V., Dao, M.C., Cohen, M., Silva, D.D.:
Non-standards for trust: Foreground trust and second thoughts for mobile security.
In: Proceedings STM 2011. Springer (2012)

26. Lathia, N.: Evaluating collaborative filtering over time. PhD thesis, University
College London (2010)

27. Ahn, T., Esarey, J.: A dynamic model of generalized social trust. Journal of The-
oretical Politics 20(2), 151–180 (2008)

28. Allman, M., Blanton, E., Paxson, V.: An Architecture for Developing Behavioral
History. In: Proceedings of the Workshop on Steps to Reducing Unwanted Traffic
on the Internet (2005)

29. Wei, S., Mirkovic, J.: Building Reputations for Internet Clients. Electronic Notes
Theoretical Computer Science 179, 17–30 (2007)

30. Basu, A.: A Reputation Framework for Behavioural History. PhD thesis, University
of Sussex, UK (January 2010)

31. Dwyer, N.: Traces of Digital Trust: An Interactive Design Perspective. PhD thesis,
School of Communication and the Arts, Faculty of Arts, Education and Human
Development, Victoria University (2011)

32. Dautenhahn, K., Alan, H.B., Canamero, L., Edmonds, B. (eds.): Socially Intelligent
Agents: Creating Relationships with Computers and Robots. Kluwer Academic
Publishers (2002)

33. Kaur, P., Ruohomaa, S., Kutvonen, L.: User interface for trust decision making in
inter-enterprise collaborations. In: ACHI 2012: The Fifth International Conference
on Advances in Computer-Human Interactions (2012)
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Abstract. There is a new breed of denial-of-service attacks intended to misuse 
resources and drive up the cost of cloud computing. Although the impact is less 
widespread than a traditional Network layer DDoS. Crashing a server is not al-
ways easy in the cloud because additional resources can be made available as 
needed to support sharp spikes in demand. However those resources are not free 
and an attack could make it economically prohibitive to keep the attacked cloud 
or its services running.  

In this paper, we propose a Trust Management Framework as a partial solu-
tion to this problem. It is a lightweight mitigation mechanism that uses trust to 
differentiate legitimate users from attackers. The trust is evaluated on the basis 
of clients’ visiting history, and used to schedule the service to their requests to 
access cloud. It uses a new feature called a license (composed of three parame-
ters; client ID, IP address of the client, and computed Trust), for user identifica-
tion (even beyond NATs) and store the trust information at clients. The license 
is cryptographically secured against forgery or replay attacks. 

Keywords: DDoS attack, Cloud Computing, Trust Management. 

1 Introduction 

DoS/DDoS attacks are not new and are not directly related to the use of cloud compu-
ting. The issue with these attacks and cloud computing is an increase in an organiza-
tion’s risk at the network level due to some increased use of resources external to your 
organization’s network. For example, there continue to be rumors of DDoS attacks on 
AWS, making the services unavailable for hours to AWS users [14]. 

However, when using IaaS [9], the risk of a DDoS attack is not only external but 
there is also the risk of an internal DDoS attack. That internal (non-routable) network 
is a shared resource, used by customers for access to their non-public instances (e.g., 
Amazon Machine Images or AMIs[15]) as well as by the provider for management of 
its network and resources (such as physical servers). If I become a rogue customer, 
there would be nothing to prevent me from using my customer access to this internal 
network to find and attack other customers, or the IaaS provider’s infrastructure.  
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Provider would probably not have any detective controls in place to even notify it of 
such an attack. 

Application layer DDoS attack [7] is a DDoS attack that sends out requests follow-
ing the communication protocol and thus these requests are indistinguishable from 
legitimate requests in the network layer. Most application layer protocols, for exam-
ple, HTTP1.0/1.1, FTP and SOAP [10], are built on TCP and they communicate with 
users using sessions which consist of one or many requests (and hence the requester 
does not use spoofed IP addresses). An application layer DDoS attack may be of one 
or a combination of the following types [7, 8]: (1) session flooding attack sends ses-
sion connection requests at a rate higher than legitimate users; (2) request flooding 
attack sends sessions that contain more requests than normal sessions and (3) asym-
metric attack sends sessions with more high-workload requests. 

In this paper, we focus on how to mitigate the session flooding attack in cloud. In 
this paper, we propose a lightweight mechanism, named Trust Management Frame-
work that uses trust management to mitigate session flooding DDoS attack. For every 
established connection it records four aspects of trust to the user: short-term trust, 
long-term trust, negative trust and misusing trust which are used to compute an over-
all trust that helps in determining whether to accept a client’s next connection request. 
These values are stored as part of a license at clients and when a client revisits the 
cloud; he attaches his license to the session connection request. Based on the license 
computes the client’s overall trust, updates his license, and decides whether to accept 
his request. The license is designed such that the framework can easily identify the 
client and verify his associated trusts, but license forgery or replay is computationally 
infeasible. We can also extend Trust Management Framework to collaborative trust 
management in Hybrid Cloud [2].  

The organization of this paper is as follows. In Section 2, we describe the legiti-
mate user model and attacker model. In Section 3 we propose our design considera-
tions. Then defense mechanism in Section 4 and in Section 5, we concluded. 

2 Basic User Models 

Before proposing the mitigation mechanism, behaviors of both normal and abnormal 
users should be investigated and described carefully. In this section, we build the 
legitimate user model. Firstly, we would like to make two assumptions. 

Assumption 1. Under session flooding attacks, the bottleneck is the maximal number 
of simultaneous session connections, called as MaxConnector. It depends not only on 
the bandwidth of the server, but also on other resources of the server, e.g. CPU, mem-
ory, maximal database connections. 

Assumption 2. Without attacks, the total number of session connections of the server 
should be much smaller than MaxConnector, e.g., smaller than 20% of MaxConnec-
tor, as a cloud controller [3] would set the threshold much higher to tolerate the po-
tential burst of requests. 
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2.1 Legitimate User Model 

In contrast to attackers, legitimate users are people who request services for their 
benefit from the content of the services. Therefore, the interarrival time of requests 
from a legitimate user would form a certain density distribution density(t) [5]. With 
this insight, we build the user model in the following way: 

1. Use traces of Internet accesses to build an initial model density0(t), where t is a inter-
arrival time and density(t) is the probability a legitimate user will revisit the service 
after t seconds. Many traces has been done by researchers, e.g. F. Douglis et al. [5] 
traced web users to investigate caching technique in World Wide Web, and M. Ar-
litt et al. [1] presents a workload characterization study for Internet Web servers. 

2. Rebuild user model densityi+1(t) with the newly collected inter-arrival times of 
all legitimate users after Framework runs d days under model densityi(t), where d 
is randomly chosen from [dmin , dmax]. It means that densityi+1(t) is tightly de-
rived from densityi(t) and hence is difficult to be fooled by attackers. 

 

As a practical legitimate user model, it should 
satisfy the following properties: firstly, it 
should converge fast to the users’ accesses 
interval distribution; secondly, it should be 
dynamic as the distribution may change from 
time to time; and most importantly, it should 
be lightweight to be easily implemented and 
monitored in the defense mechanism. 

2.2 Attacker Model 

The goal of an attacker is to keep the number 
of simultaneous session connections to cloud’s 
resources as large as possible to stop new 
connection requests from legitimate users 
being accepted. So, an attacker may consider  
using the following strategies. 

He controls a lot of zombie machines or can 
misuse P2P network as an attack platform 

1. Send session connection requests at a 
fixed rate, without considering the response or the service ability of victim. 

2. Send session connection requests at a random rate, without considering the re-
sponse or the service ability of victim. 

3. Send session connection requests at a random rate and consider the response or 
the service ability of victim by adjusting request rate according to the proportion 
of accepted session connection requests by the cloud provider [3]. Note that this 
behavior is different from legitimate behavior, since the random range and ran-
dom model are different. 

 

Fig. 1. Basic Flow chart 
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4. First send session connection requests at a rate similar to legitimate users to gain 
trust from server, then start attacking with one of the above attacking strategies. 

3 Design Considerations 

We have considered the following properties in designing our mitigation mechanism:  

(1) It should be deployed at the server for incentive and performance reasons [6]. 
(2) It should be lightweight, to reduce the processing delay and to avoid being a new 

target of attacks.  
(3) It should be easy to deploy and independent to the details of servers. The defense 

mechanism need not know what services the server runs or what configuration it 
uses. (4) It should be adaptive to the server’s resource consumption and differen-
tiate between concurrent requests.  

Here we define several components of it before defining trust. 

Definition 1: Short-term trust Ts, estimating the recent behavior of a client. It is used 
to identify those clients who send session connection requests at a high rate when the 
server is under session flooding attacks.  

Definition 2: Long-term trust Tl , estimating the long-term behavior of a client. It is 
used to distinguish clients with normal visiting history and those with abnormal visit-
ing history. 

Definition 3: Negative trust Tn, cumulating the distrust to a client. Distrust means 
each time the client’s overall trust falls below the initial value T0. It is used to penalize 
a client if he is less trustworthy than a new client. 

Definition 4: Misusing trust Tm, cumulating the suspicious behavior of a client who 
misuses its cumulated reputation. 

Definition 5: Trust T, representing the overall trustworthiness of a client, which takes 
into account all of his short-term trust, long-term trust, negative trust and misusing trust.  

Definition6: Blacklist, a list of clients whose trust value is below some minimum level.  

Definition7: Whitelist, a list of clients whose trust value is above some threshold value.  

When a client’s trust T drops below defined minimum, that client moves into the 
blacklist with an expiration time. That client is then banned from accessing the ser-
vices until his blacklist record expires. When session connection request reaches trust 
management framework (as shown in fig-2), it checks whether the client is black-
listed; if not, it computes the new trust T and use trust-based scheduling to schedule 
the connection request. 

When trusted client starts behaving as an attacker, the number of sessions requested 
by that client differs. Such client can be moved from whitelist to blacklist.  
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4 Trust Management Framework Architecture 

This architecture is not a monolithic solution that can be easily deployed to gain ca-
pabilities immediately. Our proposed architecture as depicted in Fig-2 is a collection 
of technology components, processes, and standard practices for cloud computing. 
Standard enterprise access architecture encompasses several layers of technology, 
services, and processes. Broadly categorized as follows: 

1. User management Activities for the effective governance and management of 
identity life cycles [11] 

2. Authentication management Activities for the effective governance and manage-
ment of the process for determining that an entity is who or what it claims to be. 

3. Authorization management Activities for the effective governance and manage-
ment of the process for determining entitlement rights that decide what resources 
an entity is permitted to access in accordance with the organization’s policies 

4. Access management Enforcement of policies for access control in response to a 
request from an entity (user, services) wanting to access and IT resource within 
the organization 

5. Data management and provisioning of identity and data for authorization to IT 
resources via automated or manual processes 

6. Monitoring, auditing, and reporting compliance by users regarding access to re-
sources within the organization based on the defined policies. Authenticate user 
records are stored parentally in cloud for future user through Legitimate User 
Model. 

 

 

Fig. 2. Fundamental proposed model and with its components 
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4.1 License Management 

The identification information and trust states can be stored at clients and verified by 
the server. We call the information stored at clients as license. It contains the follow-
ing: 64-bit identifier ID, IP address of client IP, the overall trust T to the client, nega-
tive trust Tn, missus trust Tm, last access time LT, average access interval AT, the total 
number of accesses AN, and a keyed hash H of the concatenation of all the above, 
with a 128-bit server password SP as the key. SP is private to the server. We identify 
a client by his public IP and the server assigned identifier. If IP address alone is used, 
clients behind NATs cannot be distinguished, because they share the same public IP 
address.  

A license serves two functions for user identification and trust computation. The 
identification information, such as ID and IP, must be stored at the client license. The 
state variables for trust computation can be stored at the client or at the server. Each 
has its advantages and drawbacks. Keeping licenses at a server largely prevents at-
tackers from tempering them, but it is a single point of data failure.  

4.2 Adaptive Trust Computing 

The computation of trust ′ employs T, Tn, Tm, LT, AT and AN in license, current time 
now, and usedRate (i.e., the percentage of connected sessions over MaxConnector ) of 
the server. Based on Assumption 2 in Section 3 usedRate is much lower than 1. As we 
explained, a server should give priority to protect the connectivity of good users dur-
ing session flooding attacks, instead of identifying all the attack requests. Since a 
higher trust value means a request is more likely to be accepted, it is desired to satis-
fy: Tlegitimate user > Tnew client > Tattacker 

We give the formula of short-term trust as follows: 

′ )
                             (1) 

Where alpha is a weight factor deciding the influence of usedRate. It is a positive real 
number with default value 1 and can be modified by servers as needed. When alpha ≈ 0, 
the short-term trust mainly relies on the interval of the latest two accesses of the client. 

Similarly long-term behavior of a client. The formula of long-term trust is:  ) )                       (2) 

Using the short-term trust and long-term trust computed above and the misusing trust 
provided in license, we can then compute trust ′ as follows: min 2 ) , 1                                 (3) 

Where β ∈ [0, 1] with default value 0.5, it decides the weight of short-term trust and 
long term trust in the overall trust computation. For a client accessing the server for 
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the First time, its initial value of the overall trust is 0.1, and its initial value of nega-
tive trust and misusing trust are both 0, i.e. T0 = 0:1, Tn0 = Tm0 = 0. 

4.3 Trust-Based Scheduler 

When a session connection request is made, this framework firstly validates the li-
cense of that client. If passed, it will compute the client's new overall trust, negative 
trust and misusing trust and then update this information into the license. Afterwards, 
the scheduler in Framework decides whether to redirect it to the server based on the 
trust values. It schedules session connection requests once every time slot. If the total 
number of the on-going sessions and the sessions waiting to be connected is not larger 
than the MaxConnector of the server, the scheduler will redirect all requests to the 
server. Otherwise, suppose there are N session connection requests waiting to be con-
nected and the percentage of requests should be dropped is µ . 

 

Fig. 3. Flow of Operations 

We propose the following scheduling policies to drop suspicious requests: 

Foot-n: sort all requests in current time slot by the clients' trusts in the decreasing 
order. For clients that have the same overall trust, sort them by their misusing trusts in 
the increasing order. We then drop the last n = θ × N requests. 

5 Conclusion and Future Work 

Defending against application DDoS attacks is a pressing problem of the Internet. 
Motivated by the fact that it is more important for the cloud service provider to ac-
commodate good users when there is a scarcity of resources. Our proposed mechan-
ism Trust Management Framework will mitigate session flooding attack using trust 
evaluated from user’s history. We will try to compare this to with other defense  
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mechanism. Trust Management Framework is lightweight, independent to the service 
details, adaptive to the Cloud’s resource consumption and extendable to allow colla-
boration among different clouds. 
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Abstract. In e-marketplaces with limited inventory where buyers’ demand is
larger than sellers’ supply, promoting honesty raises new challenges: sellers may
behave dishonestly because they can sell out all products without the necessity of
gaining high reputation; buyers may provide untruthful ratings to mislead other
buyers in order to have a higher chance to obtain the limited products. In this pa-
per, we propose a novel incentive mechanism to promote buyer and seller honesty
in such e-marketplaces. More specifically, our mechanism models both buyer and
seller honesty. It offers higher prices to the products provided by honest sellers
so that the sellers can gain larger utility. Honest buyers also have a higher chance
to do business with honest sellers and are able to gain larger utility. Experimental
results confirm that our mechanism promotes both buyer and seller honesty.

1 Introduction

In electronic marketplaces, lack of trust and reliability has been frequently cited to be
one of the key factors that discourage buyers from participating. A reputation system,
which predicts sellers’ future behavior based on ratings given by buyers, is an effec-
tive way to help buyers to select good sellers [6]. It also creates incentives for sellers
to behave honestly in order to be chosen by buyers. However, buyers may provide un-
truthful ratings to promote some sellers or drive some other sellers out of the market. To
address this problem, incentive mechanisms, e.g. [5,3], have been designed to supple-
ment reputation systems, by creating an incentive for buyers to provide truthful ratings.
One common but perhaps implicit assumption in these reputation systems and incentive
mechanisms is that sellers can provide a large number of products in e-marketplaces.
However, In the real world, e-marketplaces with limited inventory exist in many sce-
narios. One example is the hotel booking system for a famous tourism area during a
peak season since booking a satisfactory hotel is often difficult. We call a marketplace
in which the demand outweighs the supply a marketplace with limited inventory.

New challenges are imposed on promoting buyer and seller honesty in e-marketplaces
with limited inventory. Sellers with limited inventory, given that other sellers also hold
limited inventory compared to buyer demand, may behave maliciously in their transac-
tions, by not delivering promised products or reducing the quality of delivered products.
Even though their reputation would decrease due to the negative ratings from the buyers
cheated by them, the sellers may still be willing to increase their profit by sacrificing

T. Dimitrakos et al. (Eds.): IFIPTM 2012, IFIP AICT 374, pp. 209–216, 2012.
c© IFIP International Federation for Information Processing 2012
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reputation, because they may not have as a strong desire to maintain a very high rep-
utation as in the marketplace where the supply outweighs the demand. Therefore, in
the e-marketplaces with limited inventory, reputation itself cannot give sellers enough
incentives to behave honestly. Buyers may also have incentives to report dishonest rat-
ings. After a successful transaction with a seller, the buyer knows that the seller is a
good seller. If the buyer provides a truthful (positive) rating about the seller, then the
buyer reduces her own opportunity of doing business with the seller in the future, due
to the limited inventory that the seller has. If the transaction is unsuccessful, reporting
a truthful (negative) rating also reduces the buyer opportunity of doing business with
other good sellers because other buyers will be less likely to do business with the bad
seller but with the other good sellers, after taking the buyer’s advice.

To address those challenges, we propose an incentive mechanism to promote buyer
and seller honesty in e-marketplaces with limited inventory. In our mechanism, buyer
honesty is measured by a normalized proper scoring rule, where a buyer can and only
can gain maximal scores by providing truthful ratings. The higher score brings the buyer
a higher expected utility. Seller honesty is measured by the ratings provided by buyers
so that honest sellers are able to gain a high reputation. The products of sellers with
a higher reputation are offered higher prices. This idea of the price premium is well
supported by economic studies. Empirical evidence reveals that prices of products sold
by honest sellers are generally higher [4]. The buyers’ purchase intention would not be
affected by the price premium provided to honest sellers [1]. Also, buyers with larger
scores have more opportunities to conduct transactions with more reputable sellers. We
conduct experiments to confirm that our mechanism promotes both buyer and seller
honesty.

2 Our Incentive Mechanism

The e-marketplace employing our mechanism runs periodically. During each transac-
tion period, each seller can only sell one product and each buyer can only buy one
product. In the beginning of each transaction period, sellers post the products they want
to sell and buyers post buying requests specifying the products they want to buy. The
e-marketplace center gathers together the sellers who sell the same kind of products
and the buyers who want to buy those products. It is assumed that in each transaction
period, buyers’ demand for the products is larger than sellers’ supply of those products,
meaning that the e-marketplace has limited inventory, and thus some buyers may not be
able to do business with sellers. For the same products, their prices will then be deter-
mined by the e-marketplace center and these products will be allocated to some buyers.
After each transaction, the buyer can provide a rating in [0, 1] for the seller from whom
the buyer receives the product, reflecting the buyer’s satisfaction about the transaction,
i.e. the ratio of the quality of the received product to that of the product promised by
the seller. As the central component of the e-marketplace, our incentive mechanism is
composed of a normalized proper scoring rule, a reputation model, a pricing algorithm
and an allocation algorithm. More specifically, in our incentive mechanism, we mea-
sure buyer honesty by a score and seller honesty by reputation, which are updated after
each transaction period. Buyer score will be updated after the buyer submits a rating
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according to the normalized proper scoring rule, making sure that truthful ratings pro-
vided by buyers could bring maximum scores. The seller reputation is calculated by the
reputation model which aggregates ratings of the seller provided by buyers weighted
by the scores of these buyers. The pricing algorithm sets higher prices for the prod-
ucts provided by sellers with higher reputation. The allocation algorithm ranks buyers
according to their scores, and allocates products of honest sellers to buyers with the
highest scores.

2.1 Modeling Buyer Honesty

Buyer honesty is measured as scores by normalized proper scoring rules. In this section,
we provide a class of normalized proper scoring rules where buyers providing truthful
ratings about sellers will be able to gain the maximal scores.

Given a binary event with two outcomes e and e′, p is the actual probability of e and
the actual probability of e′ is 1−p. Let x be a predicted probability of e. If the outcome
of the event is e, the agent having predicted the probability as x will be rewarded the
scores S(x), while if the outcome is e′, the agent will be rewarded S(1− x) scores. The
expected amount of scores of the agent is denoted as E(S, x, p) = pS(x)+(1−p)S(1−
x). The scoring function S(x) is a proper scoring rule, if and only if E(S, p, p) ≥
E(S, x, p) and the equality is true only when x = p [2]. Based on the concept of
proper scoring rules, we extend them to be normalized proper scoring rules, which are
comparable, even when the scores are gained from the transactions with sellers having
different honesty levels in delivering promised products.

Definition 1. (Normalized Proper Scoring Rule S′) Given a proper scoring rule S,
Max(p) = maxxE(S, x, p) and Min(p) = minxE(S, x, p), a normalized proper

scoring rule is defined as S′(x) = S(x)−Min(p)
Max(p)−Min(p) .

From Definition 1, normalized proper scoring rules are bounded in [0, 1]. It is also essen-
tial that they have the same properties of the proper scoring rules, that is E(S′, x, p) =
pS′(x)+(1−p)S′(1−x), E(S′, p, p) ≥ E(S′, x, p), and equality is true only when x = p.

In our mechanism, the honesty of a seller s in delivering promised products is mod-
eled by the seller’s reputation Rs, which will be introduced in detail in the next section.
Thus, the probability of s being dishonest is 1 − Rs. In the end of the current trans-
action period t, a buyer b involved in the transaction with seller s can provide a rating
indicating the buyer’s satisfaction about the transaction. Once the rating is given, the
buyer’s score towards seller s measured by a normalized proper scoring rule as defined
by Definition 1 will be updated. In consequence, the buyer’s overall scores towards all
sellers will also be updated.

Before we measure a buyer b’s honestyRb(t), we first calculate the expectation value
(denoted as rsb(t)) of the distribution of the ratings provided by the buyer b towards
seller s, including the rating given in the current transaction period. The buyer b’s scores
towards seller s can then be measured as follows:

Rs
b(t) = Rs(t−1)S′(rsb(t)) + (1−Rs(t−1))S′(1−rsb(t)) (1)

where S′ is a normalized proper scoring rule and Rs(t − 1) is the reputation of seller
s up to the previous transaction. We also count the total number of ratings given by b
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towards s, denoted as Ns
b (t). By weighted averaging the scores gained towards different

sellers, the buyer b’s overall score is calculated as follows:

Rb(t) =

∑
s∈S Rs

b(t)×Ns
b (t)∑

s∈S Ns
b (t)

(2)

where S is a set of all sellers whom the buyer b has done transactions with before and
provided ratings for.

2.2 Modeling Seller Honesty

The honesty of a seller s is modeled by aggregating the ratings provided by buyers (who
have previously conducted transactions with s) towards the seller s based on the respec-
tive buyers’ scores reflecting the buyers’ honesty in providing ratings. More formally,
in the end of the transaction period t, given the expectation of the distribution of a buyer
b’s ratings rsb(t) ∈ [0, 1] towards seller s, buyer b’s score Rb(t) measured by Equation
2, and the number of transactions between buyer b and seller s denoted as Ns

b (t), the
reputation value (in [0, 1]) of seller s can be calculated as follows:

Rs(t) = F(Rs(t− 1), Ns
b∈B(t), Rb∈B(t− 1), rsb∈B(t)) (3)

where B is a set of all buyers whom the seller s has done transactions with before
and received ratings from, and Rs(t− 1) is seller reputation in the end of the previous
transaction period (t−1). F is a reputation model which can truly measure seller honesty
in delivering promised product, and in this paper, we do not specify the form of F,
since it is application dependent and many reputation modeling approaches have been
proposed, such as [6].

2.3 Pricing and Allocating Products

In this section, we introduce the proposed pricing algorithm and allocation algorithm.
For the purpose of simplicity, we focus on one kind of products1, and assume that buy-
ers’ valuation of the products follows some distribution in the interval [V∗, V ∗] where
V ∗ and V∗ are the maximal and minimal valuation of buyers towards the products pro-
vided by sellers, respectively. We also assume that sellers have the same cost C of
producing that same kind of products with the highest quality, and V∗ > C, to make
sure that honest sellers are profitable.

As we analyzed in the Section 1, sellers with limited inventory generally lack of the
incentive to behave honestly even with reputation mechanisms employed because repu-
tation information about sellers cannot impose competition among sellers in such mar-
kets, and sellers with relatively low reputation can still have the chance to do business
with buyers because of the limited available products in the markets. The consequence
is that sellers will decrease the quality of their delivered products (also reputation) to the
point where buyers’ utility is minimized (i.e. approaches 0) and at the same time maxi-
mize their own profit. In our mechanism, the pricing algorithm associates sellers’ profit
with their behavior. More specifically, it offers higher prices to products of sellers with

1 Pricing and allocating is repeated for each kind of products.
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higher reputation. In this way, it creates incentives for sellers to behave honestly. At the
same time, the pricing algorithm makes sure that buyers can gain sufficient utility.

In our pricing algorithm, product prices are determined by a pricing function P(R),
where R is seller reputation modeled by Equation 3. The pricing function should satisfy
the some basic requirements: 1) P(R) > 0 for R ∈ (0, 1]; 2) P(0) = 0; 3) P(δ) = C;

4) dP(R)
dR > 0; 5) P(R0) = R0 × C. Requirement 1 ensures that the price set for seller

with positive reputation is larger than 0. In the extreme case where sellers never deliver
products at all, the price for the sellers’ products should be set 0 as in Requirement 2. In
Requirement 3, δ is a reputation value set by our mechanism so that the price of prod-
ucts provided by sellers with reputation δ is exactly equal to C. Also, the price should
increase with sellers’ reputation (that is a monotonically increasing function), because
sellers with higher reputation bear higher cost for delivering promised products. Since
P(0) = 0 and P(δ) = C, there should exist a reputation valueR0 so that P(R0) = R0C,
according to the continuity property of the pricing function P(R). Thus, when a seller’s
reputation R = R0, the seller’s profit would be P(R0) − R0C = 0. In other words,
R0 is the minimum reputation with which sellers can gain non-negative profit. Sellers
with reputation lower than R0 will not be profitable. The purpose is to disappoint those
sellers who intend to take advantages of the limited inventory situation by behaving dis-
honestly. By setting the lowest profitable reputation R0, sellers with reputation lower
than R0 will generally leave the market.

To come up with a proper but simple pricing function, we started with a linear func-
tion for P(R), however it is impossible to satisfy all the basic requirements listed above.
Thus, we choose a quadratic function in the general form P(R) = aR2+ bR+ c. Given
Requirement 2 (P(0) = 0), we have c = 0. Given Requirements 3 and 5, we can derive

a = C(1−δ)
δ(δ−R0)

and b = C(δ2−R0)
δ(δ−R0)

. According to Requirement 4, we can also derive that

2aR + b > 0, which can be satisfied by setting the constraint δ ≥ √
R0. The pseudo

code summary of the pricing algorithm is shown in Algorithm 1.

Algorithm 1: The Pricing Algorithm
Input : S, a set of sellers offering the products;

Rs, reputation of a seller s ∈ S before the current transaction period;
C, δ, R0, which are introduced above;

Output : P , the price for a seller’s product;
a = C(1−δ)

δ(δ−R0)
;1

b = C(δ2−R0)
δ(δ−R0)

;2

foreach s ∈ S do3

Ps = P(Rs) = aR2
s + bRs;4

In addition, our pricing algorithm has two nice properties. The first property is that
buyers’ profit is positive when R0 and δ are set properly, ensuring that the buyers al-
located with products of sellers will be willing to carry out the transactions with the
sellers (see Proposition 2 in the next section). The second property is that buyers allo-
cated products from sellers with higher reputation will be able to gain larger profit even
though the prices of these products are higher. Therefore, buyers are willing to buy
products from sellers with higher reputation (see Proposition 2). Due to the first prop-
erty and the fact that not all buyers can be allocated with products (limited inventory),
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our allocation algorithm ensures that honest buyers (i.e. buyers with larger scores) will
have higher probabilities of being allocated with products. Due to the second property,
we make sure that honest buyers will also likely be allocated with products provided
by sellers with higher reputation, so that honest buyers will be able to gain more profit.
These create incentives for buyers to behave honestly by providing truthful ratings.

Algorithm 2: The Allocation Algorithm
Input : B, buyers who want to buy products;

S, a set of sellers offering the products;
η, the exploration factor;

Output : Allocation of products to some buyers;

Sr ← Randomly choose η percentage of S (products);1

Sg ← The rest 1− η percentage of S (products);2

Sort Sg based on seller reputation in descending order;3

Sort B based on buyer scores in descending order;4

foreach s ∈ Sg do5

Allocate product of s to ranked top buyer b ∈ B;6

Remove b from B;7

foreach s ∈ Sr do8

Allocate product of s to random buyer b ∈ B;9

Remove b from B;10

Following the two properties of the pricing algorithm, we come up with the alloca-
tion algorithm whose pseudo code summary is shown in Algorithm 2. More specifically,
the algorithm sets an exploration factor η ∈ [0, 1]. The η percentage of randomly se-
lected products among all available products will be randomly allocated to some buyers
(excluding the most honest buyers with the largest scores who will be allocated with
another 1− η percentage of products) (see Lines 8-10 in Algorithm 2). This is to make
sure that new buyers will also have a fair chance to do business with sellers and later
provide truthful ratings to gain scores. The η factor is set relatively high in the begin-
ning of the operation of an e-marketplace when a large number of new buyers join the
market, but will be decreased when the market becomes more mature and stable and
not many new buyers will join the market. Another 1 − η percentage of all available
products will be allocated to the most honest buyers (i.e. the buyers with the largest
scores). in a greedy manner. To be specific, these products are sorted according to their
sellers’ reputation in a descending order. The buyers are also ranked in a descending or-
der according to their scores. The products are then allocated to the buyers one by one
according to the descending order, so that the products of sellers with higher reputation
are given to the buyers with larger scores (see Lines 5-7 in Algorithm 2). Note that each
buyer is allocated with one product in each transaction period.

3 Experimental Validation

In this section, we carry out a set of experiments to evaluate our incentive mechanism.
We conduct our experiments in a dynamic setting. In the dynamic setting, some new
sellers and buyers join the marketplace during the experiment.
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We simulate an e-marketplace environment involving sellers and buyers exchang-
ing the same kind of products. The total number of products provided by the sellers
is less than that of the buyers’ demand, i.e. a market with the limited inventory. We set
R0 = 0.6, δ = 0.85 the cost in producing promised quality product C = 1, the minimal
valuation of buyers towards the product V∗ = 2 and maximal valuation of buyers to-
wards the product V ∗ = 2.5, allocation exploration factor η = 0.1, reputation learning
rate α = 0.5, the maximal error rate of reputation model ξ = 0.5 and confidence level
of reputation model γ = 0.5. Note that a set of simulations with variant settings has
been experimented, and the results are similar.
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Fig. 1. The relationship between probability of sellers (a) seller reputation, (b) seller profit in
selling one product. New buyers and sellers dynamically join the marketplace.
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Fig. 2. The relation between buyer honesty and (a) buyer score, (b) buyer total utility

In our simulation, if a seller behaves honestly in one transaction, she delivers a qual-
ity product or a product with 50% quality. We set that the sellers have various proba-
bilities in honest delivery and compare their average profit. For a buyer, if she behaves
honestly, then she provides 1 for sellers who delivered quality products and 0.5 for sell-
ers who deliver products with 50% quality. If the buyer is dishonest, then she provides
1 for sellers who delivered products with 50% quality and 0.5 for those who have de-
livered quality products. In the simulation, we allow new buyers and sellers join the
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marketplace during the simulation. In order to maintain our market constrain, i.e. e-
marketplace with limited inventory, when a new seller joins, we allow 10 new buyers
join into our system at the same time. After the boost-strapping, we let 5 new sellers
and 50 new buyers (buyer honesty follows the same distribution with the existing 400
buyers) join into our simulation in every 100 transaction period. After 400 transaction
periods, there are 20 new sellers (seller reputation follows the same distribution with
the existing 80 sellers), and 200 new buyers participate into our market. After such a
dynamic process, we simulate another 1000 transaction periods to observe seller profit
and reputation. We obtain the results as shown in Figures 1 and 2.

In Figure 1, seller reputation and profit in selling one product (60 sellers in total) is
shown. We observe that new honest sellers still gain the same reputation and profit as the
sellers who previously existing in the e-marketplace. These results are shown in Figures
1(a) and 1(b), respectively. It means that honest sellers can always gain higher reputa-
tion and more profit no matter when they join our e-marketplace. In addition, more
honest buyers gain higher scores and more utility, and these are shown in Figures 2(a)
and 2(b). Therefore, the incentives of buyers and sellers in behaving honestly are still
maintained when new sellers and buyers dynamically join into our e-marketplace. To
conclude, our incentive mechanism ensures the sustainability of the e-marketplace by
allowing new sellers and new buyers enter into our e-marketplace and our mechanism
still works in such dynamic environment.

4 Conclusion

In this paper, we proposed an incentive mechanism to promote buyer and seller honesty
in e-marketplaces with limited inventory. More specifically, a pricing algorithm is pro-
posed to give high prices for products provided by honest sellers. In this way, sellers are
incentivized to be honest. An allocation algorithm is proposed to allocate products of
honest sellers to honest buyers. Conducting transactions with honest sellers will bring
larger profit. Because of limited inventory, dishonest buyers may not be allocated any
product. In this way, buyers are incentivized to be honest. We provide experimental
verification for our mechanism.
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Abstract. This article addresses how trust changes over time. We introduce a 
social psychology-based Information Processing Model (IPM) that explains 
how trust changes over time based on three cognitive mechanisms:  attention, 
attribution, and judgment. This model is contrasted with the traditional incre-
mental progression model of trust change. We also explain three extensions of 
the model. These models are then simulated and the results suggest that incre-
mental progression may be inconsistent with established psychological theory. 

Keywords: Trust, attention, attribution, threshold, risk, illusion, change. 

1 Introduction 

We define trust as the extent to which one is willing to depend on, or become vulner-
able to another with a feeling of security despite situational risk.  Based on social-
psychological theory, this paper introduces a baseline information processing model 
(IPM) of how trust changes in response to external events.  We then extend the base-
line model in three ways and do simulations. The simulations suggest trust changes 
much less frequently, but in larger chunks, than in an incremental change model. We 
employ a process theory lens. Process theories specify which temporally-ordered 
occurrences are necessary for other occurrences to happen. They address how a phe-
nomenon changes over time. Current trust change models offer a simple view of how 
trust changes, such as growth in small incremental steps as parties interact (e.g., [1]). 

These “incremental step-by-step” trust progression models indicate interactional 
events lead to changes in trust levels. This helps specify the general trust change dy-
namic. Each positive event increases trust. However, they address the behavioral level 
and do not connect to the underlying cognitive processes by which humans process 
events. These models treat actors’ detailed cognitive processes as a black box.  

By contrast, Newell [9] presents a powerful example of detail-level theorizing.  
Newell argues that our knowledge at the biological level (e.g., neuron firing rates) 
should be predictive of phenomena observed at the cognitive or behavioral level (e.g., 
reaction time). The more detailed biological level helps explain how the cognitive 
level phenomenon works. Similarly, we believe that processes at the cognitive level 
should help explain how the process of trust changes work at a behavioral level. One 
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reason this approach is needed is that empirical work often does not support the  
step-by-step trust progression models. For example, Jarvenpaa and colleagues [3] find 
almost no difference in virtual class team trust levels between T1 and T2. Rather, high 
trust teams maintained high trust and low trust teams maintained low trust. Incremen-
tal trust progression theory would predict small changes would occur based on expe-
rience. The lack of support suggests better theories of trust progression are needed.  

Our IPM model builds on cognitive social psychology research because trust be-
tween people is primarily a social, mental construct [6] embodying perceptions. We 
focus on one person’s trust perceptions with respect to one other party, either another 
person or a technology partner. Some of what we argue may not apply to a technology 
trusting a technology. The model is especially appropriate for soft trust situations or 
for studying reputation effects. The IPM contributes to theory by ordering the cogni-
tive events needed to produce trust changes, an aspect of process theorizing. While 
the steps occur in a set temporal order, the outcome of the steps is not deterministic.  

First, model action initiates when an event takes place that may have trust ramifica-
tions (Figure 1, Node 1.). The event is typically an interaction with the trustee. The 
model proceeds clockwise. Node 2. on Figure 1 (attention module) refers to whether the 
trusting person notices or pays attention to the event, which is important to trust (e.g., 
[7]). If the event is not noticed (2. “No” path), no subsequent steps are completed, trust 
stays the same, and the process awaits the next event. Attention necessarily precedes 
inference/attribution: “If events are noticed, people make sense of them; and if events 
are not noticed, they are not available for sensemaking” [4: 58-59].  

Scholars posit that trust is updated through a mental attribution process [5]. After 
attribution, the trusting person assesses whether the attributed contradiction is serious 
enough to exceed the threshold cost of updating the trust level (node 4.). If not, the 
trust level is not updated and processing awaits the next event. If so, the update node 
is initiated, which increases / decreases the trust level. The person then brings a new 
level of trust to the perceptual system that encounters the next event. Not only is the 
trust level updated, but the likelihood of attending to and attributing about an event 
are also updated. We now briefly justify the model.   

2 The Baseline Information Processing Model 

By attention, we mean the person expends cognitive effort on the event instead of 
ignoring it. The mind only consciously processes a small percentage of stimuli. 
People often ignore information that does not match what they believe. An event 
passes through the trustor’s perceptual / memory module before they pay attention to 
it (Figure 1). Thus attention is a necessary mental process that occurs before a trust 
change takes place. Although attention is necessary, it is not sufficient to change trust. 
Instead, the trustor must go through attribution and judgment subprocesses first [5].  

Assumption 1: Trustor attention to a behavioral event is a necessary but not sufficient 
condition for the change in a trustor’s level of trust.  

Attribution means how a person makes sense of an event. One ascribes underlying 
qualities or enduring motivations to the other based on observable evidence. Because  
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Fig. 1. Trust Development: A Baseline Information Processing Model (IPM) 

attributions are subjective and affected by mood, their outcomes are hard to predict. 
Only when the cause of an event is decided can trust be updated, and only when the 
event’s attribution contradicts one’s existing trust perceptions is an update made. A 
trustor must perceive a clear contradiction between the existing trust level and event-
implied trustworthiness before trust is updated. Even after a contradictory attribution 
takes place, a threshold judgment must still take place. Hence, attribution is necessary 
but not sufficient for a change in trust.  

Assumption 2: Trustor attribution that a behavioral event contradicts current trust 
levels is a necessary but not sufficient condition for the change in the level of trust.  

After making an attribution, a trustor judges whether it meets the threshold for revis-
ing trust levels.  This is termed a judgment module because it compares the reasons or 
benefits for updating trust with the costs of updating trust. Judgment is defined as 
making a size comparison between two objects, which we argue are the perceived 
costs and benefits of a trust level change. Changing trust is cognitively expensive 
because trust is a central, highly connected relationship concept. If you alter trust, you 
have to change a number of other beliefs, such as liking and respect of O. It costs less 
to maintain existing beliefs and consider the event a quirk. Holmes [2] and Luhmann 
[5] discuss how trust changes involve thresholds.  

Assumption 3: Exceeding a cost-versus-benefit threshold for changing trust is a ne-
cessary condition for the change in a trustor’s level of trust. 

Once the threshold is exceeded, the trust level is updated by some amount.  The like-
lihood of attending to and attributing about the next event will also be affected. If 
trust goes down, one will be more likely to notice and attribute about the next event.  
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The IPM shows why trust changes are hard to predict [5]. Each of three sequential, 
probabilistic, inter-related process mechanisms (attention, attribution, threshold 
judgment) must operate consecutively for trust to change. The IPM also suggests that 
trust trends will tend to be “sticky.” Once a trust level is firmly fixed, it may be hard 
to change. The incremental progression model suggests that small, frequent changes 
occur. Instead, the IPM suggests changes will be relatively infrequent and large. 

3 Three Model Extensions—Risk, Negative Change, Illusion 

Perceived situational risk is important to trust attribution. Situational risk means the 
likelihood that negative consequences will occur in the context. The higher the per-
ceived situational risk, the more one will attend to an event and make attributions 
about it. Low risk situations do not get one’s attention like high risk ones do. Similar-
ly, attribution takes mental energy that will not be expended unless one thinks the risk 
justifies it. Thus, low risk situations will produce less effortful attribution.  

Assumption 4:  Higher perceived situational risk will increase the likelihood of both 
attention and attribution to events.  

Will trust decreases be greater in magnitude than trust increases?  The literature sug-
gests the answer is “yes.” Trust is easier to destroy than build, and cognitive research 
suggests negative trust-related events are easier to remember and have a greater rela-
tive effect than do positive events.  

Assumption 5:  Negative changes to trust will be significantly greater in magnitude 
than will positive changes in trust. 

In committed romantic relationships people idealize their partner and use that idea-
lized perception to dispel the effects of negative events [7]. This may also occur in 
business relationships. Illusion means the extent to which a partner is more optimistic 
about their relationship’s future than rationally merited.  When one has positive illu-
sions, a set of positive/negative events will continue those illusions. Such a pattern 
provides equivocal evidence about O. However, when negative evidence is consistent 
across events, the evidence will be considered less equivocal. Then the illusionary 
“bubble” will burst and the pattern will stop until a consistent positive pattern occurs. 

Assumption 6: Illusionary partners will reinterpret negative events as positive events. 
An accumulation of negative events will remove this reinterpretation effect, which 
will continue until an accumulation of consistently positive events reinstates it. 

4 Method 

4.1 Baseline Model 

We simulate the above using MATLAB 7.11, as follows. 

Events (E). A positive value means a good event and a negative value a bad event. 
Event values follow a normal distribution with zero as mean and one as standard dev-
iation (E ~ N(0 , 1)). The total number of events is N = 1000.  
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Memory (M). In this model, we assume M=10 which means a person remembers the 
most recent past ten events. When a new event is remembered, the oldest event is 
“forgotten.”  Memory will decay over time, as the value of events in the memory 
decreases by 10% as every new event happens (   =  x 0.9). 

Attention (A). Attention is the probability that one notices an event. Assuming a low 
baseline risk level, we set the probability at 30% chance that one will attend to an 
event. As trust increases, attention decreases (in proportion as trust changes), because 
people who feel secure pay less attention. When trust decreases, attention increases. 

Attribution (R). The probability of full attribution about the event is Attribution (R). 
Because of the complex issues for Assumption 2 above, we set the initial probability 
of attribution at 0.3. An increase in trust leads to a lower probability of attribution 
about the next event. A decrease in trust leads to a higher probability. 

Threshold (Th). To model this, we put a threshold of 0.5 for the baseline model. If 
the absolute value of the sum of the event values in memory is greater than the thre-
shold, trust will be updated; otherwise trust will remain the same.  

Trust (T). This model keeps track of the trust level (T) of a person and how it 
changes when a person experiences a stream of random events. Trust ranges from 0.0 
to 1.0. Initially, we set the trust level to 0.5. This reflects the assumption that people 
give each other the benefit of the doubt when they first start to deal with each other 
[5]. When trust is being updated, the change of trust is one half the difference between 
the absolute value of the sum of the event values in memory and the threshold value. 
For example, if the sum is positive and 20% higher than the threshold, then trust will 
increase by 10%; and attention and attribution will decrease by 10%. If the sum is 
negative and the absolute value of the sum is 15% higher than the threshold, then trust 
will decrease by 7.5%; and attention and attribution will increase by 7.5%.  

4.2 Three Extensions That Affect the Baseline Model 

4.2.1 Situational Risk Model 
There are high risk, medium risk and low risk situations (0.9, 0.6, and 0.3). The base-
line model has low risk, with initial attention and attribution at 0.3, and memory effect 
at 10. The starting values of attention (A) and attribution (R) are equal to the value of 
the event risk (ER).  When risk is high, there is no change in the attention and attri-
bution; when risk is medium, the change of attention and attribution is 50% of what 
the baseline model says they should change; when risk is low, the change of attention 
and attribution is governed by the baseline model. Higher risk has a long memory 
effect (20 events recalled), medium risk has a medium memory effect (15 events), and 
low risk has a short memory effect (10).  

4.2.2 Negativity Asymmetry Model 
In the stronger negativity effect model, a negative event has twice the effect on trust 
as a positive event. So when a negative effect triggers the trust change, trust will 
change double what it would change in the baseline model; the baseline model go-
verns the effects of a positive event.  



222 D.H. McKnight, P. Liu, and B.T. Pentland 

4.2.3 Illusion Model 
When the illusion effect is on (including initially), trust will keep increasing by taking 
the absolute value of the difference between the sum of the entire event values in 
memory and the threshold, even if a negative event triggers the trust change. But 
when there are three negative events in a row, the illusion effect is turned off, and the 
model becomes the baseline model and trust goes either up or down. If three positive 
events occur in a row, this turns back on the illusion effect. 

5 Results 

The following tables display simulation results. The incremental progression model 
simulates trust changing after each event, with the change magnitude equaling the 
event size (E ~ N(0 , 0.1)). Table 1 also depicts medians of the magnitude, frequency, 
and trend of the trust level across 1000 events. Magnitude means the average size of 
the change in trust level for an event. Table 1 shows that the median baseline model 
magnitude of change is over twice that of the incremental progression model. Fre-
quency means the number of changes in trust that have occurred divided by the num-
ber of events. Frequency of trust change is significantly lower for the baseline model 
and its extensions than for the incremental progression model. Trend means the aver-
age number of times trust changes in the same direction (e.g., increase) before it starts 
changing in the other direction (e.g., decrease).  Note that the direction changes often 
for the incremental progression model, yielding a low trend figure (1.99), while in the 
other models trust progresses longer without changing direction.  

Table 2 shows the first 200 events of three randomly selected simulations to illu-
strate the shape of the trust progression curve. The incremental progression model 
shows that trust changes often in small random increments. The baseline model shows 
a more infrequent change pattern with higher magnitude of the average trust change. 
The negativity asymmetry shows a similar trend, but with a decreasing direction. The 
medium and high situational risk models have even wider swings, both up and down.  

Table 1. Medians for Simulated Model Instances 

n = 1000 Magnitude Frequency Trend 

Incremental Progression Model 0.023 0.835 1.998 
Baseline Model (Low Risk) 0.049 0.097 4.280 
Negativity Asymmetry Model 0.044 0.124 5.000 
Medium Risk Model 0.055 0.146 4.567 
High Risk Model 0.056 0.526 7.725 
Illusion Model 0.054 0.096 5.875 

6 Discussion 

The simulation results are quite striking. First, as shown in Table 1, the magnitude  
of trust changes is much higher in every version of the IPM model than for the  
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conventional incremental change model. The difference is particularly pronounced in 
high risk situations, where trust is most important. Qualitatively, this is a good fit with 
empirical results, which show that trust levels can make wide, sudden swings. 

Table 2. Random Sample Displays of Trust Progression under Different Assumptions 
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Second, as shown in Table 1, the frequency of change is much lower in every ver-
sion of the IPM model than for the conventional incremental change model. This 
matches empirical findings that once it reaches a stable state, trust tends to be “sticky” 
and difficult to change.  People do not notice or react to every little event.   

Third, the IPM model predicts that trust changes will have momentum: when a 
change in trust level occurs, subsequent changes trend in the same direction.  In the 
incremental progression model, random events generate two similar changes in a row, 
on average.  In the IPM-based models, the same stream of events generates between 4 
and 8 consecutive changes in the same direction (Table 1, Trend column).   

7 Conclusion 

The IPM contributes by providing a process theory of trust change that is grounded in 
social psychology’s cognitive information processing. First, the model addresses the 
mental mechanisms people use as they are confronted by trust-related events. The 
Information Processing Model suggests these mechanisms must each be engaged for 
trust to change.  Second, the model illustrates several reasons trust does not change 
under many circumstances that one might think warrant change. The model indicates 
that trust may be “sticky” or resistant to change, but that change can and will occur. 
The model is especially applicable to studies of reputation, soft trust, social network-
ing, and e-commerce/mobile commerce.  
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Abstract. Radio Frequency Identification (RFID) systems are increasingly be-
ing deployed in a variety of applications. Widespread deployment of such con-
tactless systems raises many security and privacy concerns due to unauthorized 
eavesdropping reader, de-synchronization between reader and tag etc. In this 
paper, we propose a light weight mutual authentication protocol which is an 
improvement over Li's extended LMAP+ protocol. In mutual authentication, the 
tag and the reader of the RFID systems will authenticate each other before 
transmitting unique ID of tag. The proposed protocol provides protection over 
traceability and de-synchronization attacks. 

Keywords: RFID, Pseudonym, LMAP, Mutual Authentication Protocol. 

1 Introduction 

Radio Frequency Identification (RFID) systems are used for automated identification 
of objects and people. Applications that use RFID technology include warehouse 
management, logistics, railroad car tracking, product identification, library books 
check-in/check-out, asset tracking, passport and credit cards, etc. Most of the RFID 
systems comprise of three entities: the tag, the reader and the back-end database. The 
tag is a highly constrained microchip (with antenna) that stores the unique tag iden-
tifier and other related information about an object. The reader is a device that can 
read/modify the stored information of the tags and transfer these data to a back-end 
database, with or without modification. Back end database stores this information and 
will keep track of the data exchanged by the reader [1]. 

The possible security threats to RFID systems include denial of service (DoS), man 
in the middle (MIM), counterfeiting, spoofing, eavesdropping, traffic analysis, tracea-
bility, de-synchronization etc. 

The low cost deployment demand for RFID tags forces the lack of resources for 
performing true cryptographic operations to provide security. Typically, tags can only 
store few hundred bits and have very limited number of logic gates, out of which very 
few can be devoted to security tasks. Considering these resource constraints, we 
aimed for authentication protocol that uses light weight primitives.  

The rest of the paper is organized as follows: Background and related work are  
discussed in section 2. Section 3 describes system design considerations and the  
proposed protocol. Section 4 shows defense against traceability and de-synchronization 
attacks with conclusions and references at the end. 
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2 Related Work 

Providing light weight security in RFID systems is not a trivial task. Vajda and L. 
Buttyan [2] have proposed a set of extremely lightweight challenge response authenti-
cation algorithms. These can be used for authenticating the tags, but they may be 
easily attacked by a powerful adversary. Juels [3] proposed a solution based on the 
use of pseudonyms, without using any hash function. The RFID tag stores a short list 
of pseudonyms, which indexes a table (row) where all the information about a tag is 
stored: it is rotated releasing a different index on each reader query. After a set of 
authentication sessions, the list of pseudonyms will need to be reused or updated 
through an out-of-band channel, which limits the practicality of this scheme. In addi-
tion to this there are other lightweight mutual authentication protocols proposed in the 
literature [4-6]. Attacks have been successfully mounted on all of these as demon-
strated in literature [7-9]. 

Peris et al. in [10], Proposed a Lightweight Mutual Authentication Protocol called 
LMAP. They also proposed an extension of this protocol LMAP+. These protocols 
are extremely lightweight and use only simple bitwise operations. However, attacks 
are mounted on this as well. It has been discovered that these protocols do not achieve 
the security they claim [11]. Later, following the LMAP designing strategy, Li [12] 
proposed a new lightweight protocol which is extension of LMAP proposed by Peris 
et al. in [10]. After that, Safkhani et al. in [14] presented two possible attacks on pro-
tocol which is extension of LMAP+. 

We propose an improvement over Li's protocol [12] LMAP+ - incorporating better 
security and without compromising performance. Proposed protocol follows the struc-
ture and design of LMAP+ [12]; extended to provide defense against traceability and 
de-synchronization attacks. 

3 Proposed Protocol: Improved LMAP+ 

3.1 Design Considerations 

Fig.1 shows three main entities (tag, reader and database) of the RFID systems which 
are involved in the mutual authentication scenarios. Database and reader are con-
nected through a secure wired channel while the tag and reader are connected through 
wireless channel which is insecure and is our main focus. We will consider database 
and reader as one unit responsible for maintaining the database where all the tag 
records are stored in a central table and tag as another unit which is to be authenti-
cated. Before the tags are attached to the objects of the RFID applications, its Unique 
ID and Pseudo-ID are written in its ROM and EEPROM respectively together with 
several secret values (for authentication purpose). 

The properties of the proposed protocol (Improved LMAP+) are: 

• Privacy: A tag’s Unique ID is never disclosed to an unauthorized reader. Only the 
authorized reader will identify the Tag by its Pseudo-ID along with its correspond-
ing tag entry in the database. Pseudo-ID and the keys used will be changed after 
every successful protocol round. 
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Fig. 1. Typical RFID System [12] 

• Security: The scheme defends against various attacks like: sniffing attack, spoof-
ing attack, active man-in-the-middle attack, traceability attack and de-
synchronization attack etc. 

• Compactness: The proposed protocol uses only ultra-lightweight functions like X-
OR and mod  2  addition as used by Li in [12], whose hardware implementations 
is very simple. 

3.2 Protocol Notations 

In the proposed protocol, costly operations such as multiplications and hash evalua-
tions are not used at all, and random number generation is only done at the reader end. 
Frequently used notations in this paper are listed below: 

)     : Tag’s unique identifier. )   : Tag’s dynamic pseudonym at the successful run of protocol. 1 ), 2 ) and  3 ) : Tag’s secret keys at the successful run of pro-
tocol. 
   r         : Reader generated pseudorandom number. 
A, B, C      : Messages transferred between reader and tag.  ⊕          : XOR operation. 
  ||            : concatenation operator. 
 +            : addition mod2 . )          :  Bit of x 
 

All parameters (i.e. ID, PID, K1, K2, K3, r, A, B, C) in the protocol are of 96-bit size- 
as per EPC class 1 Gen2. 
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3.3 Initialization 

Tag Initialization: Assuming 96-bits as one word, the RFID tag is assigned 5 words 
which include a Pseudo-ID, a tag unique ID and three keys (K1, K2 and K3). Out of 
these, tag unique ID is static (should be stored in ROM) and the rest are updated on 
every successful run of protocol (should be stored in EEPROM). Thus, tag requires 96 
bits of ROM and 384 bits of EEPROM (4*96).  Considering L as word size the tag 
has 5L bits of storage requirement. 

Database Initialization: A central database is built in order to store all the informa-
tion relevant to the RFID Tags. For each tag, it stores a row [PID, ID, K1, K2, K3]. 
All rows are listed in a single database table. If we have N tags, there will be N 
records and the total database size will be 5*N*L bits. 

3.4 Protocol Description 

The protocol has three main stages: tag identification, mutual authentication and up-
dating. These stages are shown in table 1. Equations in first two stages are same as 
proposed in LMAP+ [12], except last equation in stage 2 – Mutual Authentication. 

Table 1. Improved LMAP+:  Protocol Run between Tag and Reader (* shows modified or 
improved equations) 

Tag Identification 
Reader  Tag:  Hello 
Tag   Reader:  ) 
Mutual Authentication 
Reader  Tag:  A || B 
Tag   Reader: C 
    Where, 
A = )⊕ 1 )+   
B = ) + 2 ) +  
C = ) ⊕ ( 3 ) + ) * 

Updating 
By both Reader and Tag )= )⊕  +  ( 1 ) 2 ) 3 )) * 1 )=   1 )  ⊕ )+ 2 )) * 2 )=  2 )  ⊕ )+ 3 )) * 3 )=  3 )  ⊕ )+ 1 )) * 
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• Tag Identification: To start the protocol for mutual authentication, the reader has 
to identify the tag. The reader will initiate the protocol by sending a hello message 
to the tag, which will be responded by the tag sending its current pseudonym 
(PID). By means of this PID, only an authorized reader is able to search the data-
base and access the tag’s corresponding secret keys (K = K1|K2|K3), which are 
needed to carry out the next authentication stages. 

• Mutual Authentication: Initially the reader generates a random number r. Using r 
along with the keys K1 and K2; the reader generates the messages A and B, and 
then sends them to the tag. Thus, the reader actually conveys a random challenge to 
the tag. At the tag side, upon receiving the messages A and B, the tag can calculate 
two random numbers (r1 from A and r2 from B) using secret keys K1 and K2 re-
spectively. If r1 equals to r2, the tag can obtain r correctly and prepare the re-
sponse message C as detailed by Li in [12]. On the reader side it calculates the val-
ue of C according to the equation in the table 1, as it has all required parameters 
and compares the calculated C value with the one received from the tag. If both are 
equal, the tag is authenticated. Then using the PID value, the reader retrieves the 
unique tag ID from the database table and considers the tag with this ID as de-
tected. Hereafter that reader proceeds with update operations. If the reader is not 
authenticated, the authentication protocol is aborted. This makes the tag identifica-
tion by the reader without actually transmitting the unique ID of the tag. 

• Updating: Major improvements over LMAP+ are incorporated in this stage. After 
the reader and the tag have authenticated each other, they carry out the pseudonym 
and keys updating operations at both sides synchronously as mentioned by the equ-
ations in table 1. 

 

The mechanism for synchronization is same as described by Li [12]. Both reader and 
tag contain a status bit in the protocol denoted by s. In each run, if the protocol is 
successfully completed, s will be initialized with 0 otherwise it is set to 1. Hence, s = 
1 indicates that the protocol was aborted. So it should be reset or restarted. 

4 Security against Traceability and De-synchronization Attacks 

According to Li's protocol in [12]: 

     A = )⊕ 1 )+                                    (1) 

B = )+ 2 ) ⊕                                    (2) 

           C = ( )+ )⊕r) ⊕ ( 1 ) 2 )+ )       (3) 

Our protocol reflects improvements as indicated by * in table 1. 

4.1 Traceability Defense 

According to Safkhani et al. [14], if we consider only last significant bit (LSB) then 
the modular additions mod 2 can be replaced by bitwise XOR. Therefore, any  
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adversary can extract and trace the last significant bit of tag unique ID by knowing ), A, B and C as follows: 
 ))  = ) ⊕ ) ⊕ ) ⊕ ))  

Our proposal (Improved LMAP+) provides defense against this attack as the actual 
unique ID of the tag is not transmitted and hence it will not be extracted by the  
adversary. 

4.2 De-synchronization Defense 

The main aim in this attack is to convince the tag and reader to update their common 
parameters to different values. With different values of common parameters; tag and 
reader will not be able to authenticate each other for future transactions. According to 
Safkhani et al. [14], if we assume that )) , 1 )) , 2 ))  and ))  are zero then adversary can mount the attack by toggling the LSBs of  A, 
B and r. It will have no impact on the correctness of above equations 1, 2 and 3. Only 
the random number retrieved at tag side will be different than the one sent by the 
reader. Tag and reader will authenticate each other and update their common parame-
ters to different values as both have different r value which will be used in updating 
stage. 

In our proposal, the random number r is used only once in the formation of equa-
tion C. Therefore, if the adversary changes the LSBs of A, B and r then the calculated 
value of C from tag will differ from the expected C value. Reader will not authenti-
cate this tag and the transaction will be aborted. So, the de-synchronization attack is 
defended. 

5 Conclusion 

Improvements in Mutual authentication protocol for low cost RFID systems are pro-
posed in this paper.  

As it is an extension over LMAP+ protocol, it inherits security against tag cloning, 
spoofing and man in the middle attack as provided by LMAP+ protocol. In addition it 
is secure against traceability and de-synchronization attacks for which LMAP+ was 
not secure as shown by Safkhani et al. in [14]. The improved protocol is secure (more 
trustworthy than LMAP+) and uses ultra light weight bitwise operations. 
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Abstract. Museums are rapidly digitizing their collections, and face
a huge challenge to annotate every digitized artifact in store. Therefore
they are opening up their archives for receiving annotations from experts
world-wide. This paper presents an architecture for choosing the most
eligible set of annotators for a given artifact, based on semantic related-
ness measures between the subject matter of the artifact and topics of
expertise of the annotators. We also employ mechanisms for evaluating
the quality of provided annotations, and constantly manage and update
the trust, reputation and expertise information of registered annotators.1

1 Introduction

Cultural and heritage preserving organizations such as museums are rapidly
digitizing their collections, and at the same time migrating digitized collections
to the Web. Thus, there is a growing need for seeking experts world-wide for
providing high quality annotations for digitized artifacts. This paper presents
an architecture for finding such experts.

Unlike online content collaboration sites such as Wikipedia, museums cannot
risk anyone say anything about a particular topic. Annotations should be pro-
vided only by trusted sources, and should be validated by museum experts or
peers who have sufficient proven expertise in the same topic. We assume that
a generic initial classification of the artifact is already available in the form of
specific set of tags or keywords by digital curators, (e.g. indicating the period
of production or the type of artifact). Most museums use a standard thesaurus
(such as Iconclass [11]), which serves as a basis for deriving relations between
the various artifacts, and forms a controlled vocabulary for annotations. The
selection of experts who can provide an annotation for a certain topic is based
on a proper average of an expert’s reputation and the “semantic similarity” be-
tween the requested topic and the recorded expertise areas of the expert. Thus
we select experts who can be trusted to provide quality annotations.

Moreover, we employ mechanisms for evaluating the quality of provided anno-
tations. We constantly manage and update the trust, reputation and expertise

1 This research is carried out as part of a Dutch FES COMMIT project entitled
Socially Enriched Access To Linked Cultural Media (SEALINC).

T. Dimitrakos et al. (Eds.): IFIPTM 2012, IFIP AICT 374, pp. 232–239, 2012.
c© IFIP International Federation for Information Processing 2012
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information of registered annotators by employing trust algorithms based on
subjective logic [14], which is a probabilistic logic that takes into account uncer-
tainty and belief ownership, to model and analyze situations that involve incom-
plete knowledge. This work extends previous work on determining the quality
of annotations using (Semantic) Web sources [4] by combining subjective logic
with measures of semantic relatedness, thereby providing an extensive model for
managing annotations.

2 Related Work

Cultural heritage organizations are opening up their archives to external user
contributions mainly classified as: (1) Social tagging, where users link artifacts
with “tags”, i.e, words generically related to them (see for instance the “Steve So-
cial Tagging Project” [13] and the “Uncovering Nation’s Art Collection” project
[1] from BBC); (2) Collaborative authoring, mainly in case of encyclopedias (see
[8]); (3) Annotations, where the requested “tags” specifically describe one aspect
of the artifact [4].

Recommender systems are widely employed in media-related systems to pro-
vide valuable suggestions to the users (e.g. [10,20]). In collaborative communities
such as Wikipedia, the correct allocation of tasks is done by intelligent task rout-
ing systems [7]. User participation increased up to four-fold when online tasks
were mapped to user interests (see [5]). In cultural heritage organizations, the
quality and trustworthiness of contributions play a vital role. There is a con-
siderable amount of research on finding experts (as trustworhty contributors) in
online communities such as Wikipedia [2] and online forums [22].

Semantic relatedness is a concept where sets of terms are assigned a met-
ric based on the likeness of their meaning/semantic content. User interests are
recorded and various thesauri are employed for deriving semantically related in-
terests in content-based recommender systems for museums (e.g. [19]). Recent
standardization efforts, such as SKOS [17], have lowered the technical boundaries
to publish thesauri on the Web.

3 Adopted Methods and Technologies

Semantic Relatedness. This is a measure that indicates how closely two con-
cepts relate in a taxonomy, given all existing relations between them. We use a
WordNet [15] based similarity relatedness measure. WordNet is a large lexical
database of English, often used by museums and similar to the models that they
use to categorize and describe their artifacts.

Semantic Web Technologies. They include a wide range of formats and
technologies aimed at enhancing the Semantic Web vision (which may be sum-
marized with the slogan “moving from a Web of documents to a Web of data”).
We use some of them, in particular:
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– URIs: Uniform Resource Identifiers offer unique references to any possible
entity (e.g.: annotators, artifacts, concepts).

– RDF: the Resource Definition Framework is basically a language for repre-
senting graphs. RDF statements are “triples” (Subject, Predicate, Object),
where each of these elements can be either a URI or a literal value (with
some restrictions).

– Ontologies: defined using RDFS/OWL language, ontologies define types,
properties, etc., of URIs in particular contexts. For example, they allow to
distinguish URIs referring to sets of users from those representing concepts.
We use the following ontologies:
• Friend Of A Friend (foaf) [3]: for representing people and connections
among them.

• Simple Knowledge Organization System (skos) [17]: for representing
“concepts” and semantic relations among them.

• Hoonoh (hoonoh) [9]: for representing expertise.
• RDF Data Cube (qb) [6]: for representing multi-dimensional data.
• Dublin Core Terms (dcterms) [12]: for representing meta-data.
• PROV (prov) [18]: for representing provenance information.

Subjective Logic. Evidence about the expertise and reliability of annotators is
handled by means of a probabilistic logic named subjective logic which represents
the estimated truth value of propositions by means of subjective opinions. An
opinion ωobject

subject(belief , disbelief , uncertainty, apriori ) is defined by (1) and (2).

belief + disbelief + uncertainty = 1, apriori ∈ [0...1] (1)

belief = p
p+n+2 disbelief = n

p+n+2 uncertainty = 2
p+n+2 (2)

E = belief + apriori · uncertainty (3)

p and n are the amount of positive and negative evidence respectively. apriori is
the prior knowledge owned about the expertise, which does not change over time;
its influence on the trust value computation lowers as we collect new evidence.
In case of a lack of prior knowledge, the default value for apriori is 0.5, which is
equally far from zero (false) and one (true).

The expected value of an opinion (3), which corresponds to the trust value
we want to represent, is an expected value in the statistical sense, since it is
the expected value of the Dirichlet distribution equivalent to the opinion. The
distribution describes the probability of each value between zero and one to be
the right trust value and its shape depends on the value of the opinion.

4 Model

Our model aims at obtaining trustworthy annotations through crowdsourcing.
It is composed of two parts, strongly interlinked: data representation and al-
gorithm. These two parts are connected by subjective opinions: the first part
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provides a representation for the expertise, i.e., the “object” of our opinions,
whereas the algorithm computes the trust levels and outputs the most trustwor-
thy annotations.

4.1 Data Representation

The expertise of each annotator is recorded, through the hoonoh ontology, by
linking the URI representing the user to the one representing the concept of
expertise. In RDF statements, it is represented as follows:

eg : T1 a hoonoh : Topic , skos : Concept .
eg : user a foaf : Person .
eg : E1 a hoonoh : Expe r t i s eRe la t i onsh i p ;

hoonoh : from eg : user ;
hoonoh : toTopic eg : T1 .

We define a data structure representing a subjective opinion, we link it to the
corresponding hoonoh:ExpertiseRelationship and then populate it with observa-
tions, i.e., opinion instances:

eg : Opinion a qb : Da taSt ruc tur eDe f in i t i on ;
qb : component

[ qb : measure eg : b e l i e f ; ] ,
[ qb : measure eg : d i s b e l i e f ; ] ,
[ qb : measure eg : unce r ta in ty ; ] ,
[ qb : measure eg : a p r i o r i ; ] .

eg : da ta s e t a qb : DataSet ;
qb : s t r u c tu r e eg : Opinion ;
dcterms : s ub j e c t eg : E1 .

eg : obs1a a qb : Observation , prov : Entity ;
qb : dataSet eg : da ta s e t ;
prov : wasAttributedTo eg :Museum ;
eg : b e l i e f 0 . 4 ;
eg : d i s b e l i e f 0 . 2 ;
eg : unce r ta in ty 0 . 4 ;
eg : a p r i o r i 0 . 5 .

Museum artifacts are annotated objects of type skos:Concept. E.g.:

eg : item1 dcterms : s ub j e c t eg : T1 .

4.2 Trust (Expertise) Management

We are interested in determining the user expertise about a given topic, so, if
eg:E1 is of type hoonoh:ExpertiseRelationship, an opinion is:

expertise(user, T 1) = ω
eg:E1 hoonoh:from eg:user
eg:E1 hoonoh:toTopic eg:T1

(b, d, u, a) (4)
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We assume that users are evaluated (e.g. through a questionnaire) when regis-
tered. This evaluation is represented by the apriori component, which provides
an initial indication of the user expertise. As the user provides candidate values
for annotations and these are evaluated, the weight of the apriori on the trust
value will decrease. When evaluating the expertise of the user about a topic T1,
the opinion is computed as in (2) but, before summming them, each piece of
evidence is weighed on its semantic similarity with T1.

4.3 Algorithm

We introduce a pseudo-code algorithm that computes the trust levels and out-
puts the most trustworthy annotations, and we provide a qualitative description
of it.

for all request do
users ← select users(request)
for all users do
result ← append value(user , request)

end for
output ← evaluate results(result)
update expertise(users)
return output

end for

select users. This function selects a set of annotators to whom we forward an
input request. A request should contain:

– A reference to the artifact to be annotated.
– A first, high-level classification of the item, that facilitates the annotators

selection (e.g., the century when it was made)
– The requested “facet”, necessary to obtain comparable candidate values

(e.g., the “what” facet, i.e. the artifact content).

The selection procedure depends on internal policies of the museum deploy-
ing the system, so we do not make it explicit. Some examples:

– Select the n highest ranked experts about the requested topic.
– Consider all the experts. Weigh their reputation with regards to the

distance from the request. Order and select them.
– Consider also the belief and uncertainty (and impose some conditions on

them) when selecting annotators.

append value. Collects the contributions obtained from the selected annota-
tors. result is a list of couples like (value, annotators opinions).

evaluate results. Aggregates results and takes a decision about them. Subjec-
tive logic’s cumulative fusion operator is a possible aggregation function. A
possible decision strategy is to choose the highest-rated value. A decision
strategy has to select a candidate value, while reducing the risk of taking
a wrong decision and solving possible controversies, such as when multiple
candidate values all share the highest rank.
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update expertise. After having evaluated the candidate values for the anno-
tation, annotators will be “rewarded” (if their candidate was selected) or
“penalized” (otherwise). In principle, this means adding a positive evidence
to the first ones and a negative evidence to the last ones, but once again,
this may depend on museum policies.

Output. The annotation selected can be directly accepted by the museum, or
ranked qualitatively according to its trust level (e.g. “accept” when trust
level is higher than 0.9, “review” otherwise), so that appropriate actions are
taken.

Annotation creationSemantic-based user selection

Candidate 
Value

Trusted 
Value

Annotation
Request

User1
User4

Profile
Profile

User3

Profile

Candidate 
Value

Merge

update

update

User2

Profile

Fig. 1. Algorithm workflow

5 Evaluation

This section describes some analyses performed on the “Steve Social Tagging
Project” [13] dataset, for validating our proposed approach. For this experiment,
we computed the semantic relatedness by using the Wu & Palmer measure [21]
on WordNet using an online service [16]. This gave us a measure ∈ ]0..1].

The “Steve Social Tagging Project” is a collaboration of museum professionals
and others aimed at enhancing social tagging. We used the small portion of the
data available as part of a 2006 project entitled “Researching social tagging and
folksonomy in the ArtMuseum”. This dataset comprises 1784 images from the
museums which are open for tagging by the users. Each image is tagged by a
single user with multiple tag words. There are 15,167 distinct tags. The 45,859
tag reviews of only 11 users are available as open source. Tag evaluations from
the museum (e.g. “useful”, “non-useful”) are used as evidence in the training
part and as a gold standard in the prediction evaluation.

A first empirical overview of the dataset hinted at the presence of possible
semantic clusters. We then manually selected the candidate set of single words
and proved that the semantic relatedness among those words is high. An example
of clusters found is available in Fig. 2. After having shown the existence of these
semantic clusters, we compared the expertise of people using words from those
clusters and noticed that people having a high amount of positive (or negative)
evidence regarding one word in a particular cluster also had a high amount
of positive (or negative) evidence about the other words in the same cluster.
Positive and negative evidence is derived from the evaluation by the museum:
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tags evaluated as useful are counted as positive evidence, non-useful as negative.
This manual and empirical analysis gave us a first concrete evidence about the
relatedness between reputation based on evidence and semantic similarity.

Asian

Chinese Buddhist
0.67

0.710.93

Fig. 2. Cluster and corresponding positive/negative evidence per user

We also built each user’s reputation using a subset of the evaluations made
by the museum and, based on this, we predicted the usefulness of future tags
inserted by each user2. The prediction is performed as described in Section 4.2.
Tags having a trust level of at least 0.7 are labelled as “useful”. As a side effect of
weighing, uncertainty of reputations rises, since weighing reduces the amount of
evidence considered. However, often, this consequence did not worsen our results,
especially when the reputation was already quite high (e.g., the reputation of
an annotator reduced to 0.92 from 0.97). On the contrary, our approach allowed
us to be prudent in our evaluations, so we could avoid accepting as useful tags
with high uncertainty. Weighing improved the performance of subjective logic
in a statistically significant manner, as proven by applying the sign test with a
confidence interval of 95% on the compared errors.

6 Conclusion and Future Work

We demonstrate the potentials of combining subjective logic, semantic related-
ness measures and Semantic Web technologies for handling users expertise and
annoations trustworthiness.This work is an initial step in a promising direction
that will be further explored. For instance, we plan to extensively deploy the
described architecture and to extend the range of semantic relatedness measures
and vocabularies adopted.
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Abstract. Cloud computing is the long dreamed vision of computing as a utili-
ty, where users can remotely store their data into the cloud so as to enjoy the 
on-demand high quality applications and services from a shared pool of confi-
gurable computing resources. By data outsourcing, users can be relieved from 
the burden of local data storage and maintenance. It also eliminates their physi-
cal control of storage dependability and security, which traditionally has been 
expected by both enterprises and individuals. This unique paradigm brings 
about many new security challenges, which need to be clearly understood and 
resolved. This work studies the problem of ensuring the integrity of data storage 
in Cloud Computing. To ensure the correctness of data, we consider the task of 
allowing a third party auditor (TPA), on behalf of the cloud consumer, to verify 
the integrity of the data stored in the cloud. This scheme ensures that the storage 
at the client side is minimal which will be beneficial for thin clients. 

Keywords: cloud storage, data integrity, public verifiability, Trusted Third Par-
ty Auditor (TPA). 

1 Introduction 

A new computing technology in today’s world, called cloud computing, has been 
enabled to reality because of the rapid development of processing and storage technolo-
gies, ubiquitously available Internet, cheaper and more powerful computing resources 
than ever before. In this cloud computing technology, computing resources (e.g., CPU 
and storage) are provided as general utilities that can be leased or released by users in an 
on-demand fashion. In a cloud computing environment, the role of service provider is 
divided into two: the infrastructure providers who manage cloud platforms and lease 
resources according to a usage-based pricing model, and service providers, who rent 
resources from one or many infrastructure providers to serve the end users. The emer-
gence of cloud computing has made a immense impact on the Information Technology 
(IT) industry over the past few years, where large companies such as Google, Amazon 
and Microsoft, IBM endeavor to provide more powerful, reliable and cost-efficient 
cloud platforms, and small and medium business (SMB) enterprises try to reshape their 
business models to gain benefits from this new paradigm. 

The cloud computing offers several benefits like scalability, rapid elasticity, ubi-
quitous network access, rapid deployment, pay-as-you go lower cost, low cost disaster 
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recovery and data storage solutions. While cloud offers these advantages, it also must 
ensure that they get the security aspects right.  

One fundamental facet of this computing model is that data is being centralized or 
outsourced into the cloud. From the data owners’ perspective, storing data remotely in 
a cloud brings the new and challenging security threats to the outsourced data. Since 
cloud providers (CP) are separate, data outsourcing actually relinquishes the owner’s 
ultimate control over the fate of their data. As a result, the correctness of the data in 
the cloud is put at risk due to the various reasons. Although the infrastructures under 
the cloud are much more powerful and reliable than personal computing devices, they 
still face a broad range of both internal and external threats to data integrity.  

For benefits of their own, there are various motivations for CPs to behave unfaith-
fully toward Cloud Consumers regarding the status of their outsourced data. For ex-
ample, the storage service provider, which experiences Byzantine failures occasional-
ly, may decide to hide the data errors from the clients. Other examples include CPs, 
for monetary reasons, reclaiming storage by discarding data that has not been or is 
rarely accessed [1], or even hiding data loss incidents to maintain a reputation [2].  

As data owners no longer physically possess the storage of their data, traditional 
cryptographic primitives for the purpose of data security protection cannot be directly 
adopted [1, 2]. In particular, simply downloading the data for its integrity verification 
is not a practical solution due to the high cost of I/O and transmission across the net-
work. Considering the large size of the outsourced data and the owner’s constrained 
resource capability, the tasks of auditing the data correctness in a cloud environment 
can be expensive for data owners [1, 2]. Moreover, from the system usability point of 
view, data owners should be able to just use cloud storage as if it is local, without 
worrying about the need to verify its integrity.  

In this paper, we are dealing with the problem of implementing a protocol for Pub-
lic verifiable remote data integrity check, where data owners can resort to an external 
third party auditor (TPA) to verify the integrity of outsourced data when needed. 
Third party auditing provides a transparent yet cost-effective method for establishing 
trust between data owner and cloud server. Public verifiable remote integrity check 
relaxes users from the computation and online burden for periodical integrity check, 
especially desirable when the user is equipped with a low end computation device 
(e.g. smart phone, PDA) or is not always connected to the Internet.  

• We propose a data integrity checking protocol for cloud storage, which can be 
viewed as an adaption of Sravan Kumar et al.’s protocol [3]. The proposed protocol 
inherits the protocol for data integrity verification, and supports public verifiability. 

• The problem is further complicated by the fact that the owner of the data may be a 
small device, like a PDA or a mobile phone, which have limited CPU power, bat-
tery power and communication bandwidth. Hence a data integrity proof that has to 
be developed needs to take the above limitations into consideration. The scheme 
should be able to produce a proof without the need for the server to access the en-
tire file or the client retrieving the entire file from the server. Also the scheme 
should minimize the local computation at the client as well as the bandwidth con-
sumed at the client.  
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2 Related Work 

The simplest Proof of data integrity can be made using a keyed hash function (F). 
In this scheme the Cloud Consumer (CC), before archiving the data file F in the 
cloud storage server (CSS), pre-computes the cryptographic hash of F using (F) 
and stores this hash as well as the secret key K. CC transfers this key and pre-
computed hash value to Trusted Third Party Auditor (TPA), to verify the integrity of 
the file F at regular interval. To check if the integrity of the file F is lost the TPA 
releases the secret key K to the cloud archive and asks it to compute and return the 
value of (F).  By storing multiple hash values for different keys the verifier can 
check for the integrity of the file F for multiple times, each one being an independent 
proof. Though this scheme is very simple and easily implementable the main draw-
back of this scheme are the high resource costs it requires for the implementation. At 
the verifier side this involves storing as many keys as the number of checks it want 
to perform as well as the hash value of the data file F with each hash key. Also com-
puting hash value for even a moderately large data files can be computationally bur-
densome for some clients (PDAs, mobile phones, etc). At the archive side, each in-
vocation of the protocol requires the archive to process the entire file F. This can be 
computationally burdensome for the archive even for a lightweight operation like 
hashing [3].  

Recently, much of growing interest has been pursued in the context of remotely 
stored data verification [1–5]. Zhang and Chen have proposed an Integrity check 
scheme based on well-known RSA Security assumption called A RSA-based As-
sumption Data Integrity Check without Original Data [4]. In which they uses the con-
cept of Random Oracle Model and RSA to verify the intactness of data. The proposed 
scheme is proven to be secure in Random oracle model.  

Surya et al. have also proposed a protocol for the same called Data Integrity as a 
Service (DIaaS) [5]. The proposed protocol needs to have complex infrastructure to 
be implemented. i.e., Trust Management Service (TMS), Cloud Storage Service 
(CSS), Key Management Service (KMS) and Integrity Management Service (IMS). 
The proposed protocol also performs more no. of encryptions and hashing to verify 
the integrity.  

Ari Juels and Burton S. Kaliski Jr. proposed a scheme called Proof of retrievability 
for large files using ”sentinels” [1]. In this scheme, unlike in the key-hash approach 
scheme, only a single key can be used irrespective of the size of the file or the number 
of files whose retrievability it wants to verify. In this scheme special blocks (called 
sentinels) are hidden among other blocks in the data file F. To make the sentinels 
indistinguishable from the data blocks, the whole modified file is encrypted and 
stored at the archive. As this scheme involves the encryption of the file F using a se-
cret key it becomes computationally cumbersome especially when the data to be en-
crypted is large. Hence, this scheme proves disadvantages to small users with limited 
computational power (PDAs, mobile phones etc.) [3]. The schematic view of this 
approach is shown in Figure 1. 
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Fig. 1. Schematic views of a proof of retrievability based on inserting random sentinels in the 
file F [1] 

Sravan Kumar R and Ashutosh Saxena have proposed scheme for data integrity 
proof [3], which does not involve the encryption of the whole data but encrypts only 
few bits of data per data Block, thus reducing the computational overhead on the 
clients. The client storage overhead is also minimized as it does not store any data 
with it. So the scheme suits well for thin clients. But the proposed scheme restricts the 
remote data verifiability to private only. It doesn’t allow any third party auditor to 
verify the integrity of data, on behalf of client. The clients themselves need to devote 
their computation resources to perform frequent integrity checks. Hence, this scheme 
burdensome the client. 

3 The Proposed Data Integrity Checking Protocol in Cloud 
Storage with Public Verifiability 

In our proposed data integrity protocol, we inherit the support of data integrity from 
[3], and support of TPA from Qian Wang et al. [6]. In our proposed data integrity pro-
tocol, the client doesn’t need to store any data with it. Verifier needs only a single 
cryptographic key and two functions which generate a random sequence. The client 
before storing the file at the archive, preprocesses the file and appends some meta data 
to the file and stores at the archive. The client then transfers the key and functions to 
the TPA to audit the file frequently. At the time of verification the TPA uses this meta 
data to verify the correctness of data. Our proposed scheme neither prevents the arc-
hive from modifying or deletions data nor preserves data privacy against TPA. Repre-
sentative network architecture for cloud data storage with TPA is illustrated in Fig. 2. 

3.1 Setup Phase 

Let the client C wishes to the store the file F with the archive. Let this file F consist of 
n file blocks. We initially preprocess the file and create metadata to be appended to 
the file. Let each of the n data blocks have m bits in them. The initial setup phase is 
represented in Fig 3 and can be described in the following steps: 
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Fig. 2. Cloud Data Storage Architecture with TPA [6] 

1) Generation of metadata: Let g be the function defined as 

 , ) 1. . , 1. . , 1. .  (1) 

Where  is the number of bits per data block which we wish to read as meta data. 
The function  generates for each data block a set of  bit positions within the  
bits that are in the data block. Hence , ) gives the  bit in the  data block. 
The value of  is in the choice of the client and is a secret known only to him. There-
fore for each data block we get a set of  bits and in total for all the  blocks we get 

*  bits. Let  represent the k bits of meta data for the  block. 
2) Encrypting the meta data: Each of the meta data from the data blocks  is 

encrypted by using a suitable algorithm to give a new modified meta data . With-
out loss of generality we show this process by using a simple XOR operation. Let  
be a function which generates a  bit integer  for each .  

 , 0 . . 2  (2) 

For the meta data ( ) of each data block the number  is added to get a new  bit 
number . 

  (3) 

In this way we get a set of  new meta data bit blocks.  
3) Appending of meta data: All the meta data bit blocks that are generated using 

the above procedure are to be concatenated together. This concatenated meta data 
should be appended to the file F before storing it at the cloud server. The file F along 
with the appended meta data  is archived with the cloud. 

4) Transferring the meta data attributes to TPA: Client now transfers the two 
functions  and  to trusted TPA. TPA audits the file F archived with cloud by us-
ing these two functions g and h at the time of data integrity verification. 
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Fig. 3. (a) A data file F with n data blocks (b) a data block j, having m bits, is selected to pre-
process (c) randomly selected k bits outcome of function g (d) preprocessed k bits are appended 
to data file F, the encrypted file F  ̃will be stored at cloud 

3.2 Verification Phase 

Let the TPA want to verify the integrity of the file F. It throws a challenge to the arc-
hive and asks it to respond. The challenge and the response are compared and the 
TPA accepts or rejects the integrity proof. Suppose the TPA wishes to check the inte-
grity of  block. The TPA challenges the cloud storage server by specifying the 
block number  and a bit number  generated by using the function . The TPA also 
specifies the position at which the meta data corresponding the block  is appended. 
This meta data will be a  bit number. Hence the cloud storage server is required to 
send 1 bits for verification by the client. The meta data sent by the cloud is de-
crypted by using the Number  and the corresponding bit in this decrypted meta 
data is compared with the bit that is sent by the cloud. Any mismatch between the two 
would mean a loss of the integrity of the clients’ data at the cloud storage. 

4 Conclusions and Future Works 

To ensure cloud data storage security, it is critical to enable a third party auditor 
(TPA) to evaluate the service quality from an objective and independent perspective. 
Public verifiability also allows clients to delegate the integrity verification tasks to 
TPA while they themselves can be unreliable or not be able to commit necessary 
computation resources performing continuous verifications. 

In this paper we have worked to facilitate the client in getting a proof of integrity 
of the data. Our proposed scheme is developed to reduce the computational and  
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storage overhead of the client with public verifiability as well as to minimize the 
computational overhead of the cloud storage server. We also minimized the size of 
the proof of data integrity so as to reduce the network bandwidth consumption. 

At the client we only store two functions, the bit generator function g, and the 
function h which is used for encrypting the data. Hence the storage at the client is 
very much minimal compared to all other schemes [1-2, 4-5] that were developed. 
Hence this scheme proves advantageous to thin clients like PDAs and mobile phones. 

Our scheme applies only to static storage of data. If archived file modifies dynami-
cally, then client has to preprocess the file each time he modifies the file. Also scheme 
doesn’t preserve privacy of data against TPA. Hence developing on this will be a 
future challenge. 
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Abstract. Wiki systems form a subclass of the more general Open Collaborative
Authoring Systems, where content is created by a user community. The ability of
anyone to edit the content is, at the same time, their strength and their weakness.
Anyone can write documents that improve the value of the wiki-system, but this
also means that anyone can introduce errors into documents, either by accident
or on purpose.

A security model for wiki-style authoring systems, called the Secure Wiki
Model, has previously been proposed to address this problem. This model is de-
signed to prevent corruption of good quality documents, by limiting updates, to
such documents, to users who have demonstrated their ability to produce docu-
ments of similar or better quality. While this security model prevents all user from
editing all documents, it does respect the wiki philosophy by allowing any author
who has produced documents of a certain quality to edit all other documents of
similar or poorer quality. Moreover, authors who consistently produce top quality
documents will eventually be allowed to edit all documents in the wiki.

Collaborative filtering is used to evaluate the quality of documents that an
author has contributed to the system, thus determining what other documents
that the author can edit. This collaborative filtering mechanism, determines the
promotion and demotion of documents and authors in the Secure Wiki Model.
The original Secure Wiki Model only considers explicit promotion and demotion
of documents, authors are implicitly promoted/demoted depending on the pro-
motion/demotion of the documents that they contribute. In this paper, we revisit
the question of promotion of documents and authors and propose a new security
policy with explicit promotion of authors. This policy also incorporates a new
collaborative filtering mechanism with a higher degree of parametrisation, so that
the new policy can be adapted to the specific needs of a particular wiki.

1 Introduction

A wiki is a system that relies on user contribution to generate the content it provides.
Wikis can be used by any group of people such as friends doing small projects, col-
leagues needing knowledge sharing in companies, companies engaging with their user
base through crowd-sourcing and worldwide knowledge sharing between strangers. The
open nature of wiki systems makes them ideal as a knowledge sharing platform to which
everyone can contribute a small piece of the bigger picture. However, the strength of
such an Open Collaborative Authoring System (OCAS) is also its weakness since it
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is equally easy to delete good content or for malicious or incompetent people to add
erroneous information to the OCAS.

This problem has been addressed by the Secure Wiki Model, which has been pro-
posed to ensure the correctness and accuracy of documents in wiki-style systems [3].
The secure wiki model introduces a classification of both documents and authors into
a set of integrity levels, which indicate the quality of the documents or the quality of
the authors based on their previous contributions to the wiki (the Secure Wiki Model
is introduced more formally in Section 2). The model combines ideas from two classic
multi-level access control mechanisms: a static integrity model that governs authors’
ability to update documents based on the well known Biba integrity model [1], and a
dynamic integrity model that governs the promotion and demotion of documents and au-
thors among the different integrity levels inspired by a watermark based access control
mechanism [5].

In the original model, the dynamic integrity model only considers explicit promotion
of documents – authors are implicitly promoted, according to the watermark model,
along with the promotion of documents that they have authored. Promotion is explicit
and is normally initiated by one of the authors in the wiki. The promotion is based on
a vote between a set of randomly selected authors with integrity levels higher than the
integrity level of the considered document; this protects the voting mechanism against
the Sybil attack [2]. One problem with this approach is that voters are being explicitly
asked to evaluate the quality of a document, but this evaluation is implicitly used to
determine the integrity level of the author who is the main contributor to the document,
i.e. voters are asked a single question, but their answer is used for two separate purposes.
In order to make promotion more transparent, we need to make promotion of both
documents and authors explicit.

In this paper, we revisit the question of promotion of documents and authors and
propose a new policy for the dynamic integrity model that explicitly promotes authors.
This new policy then leaves it to the discretion of the authors to explicitly promote
documents that they have improved to an appropriate integrity level, up to and including
their own integrity level.

The rest of this paper is organised in the following way: Section 2 gives a brief
description of the original Secure Wiki Model which forms the basis for the new policy
proposed in this paper. In Section 3, we revisit the question of document and author
promotion and analyse the requirements for a successful policy in relation to wiki-
systems. Based on this analysis, we propose our new policy in Section 4 and discuss
this policy in Section 5.

2 The Secure Wiki Model

The Secure Wiki Model[3] combines existing assessment techniques, based on collabo-
rative filtering, with computer security integrity control mechanisms. The integrity con-
trol mechanism is based on the Biba integrity model, which defines a Simple Security
Property (No Read Down) and * (star) property (No Write Up).

The proposed system recognises that the simple security property cannot be enforced
due to the fact that the security mechanism does not have complete mediation over au-
thors’ access to information. The primary contribution of the Biba integrity model to
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this system is therefore the star property. The system requires every author to have an
identifier that allows the system to recognise authors and assign quality confidence val-
ues (QCV) to them. The QCV indicates the general level of correctness, completeness
and lack of bias in documents by that author. Similarly, the system assigns integrity
levels (IL) to each document. The IL of a document is an indication of the correct-
ness, completeness and lack of bias for that particular document as perceived by the
community.

2.1 Access Control

The static integrity model is the component of the Secure Wiki Model that controls the
access to the edit-feature of documents and thereby ensures that authors do not corrupt
high-quality documents. The static integrity model is based on the sets A,D and I, where
A is the set of identifiers of authors who have registered to use the system, D is the set
of documents that are managed by the system and I is a totally ordered set of integrity
levels. Using these sets, two functions are defined, that allow the system to compare the
QCV of authors to the IL of documents, using the total order of I. These functions are
qcv(a : A) which returns the quality confidence value of the author a ∈ A and il(d : D)
which returns the integrity level of the document d ∈ D. These functions are used to
define the predicate:

can edit(a : A, d : D) = ′1′ iff il(d) ≤ qcv(a)

which returns ’1’ if the author a is allowed to edit the document d (’0’ otherwise) and
thus prevents authors with a low(er) QCV from editing documents with a high(er) IL.

2.2 Dynamic Integrity Model

The dynamic integrity model is responsible for dynamically changing the IL of doc-
uments such that authors with a low QCV cannot corrupt a document that have been
improved by an author with a higher QCV. The dynamic integrity model uses a variant
of the watermark model [5], which says that when a subject reads an object with a label
with a lower classification, the label of the object increases to the level of the subject,
i.e., when an author with a QCV higher than the IL of a document edits the document,
the resulting document will have its IL set to that of the authors QCV. The system does
this on the assumption that authors that, in the past, have written accurate, complete and
unbiased documents are likely to do so in the future.

Review Process. The description above shows how the integrity level of documents
are raised. To raise the QCV of authors, the system uses a document review model that
allows a contributor to submit a document for a review that will determine if the IL
of the document should be raised. If the IL of the document is raised, so is the QCV
of the principal author. To prevent denial of service through spurious document review
requests, the proposed system limits the number of people that can request a promotion-
review to the authors that contributed to the document, while allowing all authors, for
which the can edit predicate is ’1’, to request a demotion-review.
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In order to analyse the security of the original model, it is assumed that each level Li

in the hierarchy contains |Λi| registered users, of which zi are assumed to be malicious
and in collusion with each other. When reviewing a document, a number of users (ri)
of the |Λi| registered users, from each of the levels that are participating in the review,
are randomly selected to perform the review. The set of reviewers at level Li defines a
subset ΛRi ⊆ Λi. When reviewing a document d, each reviewer j makes his decision
δj(d) on whether to promote a document or not. A yes-vote is represented as the value
’1’ and a no-vote is represented as the value ’0’.

In the original policy, referred to as Π1, the authors at each integrity level indepen-
dently reach a decision. A simple majority of these decisions then decides the overall
outcome of the vote.

3 Policy Analysis

In the following, we examine two problems that arise in the policy Π1, namely the lack
of transparency surrounding the promotion of authors and the problem of quorum.

3.1 Author and Document Promotion

The dynamic integrity model governs the promotion and demotion of both documents
and authors. It is assumed that high level authors will work to improve the quality of the
documents in the wiki, so the original model automatically promoted documents when
they had been edited by a high level author. Work with the first prototype implementa-
tion of the secure wiki model [4], made us realise that authors will often make minor
contributions, e.g. correct a spelling error, which in itself does not justify promotion,
so it was left to the discretion of authors to promote documents that they edited. After
editing a document, the author is allowed to increase the integrity level of the document
up to and including her own integrity level; the default is to leave the document at its
current integrity level. The resulting mechanism now has two explicit ways to promote
documents, but only an implicit mechanism to promote authors. We therefore propose
a new policy for the dynamic integrity model, which uses the voting mechanism to pro-
mote authors instead of documents – promotion of documents will be done explicitly
by higher level authors who contribute to the document using the mechanism from the
first prototype.

3.2 Voter Participation

The original policy Π1 suggests that promotion of a document at level i ∈ [0, 1, 2],
would require two out of the three levels Li,Li+1,Li+2 to have a simple majority for
the promotion, but it does not specify any conditions on voter-participation which raises
some interesting issues, e.g. does one positive vote out of 100 authors, who were asked
to vote but did not respond, represent a sufficient majority?

This suggests that there is the need for a critical mass of reviewers that must be met
or the vote should be rejected due to the result being unreliable. One way to mitigate the
risk of having too few participating reviewers will be to select only active contributors
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to perform a review. This will have the added benefit that dormant malicious users
would not participate in reviews. If a user is malicious, with the intent of compromising
reviews, the user would have to be active and potentially expose himself as malicious.

Despite mitigating actions, some reviewers will fail to participate in a review. It is
assumed that the number of reviewers, at each level, that fails to vote on a review is
equal, such that it does not skew the vote inappropriately. This can however be checked
and guarded against.

4 New Promotion Policy

The original policy proposed for the secure wiki model is called Π1, so we decided to
call the new policy proposed here Π2.

To promote an author from level Li to Li+1, a set of randomly selected members of
the levels Li,Li+1,Li+2 perform a review to decide if the author should be promoted.
Each vote is weighed according to the weight of the integrity level of the member who
cast the vote and the weighted sum of the votes must reach a level-specific threshold. In
order to increase the security of the higher integrity levels, this threshold increases as
the levels gets higher.

For each reviewer j at level Li, the review decision (δj(a)) is multiplied by the
weight of the level (Wi). The resulting score, for each level Li, will be termed Si(a)
and calculated as shown in (1).

Si(a) =
∑

j∈ΛRi

δj(a) · Wi (1)

For the purpose of determining the percentage of approval, the term Smax
i (a), defined

in (2), will be used to denote the maximum score possible for a given level Li.

Smax
i (a) = |ΛRi | · Wi (2)

In Π2, τi is used to denote the threshold of weighted yes-votes to reach for a promotion
vote to be successful. To promote author a from level Li to Li+1, Π2 uses the condition
that the score of yes-votes is greater than the score of no-votes and that the score of
yes-votes exceeds the threshold τi. This condition is denoted as D(a) and shown in (3).

D(a) = Si(a) + Si+1(a) + Si+2(a) ≥(Smax
i (a) + Smax

i+1(a) + Smax
i+2(a)

) · τi
for i ∈ {0, 1, . . . , |I| − 2}

(3)

A third condition for the success of a review, is that the participation percentage must
be sufficiently high to ensure the reliability of the review. If the participation percentage
is not met, the result of the review must be considered as failed due to the unreliability
of the result.

One extra author level is needed to be able to control documents at the highest in-
tegrity level using the common case condition. This extra level is there to control voting
only and does not gain any extra privileges. In order for an author a to be promoted
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above the normal document integrity levels, the condition in (4) will be used with an
especially high value of τi to preserve the integrity and security of the vote.

D(a) = Si(a) + Si+1(a) ≥
(Smax

i (a) + Smax
i+1(a)

) · τi (4)

for i = |I| − 1

If an author no longer deserves the QCV currently associated with her, a demotion
of the author is necessary. In general, demotion of authors works in the same way as
promotion, but τi is replaced with τdem

i .
If all users at a given level has been promoted, so the level becomes empty, the

members needed at that level will be selected from the next level above. With a system
administrator at the top-most level, who can be trusted not to act maliciously, this also
allows the system to securely populate the levels with users from the lowest levels,
during the bootstrapping phase of the system.

5 Discussion

Controlling access without restricting it is difficult. The secure wiki model suggests
how controlling the authors in Open Collaborative Authoring Systems, such as a wiki,
can be done without restricting authors’ ability to improve documents. The contribution
of this paper is the presentation of an alternative security policy for explicit promotion
of authors and documents in the secure wiki model.

The policy Π2 has been designed for systems that are sufficiently populated. Small
systems with only a few authors at each level will be able to use Π2, but they may not
get the full benefit of the policy since the small number of authors will all be asked
to vote every time their level is involved in a promotion. However, the high degree of
adaptability of Π2 should provide even small systems with a useful policy.

In addition to the promotion policy, we have made references to a demotion policy,
without specifying the demotion conditions explicitly. Specifying and analysing the
formal policy for demotion is left for future work as well as an actual implementation
of the proposed policy in a system using the secure wiki model.
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Abstract. Trust and reputation systems provide a foundation for security,
stability, and efficiency in the online environment because of their ability to
stimulate quality and to sanction poor quality. Trust and reputation scores are
assumed to represent and predict future quality and behaviour and thereby to
provide valuable decision support for relying parties. This assumption depends
on two factors, primarily that trust and reputation scores faithfully reflect past
observed quality, and secondly that future quality will be truly similar to that
represented by the scores. Unfortunately, poor robustness of trust and reputation
systems often makes it relatively easy to manipulate these factors, so that the
fundamental assumption behind trust and reputation systems becomes question-
able. On this background we discuss to what degree robustness against strategic
manipulation is important for the usefulness of trust and reputation systems in
general.

This paper is the printed version of the inaugural William Winsborough Com-
memorative Address at the IFIP Trust Management Conference 2012 in Surat.

1 Introduction

Online markets and communities are commonly moderated by trust and reputation sys-
tems, called TRS hereafter. The explosion in the use of collaborative trust and repu-
tation propagation was triggered primarily by the speed and efficiency of the Internet
and modern computers for collecting and propagating reputation information, and sec-
ondly by the emergence of Web 2.0 platforms and people’s active engagement in them.
Through collaborative effort members of the community provide ratings and reviews
about targets which e.g. can be online services and resources as well as other commu-
nity members and physical world goods and service, for example hotels, universities
and medical doctors[10]. Cumulated ratings and reviews about a given target can assist
other parties in deciding whether or not to use, transact with or connect with that target
in the future. Introducing such systems in a community or market has multiple interre-
lated effects. The most direct effect is that it provides decision support for relying par-
ties, by choosing the targets with the best scores or reviews. Targets that want to attract
the business of relying parties in the future know that they need a high reputation score
for that. The principle that future reputation depends on present behaviour typically in-
fluences present behaviour through the ”shadow of the future” effect [21], meaning that
anticipated future reputation casts a controlling shadow on present behaviour.

T. Dimitrakos et al. (Eds.): IFIPTM 2012, IFIP AICT 374, pp. 253–262, 2012.
c© IFIP International Federation for Information Processing 2012
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A trust scope refers to the specific function or quality that the target is assumed to
have for the purpose of the trust relationship. In other words, the target is relied upon to
have certain qualities, and the scope is what the relying party assumes those qualities to
be. For example, providing financial advice and providing medical advice represent two
different scopes for which trust and reputation should be considered separately. Trust
and reputation also exist within a context. It should be noted that the term context is
sometimes used in the sense of scope in the literature.

The term ”context” generally means the surroundings, circumstances, environment,
background or settings which determine, specify, or clarify the meaning of something.
We therefore define trust context to cover elements such as the legal and cultural envi-
ronment, the domain policy, ethics and social attitudes of participants. A specific online
market or social community such as eBay or facebook is always embedded in a wide
context that consists of the above mentioned elements as well as others. The context of a
TRS can therefore take a rather general meaning that would difficult to specify exhaus-
tively. It would be practical to consider a domain identity such as ”eBay” or ”facebook”
as an attribute of, or maybe the name/identifier of the context itself, because it indirectly
refers to all its elements such as those elements mentioned above.

Another aspect of trust context is that two communities might use the same term for
a specific trust scope such as ”politeness”, but the meaning could have different quali-
tative and semantic value if the two communities have different cultures. A simple way
to convey this fact might be to include the name of the community/context as metadata
or as an attribute of specific reputation scores. Another issue worth considering when
comparing different TRS domains is the possibility that participants deliberately be-
have differently in specific different communities, so that it would not be meaningful
to compute an average/federated reputation score for a specific participant who behaves
in that way. In fact the community name becomes an attribute of the behaviour, i.e.
the participant consciously behaves in a specific way in each different community and
context. It would be possible for the participant to use the same name in the different
communities so that relying parties would be aware of the difference in behaviour, or
the participant could use different pseudonyms so that relying parties would ignore that
two separate pseudonyms represent the same participant.

In relation to trust systems the term ”recommendation” is often used in the sense
of a trust measure passed between entities, whereas the term ”rating” is often used
with relation to reputation systems. In this presentation we will use the term ”rating”
to denote both. The term ”score” primarily refers to a measure of trust or reputation
derived by a TRS function based on the received ratings.

Many web sites allow participants to write reviews in natural language, not just as
a numerical rating. For generality we will use the term ”rating” also in the sense of a
review. Similarly, we let the term ”‘score” also represent the collection of reviews that
are presented to the public through a website, not just a numerical trust or reputation
score.

Attempts to misrepresent quality and to manipulate reputation are commonplace
in human societies, and probably also in animal societies. Con artists employ meth-
ods to appear trustworthy, e.g. through skillful acting or through the fabrication and
presentation of false credentials. Analogous types of attacks are being used in online
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communities and markets. In case of online TRSs, vulnerabilities in the systems them-
selves can open up additional attack vectors. From that perspective TRSs should be
robust against attacks that could lead to misleading trust and reputation scores. In the
worst case, a vulnerable reputation system could be turned around and used as an at-
tack tool to maliciously manipulate the computation and dissemination of scores. The
consequence of this could be a total loss of community trust caused by the inability to
sanction and avoid low quality and deceptive services and agents.

Attacks against TRSs are not normally committed by computer hackers breaking
into the server where the TRS functions are being hosted, although of course this could
happen. Attacks against TRSs typically consist of playing the role of relying parties
and/or service provider, and of manipulating the TRS through specific behaviour that
is contrary to policy and/or to assumed ethical behaviour. For example, a malicious
party that colludes with the service provider, or simply an unethical service provider,
could provide fake or unfair positive ratings to a reputation system with the purpose of
inflating the service provider’s score, thereby increasing the probability of that service
provider being selected by other relying parties, which in turn would lead to increased
profit. Alternatively, an unethical service provider could engage in unfair badmouthing
of competitors in order to reduce their business and profit, with in turn would result in
increased own business and profit.

Many other attack scenarios can be imagined that, if successful, would give unfair
advantages to the attackers. All such attacks have in common that that they result in the
erosion of community trust, with damaging consequences for services and applications
in the affected market or community. The robustness of TRSs can therefore be crucial
for the quality of markets and communities where a TRS is being applied.

A TRS must not only be robust against intentional attacks, but should produce qual-
ity trust and reputation scores under changing conditions and in the presence of unso-
phisticated participants. Assuming that ratings provided by the community are fair one
would expect that a quality service provider always is represented as such through its
trust and reputation scores published through the TRS. If that is not the case, i.e. if a
reliable service provider is represented with a low score and bad reviews, or an unreli-
able service provider is represented with a high score and good reviews, then the TRS
does not fulfill its most basic role, which could be very damaging for the community. In
economic terms, this could cause severe inefficiencies similarly to those resulting from
corruption. A second important TRS requirement is that it must react swiftly when the
rating trend changes in the positive or negative direction, by immediately producing
correspondingly more positive or more negative scores [21].

A TRS can be attacked from multiple angles, meaning that designing adequate de-
fence against possible threats can be a daunting challenge. This presentation focuses
on the need for robustness in real implementations of TRS i communities and markets.
We do not focus on traditional security threats such as hacking and denial of service,
although such defences must of course also be included in any practical implementa-
tion. Given that each community has its own specific characteristics the need for TRS
robustness will different in each case. At the same time, there are some fundamental
requirements for robustness that should be satisfied in general.



256 A. Jøsang

2 Threat Analysis and Proposed Solutions

Fig.1 illustrates potential attack vectors related to a TRS integrated with targets and
relying parties in a community or market. Note that Fig.1 represents a functional view,
not an architectural view. It is for example possible that the TRS function is distributed
among all the relying parties as in case of a TRS for P2P networks. It is also possible
that there is no distinction between relying parties and service providers.
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Fig. 1. Potential attack vectors related to a TRS environment

The combination of a TRS and a large number of participants (relying parties and
targets) represents a highly dynamic and complex feedback system with many potential
vulnerabilities. Making such systems robust against malicious manipulation represents
a daunting challenge. The attack vectors in Fig.1 are briefly describe in Table 1.

Table 1. TRS attack vectors with reference to Fig1

Attack Vector Brief Description
(1) Service Request Malicious relying parties, possibly colluding with the service

provider, could request services for the sole purpose of being en-
titled to rate. For example on eBay, ratings can only be provided
after a registered transaction, which provides a ticket to rate.

(2) Service Provision Malicious service providers could deliberately provide low quality
services. Alternatively, low quality service could simply be the re-
sult of incompetent or unreliable service providers.

(3) Service rating Ratings or reviews could be false or could unfairly misrepresent the
actual service received.

(4) Enrollment Relying parties and service providers can e.g. enroll multiple times
in order to strategically manipulate the TRS.
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The research literature on TRSs (Trust and Reputation Systems) is relatively mature,
where the PhD thesis of Marsh (1994) [16] represents an early study of computational
trust systems and the article by Resnick et al. (2000) [21] represents an early introduc-
tion to reputation systems. This literature is currently substantial and is still growing
fast [8,12]. A large number of TRS designs and architectures have been and continue to
be proposed and implemented. Commercial implementations of TRSs are now part of
mainstream Web technology which has resulted in general textbooks on how to build
TRSs in real applications, such as Farmer & Glass (2011) [6].

However, the literature specifically focusing on the robustness of TRSs is much more
limited and still in an early stage. It should be noted that publications on TRSs usually
analyse robustness to a certain extent, but typically only consider a very limited set of
attacks. The text book by Farmer & Glass [6] also offers advice on robustness. However,
many studies on robustness in the research literature suffer from the authors’ desire to
put their own TRS designs in a positive light, with the result that the robustness analyses
often are too superficial and fail to consider realistic attacks. Publications providing
comprehensive robustness analyses are rare.

Hoffmann, Zage and Nita-Rotaru (2009) [9] provide a taxonomy and analysis frame-
work for TRSs proposed for P2P networks, and then give an analysis of 24 of the most
prominent TRSs based on 25 different attributes. Out of the 24 TRSs, 6 were analysed
in more detail because of the representativeness of their characteristics. General chal-
lenges for the building robustness into TRSs are presented in Jøsang & Golbeck (2009)
[11]. They give an overview of typical attacks described in the literature, such as those
listed in Table 2.

Table 2. Various strategies for attacking trust and reputation systems

Attack type Short Description
Playbooks Planned sequence of actions in order to manipulate and deceive
Unfair Ratings Ratings that do not correctly reflect the actual experience
Review Spam (aka. opinion spam) False reviews, often in conjunction with unfair ratings
Discrimination Deliberately providing different quality services to specific relying parties
Collusion Coordinated actions among participants in order to manipulate and deceive
Proliferation Multiple offerings of the same service in order to obscure competing services
Reputation Lag Abuse multiple buyers before the TRS reacts to their negative feedbacks
Re-entry Take new identity, in order to eliminate bad reputation of old identity
Value Imbalance Exploit reputation from many low value services, for one high value fraud
The Sybil Attack Take on multiple identities in order to generate rating and review spam

Early proposals for strengthening the robustness of TRSs were typically based on
the assumption that false or unfair ratings could be detected statistically, and focused
on detecting patterns and outlayers among the ratings, e.g. Dellarocas (2000) [3], Yu &
Singh (2003) [26], and Withby & Jøsang (2004) [23]. While these approaches could be
characterised as simplistic and relatively easy to bypass for determined attackers, they
present the idea of using data mining and reasoning to detect and protect against such
attacks.
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Kerr (2009) [13] provides independent robustness analyses of a set of proposed
TRSs, and thereby represents a step in the right direction for TRS research. They also
propose a testbed for evaluating TRSs in [14].

Large commercial TRSs have attracted, and continue to attract, the attention of inde-
pendent third party analysts. For example, the robustness of Google’s PageRank algo-
rithm has been analysed by Zhang et al. (2004) [27] and by Clausen (2004) [2], and the
robustness of eBay’s Feedback Forum has been analysed by several authors, including
Resnick et al. (2006) [22] and Dini & Spagnolo (2009) [4].

The relative simplicity of writing false reviews of goods and services, and the lack of
sanctioning of this practice, currently is a significant problem and a major challenge for
review sites such as epinions.com and tripadvisor.com. The problem of false reviews
seems difficult to solve because it is in principle impossible to read people’s minds
and verify whether a review really reflects their inner thoughts. There are nevertheless
techniques based on data mining and natural language processing for analysing the con-
sistency of reviews against specific criteria, which can provide an indication of whether
a given review is genuine or malicious spam. The goal of this research is to design the
equivalent of a lie detector for ratings and reviews.

Analysis and detection of review spam (aka. opinion spam) is a relatively recent re-
search trend, so the literature is still relatively limited, but some studies show promising
results. Studies include Benevenuto et al. (2009) [1], Lim et al. (2010) [15], Gilbert &
Karrie (2010) [7], Wu et al. [25,24], Ott et al. (2011) [19], and Duan & Liu (2012) [5].

As with traditional security solutions, it is to be expected that attackers will adapt
to robustness solutions implemented in TRSs, thereby resulting in a endless cat-and-
mouse game. This phenomenon can already be observed with regard to Google’s search
engine where the first version of the PageRank algorithm was attacked by link spam,
which consists of inserting links to a specific page on open web fora such as discussion
groups and wikis. A fix to the link spam problem was to introduce the no-follow tag
in 2005 which from then on has been automatically added by web server software to ev-
ery URL inserted in publicly editable web pages. The no-follow tag instructs search
engines to ignore the link, thereby eliminating the effect of link spam. SEO (Search
Engine Optimalization) is to influence search engines to get the highest possible posi-
tion of a specific web page on the SERP (Search Engine Results Page). In SEO, almost
anything goes, and search engines such as Google and Bing must constantly change the
way their SERP ranking is computed, in order to prevent strategic manipulation.

2.1 Regulatory and Social Context for Online Reputation

It is important to look beyond purely technical aspects of TRS robustness when pre-
vention of TRS manipulation is the goal. A real TRS is always embedded in a real
community or market with its policy and legal context. Even if there are no technical
barriers to manipulating a TRS, the fact that it is forbidden by policy or legislation
might have a significant preventive effect on potential attackers. As an analogy, there
is nothing that physically can stop a car driver for speeding if he really wants to do it.
However, the possibility of a fine, or simply knowing the danger that it poses to peo-
ple is sufficient to prevent most motorists from speeding. As an alternative to technical
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robustness mechanisms, it could be useful to define adequate regulation and policies for
the deployment and usage of TRSs in online communities.

The simplicity of manipulating TRSs is in many ways paradoxical when considering
that that TRSs often have considerable impact on economic performance. A hotel owner
can be tempted to use a TRS to gain an advantage over competitors and to maximise
profit in the following ways:

(a) Write false positive reviews and artificially inflate own reputation score.
(b) Write false negative reviews and give unfairly negative ratings to competitors.

While activity (a) would appear unethical to most people it would be difficult to define
it as directly illegal. Activity (b) on the other hand would not only be considered uneth-
ical, but could be considered illegal under most jurisdictions on the basis of legislation
regarding defamation.

Defamation is when someone makes a false claim implied to be true which may
give a negative image to a person, business, product, group, government, or nation. In
order for a complaint against defamation to succeed it is normally required that the
defaming claim can be proven false and that the claim is communicated to someone
other than the defamed entity. Slander and libel are specific categories of defamation,
where slander typically refers to a malicious, false, and defamatory spoken statements,
while libel refers to any other form of communication such as written words or images.
Online defamation can therefore be characterised as libel. Most jurisdictions allow legal
actions, civil and/or criminal, to deter various kinds of defamation and retaliate against
groundless criticism.

In the case of Roger M. Grace vs. eBay (2004) [18] the plaintiff, Roger Grace, an
eBay buyer, sued eBay and the seller Tim Neely after the seller had posted negative
comments about Grace. According to court filings, Neely’s comments about Grace
were: ”Complaint: SHOULD BE BANNED FROM EBAY!!!! DISHONEST ALL THE
WAY!!!!”. The Superior Court of Los Angeles County held that Section 230 of the US
Communications Decency Act of 1996 and the User Agreement on eBay’s Web site re-
lieve eBay of liability for libel with respect to comments posted by a seller on the eBay
Web site. The user agreement on eBay’s website contained the the following section:
”Because we are a venue, in the event that you have a dispute with one or more users,
you release eBay (and our officers, directors...) from claims, demands and damages (ac-
tual and consequential) of every kind and nature, known and unknown, suspected and
unsuspected, disclosed and undisclosed, arising out of or in any way connected with
such disputes”. The court also dismissed the suit against the seller Neely after eBay
removed the challenged comments from its website.

While the above case released the owner of the TRS itself from liability, it does leave
open the possibility of upholding complaints of libel against the party who produces an
alleged defaming statement. Leaving baseless negative feedback and reviews can thus
lead to legal prosecution. Not only that, even when users genuinely feel that there is
an objective basis for leaving negative reviews, the user still faces the risk of legal
action from the target of the negative reviews. This creates risk for anybody who wants
to leave negative feedback, which by itself represents a disincentive against leaving
negative feedback, even when it is warranted.
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TRSs are so widespread in online communities and markets that one can speak about
the reputation society as a new significant dimension of modern society [17]. Reputation
is an asset that can be won and lost, just like real money. We have strict laws governing
how money is exchanged, but very little legal regulation regarding reputation. While
legislation about defamation provides protection against unfair damage to reputation,
there seems to be no typical legislation against unfair inflation of own reputation. From
a general point of view, unfair inflation of own reputation can have a negative economic
impact on other parties similarly to damaging their reputation. One could therefore ar-
gue that there currently is a hole in most legislations in that respect. Participants in
online communities thus face little risk when engaging in unfair inflation of own repu-
tation. It is then up to the TRS owner to define specific policies and sanctions against
this practice.

Since TRSs often cannot be considered robust, it seems surprising that they still can
provide significant value and that they have become so widespread. One might therefore
say that TRSs follow the paradoxical ”Yhprums Law,” which is the inverse of Murphys
Law, expressed by: ”Something that shouldnt work sometimes does work.”.

One possible explanation of why TRSs are useful despite their weaknesses is that in
many situations, a TRS does not necessarily need to be robust. Resnick & Zeckhauser
(2002) [20] consider two explanations: (a) Even though a reputation system is not robust
it might serve its purpose of providing an incentive for good behaviour if the participants
think it works, and (b) even though the system might not work well in the statistical
normative sense, it may function successfully if it reacts swiftly to bad behavior and
imposes costs for a participant to get established.

Finally, it could be argued that the TRS in an online community serves as a kind of
social glue. A TRS provides an interface through which participants can communicate
and relate to each other, which in itself is valuable. Any TRS with user participation
will depend on how people can use it to better connect to other participants and to the
community as a whole, and must be designed with that perspective in mind.

3 Conclusion

The online world is somewhat analogous to the US Wild West of the 19th century where
legislation was unclear and law enforcement was weak. In this context of relative law-
lessness, trust and reputation systems represent alternative methods for moderating and
regulating online communities. However, the informal and collaborative mechanisms of
trust and reputation systems will inevitably come under pressure and attack whenever
there is significant financial or political value at stake. In that case, malicious manipu-
lation of a reputation system can only be prevented or mitigated if either 1) there exists
regulation or policy that prohibits malicious manipulation with credible sanctioning
options, or 2) there are technical mechanisms that can detect and block manipulation
attempts. Ideally, both protection principles should be implemented simultaneously. In
addition, adequate security mechanisms must be in place in order to prevent hacking
attempts against trust and reputation systems or against participants’ networks. If ad-
equate robustness can be achieved, well functioning trust and reputation systems will
become catalysts for healthy growth in online markets and communities.
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transCryptFS: A Trusted and Secure File System 
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Abstract. For the reasons of flexibility and availability, the data may be stored 
in the cloud. However security of sensitive data and the reliability of access of 
data are two major issues that become immediate concern. Trust on the services 
for the secure upkeep of data, its regular maintenance and mechanisms for 
seamless access are other issues related to such organization of data. 

In this talk, we present an encrypting file system based on GNU/Linux based 
servers which can be accessed through standard protocols such as NFS over 
unsecured networks. At the same time, the data stored in the servers is always in 
encrypted form. With only a suitable key management protocol and access 
control mechanisms, it is ensured that data is made available only to right 
entities. In the trusted domain for the files, even the system administrators are 
not included which makes it highly robust yet providing mechanisms for routine 
administrative jobs such as backup, restoration, duplication and other similar 
functions on data. 

We also present a few more applications for this same file system, such as 
the case where data on a portable device such as laptop can be protected against 
loss of information in case of thefts etc. 
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Extended Abstract 

With the exponentially increasing number of transactions being performed online, it 
has become critical to ensure that any electronic transaction can be associated with the 
electronic persona who has carried out the transaction. Furthermore it is very impor-
tant to ensure that this electronic persona can be associated with a real human perso-
na. This need has been highlighted by the regularity with which security measures are 
breached. In the circumstance of a breach or a failure of security, it is very important 
to determine the real person associated with the transaction in question so that ac-
countability can be fixed and appropriate follow up actions taken. This requirement of 
accountability must be fulfilled with the same degree of rigour that we are used to in 
traditional paper based systems where transactions are authorized and accountability 
fixed by the use of “wet” signatures. Unless we are able to practically achieve this 
same level of accountability in electronic systems, reliance on paper based systems 
will continue. 

Associating a transaction with a real human person has two steps. First the transac-
tion must be associated with an electronic identity. The most simple example of this is 
a user-name. The second step is associating the given electronic persona with a real 
human persona. This is usually a matter of policy although there are some technolo-
gies, like biometrics, which could help establish this association is deployed carefully. 
Both these associations must be made with the requisite level of rigour if they are to 
be used as the basis for accountability. 

1 Associating Electronic Identities with Transactions 

In order to associate an electronic identity with a transaction, the system must store 
the identity as a part of the transaction in some way. This could be manifest, i.e. a user 
name is stored as part of the transaction. Some systems may create session or transac-
tion identifiers which can be associated with an electronic identity via log entries. In 
this case the association is inferred. In any properly designed system, it must be poss-
ible to associate each transaction with an electronic identity. Further is must not be 
possible for this association to be altered by any means. Even if it is possible to identi-
ty an electronic identity in relation to each transaction and there is reasonable assur-
ance that this identity has not been changed, it is still required to establish that the 
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transaction was carried out by the person authorized to use that electronic identity. 
This is usually achieved by authentication.  

In practical scenarios authentication may not be fine grained. Authentication might 
happen at the level of logon. In recent times online banking systems have increasingly 
begun to authenticate each transaction that transfers value. However barring such 
examples authentication remains largely coarse grained and most systems lack the 
integrity mechanisms to ensure that the identity association and fact of authentication 
are maintained in a manner that cannot be tampered with. 

In this context many countries have adopted Electronic Signature legislation in or-
der to standardize and increase the assurance that transactions may be reliably asso-
ciated with electronic identities and that it may be established that the authorized 
bearers of those electronic identities actually authorized those transactions. The prac-
tical issues here are that 

• These techniques may have to be retrofitted to systems which do not have a fine 
grained transaction authorization mechanism. This could have an impact on code 
as well as storage since the signature information may now have to be stored and in 
some way associated with the transaction. 

• Not all electronic signature techniques can guarantee the integrity of the signed 
records. Thus trust is required in the policies under which these records are 
processed and stored.  

• Electronic credentials may be stolen and used without the knowledge of the autho-
rized holder of those credentials thereby casting doubt on the intent by the autho-
rized holder to authorize the transaction in question. 

In practical systems today there are a very large number of users. The user base and 
therefore user credentials is not common across even all applications being run by a 
particular organization, let alone across organizations. In this scenario it is unavoida-
ble that some form of self service be provided in terms on allowing the user to  
generate credentials on their own after an initial verification. Thus although initial 
registration will require a lot of information and a password will be generated by a 
means under the control of an application owner, subsequent password resets are 
usually self service based on authentication against pre-registered information. While 
this appears to be a practical necessity, trust in such systems requires the rigorous 
application and constant monitoring of compliance to policies. 

2 Associating a Human Persona with an Electronic Persona 

Most traditional systems did not even attempt to do this. The systems worked at the 
level of issuing electronic identities to people and did not have any technical measures 
or policies that would generate assurance in the association of humans to their elec-
tronic identities. 

With the increasing adoption of electronic signature legislation it is becoming in-
creasingly important to have high assurance in associating a given electronic identity 
to a specific individual. This requires that the identity of an individual requesting an 
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electronic credential be rigorously verified before the electronic credential is issued. 
The practical problems here are  

• Identity verification is expensive and inconvenient since a face to face verification 
might be required 

• In light of the cost, practicality demands that such credentials be widely usable 
• Applications must be in a position to use these interoperable credentials 
• There must be ways to ensure that a credential can only be used by the authorized 

holder of the credential 

The practical problems faced in deploying such systems have been 

• Government Mandates needed when user base is not large enough 
• Use seen largely as a compliance measure 
• High verification costs which lead to lack of rigour in the credentialing process 
• Insufficient measures to control unauthorized use of credentials 

3 Summary 

Although certain good technologies like Digital Signature and Biometrics exist that 
are technically secure, operating such technologies at a large scale requires trust man-
agement processes if their use is to be considered reliable and achieve the level of 
accountability that we expect from our traditional paper based system. This aspect of 
ensuring that a specific human persona is associated with a given electronic persona is 
a very vital element in ensuring the trustworthiness of electronic systems. Currently 
there are practical challenges in terms of cost and convenience which must be over-
come before these systems can scale and be adopted widely. 
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Abstract. Year 2012 completes a decade since the iTrust research network was 
established in Europe. The international research community associated with 
iTrust is the predecessor of the IFIP Working Group 11.11 on Trust Manage-
ment, the organization largely behind events such as the IFIPTM conference se-
ries. The completion of a decade since the establishment of iTrust also marks 
the first time that an international conference on Trust Management takes place 
in India, and indeed the first time that such a conference takes place outside of 
the aging “old world” economies of Europe, North America and Japan. This 
combination offers an excellent opportunity for a review of how we got here: 
the evolution of the international research community on trust management 
from 2002 to 2012.  This review also offers a pre-text for surveying a selection 
of research results, research papers and innovative solution demonstrators that 
have been produce by the trust management community in the last decade.      

This paper is the printed version of an invited keynote in IFIPTM 2012  
conference that took place in Surat, India.  

1 Introduction 

The concepts of Trust and Trust Management in information systems and computer 
science attracted some attention in the late 1980’s and the mid 1990’s by pioneers 
who based themselves in sociological analyses such as Gambetta [1] or later in socio-
inspired information systems such as McKnight [2]. Soon after, the idea that it may be 
possible to treat trust as a computational concept has been put forward by Marsh in 
[3] while the idea that trust can be a mathematical framework to reason about aspects 
of trust in a social network appeared in the work of Jøsang in [4,5,6] and [7]. In paral-
lel, the concept that by managing some symbolic representation of trust one can aid 
the automated verification of actions against security policies, was put forward by 
Blaze and his team in [8] and [9]. In this variant of access control, actions are allowed 
if sufficient credentials are presented, separating symbolic representation of trust from 
the actual person or its identity. Although in a different context and serving a different 
application, essentially the same concept that Blaze’s team introduced in the late 
1990’s has found more recently a new home in the WS-Trust protocol [10] that un-
derpins security token exchange in web services implementations.  Blaze’s concept is 
still how many researchers and practitioners in information security perceive “trust 
management” today, especially if they are unfamiliar with the wider, interdisciplinary 
body of research in trust and trust management.  
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Reviewing the plethora of facets and definitions of “trust” and “trust management” 
is out of the scope of this short paper. Many informative surveys have written about 
trust and trust management definitions including an extensive one by Grandison [11] 
back in 2000, a shorter one by Ruohomaa in 2005 [12] and a more recent survey on 
reputation systems by Jøsang [13] in 2007. It is also out of scope to examine if the 
terms such as “trust” and “trust management” are meaningful without context and a 
pre-text or if indeed trust can be managed. My views on this have been already pre-
sented in [14] and in [16].  

This paper and the associated keynote are about the formation and evolution of an 
international and interdisciplinary community in trust management. What triggered, in 
fact necessitated, the creation of this community was not only the results of the re-
search mentioned above, but most notably a major event in the recent history of the 
developed world: a crisis often referred to as the (first) “dot com bubble burst” in 
2000 - 2001. On Friday, March 10, 2000, the technology heavy NASDAQ Composite 
index, peaked at 5,048.62 (intra-day peak 5,132.52), more than double its value just a 
year before. The NASDAQ fell slightly after that, and continued until March 20, 
2000, when the financial magazines shocked the market with cover stories reporting 
that, within a year, many highflying Internet upstarts will have used up all their cash 
and unless they scare up more cash, they will be facing a savage shakeout. For exam-
ple an article in a highly reputable financial magazine reported a survey of the likely 
losers and highlighted that "America's 371 publicly traded Internet companies have 
grown to the point that they are collectively valued at $1.3 trillion, which amounts to 
about 8% of the entire U.S. stock market"[15]. By 2001, a majority of the dot-com 
“miracle” companies ceased trading after burning through their venture capital, many 
having never made a “net” profit. The cause of the burst is often attributed to a com-
bination of bad financial management and, most importantly, loss of consumer confi-
dence as a result of unmet expectations for announced and oversold features that nev-
er materialized, negligent security and of poor customer experience. 

2 iTrust Working Group: Incubating of an International Trust 
Management Community in Europe 

The beginning of the first decade of the 21st century was a time that governments, 
industry and academics in Europe and North America were concerned about an ap-
parent loss of consumer confidence in on-line services. They came to realise that 
some stimulation was necessary in order to save the internet and on-line services 
economy, and to allow it to grow and excel again. During that period, I had moved on 
from Imperial College, London to work as a senior researcher for the Central Labora-
tory UK Research Councils; a research facilities laboratory that hosted the W3C Of-
fice for the UK and Ireland (in addition to some of the most advanced particle physics 
and space science facilities in Europe). At that time, I put forward the idea that trust in 
virtual communities and on-line services, and a framework to manage trust in these, is 
fundamental for re-building a strong on-line services economy [16,17].  
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The idea of research in trust and trust management in order to facilitate strengthen-
ing trust relationships in on-line communities and on-line service value networks was 
well received by the UK government, and found supporters among my colleagues in 
academia such as Professors Maibaum and Jones at King’s College London, Professor 
Morris Sloman at Imperial College London, and Dr Simon Shiu in HP Labs Bristol.  

At that time, I was already familiar with the work of Blaze’s team, via the research 
of Grandison [18], then a PhD candidate in Sloman’s group, as well as the relevance 
that Jøsang’s ideas in automating trust-based decision making. I had also grown an 
interest in the interplay between trust and risk following joint work with Ketil Stolen 
on model-based security risk analysis, that was marked by the inception of the 
CORAS methodology in 2001 [24,25]. I was exposed to formal models and logic-
philosophical investigations in trust via Maibaum [19], Jones [20], Falcone and Cas-
telfranchi [21,22] as well as to legal analyses on trust via the work of a team research-
ers in law at the Norwegian Research Centre for Computer and Law (NRCCL). I was 
therefore convinced that a solution to the problem could not be simply technical (or 
mathematical) and that it could not ignore psychological, socio-technical, legal, op-
erational and economic aspects.  

At roughly the same period, other researchers in the Joint Research Centre of the 
European Commission were also concerned about the impact of trust in on-line ser-
vices and markets [23]. Through my interactions with them and other European 
Commission officials, the concept of an international and truly multi-disciplinary 
network of researchers in trust and trust management for on-line community and on-
line services was conceived, and the European Commission agreed to support such an 
initiative at least for an incubation period. The research network was to have a global 
reach from its birth, albeit a European core base, and it become truly global and self-
sufficient once it matured. At that time colleagues alerted me that Professor Christos 
Nicolaou, then rector of the University of Crete, was also considering proposing a 
research network with a focus on computational trust in global computing infrastruc-
tures.  After an initial discussion with Professor Nicolaou, it became clear to both of 
us that all these approaches and expertise to “trust” and “trust management” were 
complementary and should co-exist and co-evolve, cross-fertilize and eventually fuse 
in the same research community.  

That was in essence the birth of the iTrust working group in 2001, the main prede-
cessor of what is now the IFIP working group on Trust Management. The European 
Commission appreciated the interdisciplinary nature of the team that was attracted by 
the ambitious goals put forward, and agreed to support the creation of a research net-
work in Trust Management from 2002 to 2005, under the short-name “iTrust” with 
the view that the community would have become global, self-funded and self-
sufficient by 2005.  

2.1 The Vision of an Early Working Group on Trust Management  

The vision of the iTrust working group was to bring together researchers and practi-
tioners from a range of disciplines (computer science, sociology, economics, law, and 
philosophy) to develop models and techniques for dealing with trust in open dynamic 



270 T. Dimitrakos 

systems. The group's aims were to explore the role of trust, and its interactions with 
security and authorization concerns for on-line virtual communities, value networks 
of on-line services and other dynamic open systems. We believed that effective trust 
modelling is an enabler for a range of new computing services including e-commerce, 
ubiquitous computing, grid computing, social networks and probably a variety of 
collaborative/cooperative online activities that we couldn’t even imagine at that time.  

For example, it was clear to us, at that time, that the sheer scale of the emerging 
global infrastructure, combined with the need for fully autonomous operation, surpass 
the usefulness of the advanced security infrastructures of that time including authori-
zation services, public key infrastructures and certificate issuance and validation ser-
vices. Possessing a certified identity in a dynamic and open environment does not a 
priori guarantee an acceptable behaviour and performance. In such systems, one can-
not make informed decisions on access restrictions and controls, on selection of po-
tential candidates to link in and interact with, or on what services to consume and how 
to consume them, on solely the basis of a certified identity.  Mere knowledge of a 
certified identity alone is even less adequate for reasoning about the expected behav-
iour and dependability of entities for which no prior knowledge is available. Entities 
need to be distinguished not only based on their certified identities (which are static) 
but also based on their (un)expected, dynamically varying qualities that are relevant to 
the specific interaction context. Furthermore, such judgments, by necessity subjective 
due to the requirement for fully autonomous operation, need to be reviewed and pos-
sibly revised on a regular basis. For on-line services to achieve the same levels of 
acceptance as their conventional counterparts, trust management had to become an 
intrinsic part of on-line service provision. 

Virtual community management, access management, business or social network 
partner selection, engagement in on-line transactions and e-commerce, and on-line 
service provision were some of the areas where we saw a needed for a practical, scal-
able and adaptable technology to capture, measure and manage the trusting relation-
ships that underlie the interaction of on-line entities. Paving the way for such technol-
ogy requires transfer of knowledge and close collaboration not only between acade-
mia and industry but also between different disciplines.  

2.2 First Steps of an International Research Community in Trust Management  

The iTrust research community soon expanded from its European base to include 
researchers from Australia, and North America. Members included legal experts, 
philosophers, psychologists, economists, and information / network security experts. 

In 2003 the first collection of research results were published by the iTrust com-
munity in [26], following a conference in Crete, Greece. Research covered already a 
good mix of areas: 

• Trust Models: including, for example, a model for “Regularity-Based Trust in Cy-
berspace” by Minsky, and a model for “Integrating Trustfulness and Decision Us-
ing Fuzzy Cognitive Maps” by Castelfranchi. 
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• Policy-based systems: including, for example, a paper distilling the “Experience 
with the KeyNote Trust Management System: Applications and Future Directions” 
by Matt Balze and the KeyNote team, as well as a proposal of “Trust Management 
Tools for Internet Applications” by Grandison and  Sloman. 

• Credential disclosure negotiation: including an overview of trust negotiation prin-
ciples and tools by Winslett in her paper “An Introduction to Trust Negotiation”.   

• Authentication systems and identity-based access control: including for example 
research on “Authenticated Dictionaries for Fresh Attribute Credentials” by Wil-
liam Winsborough and his team, and an “Implementation of an Agent-Oriented 
Trust Management Infrastructure Based on a Hybrid PKI Model” by Karabulut.  

• Reputation systems: including for example work on “Simulating the Effect of 
Reputation Systems on E-markets” by Jøsang. 

• Computational trust: including for example work on “Trusting Collaboration in 
Global Computing Systems” by Paddy Nixon and his team, as well as research on 
“Trust Propagation in Small Worlds” by Christian D. Jensen et al.   

• Computer systems: including work on “Hardware Security Appliances for Trust” 
by Baldwin and Shiu, as well as work on “Managing Trust and Reputation in the 
XenoServer Open Platform” by Twigg et al.   

• Early applications: including work “Towards the Intimate Trust Advisor” and a 
“Methodology to Bridge Different Domains of Trust in Mobile Communications” 
by Piotr Cofta et al.   

• Socio-technical analyses: including for example an analysis on “Social Capital, 
Community Trust, and E-government Services” by Grimsley and Meehan, and a 
“A Trust Matrix Model for Electronic Commerce” by Yao-Hua Tan. 

• Formal modelling of legal aspects: including for example an analysis on “Trust, 
Reliance, Good Faith, and the Law” by Giovanni Sartor et al.   

The iTrust community continued to build on such works and produced more results 
that were published in [27] following a community event in Oxford, UK, in 2004. The 
event in Oxford emphasised on trust in large scale distributed systems and virtual 
organisations, on the use of recommendation and reputation systems in social net-
works and on-line services and included a mixture of technical results, application 
case studies and socio-technical and legal analyses.  

• Large-scale systems and virtual organisations: included works such as “Engineer-
ing Trust Based Collaborations in a Global Computing Environment” by Terzis et 
al, “Towards Dynamic Security Perimeters for Virtual Collaborative Networks” by 
Djordjevic et al., “Trust, Security, and Contract Management Challenges for Grid-
Based Application Service Provision” by Mac Randal et al., “Towards Trust Rela-
tionship Planning for Virtual Organizations” by Robinson, Haller et al., and “De-
ploying Trust Policies on the Semantic Web” by Matthews et al., and “W5: The 
Five W's of the World Wide Web” by Massimo Marchiori from the W3C.  

• Recommendation and reputation systems: included, for example, “Using Trust in 
Recommender Systems: An Experimental Analysis” by Massa, et al, and “A Case 
for Evidence-Aware Distributed Reputation Systems: Overcoming the Limitations 
of Plausibility Considerations” by Philipp Obreiter. 
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• Socio-technical analyses: included works such as “Human Experiments in Trust 
Dynamics” by C.M. Jonker, et al., “Modeling Controls for Dynamic Value Ex-
changes in Virtual Organizations” by Yao-Hua Tan et al., “Analyzing Correlation 
between Trust and User Similarity in Online Communities” by C.N. Ziegler, et al., 
“Managing Internet-Mediated Community Trust Relations” by Meehan et al., and 
“Trust Mediation in Knowledge Management and Sharing” by Castelfranchi.  

• Legal analyses: included for example work on “Addressing the Data Problem: The 
Legal Framework Governing Forensics in an Online Environment” by Ian Walden. 

The iTrust event in Oxford also fostered pioneering research investigating the inter-
play between on-line trust, risk and privacy as well as the role of trust in systems 
analysis and requirements engineering: 

• Trust and risk: included for example “Analysing the Relationship between Risk 
and Trust” by Audun Jøsang and Stéphane Lo Presti, and “Using Risk Analysis to 
Assess User Trust: A Net-Bank Scenario” by Ketil Stølen.  

• Trust and privacy: included for example “Trading Privacy for Trust” by Jean-Marc 
Seigneur, Christian Damsgaard Jensen, “Supporting Privacy in Decentralized Ad-
ditive Reputation Systems” by Elan Pavlov et al. 

• Trust in requirements engineering:  included “Requirements Engineering Meets 
Trust Management: Model, Methodology, and Reasoning” by Fabio Massacci, 
John Mylopoulos et al.  

The event in Oxford was also marked by an accompanying collection of tutorials and 
solution demonstrations that intensified knowledge transfer by bringing the iTrust 
community together with TrustCoM [28] – a major industry driven research project 
that brought together innovators from Atos, BT, BAe Systems, IBM, Microsoft and 
SAP with the aim to implement a collection standards-based web services technolo-
gies to facilitate secure and compliant business operation in virtual organisations.   

Research in the iTrust community continued to produce strong results in 2005. The 
main community event of iTrust took place in Paris, France, with an emphasis on to 
computational trust, socio-technical and legal analyses [29]:  

• Models of Computational trust: included works such as “Trust, Untrust, Distrust 
and Mistrust - An Exploration of the Dark(er) Side”  by Marsh and Dibben, “A 
Representation Model of Trust Relationships with Delegation Extensions” by Lo-
pez et al., “Towards a Generic Trust Model - Comparison of Various Trust Update 
Algorithms” by Kinateder et al., and “Towards an Evaluation Methodology for 
Computational Trust Systems” by J.-M. Seigneur et al.  

• Socio-Technical analyses: included “Affect and Trust” by Lewis Hassel, “On De-
ciding to Trust” by Maria Fasli et al., and “Foraging for Trust: Exploring Rational-
ity and the Stag Hunt Game” by Steven O. Kimbrough.   

• Legal analyses: included works such as “Security and Trust in the Italian Legal 
Digital Signature Framework” by S. Zanero, and “Specifying Legal Risk Scenarios 
Using the CORAS Threat Modelling Language” by Mahler, Stølen et al. 
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The iTrust event in Paris in 2005 included demonstrations of solution prototypes cov-
ering a wide range of security and trust applications. These included compliance 
enabling technology, trust assessment for grid computing and virtual organizations, 
trust and risk modeling tools, and requirements engineering environments. Short  
papers summarizing the innovative solutions being demonstrated were also published 
in [29].   

Year 2006 was a decisive test for the trust management community as the iTrust 
working group had to prove its strength and maturity by continuing to operate as a 
self-funded research community without any formal subsidy or sponsorship by na-
tional governments or the European Union. That was when two colleagues from Italy, 
Fabio Martinelli and Fabio Massacci, offered to host an iTrust conference in Pisa, 
Italy supported by Ketil Stølen from Norway and William H. Winsborough from the 
USA. In recognition of the continuing quality of research produced within the iTrust 
community, Springer, who had been publishing the proceedings of all previous iTrust 
events, agreed to continue to publish.  Results published in [30] included research in 
reputation systems, trust-based decision making, and socio-technical analyses:   

• Recommendation and reputation systems: included for example “Generating Pre-
dictive Movie Recommendations from Trust in Social Networks” by Jennifer Gol-
beck, “PathTrust: A Trust-Based Reputation Service for Virtual Organization For-
mation” by Haller et al., and “Virtual Fingerprinting as a Foundation for Reputa-
tion in Open Systems” by A.J. Lee and M. Winslett. 

• Trust-based decision making in trust networks: included for example  “Exploring 
Different Types of Trust Propagation” by Jøsang and Marsh, “Gathering Expe-
rience in Trust-Based Interactions” by Terzis, “A Versatile Approach to Combin-
ing Trust Values for Making Binary Decisions” by Klos and  Poutré, as well as 
“Provision of Trusted Identity Management Using Trust Credentials” by  Pearson 
and Casassa Mont, and a “Bayesian Trust Framework for Pervasive Computing”  
by Quercia, Capra et al.  

• Socio-technical analysis: included “Why We Need a Non-reductionist Approach to 
Trust” by Castelfranchi, “Modelling Trade and Trust Across Cultures” by C.M. 
Jonker et al., and “Being Trusted in a Social Network: Trust as Relational Capital” 
by Falcone et al.    

Building on the tradition of previous events, iTrust 2005 included a collection of in-
novative solution demonstrations for a variety of applications including solutions for 
user classification, trust establishment, authorization services based on trust negotia-
tion, and threat, vulnerability and risk assessment tools. Short papers summarizing 
these solutions were also published in [30]. 

3 A Global Trust Management Community under IFIP 

At the side of iTrust 2006 event in Pisa, I met with Dr Fabio Martinelli, who was then 
leading the ERCIM European community on Trust and Security and with whom I was 
co-organizing a series of advanced, high-quality workshops on formal aspects of se-
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curity and trust [31,32,33,34], and with Professor Javier Lopez, who was to become 
the first Chair of IFIPTM to exchange our views about facilitating a better future for 
the trust management research community after iTrust.  We discussed ways for pre-
serving the pace and securing the future growth of the trust management research 
community in Europe and methods to safeguard its progress towards self-sufficiency 
and globalization. We decided that, having succeeded the test of iTrust 2006, and 
given that the community members included a significant number of researchers 
based in north America and in Australasia, the time had come to formally recognize 
the global nature of the trust management community and propose the formation of a 
working group under the auspices of the International Federation of Information 
Processing (IFIP).  

Beyond its good academic reputation, one of the reasons for looking at IFIP was its 
balanced and truly global reach including not only the established economies where 
iTrust was already strong but also many of the rapidly emerging internet economies in 
Asia, Middle East and Latin America, where we felt that on-line trust and trust man-
agement could be even more relevant in the future. At that critical time, Dr Steven 
Marsh contributed further to the establishment of an IFIP working group with a global 
reach, by facilitating a bridge between the iTrust community and a research commu-
nity in North America who were running the PST event on Privacy, Security and 
Trust with the endorsement of the National Research Council of Canada.  

In less than a year, IFIP agreed to form a working group on Trust Management un-
der its technical committee on Security, while recognising and safeguarding the inter-
disciplinary nature of the trust management working group.  In order to strengthen the 
bond between the iTrust and PST communities the first IFIP Trust Management con-
ference took place in New Brunswick, Canada in 2007. The proceedings of that event 
were again published by Springer in [35], albeit under the IFIP (AICT) series instead 
of LNCS. The results in [35] included works on privacy, trust and legal analysis:  

• Legal analysis: included "Pulling it all together...privacy, security, cybercrime and 
safety" by Parry Aftab. 

• Trust models and trust management:  included, for example, a paper presenting a 
“Private Distributed Scalar Product Protocol With Application To Privacy-
Preserving Computation of Trust” by Danfeng Yao et al., research on “Trust 
Transfer in Distributed Systems” by Dulay et al., a “Content Trust Model for De-
tecting Web Spam” by Wang Wei and Zeng Guosun, and “A trust protocol for 
community collaboration” by S. Galice et al. 

• Recommendation and Reputation systems: included “Exploiting Trust and Suspi-
cion for Real-time Attack Recognition in Recommender Applications” by Bagheri 
and Ghorbani, research on “Self-Selection Bias in Reputation Systems” by M. 
Kramer and on “Resisting Sybils in Peer-to-peer Markets” by J. Traupman. 

• Security and Privacy: such as “A Privacy-Aware Service Discovery Middleware 
for Pervasive Environments” by  Issarny et al., and an “Analysis of the implicit 
trust within the OLSR protocol” by Adnane, et al., as well as “Negotiation for Au-
thorisation in Virtual Organisations” by Paurobally and “A Geo Time Authentica-
tion System” by Mostarda, et al.  
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In 2008, the IFIP working group on Trust Management had its annual event in Europe 
(Norway) where the focus was on trust modeling, recommendation and reputation 
systems, trust and privacy and socio-technical analyses [36]: 

• Trust modeling: included “A Trust Evaluation Method Based on Logic and Prob-
ability Theory” by Reto Kohlas et al., “An Intensional Functional Model of Trust” 
by Kaiyu Wan, and A UML-based Method for the Development of Policies to 
Support Trust Management” by Ketil Stølen et al.   

• Recommendation and reputation: included “Trust-Based Collaborative Filtering” 
and “SOFIA: Social Filtering for Robust Recommendations” by Licia Capra et al., 
“Continuous Ratings in Discrete Bayesian Reputation Systems” by Audun Jøsang 
et al., “Modeling Trust for Recommender Systems using Similarity Metrics” by 
Georgios Pitsilis, and “A Robust and Knot-Aware Trust-Based Reputation Model” 
by Nurit Gal-Oz, et al.  

• Privacy and trust: included “A Model for Reasoning About the Privacy Impact of 
Composite Service Execution in Pervasive Computing” by Valérie Issarny, “Pro-
tecting Location Privacy through Semantics-aware Obfuscation Techniques” by 
Elisa Bertino et al., and an “Automatic Verification of Privacy Properties in the 
Applied pi Calculus” by Mark Ryan et al.  

• Socio-technical analysis: included “Cooperation in Growing Communities” by 
Rowan Martin-Hughes and “The North Laine Shopping Guide: A Case Study in 
Modelling Trust in Applications” by Anirban Basu.  

A collection of new technology demonstrations were also shown in IFIPTM 2008 
including a stochastic reputation service for virtual organizations, a solution for moni-
toring application services, and a trust-based personalized travel guide. Short papers 
presenting these solutions were also included in [36]. 

As the trust management community had already developed critical masses in 
northern Europe and North America, the third Trust Management community took 
place in Purdue University, West Lafayette, Indiana, USA. Research reported in [37] 
focused on social aspects and usability, trust reasoning, trust and risk, privacy and 
data security, and recommendation and reputation systems: 

• Social aspects and usability: including “Spiral of Hatred: Social Effects in Buyer-
Seller Cross-Comments Left on Internet Auctions” by Radoslaw Nielek, et al, and 
“Graphical Passwords as Browser Extension: Implementation and Usability Study” 
by Kemal Bicakci et al.  

• Trust reasoning: including “Elimination of Subjectivity from Trust Recommenda-
tion” by Elisa Bertino, et al., and “Trust-Enhanced Recommender Systems for Ef-
ficient On-Line Collaboration” by Georgios Pitsilis, et al. 

• Privacy and Data security: including “Security in Wiki-Style Authoring Systems” 
by Christian Damsgaard Jensen, “On Usage Control in Data Grids” by Fabio Mar-
tinelli et al., and “Detection and Prevention of Insider Threats in Database Driven 
Web Services” by Danfeng Yao et al.  
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• Information sharing and trust negotiation: including “A Framework for Trustwor-
thiness-Centric Information Sharing” by Ravi S. Sandhu et al., and “A Reconfigur-
able Framework for Trust Negotiation” by Marianne Winslett, et al.  

• Recommendation and reputation systems: including “Comparison of the Beta and 
the Hidden Markov Models of Trust in Dynamic Environments” by Marie Elisa-
beth Gaup Moe, et al., and “Evaluating the STORE Reputation System in Multi-
Agent Simulations” by Yücel Karabulut et al., as well as “Employing Key Indica-
tors to Provide a Dynamic Risk Picture with a Notion of Confidence” by Ketil 
Stølen et al.  

Following a community meeting at IFIPTM 2009, a restructuring of the working 
group to its current form was implemented and that came together with a re-
affirmation of the commitment of the trust management research community to pur-
sue its goal of a truly global reach. Consequently, Professor Yuko Murayama offered 
to host a community event in Morioka, Iwate, Japan for 2010. This would be the first 
time that a trust management conference was held in Japan.  The IFIPTM 2010 was 
the first conference in the series to take place in the Far East and, through its success, 
offered a unique opportunity for all relevant research communities in Japan to be 
exposed to, engage in, trust management research. Although the Japanese economy is 
very similar to those of Europe and North America, IFIPTM 2010 validated that trust 
management is also appealing to societies with a different structure and societal fabric 
than those of Europe and North America.  Research results published in [38] in-
cluded:  

• Privacy and trust: including “Schemes for Privately Computing Trust and Reputa-
tion” by Nurit Gal-Oz et al., and “Self-service Privacy: User-Centric Privacy for 
Network-Centric Identity” by José M. del Álamo, et al. 

• Trust Models: including “Non-monotonic Trust Management for Distributed Sys-
tems” by Naranker Dulay et al., and “Implementation and Performance Analysis of 
the Role-Based Trust Management System, RTC” by William Winsborough et al.  

• Experimental and Experiential trust: including “Leveraging a Social Network of 
Trust for Promoting Honesty in E-Marketplaces” by Kate Larson et al., “Does 
Trust Matter for User Preferences? A Study on Epinions Ratings” by Georgios Pit-
silis, et al., and “Bringing the Virtual to the Farmers' Market: Designing for Trust 
in Pervasive Computing Systems” by Ian Wakeman, et al. 

• Security and trust: including a “Visitor Access Control Scheme Utilizing Social 
Relationship in the Real World” by Gen Kitagata et al., and “Metric Strand Spaces 
for Locale Authentication Protocols” by Joshua D. Guttman et al., as well as “An 
Enterprise Service Bus for Access and Usage Control Policy Enforcement” by Ga-
briela Gheorghe, et al. 

In 2011, IFIPTM returned to Europe and was hosted in Copenhagen, Denmark. The 
research published in [38] included works in trust models, reputation systems, social 
aspects and usability, and trust / privacy in the cloud:    
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•  Trust Modeling: such as “From Access Control to Trust Management, and Back - 
A Petition” by Dieter Gollmann, and “Composing Trust Models towards Interoper-
able Trust Management” by Valérie Issarny, et al.  

• Recommendation and reputation systems: such as “Detecting and Reacting to 
Changes in Reputation Flows” by Sini Ruohomaa et al., and "From Reputation 
Models and Systems to Reputation Ontologies" by Rehab Alnemr, et al. 

• Social aspects and usability: such as “The Evolution of Trust” by Pam Briggs, 
“Why We Need More Effective Trust Signaling” by Angela Sasse, and “Identify-
ing Knots of Trust in Virtual Communities” by Nurit Gal-Oz, et al.  

• Trust in the Cloud: such as “Enhancing Data Privacy in the Cloud” by Gene Tsudik 
et al., and “Regulatory Impact of Data Protection and Privacy in the Cloud” by Sri-
jith K. Nair et al. 

In 2012 the IFIP working group of Trust Management took yet another risk. This has 
been the first time for the working group to organize an event in India. The main mo-
tive for hosting an IFIPTM conference in India has been to introduce the trust man-
agement discipline to the research, government and commercial innovation communi-
ties of the Indian subcontinent and engage them into the research fostered by IFIP on 
Trust Management. Part of the motivation has also been to illustrate the catalyst role 
that Trust Management methods, techniques and know-how can play in a rapidly 
emerging economy and to a society that has yet another significantly different fabric 
and foundation than those of Europe, North America and Japan. The impact of 
IFIPTM 2012 in India is yet to be experienced and analyzed but the first indications 
from the IFIPTM Winter School in Surat in early 2012 are encouraging and show a 
high level of interest and likely involvement from the local research communities.   

4 Concluding Remarks 

The mission of the IFIP Trust Management is even more relevant now than the begin-
ning of the 21st century. Trust remains a fundamental consideration for the growth and 
stability of electronic markets and on-line communities. Trust guides decisions about 
on-line interactions between humans, decisions about which service to consume and 
how and decisions about how organizations conduct their business and how they en-
gage in business partnerships. The emergence of Cloud computing the establishment 
of interconnected social networks, covering now most social activities in modern life, 
and the proliferation of personal devices, electronic media and smart appliances offer-
ing continuous connectivity to on-line services from mixed home and work environ-
ments, bring about a situation that necessitates a radical rethinking of old security and 
on-line interaction models to meet new challenges. These challenges are different 
than those of 2001 but still highlight how relevant and important it is to understand 
and manage trust and to make trust-based decisions. Nurturing this know-how is criti-
cal not only for improving our on-line experience, but also for avoiding another drop 
in consumer or corporate confidence in the new technologies and new ways of social 
and business conduct, of higher magnitude than the dot-com bubble burst of 2001. 
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Failure to assess trust in online environments may lead to multiple and diverse  
security problems: The exploitation of global network mechanisms can enable attack-
ers to disrupt services on a massive scale. Individuals or organized groups of crimi-
nals may also use automated agents to exploit market platforms to commit fraud and 
gain unfair advantages. Cleverly designed deceptions can trick a significant percen-
tage of online users into revealing sensitive information. Online media and communi-
ties can be manipulated to create unnatural opinion biases and to hijack democratic 
processes. There is still relatively little technology support available for assessing the 
reliability and good faith of entities and the quality of resources in online environ-
ment, while people have a higher tendency to deceive through online interactions 
(compared to interaction involving physical presence). This increases uncertainty and 
risk, and it is in this environment that online communities and markets grow rapidly 
these days.  

Contemporary research in trust management has two main facets, aligned with the 
nature of trust relationships. Firstly, it is about the relying parties assessing the relia-
bility and good faith of other parties, as well of assessing the security, reliability and 
quality of online services, and helping to make better decisions about which parties it 
is safe to transact with. Secondly, it is about designing reliable and secure systems 
and processes, and enabling participants in online markets and communities to estab-
lish themselves as worth being trusted. Contemporary research in trust management 
enables providing incentives for good faith and quality services and sanctioning low-
quality services and deceptive behavior has the effect of stimulating the emergence of 
quality markets and communities. It continues to bring together methods and tools 
from multiple disciplines including policy, information and network security, artificial 
intelligence, law, and cognitive sciences. 

Ten years after the dot com burst in the “developed” economies of northern  
Europe, North America, and the Far East, there are similarities between the challenges 
that these economies faced while rebuilding trust in their on-line services and their 
on-line communities and the challenges that the emerging mega-economies, such as 
this in the Indian subcontinent, and elsewhere in Asia, in the Middle East, in South 
Africa and in Latin America, face now and will continue to face in the near future.  

I think that academics, professionals, and entrepreneurs in today’s emerging mega-
economies can benefit by understanding trust and trust management and by studying 
the achievements and pitfalls of the “old-world” ageing economies that had to rebuild 
trust in on-line communities and on-line services, once or more, over the last ten 
years. It is my hope and expectation that the IFIP working group on Trust Manage-
ment will play a catalyst role in this evolution and help to pave a way for a free, ro-
bust and resilient on-line market as the dynamics of the global economy evolve and 
new opportunities appear and growth shifts from the mature and declining economies 
of the West to the immature but vibrant and rapidly growing economies of the East.   

I wish that the IFIPTM 2012 event in Surat India plays a very fruitful and pioneer-
ing role in this direction.  
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