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Preface

The present book includes extended and revised versions of a set of selected
papers from the Fourth International Joint Conference on Biomedical Engi-
neering Systems and Technologies (BIOSTEC 2011), sponsored by the Insti-
tute for Systems and Technologies of Information Control and Communication
(INSTICC), technically co-sponsored by the IEEE Engineering in Medicine and
Biology Society (EMB), the IEEE EMBS Portugal, COST Action NeuroMath,
the European Society for Engineering and Medicine (ESEM), the Biomedical
Engineering Society (BMES) and in cooperation with Workflow Management
Coalition (WfMC), Association for the Advancement of Artificial Intelligence
(AAAI) and Euromicro.

The purpose of the International Joint Conference on Biomedical Engineer-
ing Systems and Technologies is to bring together researchers and practitioners,
including engineers, biologists, health professionals and informatics/computer
scientists, interested in both theoretical advances and applications of informa-
tion systems, artificial intelligence, signal processing, electronics and other engi-
neering tools in knowledge areas related to biology and medicine.

BIOSTEC is composed of four co-located conferences; each specializes in one
of the afore-mentioned main knowledge areas, namely:

- BIODEVICES (International Conference on Biomedical Electronics and
Devices) focuses on aspects related to electronics and mechanical engineering,
especially equipment and materials inspired from biological systems and/or ad-
dressing biological requirements. Monitoring devices, instrumentation sensors
and systems, biorobotics, micro-nanotechnologies and biomaterials are some of
the technologies addressed at this conference.

- BIOINFORMATICS (International Conference on Bioinformatics Models,
Methods and Algorithms) focuses on the application of computational systems
and information technologies to the field of molecular biology, including, for ex-
ample, the use of statistics and algorithms to understanding biological processes
and systems, with a focus on new developments in genome bioinformatics and
computational biology.

- BIOSIGNALS (International Conference on Bio-inspired Systems and Sig-
nal Processing) is a forum for those studying and using models and techniques
inspired from or applied to biological systems. A diversity of signal types can
be found in this area, including image, audio and other biological sources of
information. The analysis and use of these signals is a multidisciplinary area
including signal processing, pattern recognition and computational intelligence
techniques, among others.

- HEALTHINF (International Conference on Health Informatics) promotes
research and development in the application of information and communication
technologies (ICT) to healthcare and medicine in general and to the specialized
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support to persons with special needs in particular. Databases, networking, graph-
ical interfaces, intelligent decision support systems and specialized programming
languages are just a few of the technologies currently used in medical informatics.
Mobility and ubiquity in healthcare systems, standardization of technologies and
procedures, certification, privacy are some of the issues that medical informatics
professionals and the ICT industry in general need to address in order to further
promote ICT in healthcare.

The joint conference, BIOSTEC, received 538 paper submissions from 63
countries in all continents. In all, 48 papers were published and presented as full
papers (i.e., completed work, 10 pages/30-minute oral presentation), 158 papers
reflecting work-in-progress or position papers were accepted for short presen-
tation, and another 121 contributions were accepted for poster presentation.
These numbers, leading to a “full-paper” acceptance ratio of about 9% and a
total oral paper presentation acceptance ratio close to 38%, show the intention
of preserving a high-quality forum for the next editions of this conference.

The conference included a panel and six invited talks delivered by inter-
nationally distinguished speakers, namely: Sergio Cerutti, Alberto Cliquet Jr.,
Mário Forjaz Secca, Tanja Schultz, Bruno Sobral and Bradley Nelson.

We must thank the authors, whose research and development efforts are
recorded here. We also thank the keynote speakers for their invaluable contri-
bution and for taking the time to synthesize and prepare their talks. Finally,
special thanks to all the members of the INSTICC team, whose collaboration
was fundamental for the success of this conference.

September 2011 Ana Fred
Joaquim Filipe
Hugo Gamboa



Organization

Conference Co-chairs

Joaquim Filipe Polytechnic Institute of Setúbal / INSTICC,
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Informatics-Driven Infectious Disease Research 

Bruno Sobral, Chunhong Mao, Maulik Shukla, Dan Sullivan, and Chengdong Zhang 

Virginia Bioinformatics Institute at Virginia Tech, Blacksburg, Virginia, U.S.A. 

Abstract. Informatics-driven approaches change how research and 
development are conducted, who participates, and enables systems-oriented 
views of science and research.  Most life sciences researchers have a very 
strong desire for the full integration of data and analysis tools delivered through 
a single interface.  Infectious disease (ID) research and development provides a 
uniquely challenging and high impact opportunity.  The biological complexity 
of infectious disease systems, which are composed of multiple scales of 
interactions between potential pathogens, hosts, vectors, and the environment, 
challenges information resources because of the breadth of organism-organism 
and organism-environment interactions.  Applications of integrated data for ID 
serves a variety of constituencies, such as clinicians, diagnostician, drug and 
vaccine developers, and epidemiologists.  Thus there is a complexity that makes 
ID an opportune area in which to develop, deploy and use CyberInfrastructure.   

1 Introduction 

A key challenge in infectious disease research is integrating information about 
microbes, their response to environmental factors, and their interactions with hosts 
and vectors. This challenge is driven, in large part, by two factors:  a variety of 
technologies used in the infectious disease studies and a variety of uses cases that 
employ the data generated by these technologies. 

Sequencing technologies have enabled the elucidation of over three thousand 
bacteria genomes (at various stages of completion) and the generation of 
comprehensive phylogenetic trees for classes of bacteria important to infectious 
disease research, such as the alphaproteobacteria [1] and gammaproteobacteria [2].  
Bioinformatics analysis of microbial genomes illuminate processes relevant to 
infectious diseases, such as the role of horizontal gene transfer even within bacteria 
with a preferred intracellular lifecycle [3] and the evolution of virulence factors, such 
as secretion systems [4].   

Technologies for studying the transcriptome have provided insights into host-
pathogen interactions during infections [5-7] and patterns of co-expression in 
pathogens [8].  RNA sequencing technology (RNA-Seq) is well adapted to identifying 
mechanisms of pathogenesis [9], generating genome-wide maps of transcriptional 
start sites and operons of pathogens [10], and facilitating discovery of regulatory 
mechanisms, such as small RNA [11].  Mass spectrometry is used across infectious 
disease research domains.  It has been used to identify extracellular proteins that 
enhance the virulence of particular pathogens, such as those in community-associated 
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methicillin resistant  Staphylococcus aureus [12]; it is also a promising technology for 
clinical diagnostics [13].  Flow cytometry provides insights into immune response and 
has been particularly valuable to tuberculosis researchers and clinicians [14] as well 
as the study of host response to infection by S. aureus [15] and Clostridium difficile 
[16]. It is not surprising that different technologies generate different types of data 
about related biological phenomenon; what may be surprising is how difficult it is to 
integrate these data to provide a comprehensive view of biological processes. The 
Pathosystems Rescource Integration Center (PATRIC, patricbrc.org) has addressed 
this problem with a range of techniques, including identifying and linking to 
experiment data associated with particular organisms. (See Figure 1). 

 
Fig. 1. PATRIC supports infectious disease research by providing context sensitive access to a 
wide variety of experiment data. In this example, transcriptome, proteome, structure and 
protein-protein interaction experiments on Salmonella are displayed (Source: Pathosystems 
Resource Integration Center (PATRIC) http://.patricbrc.org [17]). 
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The second factor contributing to the data integration challenge is that there is no 
single way to use the data.  An organism specialist studying a single genome may be 
well served by existing genome browsers (see Figure 1) but the same cannot be said 
for a comparative genomics researcher studying an entire class.  Vaccine researchers 
may be particularly interested in signaling factors at specific steps of a virus lifecycle 
and need to search genomic data for promising targets [18].  In the areas of emerging 
disease research and biodefense, genomics data is also proving valuable for 
identifying, predicting and preventing biological threats [19].  Each of these research 
areas can benefit from available bioinformatics data but only if it is accessible and in 
a format that allows for integrating multiple types of data according to the specific 
needs of each research area. PATRIC provides multiple tools, from sequence 
alignment to comparative pathway and text mining resources. 

 
Fig. 2. Genome browsers are well suited to visualizing small numbers of genes and genomes. 
Advances in visualization are required to support large scale comparative genomics (Source: 
Pathosystems Resource Integration Center (PATRIC) http://patricbrc.org [17]). 

2 Bioinformatics Needs of Infectious Disease Researchers 

The range of bioinformatics needs in infectious disease research reflect the diversity 
of the field. At one end of the research spectrum, we must understand how genes, 
proteins, signaling mechanisms, and metabolic pathways function and interact to 
produce virulent phenotypes [20]. At the other end of the infectious disease spectrum 
we face epidemiological scale issues, such as understanding rates of transmission and 
identifying especially vulnerable populations. These are not independent problems, 
though. For example, genetic variations can change virulence characteristics that in 
turn help to determine infection rates and transmission through a population. 

We envision using bioinformatics to support at least four classes of users (though 
some may fit in more than one class) in infectious disease research: 



6 B. Sobral et al. 

• Microbiologists  and  immunologists  who will  tend to focus on  genomics, metage-
nomcis, metabolomics, signaling pathways, host-pathogen interactions and related 
areas. 

• Biomedical and pharmaceutical researchers interested in vaccines, diagnostics and 
therapeutics in general as well as more specific research areas, such as antibiotic 
resistance and the role of the human mircrobiome in human health. 

• Clinical and medical practitioners, such as infectious disease control specialists 
working in hospitals who need to control the potential spread of hospital acquired 
infections, such as S. aureus and C. difficile. 

• Public health officials focused on surveillance and responses to outbreaks 
(epidemiology). 

The ideal cyberinfrastructure for infectious disease research will integrate data related 
to genetics and phenotypes of microbes (both pathogenic and non-pathogenic), 
experiments conducted under a broad array of conditions, clinical data sufficient to 
support medical practitioners, and surveillance data to sufficient to guide public 
health response to potential outbreaks. These data are generated from a combination 
of laboratory and computational technologies. 

3 Bioinformatics-Related Technologies in Infectious Disease 
Research 

The life sciences are currently dominated by “wet lab” disciplines founded on the 
study of organisms and the systems they create. They are also information rich and 
therefore amenable to computational approaches as well, though such approaches 
have not permeated the health sciences as much. The bioinformatics research pipeline 
typically starts with organisms or their constituent parts and ends with structured data 
populating community resources such as the databases at the National Center for 
Biotechnology Information (NCBI, http://www.ncbi.nlm.nih.gov/) and the European 
Bioinformatics Institute (EBI, http://www.ebi.ac.uk/). This pipeline requires both 
biology-centric and computing-centric technologies. 

3.1 Biology-Centric Technologies 

The more biology-centric work in bioinformatics consists of gene sequencing, 
transcriptome analysis, proteome analysis, metabolomics and phenotype testing. 
Genomic sequencing generates data about the sequence of nucleic acids in 
chromosomes and plasmids which is then analyzed to annotate the location of genes 
and other structures, such as regulons and operons. Sequencing technology, like 
computing, is advancing in ways that lowers the cost of sequencing while improving 
throughput. Older, semi-automated sequencing techniques that required preparing 
DNA, cloning into a plasmid, and inserting it into E. coli are being replaced by high-
throughput methods commonly referred to as next-generation sequencing [21]. The 
newer technology utilizes massively parallel sequencing machines that are 
accelerating the pace with which we can sequence bacteria, virus and eukaryotic 
pathogens’ genomes. 
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Transcriptome experiments, such as microarrays and RNA-Seq are used to study 
genomes under varying conditions, thus revealing the dynamics of these systems. 
These generate data about the existence of transcribed RNA under various conditions. 
For example, the pre-invasion growth conditions of Salmonella [22], genetic diversity 
of Mycobacterium tuberculosis in clinical isolates [23], and host responses to 
Helicobacter pylori [24] have all been studied using microarray technologies. RNA-
Seq experiments are increasingly preferred for studying transcriptomes because they 
yield more precise measurement of transcripts than other techniques [25] and have 
added benefits such as detecting unanticipated sequences.  RNA-Seq experiments of 
interest to infectious disease researchers includes the study of the transition from 
saprophytism to virulence in Listeria monocytogenes, a cause of food-borne infections 
[26] and ethanol-induced pathogenesis mechanisms [9]. 

Commonly used proteome analysis technologies include mass spectrometry and 
yeast two-hybrid experiments. The former generates data about the existences of 
peptides in a biological sample which is then used to predict the presence of specific 
proteins. Mass spectrometry data sets are relatively large and it is not unusual to 
generate tens of gigabytes of data in a single experiment. Yeast two-hybrid 
experiments demonstrate the potential ability of two proteins to interact. These data 
sets are much smaller than mass spectrometry data sets and yield binary type of data 
indicating the presence or absence of an interaction. 

The aim of metabolomics is to identify the set of metabolites in an organism under 
a particular set of conditions. Data about metabolites complements genomics and 
proteomics data to provide a more complete picture of the biological state of an 
organism. Metabolomic studies have been used in the study of biomarkers and 
metabolic pathway regulation [27]. Metabolite data may be in the form of binned 
spectra, peak lists, or chemical concentration. 

Phenotype microarrays [28] generate data about the growth of organisms under a 
wide range of conditions. This type of assay is useful, for example, to determine the 
function of each gene in a genome wide knock-out study. Phenotype microarray data 
is similarly structured to cDNA microarrays and typically reflects the ability to the 
organism to grow under a particular condition. 

No single data type is sufficient to elucidate the structure and function of 
biological entities relevant to infectious disease research. Unfortunately, the 
experiments that are used often generate data that is not easily linked to other data, 
such as positional data about the location of a gene and its regulator, the abundance 
measure of that gene’s expression under experimental conditions, the presence and 
phosphorylation form of the protein encoded by the gene, and the gene’s effect on the 
organism phenotype as measured by a phenotype microarray. Before these data can be 
integrated, they must be subject to a variety of bioinformatics analysis processes and 
annotated with additional data to support linking in both general and specialized 
bioinformatics resources. 

3.2 Computational Technologies 

Bioinformatics is a relatively young discipline but it has produced a substantial 
ensemble of techniques for meeting the computational and information management 
challenges of infectious disease research. Open access databases have been essential 
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to advancing knowledge across the field of genomics. GenBank [29], UniProt [30], 
KEGG [31], GEO [32], ArrayExpress [33], Peptidome [34], PubChem [35] are just 
several of the many databases available to the bioinformatics community. Those 
resources provide resources for a broad spectrum of infectious disease research but 
more specialized databases such as PATRIC [17], EuPathDB [36], Influenza 
Research Database [37], VectorBase [38] and ViPR (http://www.viprbrc.org) will be 
of special interest to infectious disease researchers. These specialized resources are 
funded by the National Institute of Allergy and Infectious Diseases to focus on NIH 
Category A-C pathogens and to respond to the needs for the infectious disease 
research community. 

In addition to data about genes, proteins and pathways, infectious disease 
researchers now have access to genome-scale metabolic models. These are 
computationally derived models for predicting phenotype and metabolic 
characteristics of an organism under a particular set of condition. Metabolic models 
are constructed using data about genomes, reactions, metabolic pathways, phenotype 
array data as well as gene essentiality data [39]. Prediction and modeling techniques 
are used in many aspects of infectious disease research, ranging from predictions of 
host-pathogen protein-protein interactions [40] to modeling mucosal immunity [41]. 

Text mining and ontologies are increasingly important to making formerly 
unstructured data in the scientific literature and experiment metadata more amenable 
to automated analysis. Some of the more important text mining techniques for 
infectious disease research are named entity recognition [42] and information 
extraction [43]. The National Center for Biomedical Ontology’s BioPortal [44] is a 
repository of over 200 ontologies and 1.4 million terms (as of December 2010); one 
of the most relevant to this area is the Infectious Disease Ontology (http:// 
http://infectiousdiseaseontology.org). 

Like experiment data, computational tools that are kept in silos and do not 
integrate well with other tools are a barrier to advancing infectious disease research. 
PATRIC address this problem by allowing researchers to identify a subset of PATRIC 
data and analyze that data with a variety of tools, such as comparative pathway and 
protein family sorting tools. 

4 Breaking Down Barriers and Integrating Full Spectrum of 
Analysis and Data 

A driving principal in the CyberInfrastructure Division of the Virginia Bioinformatics 
Institute is that the research objective, not the data or computational tools, should 
provide the organizing rationale for bioinformatics applications. The PATRIC 
resource (http://patricbrc.org), for example, integrates data from multiple sources and 
organizes them in a context sensitive way. A Mycobacterium researcher has access to 
taxonomy, phylogeny, gene, protein, pathway, experiment data, disease data and 
literature from a single location within the resource. Furthermore, visualizations are 
used to show the relations between hosts and pathogens, an obvious area of 
importance for infectious disease researchers. Projects such as these have built on 
lessons learned creating earlier bioinformatics resources [45]. 
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In spite of the progress made toward integrating bioinformatics data sources and 
computational resources, much work remains. Both microbiologists and clinical 
practitioners are working toward more efficient sharing of knowledge so that what is 
learned on the wet lab bench is rapidly translated into benefits at the bedside. The 
potential risks of emerging diseases and bioterrorism are important factors supporting 
research into the development of new vaccines, diagnostics and therapeutics. Public 
health officials should be supported in their response to outbreaks as well. The 
infectious disease research community has taken on the formidable task of 
understanding and controlling the risk of pathogen borne diseases and must serve 
many constituencies.  Bioinformatics can make significant contributions to supporting 
all of these facets of infectious disease research. 
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Abstract. Nowadays, patients admitted to critical care units have most of their
physiological parameters sensed by sophisticated commercial monitoring devices.
These devices also supervise whether the values of the parameters lie within a
preestablished range of normality set by the clinician. If any of the parameters
leaves its normality range, an alarm will be triggered. The automation of the
sensing and supervision of physiological parameters discharges the healthcare
staff of a considerable workload. It also avoids human errors, which are common
in repetitive and monotonous tasks.

Urine output is a physiological parameter that, despite being of great relevance
in the treatment of critical care patients, is still measured and supervised manu-
ally. This paper presents a device capable of sensing and supervising urine output
automatically. The device uses reed switches that are activated by a magnet that
is attached to a float in order to measure the amount of urine collected in two
containers. An electronic unit sends the state of the reed switches to a PC, which
supervises the achievement of therapeutic goals.

Keywords: Biosensors, Urine output, Critical care, Patient monitoring, Fuzzy
logic.

1 Introduction

Current critical care units are equipped with sophisticated commercial monitoring de-
vices that allow clinicians to sense nearly any physiological parameter that may provide
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information relevant for interpreting the patient’s state. In most cases, these devices can
also supervise that the values of the physiological parameters they sense remain within a
preestablished range set by the clinician. This range represents the values considered as
normal for each parameter. If a parameter does not fall within its acceptable range, the
corresponding sensing device alerts the healthcare staff by means of an audible warning
[18], [5].

These devices discharge the healthcare staff of a considerable workload, since they
need not continuously supervise if the physiological parameters of every patient lie
within the acceptable range. They also avoid human errors, which are common in any
repetitive and monotonous task such as the one at hand [9], [15].

Arguably, the most relevant physiological parameter which still is measured and su-
pervised manually by healthcare staff is the patient’s urine output. Urine output is the
best indicator of the state of the patient’s kidneys. If the kidneys are producing an ad-
equate amount of urine it means they are well perfused and oxygenated. Otherwise, it
is a sign that the patient is suffering from some complication. Urine output is required
for calculating the patient’s water balance, which is essential in the treatment of burn
patients [14]. Finally, it is also used in multiple therapy protocols to check whether the
patient reacts properly to treatment [22]. When urine output is too low the patient is
said to have oliguria. If the patient does not produce urine at all, then he/she is said to
have anuria. Sometimes, urine output can be too high; in these cases the patient is said
to have polyuria.

Currently, in critical care units, urine is collected in a graduated container that is con-
nected to the patient’s bladder through a Foley catheter (see Figure 1). Periodically the
nursing staff manually records the reading of the container of every patient, and oper-
ates a valve which releases the urine into a larger container. In critical care units of first
world countries, this procedure is usually performed every hour, 24 times a day, 365
days a year. In the case of emerging countries, often only the burn patients –for whom
urine output monitoring is of paramount importance– have this parameter registered ev-
ery hour, while the remaining critical patients have it recorded every 2 or 3 hours. This
disparity in criteria is due to the more reduced availability of healthcare staff in the crit-
ical care units of emerging countries. It can even be argued that the monitoring interval
currently employed in first world countries also is a compromise between avoiding risk
states for the patient and relieving the nursing staff of an excessive burden. Hence the
interest in developing a device capable of automatically monitoring urine output. Such
a device not only would decrease the workload associated with this task, but it would
permit the supervision of the therapeutic goals to take place on a more continuous basis.

This paper presents a patent-pending device capable of sensing and supervising urine
output [1]. Section 2 reviews related work. Our device is described in Section 3. It
uses reed switches that are activated by a magnet that is attached to a float in order to
measure the amount of urine collected by two containers. An electronic unit checks the
state of the reed switches and sends it to a PC, which supervises the achievement of the
therapeutic goals that have been established for urine output. Section 4 discusses the
results of this work. Finally, a series of conclusions and lines of future extension are
given.
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Fig. 1. Typical commercial urine meter currently used in critical care units to measure urine output

2 Related Work

Automating the supervision of urine output is a problem that has only begun to be
addressed by the biomedical engineering community very recently. There are several
problems that have contributed to this delay. On the one hand, it requires devices capa-
ble of measuring very small amounts of flowing liquid (up to 3-5 milliliters per hour).
This precludes the use of common industrial solutions such as ultrasound sensors [8] or
commercial flowmeters. On the other hand, any component of the device that is in con-
tact, or may be in contact, with the urine cannot be reused on other patients and must be
replaced approximately every 4-7 days for hygienic reasons. Therefore, any component
of the device that is or may be in contact with the urine must be easy to dispose of, and
should have a low price. This precludes the use of expensive high precision laser based
solutions [7]. Furthermore, contact with the urine also means that the component is in
indirect contact with the patient’s bladder through a Foley catheter. Therefore, the com-
ponents that come into contact with the urine have to be sterilized before use. Finally,
urine contains Uric acid, Sodium, Potassium, Chlorine and other components which
make it corrosive, especially for metals.
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The first device proposed to automatically measure urine output was Urinfo 2000, de-
veloped by the Israeli company Medynamix [6]. Urinfo 2000 was designed to automate
the hourly urine output measurement, but not to take more frequent measures. Its op-
eration is based on counting the number of drops of urine produced by the patient, and
from this count it estimates urine output. The average error of the device when used to
take hourly measurements was 8% (±25 ml). Urinfo 2000 cannot supervise therapeutic
goals and its readings are not transmitted to a central station/PC. Thus it requires the
nursing staff to take the urine output measures from the device’s display, placed next to
the patient’s bedside.

The authors of this paper proposed a device to automate the supervision of urine out-
put in [19]. Several technical and legal problems precluded us from moving this device
beyond the laboratory validation phase. Using the knowledge we gained building it, we
developed a second device with the main objective of conducting a series of clinical
studies based on more continuous and accurate monitoring of urine output throughout
the stay of patients in a critical care unit [17] [16]. This device uses a high precision
scale to measure the weight of a commercial urine meter. On the scale’s pan there is a
support frame made up of Bosch profiles that isolates the scale from force transmission
from the patient’s bed, and guarantees that the urine flows properly through the urine
meter’s input tube. The maximum measurement error of this device is under 1.5%.

Currently this device is in use at a research unit associated with the University Hos-
pital of Getafe, in Spain. In this research unit a series of experiments aimed at the study
of sepsis in an animal model –pigs– are being conducted. Sepsis is a serious medical
condition characterized by a systemic inflammatory state that has developed in response
to an infection and affects the patient´s entire body. Patients affected by this pathology
are treated in an intensive care unit, and often require dialysis to support the function-
ing of the kidneys [11]. In these experiments, sepsis is induced by the administration
of Escherichia coli bacteria. Animals are anesthetized and mechanically ventilated via
tracheostomy. Blood pressure, pulmonary arterial pressure, renal artery flow and cen-
tral flow are monitored invasively during the experiment. Urine output is continuously
monitored by our device [17].

The aim of these experiments is twofold. On one hand, we would like to gain a
better understanding of the pathophysiological mechanisms underlying systemic and
renal hemodynamics during sepsis –hence the interest in a continuous and accurate
monitoring of urine output. On the other hand, we would like to define the optimum
monitoring interval for urine output, and to determine the level of accuracy required for
this task.

The high accuracy and acquisition rate of this device make it ideal for carrying out
clinical studies. However, this device was not intended to be used in the clinical routine.
Its size and operation make it somewhat tedious to be used in a critical care unit. Con-
versely, in using this device we have learned that its accuracy –1.5%– and measurement
interval –up to 10 sec.– are superior to what is required for properly supervising urine
output. Our experience shows that an accuracy of 5% and a monitoring interval of 5-10
minutes is enough. Therefore, these parameters can be relaxed to obtain a cheaper and
simpler device. That is the goal of the device presented this paper.
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Fig. 2. Diagram of the small container of our prototype

3 The Device

In this section we first describe the general operating principles on which our device is
based. Although we will use the device to measure urine output, the principles on which
it is based are general and could be used to measure the volume of any liquid flowing
through a tube. Then we describe the prototype we have built, and the calibration pro-
cedure we have carried out to determine its operating parameters. Finally, we describe
how the supervision of therapeutic goals is carried out.

3.1 General Operating Principles

In our device the urine arising from the patient’s bladder is collected through an input
tube in a container. This container is equipped with an output tube that empties its
contents when it gets filled by taking advantage of the siphon principle (see Figure 2).
One end of the output tube will be placed in the bottom wall of the container. Ideally
the bottom wall of the container will be inclined or conical and the tube will be in the
lowest part. This favors a more complete evacuation of the container. Both ends of the
output tube are always open. When the container begins to receive liquid, the liquid
goes up inside of the output tube until it reaches the elbow located in its top part. When
it reaches the elbow, liquid begins to fall down the portion of the tube located on the
exterior of the container. By the principle of the siphon, the liquid will flow down the
tube and the container will be emptied.

For the system to function properly, the output tube should not be too wide. If the
tube is too wide, when the water starts flowing, air could rise through the tube towards
the container, breaking the siphon principle. On the other hand, to drain the container as
quickly as possible, it is desirable that the tube be as wide as possible. A compromise
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Fig. 3. Operation of a reed switch. In the presence of a magnetic field, the switch is closed. In the
absence of magnetic field, it is open.

between these two goals can be achieved using a variable diameter tube, so that its
diameter grows (staggered or progressively) from the elbow of the tube to the end which
is outside the container (see Figure 2). In this way, the principle of the siphon will work
properly because the tube is narrow enough in its upper part, but when the water begins
to fall it finds a wider tube which provides less resistance, thereby increasing flow rate.

The container must also be equipped with a filtered top opening that is used to equal-
ize the internal and external pressures without risk of bacterial contamination. This
opening should be located at a height H1 above the elbow of the output tube. The liquid
will not start flowing immediately when it reaches the elbow height; but it will continue
to accumulate in the container until the height of the column of liquid which is above the
elbow height overcomes the surface tension of the liquid against the walls of the output
tube. The surface tension increases as the diameter of the output tube decreases. The
height H1 and the effective volume of the container V S (the volume of water contained
just before the draining starts) must be determined experimentally.

Ideally, the upper wall of the container will also be inclined or conical in shape.
The top opening to equalize the internal and external pressures should be placed in the
uppermost part of the wall (see Figure 2). This prevents bubbles from forming in the
upper wall of the container, bubbles that would occupy volume and distort the measures.

One or more reed switches are placed on the outside of the container that will re-
ceive the urine. A reed switch contains two or more magnetizable, flexible, metal reeds
hermetically sealed in a tubular glass envelope whose end portions are separated by a
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small gap. Under these conditions, the switch is open (see Figure 3a). A magnetic field
properly applied will cause the reeds to bend, and the contacts to pull together, thus
closing the switch (see Figure 3b).

A float within a structure designed to limit its movement so that the float can only
move vertically is located inside of the container, near the container wall where the reed
switches are placed (see Figure 2). The float has a magnet attached which interacts with
the reed switches closing them when the magnet is approximately at the same height as
each of the reed switches.

An electronic unit is connected to the reed switches, continuously checking their
state. For the general case in which there are N reed switches on the outside wall of the
container, the procedure for measuring the volume of liquid flowing into the container
is as follows. At least one reed switch should be located in a position such that when the
container is empty, the magnet located on the float closes the reed switch. As the liquid
begins to flow into the container, the float, and therefore the magnet, begins to raise. At
some point, the magnet will stop interacting with the first reed switch and, therefore, it
opens. At that point, a volume V1 of liquid has flowed into the container. When enough
liquid has been accumulated in the container, the magnet will close the second reed
switch. At this point an additional volume V2 of liquid has flowed into the container,
being the total amount of liquid accumulated V1 +V2. When the magnet moves higher,
the second reed switch opens again and an additional volume V3 of liquid has flowed
–being the total volume of liquid V1 +V2+V3.

In general, when the reed switch N is closed, we will add the volume V2N−2 to the the
volume of liquid that has flowed, and when the reed switch N is opened again, we will
add the volume V2N−1. When the container is emptied, the float with the magnet will go
back to the bottom of the container, and therefore it will close the first reed switch. At
this point, the effective volume of the container –VC– has flowed, and the measurement
procedure is resumed.

The volumes V2N−2 and V2N−1 for each reed switch, and the effective volume VC

must be determined experimentally.

3.2 Our Prototype

The general operating principle described in the previous section suffers from a prob-
lem: the volume of liquid that flows into the container from the time the container
begins to empty through the siphon mechanism, until it is completely empty, will not
be measured. Depending on the specific application and characteristics of the container,
this may or may not be tolerable. The problem that concern us, the measurement of the
amount of urine produced by a patient, requires an early warning about deviations from
the therapeutic goals. Thus, a small volume container must be used –approximately 5
ml in the prototype we have built. A container of such a small size needs to be emptied
a large number of times, which may make the inability to measure the liquid that flows
during the discharge of the container intolerable if the patient has polyuria, i.e., the pa-
tient is producing a large amount of urine. If the patient is producing normal amounts
of urine, or if he/she has oliguria, the amount of urine that will flow during discharge of
the container will be nil or negligible.
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Fig. 4. Diagram of our prototype device. Each of the containers operates according to the principle
shown in Figure 2.

It could be argued that in the case of patients that have polyuria it is not required to
have a high degree of accuracy in the measurement of the urine output. The more urine
is produced, the less important it is to have an accurate measure; only when the patient is
producing small amounts of urine it is important to measure accurately [17]. Therefore,
the operation of the device as is described in the previous section could be acceptable. In
any case, this problem can easily be solved using two different size containers, each of
them working according to the principle presented in the previous section. The output
of the smaller container is connected to the input of the larger container. Thus, although
the volume of liquid that flows during the discharge of the first container is not measured
in the small container, it will be measured in the larger one.

Chaining two containers as described here causes another problem. It can happen that
when the small container releases its content, the larger one is nearly full. In the worst
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scenario, the first drop that falls from the small container would trigger the draining of
the large container. Thus, the content of the small container would not be measured in
the large one. The maximum error this may cause is (V S/V L)%, being V S and V L the
effective volumes of the small and large container, respectively. On average, the large
container will start to drain when the small container is emptied halfway. Therefore, the
average error caused by this effect will be ((V S/2)/V L)%. As long as V L >> V S, this
error will be small.

The prototype we have built uses two containers. The first one was built to have a
volume of approximately 5 ml, and the second a volume of approximately 375 ml (see
Figure 4). The first container is equipped with a single reed switch that is activated when
the float is on its lowest position. The staggered diameter of its output tube increases in
three steps. The output tube is connected to the input tube of the larger container, which
is equipped with two reed switches. The tube of the large container is connected to a
2.5 liters plastic bag that collects the liquid once it has been measured.

An electronic unit continuously checks the status of the reed switches, and reports
any change via Bluetooth to a Java application that runs on a PC. From these changes
the application calculates the volume of urine that has flowed and displays a chart with
this information.

3.3 Device Calibration

The calculation of the effective volumes of the containers –V S and V L– must be de-
termined experimentally. By effective volume we mean the volume of liquid that trig-
gers the emptying of the container through the siphon mechanism. This volume will
be slightly higher than the volume corresponding to the height of the top of the siphon
mechanism because the liquid does not begin to flow until the pressure overcomes the
surface tension force of the liquid against the walls of the output tube. The smaller the
diameter of the output tube, the greater the height in the column of liquid required to
overcome the surface tension will be.

The effective volume of each container was determined separately. A saline solution
with properties similar to those of urine and an dropper were used to simulate the flow
of urine (see Figure 5). Each of the containers were placed so that they would release
their content on a bowl placed on the plate of a high-precision industrial scale –a PGW
4502e, built by Adam Equipment Inc. This scale has an accuracy guaranteed by the
manufacturer of 0.01 g. Given that the density of the saline solution was known, we
can determine the volume of liquid that the container releases into the bowl from the
weight.

The PGW 4502e is equipped with a serial port that permits querying for readings.
We built a program that periodically takes measurements from the scale. The program
together with the dropper allow us to automate the process of carrying out multiple
measures of the volume of liquid released by the containers.

Using this set up we took 200 measurements of the volume of liquid released by
the small container, and 50 measures of the volume of liquid released by the large
container. From these measures we calculated the effective volumes of the containers:
5.87 ± 0.32 ml and 376.72 ± 1.11 ml (mean ± standard deviation). At the time of
writing, the authors are working to determine the volumes V L

1 , V L
2 and V L

3 , i.e., the
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Fig. 5. Picture of the prototype device with the saline solution and eye dropper used in its valida-
tion

volumes corresponding with the opening of the first reed switch of the large container,
with the closing of the second reed switch, and whit the opening of second reed switch,
respectively. This is challenging because it requires measuring with high accuracy the
volume of liquid in the container before the liquid is released, without interfering with
the normal operation of the device. These volumes are not necessary for the system
to work correctly, but they would allow us to correct the measurements obtained from
the small container –which are less precise–, not just one time but four times for each
release cycle of the large container.

3.4 Therapeutic Goals Supervision

The state of the reed switches placed in the containers is sent from the electronic unit
to a Java application installed on a PC. From these states and from the values of V S
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and V L, the amount of liquid flow can be calculated. The Java application allows the
healthcare staff to inspect a graph showing urine output, and to set the therapeutic goals
for the urine output. These therapeutic goals are represented with the aid of the Fuzzy
Set Theory, a tool which has proved its value for handling and representing medical
knowledge [3].

We shall introduce some basic concepts of the Fuzzy Set Theory. Given a discourse
universe R we define a fuzzy value C by means of a possibility distribution πC defined
over R [23]. Given a precise value x ∈ R, πC(x) ∈ [0,1] represents the possibility of
C being precisely x. A fuzzy number [10] is a normal (∃x ∈ R, πC(x) = 1) and con-
vex (∀ x, x′, x′′ ∈ R, x′ ∈ [x,x′′], πC(x′)≥ min{πC(x),πC(x′′)}) fuzzy value. Normality
and convexity properties are satisfied by representing πC, for example, by means of
a trapezoidal representation. In this way, C = (α,β,γ,δ), α ≤ β ≤ γ ≤ δ, where [β,γ]
represents the core, core(C) = {x ∈ R| πC(x) = 1}, and ]α,δ[ represents the support,
supp(C) = {x ∈ R|πC(x)> 0}.

A fuzzy number C can be obtained from a flexible constraint given by a possibility
distribution πC, which defines a mapping from R to the real interval [0,1]. A fuzzy
constraint can be induced by an item of information such as “x has a high value”,
where “high value” will be represented by πC=high. Given a precise number x ∈ R,
πC=high(x) ∈ [0,1] represents the possibility of C being precisely x; i.e., the degree with
which x fulfills the constraint induced by “high value”.

Physicians are accustomed to expressing the therapeutic goals for urine output in
milliliters of urine produced per kilogram of patient body mass per hour –ml/kg · h.
Our tool allows them to indicate the weight of the patient -P- and the therapeutic goals
represented by the trapezoidal possibility distribution πU . πU can be interpreted as a
computational projection of the piece of clinical knowledge “adequate UO”. The min-
imum and maximum values acceptable for urine output are the beginning and the end
of the support of the distribution, respectively. If the patient produces less urine than
the amount corresponding with the beginning of the support, the patient is clearly in
oliguria. If he/she produces more urine than the amount corresponding with the end of
the support, the patient is clearly in polyuria. The beginning and end of the core are the
limits of the interval within which ideal values of urine output lie (see Figure 6).

If ui is the urine output in ml/kg ·h, the degree to which the therapeutic goals estab-
lished by the clinician are being met is πU(ui). If πU(ui) = 1, the urine output is within
the range of ideal values. If πU(ui) = 0, either the urine output is less than the mini-
mum acceptable value -the patient has oliguria or anuria-, or greater than the maximum
acceptable –the patient has polyuria. In both cases, the program produces an audible
warning. The closer πU(ui) is to 1, the closer the amount of urine produced by the pa-
tient is to the ideal value, and the closer πU(ui) is to 0, the closer the patient is to oliguria
or polyuria.

In the tool πU(ui) is represented by a color code used when drawing the graph of
urine output. Red represents the null compatibility –the patient is clearly in oliguria or
in polyuria–, followed by orange, yellow, green and black, which represents the total
compatibility -the urine output lies within the range of ideal values. Therefore, the urine
output graph provides instant visual feedback on the patient’s state.
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Fig. 6. The therapeutic goals for urine output are represented by a trapezoidal possibility distri-
bution

The tool generates an audible warning when the small container is not filled within
the maximum time allowed by πU ; i.e. when the patient clearly has oliguria. The time
at which the alarm is triggered is given by:

talarm oliguria = α ·P/(V S + 2 ·σVS) (1)

where α is the beginning of the support of πU , P is the patient’s weight, V S is the ef-
fective volume of the small container, and σV S is the standard deviation of the effective
volume of the small container. The correction V S +2 ·σVS is applied to avoid false pos-
itives caused when the small container does not release its contents when urine output
reaches its average effective volume, but some more urine accumulates before releasing.

Similarly, the tool also produces an audible warning when the small container fills
faster than the minimum time allowed by πU ; i.e. when the patient clearly has polyuria.
This alarm is triggered when the small container fills before the time given by:

talarm polyuria = δ ·P/(V S − 2·,σV S) (2)

where δ is the end of the support of πU . The correction V S − 2 ·σVS is applied to avoid
false positives caused when the small container releases its contents before reaching its
effective volume.

4 Discussion

Given that the effective volume of the small container is 5.87 ± 0.32 ml (mean ±
standard deviation), in 95% of cases the amount of urine that is really released when the
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container is emptied will be in the range 5.87 ± 0.64 ml (mean ± 2·standard deviation).
Therefore, 95% of the measures derived from the small container will have an error
of 10.9% or less. The purpose of this small container is to provide an early warning if
the patient’s urine output is not within the therapeutic goals: depending on the patient’s
weight and state this container should be filled within 5 and 12 minutes, if the patient is
within the limits of the therapeutic goals. If this does not occur, the healthcare staff is
alerted by an audible warning.

To obtain more accurate measures of the total urine output, we rely on the second
container. In 95% of cases, the amount of urine released by this container will be within
the range 376.72 ± 2.22 ml. On the other hand, on average half of the effective volume
of the small container will not be registered. Thus, the error in the measures in 95% of
the cases will be 5.87/2+2.22=5.16; 1.37% of its volume. This error is low, especially
when compared to errors committed by the nursing staff when they take measures vi-
sually. For example, in the commercial urine meter Unometer 500 –the one used in the
ICU of the hospital we collaborate with– the separations between the coarser measure-
ment divisions in the 500 ml graduated container where urine is collected correspond
with 20 ml. Therefore, the minimum measurement error is 4%. However, this is a highly
optimistic estimation of the error. It assumes that the visual measurements are taken in
ideal conditions; i.e., the graduated container is not tilted in any direction and the nurse’s
eyes are in the same horizontal plane as the graduated container. In practice, the average
visual measurements error has been reported to be as high as 26% [6].

It can be argued that the recording interval currently employed for urine output –once
every hour– is a compromise between avoiding risk states for the patient and relieving
the nursing staff of an excessive burden. The automation of the monitoring of urine
output would decrease the workload associated with this task and, at the same time,
it would permit supervision to take place on a more continuous basis. For a patient of
80 kilos, who should produce at the very least least 40 milliliters of urine per hour, our
device could warn of a deviation from the therapeutic goals in less than 10 minutes – the
time in which the small container should be filled if the patient produces urine within the
therapeutic goals. Therefore, the device has the potential of improving patient outcome:
given that it provides feedback on the patient’s condition at shorter time intervals, it can
allow the clinician to react more promptly to complications in the state of the patient.

On the other hand, there are abundant studies in the medical literature showing that
critical patients’ outcome improves when the number of nurses [13] [2] [12] and the
number of clinicians [20] [4] available in the units increases. One of the factors that
most influences the staffing of critical care units is the financial resources of the health
system of each country [21]. Hiring highly qualified personnel, such as critical care unit
staff, is very expensive. However, patient outcomes could also be improved by reducing
the healthcare staff workload related to simple and repetitive tasks. This will free up
time that could be used on other tasks.

From this point of view, the automation of the processes related to sensing and su-
pervising urine output can produce significant time savings. Currently, in developed
countries every hour a nurse must visit each of the patient’s bed of the critical care unit
to manually record urine output. The nurse must put on gloves since he/she is going
to manipulate body fluids, walk to the patient’s bed, take the measure visually, write it
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down, open the valve that releases urine from the graduated container to the plastic bag,
wait for the urine to drain, close the valve, check that the valve is properly sealed and
check if the plastic bag needs to be emptied. This procedure takes at least 2 minutes. In
a critical care unit with 15 patients, this means 30 minutes per hour; 12 hours a day.

Typically, nurses work in shifts of six hours. Therefore, each day two complete nurs-
ing shifts are required only for tasks related to supervising urine output. If these tasks
were automated by a low cost device, we may obtain an improvement in patient out-
comes equivalent to the improvement that would be obtained when two nurses per day
are added to the staffing of the unit.

The containers needed to build our device are not more complex than the contain-
ers used in commercial urine meters, which often require a small container embedded
within a large container, valves that communicate both containers with each other and
with a plastic bag, mechanisms to prevent the containers from overflowing, etc. How-
ever, the price of our manufacturing our device is slightly higher than the price of the
commercial urine meters because of the addition of four pieces: two floats, and two
magnets. The rest of the pieces that are part of our solution do not have to be discarded
because they are not in direct contact with the patient’s urine, nor do they suffer signif-
icant degradation caused by its operation. Thus, their cost can be amortized over a long
period of time and their impact on the overall cost of the solution is negligible. Given
that the additional cost of our device can be offset by the reduction in the healthcare
staff workload, its slightly higher price should not be a barrier to adoption.

5 Conclusions and Future Work

We have built a device capable of automatically sensing and supervising the urine out-
put of critical care patients. The device comprises two containers of different volumes,
a small one that receives the urine coming from the patient’s bladder, and a greater vol-
ume container in which the first container releases its content when it gets full. Both
containers release their content automatically when they are filled using a siphon mech-
anism.

The containers are equipped with reed switches that are activated by a magnet that
is attached to a float located inside the containers. These reed switches allow us to
identify the instants at which they get filled with urine. An electronic unit sends via
Bluethooth the information provided by the reed switches to a PC which calculates the
urine output from the switches’ state, and supervises the achievement of the therapeutic
goals established by the clinician. The error in measuring the patient’s urine output is
under 2%. The large container is the one which allows us to obtain this high accuracy,
while the small one permits an early warning of deviations from the therapeutic goals.

The cost of our device is slightly higher than the cost of the commercial devices
currently used in monitoring urine output. However, the device has the potential to save
costs for the institutions that provide health services by freeing a considerable amount
of time for the healthcare staff. Furthermore, it provides a more continuous supervision
of the urine output than is currently carried out in critical care units, which may help
improve patient outcomes.

As future work, we intend to take advantage of all the state changes of the reed
switches of the large container to correct the urine output measures while the large
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container is been filled. Currently, this correction is only performed when the large
container releases the urine. We also will start to use our device in animal tests con-
ducted in a research unit associated with Getafe University Hospital. After this phase,
we intend to use it in a pilot test in the Intensive Care Unit of this hospital.
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Abstract. We have previously designed a pulse oximeter connected to a mo-
bile phone, called the Phone Oximeter, for clinical decision making based on
photoplethysmography. The limited battery and computational resources demand
efficient and low-power algorithms for the Phone Oximeter to be effective in
resource-poor and remote areas. We present two new algorithms for the fast and
economical estimation of heart rate (HR) from the photoplethysmogram (PPG).
One method estimates the HR frequency by adaptively modeling the PPG wave
with a sine function using a modified phase vocoder. The other method uses the
obtained wave as an envelope for the detection of peaks in the PPG signal. HR
is computed using the vocoder center frequency or the peak intervals in a his-
togram, respectively. PPG data obtained from 42 subjects were processed with
the vocoder algorithms and, for comparison, with two traditional methods that
use filtering algorithms (Pan-Tompkins) and frequency domain transformations
(Fast-Fourier Transform). We compared HR estimates obtained from these four
methods to the reference HR obtained from a electrocardiogram. The two vocoder
methods performed at least as well as the two traditional methods in terms of nor-
malized root mean sqare error and robustness towards artifacts. Experiments on
a mobile device prototype showed comparable speed performance of the vocoder
algorithms with the Pan-Tompkins algorithm while the frequency domain ap-
proach was nearly two orders of magnitude slower. These results point to further
developments using a combination of both vocoder HR estimation methods that
will enable the robust implementation of adaptive phase vocoders into mobile
device health applications.

Keywords: Pulse detection, Heart rate estimation, Mobile phones, Embedded
systems, Photoplethysmography, Vocoder.

1 Introduction

Mobile health technology is a rapidly advancing field that holds great promise for im-
proving medical services and changing the way that health care is delivered. A common
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theme in this area is the use of general purpose consumer devices, in particular smart
phones. An increasing number of health care applications use these mobile platforms
to interface directly to physiological sensors, such as heart rate (HR) detectors. This
reduces or eliminates the cost of custom embedded hardware. However, features such
as increased noise level, limited battery and computational resources, and the require-
ment for on-line processing challenge the accurate, real-time detection of physiological
parameters, such as HR peaks.

In this paper, we consider the extraction of heart rate (HR) from a photoplethys-
mography (PPG) signal that originates from an oximeter sensor interfaced to a mobile
device. We propose a novel approach to compute HR from the PPG signal based on a
dynamically adapted, single frequency phase vocoder algorithm. This algorithm is in-
tended to form a core engine for more complex mobile signal analyzers within a fully
functional low-cost, mobile phone-based pulse oximeter.

1.1 Related Work

The traditional methods used for peak detection in the electrocardiogram (ECG) signal
for HR estimation, which have a long history in biomedical signal processing, can be
applied to PPG signals. These HR estimation algorithms operate either in the time or
the frequency domain. Common time domain algorithms include linear and non-linear
filters, artificial neural networks, genetic algorithms, filter banks, and heuristic methods
based on nonlinear transforms. Frequency domain algorithms include various wavelet
and Fourier transforms. However, not all of these methods are suitable for on-line com-
putation [6]. In particular, algorithms must be computationally efficient for mobile ap-
plications, where battery power and computational resources are limited. Algorithms
are commonly trimmed in order to achieve computational efficiency [6]. However, this
comes at the expense of accuracy and performance. Our aim was to design an accurate
HR estimation algorithm for PPG that requires low processing power and so would be
suitable for battery-powered mobile applications.

2 Algorithm Development

Since cardiac signals are quasi periodic, a time-frequency transformation algorithm
could be appropriate to extract HR. However, Fourier or wavelet-based transformations
on time series require segmentation of the signal, which is not always practical in an
on-line, low-cost system. Their relatively high processing power and memory usage re-
quirements add to this unsuitability. Instead, we propose to operate in the time domain,
using a methodology inspired by the phase vocoder originally developed for the com-
pression of voice signals in telecommunications [2]. In this method, a vocoder models
the input signal with one or multiple sinusoidal waves that vary in time. The parameters
that have to be estimated are the time varying amplitude and frequency of each sine
wave that comprise the original signal. The phase vocoder can be seen as a filter bank
consisting of a series of band-pass filters with successive center frequencies [1].

In our case, we are solely interested in the dominant frequency in the signal (the heart
beat). It is, therefore, sufficient to represent the input signal by only one sinusoidal wave
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that varies over time. The filter-bank with a distinguished set of frequencies is replaced
with a single band-pass filter whose center frequency is adapted over time. This can be
achieved by scanning the incoming signal and computing the difference in phase. The
obtained frequency parameter, where the system eventually locks-in, can be seen as a
filtered frequency of the incoming signal that would correspond to an averaged HR.
The method can also find the location in time of each heart beat by using the output
sine wave as an envelope to locate maximal peaks in the input waveform.

2.1 Algorithm Description

The raw PPG signal is high-pass filtered to remove the baseline using a second-order
Butterworth filter with a cut-off frequency at 0.5 Hz (Figure 1-1). The filtered signal
is then routed into two parallel streams. The signal is multiplied by a sine wave in one
stream and by a cosine wave in the other (Figure 1-2). Cosine and sine waves have the
same unitary amplitude and frequency wv . The frequency wv is set to the estimated
vocoder frequency of the previous iteration (Figure 1-8). The two parallel streams are,
therefore, identical with the exception of the π/2 shifted phase of the multiplying wave-
form. This step creates a new signal that is composed of two periodic signals with
shifted frequencies of ±wv as follows:

cos(wv ∗ t) ∗ cos(ws ∗ t) =
cos((ws − wv) ∗ t) + cos((ws + wv) ∗ t), (1)

where ws is the frequency of the incoming wave at timestep t. Next, each of the two
streams is fed to a moving average low-pass filter (Figure 1-3). The application of this
heterodyning step has two effects. First, input frequencies in proximity of the vocoder
frequency wv are shifted down close to DC and are allowed to pass the filter. All other
frequency components will also be shifted but they will not go through the low-pass fil-
ter. Secondly, the heterodyning provides a way to compute the time-varying amplitude
and frequency of the resulting signal in the next step. The two filtered waveforms are
subsequently transformed from Cartesian to Polar coordinates to obtain a single ampli-
tude rv and phase θv (Figure 1-4). The amplitude is calculated as the square root of the
sum of the squares of the two heterodyned signals as follows:

rv = 4 ∗
√
y2sin ∗ y2cos, (2)

where ysin and ycos are the heterodyned signals for the sine and the cosine streams,
respectively. Similarly, θv at each point in time, t, is the angle whose tangent is the ratio
of the vertical to the horizontal position as follows:

θv = arctan(
ysin
ycos

). (3)

The phase is subsequently unwrapped. The real time-varying frequency of the original
wave is then estimated by computing the difference between the actual and previous
phase (Figure 1-5), and subtracting it from the current center frequency (Figure 1-6) as
follows:

ŵs = wv = w(t−1)
v −Δθ, (4)
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Fig. 1. Operation of the adaptive single-frequency phase vocoder: (1) high-pass filter to remove
DC value, (2) heterodyning the input with both a sine and a cosine wave in parallel, (3) a low-
pass filter, (4) converting the two signals from rectangular to polar coordinates and unwrapping
the angular-position values, (5) subtracting successive unwrapped angular-position values, (6)
subtracting the phase-difference from the previous center frequency to obtain the new center
frequency, (7) generating the vocoder output wave for peak detection, and (8) feeding the center
frequency back into the heterodyne function.

where Δθ = θ
(t−1)
v − θv. The amplitude and the newly computed center frequency are

used to compute the vocoder output yout (Figure 1-7) as follows:

yout = rv ∗ sin(2 ∗ π ∗ wv ∗ t). (5)

The output signal frequency, wv , is also used to estimate the instantaneous HR. Al-
gorithm 1 shows a possible implementation of the adaptive single-frequency phase
vocoder in pseudo C code.

Algorithm 1. Adaptive Phase Vocoder

1: initialization
2: while TRUE do
3: val = input
4: val ← highpass(val)
5: ysin ← lowpass(val ∗ sin(freq−1 ∗ t));
6: ycos ← lowpass(val ∗ cos(freq−1 ∗ t));
7: phase ← unwrap(atan2(ysin, ycos), phase−1) � unwrap the phase
8: ampl ← 4 ∗ √ysin ∗ ysin + ycos ∗ ycos
9: freq ← freq−1 − (phase−1 − phase) � adjust frequency to lock onto the wave

10: if freq < 0.00001 then � clamp to avoid negative frequency values
11: freq ← 0.00001
12: end if
13: end while

To detect the location of the HR peaks, the monophone sinusoidal vocoder output,
yout, is used as an indicator of the approximate location of the peaks in the actual PPG
waveform. The simple form of the vocoder waveform reduces the problem of detecting
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Table 1. Algorithm configuration parameters

Parameter Value
Heterodyne low-pass cut-off frequency 0.039 Hz

Initial vocoder frequency w
(0)
v 50 Hz

Initial vocoder amplitude r
(0)
v 1

Number of histogram bins 32

peaks in the noisy PPG signal to a straight-forward search for the maximum amplitude
within the temporal interval of a positive half cycle of the vocoder output signal. The
time elapsed from previously detected peaks is binned into a moving histogram of heart
rate intervals. This serves to eliminate artifacts caused by motion and other spurious
effects, with the largest histogram bin giving a direct representation of instantaneous
HR. The sensitivity of this peak detection method can be adjusted by offsetting the
sinusoidal vocoder signal; a positive or negative offset adjustment will result in a wider
or narrower positive half cycle interval, respectively.

2.2 Algorithm Validation

In order to test the algorithm, data was gathered from 29 children (4.8 years ± 5.4, 18.5
kg ± 23.4) and 13 adults (46.3 years ± 9.0, 73.5 kg ± 24.2) who underwent general
anesthesia, following institutional review board approval. The recordings obtained in-
cluded ECG, capnometry, and PPG signals. All signals were recorded with Collect S/5
software (Datex-Ohmeda, Finland) using a sampling frequency of 300 Hz. An 8-min
segment of reliable recording of spontaneous or controlled breathing was selected from
each case. The mean HR for these segments ranged from 53 to 142 bpm. The segments
are available for download from the on-line database CapnoBase.org [5].

The ECG waveform was used as the reference recording for computing HR. A tech-
nician independently validated the reference measurement using the CapnoBase Signal
Evaluation Tool [5]. The mean ECG HR of a sliding window was calculated. The win-
dow size was set to 20 s; a size that corresponds to that commonly used in commercial
pulse oximeters. In addition, the technician labeled the beginning and end of all artifacts
in the PPG waveform.

The vocoder algorithms were written in C programming language and compiled to
be embedded in a Matlab (Mathworks, Natick, USA) development framework. The
adaptive vocoder parameters were tuned using the in-vivo dataset from Capnobase that
was different from our test data set. The configuration parameters are shown in Table 1.

To compare the performance of the two vocoder algorithms, we implemented two other
HR estimation methods; one that uses traditional filtering methods and another that uses
a frequency domain-based approach. The first used the Pan-Tompkins algorithm [7].
This time domain-based method makes use of a cascade of band-pass filter, integrator,
squaring, and differentiators. An adaptive threshold was applied to detect the heart beat
pulses. Again, mean HR using a sliding window of 20 s duration was calculated. The
second method calculated the power spectral density with a Fast Fourier Transform
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Table 2. Normalized root mean square (NRMS) error between the reference HR, obtained from
ECG, and the HR estimated by the vocoder frequency, vocoder peak detection, Pan-Tompkins, or
FFT method, respectively

Case HR NRMS error mean HR
[%] [bpm]

vocoder vocoder Pan- FFT ECG
peak freq Tompkins

0009l 1.97 3.22 19.99 1.39 102.46
0015l 1.28 0.55 0.07 0.45 120.07
0016l 1.87 2.19 0.94 1.59 126.33
0018l 1.62 0.79 2.14 0.28 141.15
0023l 2.58 2.28 0.99 0.84 102.17
0028l 2.49 2.33 0.98 1.68 73.27
0029l 3.90 2.48 0.62 2.49 68.53
0030l 2.44 6.39 3.57 5.18 117.00
0031l 3.21 4.00 4.89 4.02 67.76
0032l 2.58 2.25 5.39 2.72 85.63
0035l 1.59 2.87 0.88 1.55 112.62
0038l 2.37 8.31 1.88 1.96 120.39
0103l 1.32 0.86 0.06 0.55 103.36
0104l 2.90 1.94 0.21 0.45 113.61
0105l 1.32 1.14 3.10 1.19 66.27
0115l 2.65 5.67 6.69 3.34 96.01
0121l 2.23 2.07 0.26 2.29 72.37
0122l 2.13 3.29 4.17 3.55 73.03
0123l 2.31 3.92 1.19 1.30 90.16
0125l 1.82 1.14 5.12 1.04 78.27
0127l 2.34 2.39 4.08 1.79 77.11
0128l 2.26 3.13 0.34 3.34 67.99
0133l 1.63 1.87 2.61 0.87 71.32
0134l 1.92 1.98 2.29 1.49 72.38
0142l 1.69 1.89 9.61 1.44 92.03
0147l 1.33 7.62 3.07 13.67 66.00
0148l 1.52 1.32 0.16 1.55 77.92
0149l 1.42 1.63 4.97 1.60 57.13
0150l 1.64 3.34 1.72 1.16 63.55
0309l 1.23 2.00 2.17 1.30 63.92
0311l 1.36 4.34 0.29 3.06 68.97
0312l 2.91 3.97 5.00 3.38 53.91
0313l 0.92 1.40 0.08 0.88 73.53
0322l 0.83 1.99 0.15 1.11 73.72
0325l 0.86 2.69 0.76 1.11 73.20
0328l 1.14 5.69 74.38 1.72 78.61
0329l 2.99 12.76 45.11 5.81 91.08
0330l 0.68 0.77 0.09 0.60 75.06
0331l 5.11 12.53 1.67 9.25 66.68
0332l 1.22 4.90 0.14 1.54 73.86
0333l 8.73 24.09 8.51 9.61 73.84
0370l 1.85 3.78 2.53 2.46 72.77

Average 2.15 3.90 5.54 2.54 83.69

(FFT) algorithm [8] that was available through the C library [3]. A 50 s window size
was selected, border effects were reduced using a Hanning windowing function, and the
maximum power band larger than 0.4 Hz was chosen to estimate the HR. The FFT was
recalculated every second by shifting the window by 75 samples.

The performance of the four algorithms was then assessed using the normalized root
mean square (NRMS) error (%). The NRMS error corresponds to the square root of the
sum of the squares of the differences between the test and reference HR measurements,
divided by the sum of the reference measurements:
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Table 3. Normalized root mean square (NRMS) error for the labeled artifact sections between
the reference HR, obtained from ECG, and the HR estimated by the vocoder frequency vocoder
peak detection, Pan-Tompkins, or FFT method, respectively

Case HR NRMS error mean HR
[%] [bpm]

vocoder vocoder Pan- FFT ECG
peak freq Tompkins

0016l 2.35 1.97 1.85 1.08 128.71
0030l 0.34 5.76 0.64 1.58 107.15
0032l 3.15 1.00 4.71 3.29 85.69
0035l 3.20 5.61 2.39 3.21 118.43
0105l 1.29 1.00 13.34 0.48 65.69
0115l 2.22 3.32 7.37 2.49 97.56
0123l 3.52 3.84 4.92 0.63 89.64
0127l 4.40 0.66 5.71 0.63 75.19
0147l 2.62 2.23 13.48 0.78 64.82
0150l 1.78 5.68 6.06 0.90 61.41
0309l 2.88 2.55 2.63 1.52 62.78
0312l 5.10 3.54 8.78 4.01 54.35
0370l 2.62 0.90 7.68 1.15 76.16

Average 2.73 2.93 6.12 1.67 83.66

Table 4. Algorithm execution time per sample on the iPod Touch calculated over 16 measure-
ments of one minute

Vocoder Vocoder Pan- FFT
freq peak Tompkins
[μs] [μs] [μs] [μs]

Mean 41.25 47.33 28.84 1937
SD 0.9 0.8 0.45 4.06

NRMS error =

√∑n
i=1(x

ref
i − xalg

i )2 ∗ n∑n
i=1 x

ref
i

. (6)

The NRMS error was calculated for each test measurement by comparing it with the
reference measurement that was nearest to it in time. The first 50 s, which were used to
initialize the high-pass filters and the vocoder sliding window, were not analyzed. The
artifact labels from the technician were ignored by the algorithm in this assessment.

To evaluate the robustness of each algorithm with respect to artifacts in the PPG, the
NRMS error was then calculated on the sections that were labeled as artifacts. Process-
ing delays were taken into consideration by extending the sections by 5 s. The statistacl
tests (Lilliefors,T-test, and Wilcoxon) were performed at the 5% significance level.

We built a prototype device, called the Phone Oximeter [4] to evaluate the computa-
tional load of the algorithm when executed on a mobile device (Figure 2). This consists
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Fig. 2. The Phone Oximeter (mobile phone pulse oximeter) application. 1) Soft finger probe; 2)
Nonin Xpod OEM pulse oximeter module; 3) iPod Touch with raw PPG waveform, SpO2 and
HR trend display.

of a PureLight medium soft sensor connected to an Xpod OEM module (Nonin, Ply-
mouth, USA), which was in turn connected to a 2nd generation iPod Touch (Apple, Cu-
pertino, USA) that features an ARM11 620 MHz microprocessor running underclocked
at 533 MHz. The iPod Touch displayed the PPG waveform and recorded the continuous
data stream. The PPG was recorded with a 16bit resolution at a sampling rate of 75 Hz.
The algorithm was implemented in C and embedded into the iOS application software
to process the raw PPG signal in real-time [4]. The computational load was measured
in μs dynamic program analysis using an integrated low-overhead flat profiler.

3 Results

The two vocoder methods performed at least as well as the two traditional methods
in terms of overall NRMS error (Table 2). The HR calculated from the vocoder peak
detection using histograms (average NRMS error of 2.15%) was more accurate than
the vocoder frequency estimations (average NRMS error of 3.9% , T-test, p<0.01).
Both vocoder methods did not show a clear difference in their distribution from the
Pan-Tompkins (average NRMS error of 2.15%) and the FFT (average NRMS error of
2.15%) method (T-test, p>0.1).

The vocoder methods were robust towards artefacts (Table 3). Thirteen of the 42 ob-
tained recordings contained PPG artifacts. The total duration of artifacts in the dataset
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was 113.83 s. The NRMS errors for the artifact experiment were not normally dis-
tributed (Lilliefors, p>0.07). The Pan-Tompkins algorithm was the algorithm most
vulnerable to artifacts, with an average NRMS error of 6.12% (Wilcoxon, p<0.031).
Both vocoder algorithms and the FFT method showed similar NRMS error distribu-
tions (Wilcoxon, p>0.06).

All the algorithms showed a processing speed that allows real-time HR computation.
The adaptive vocoder algorithms including peak detection required an average of 47.33
μs to process a new value (Table 4). While this was slower than the Pan-Tompkins
algorithm (28.84 μs), both were significantly faster than the inter-sampling distance of
13.3 ms. In contrast, the FFT HR estimation method was about 40 times slower than
the vocoder algorithms. The algorithms can, therefore, be computed in real-time on the
Phone Oximeter with sufficient processing power remaining for other computing tasks.

4 Discussion

The major design criteria of accuracy and on-line capabilities for a mobile phone HR
estimation algorithm were met by the two newly developed vocoder algorithms.

4.1 Overall Accuracy

With an average accuracy of 2.15% NRMS, the HR prediction from vocoder peak de-
tection is accurate for a mobile device. Any disagreement between it and the ECG
reference HR arose from delays in the vocoder peak detection HR estimation; a 5 s to
10 s delay observed in some cases can be attributed to the size of the histogram for HR
calculation. Only the cases 0331l and 0333l showed a decrease in performance greater
than 4%. In these cases, the peak detection algorithm and the histogram method were
not able to fully compensate for the poor performance of the vocoder frequency method
which was required for the peak detection algorithm to accurately estimate HR. The
vocoder peak detection was able to track fast variations and compensate for the low
responsiveness of the direct vocoder frequency calculation.

The HR calculated directly from the vocoder output frequency was also accurate.
However, six cases (0030l, 0038l, 0147l, 0329l, 0331l, and 0333l) exhibited higher
NRMS errors than the others. Closer inspection illustrates that reduced performance of
the vocoder frequency HR in these cases was mainly due to the low responsiveness of
this algorithm to a rapidly changing HR of more than 10 bpm (Figure 3). The vocoder
responsiveness could be improved by tuning the cut-off frequency of the low-pass filter
shown in Figure 1-3. In the special case of 0333l, the vocoder locked into the double
frequency of the original signal. This may have been due to a strong presence of a
dicrotic notch that was amplified during the Butterworth filtering. A possible solution
to circumvent this problem is to validate the vocoder frequency using the output of the
peak detection algorithm.

A desired improvement to the vocoder peak HR estimation algorithm is to reduce the
delay that was introduced by the histogram detection algorithm. It is, therefore, evident
that the advantages and drawbacks of the two vocoder approaches are complementary.
A logical step would be the combined use of these vocoder based HR extraction meth-
ods. A system that detects short-term variations with the peak detection and long-term
trends with the vocoder frequency could provide increased diagnostic information.
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The Pan-Tompkins algorithm showed three cases with very large NRMS errors (0009l,
0328l, and 0329l). These were the results of repeated double detection of peaks. To
avoid these errors in the future, rejection of too closely located peaks will be neces-
sary. For the FFT method, NRMS errors larger than 5% were caused by the detection
of larger frequency content in the frequency band spanning over the double HR.
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Fig. 3. HR agreement comparison for case 0038l. The HR estimated by the vocoder frequency
does not respond rapidly to a large permanent change in HR after 350 s. The HR calculated by
the other methods follows the ECG HR trend more closely.

4.2 Robustness to Artifacts

The adaptive vocoder frequency output filtered short variations in HR and PPG artifacts
effectively. However, the algorithm was not able to detect large, rapid changes in HR
and lock into the new frequency in a reasonable amount of time. On the other hand,
the vocoder peak detection method was able to rapidly track changes in HR. Neverthe-
less, this attribute made it more vulnerable to errors when the PPG was corrupted with
noise. Using a histogram to determine HR limited theses errors, but increased the detec-
tion delay. In the future, we plan to increase its robustness to poor quality PPG signals
by adding an additional computation of a signal quality index to the algorithm. Ac-
tive detection of poor signal will prevent the erroneous HR output and increase overall
estimation performance.

The Pan-Tompkins algorithm was less robust to artifacts than the other methods. Its
simple method of using a moving-average to filter the HR was not able to compensate
for these artifacts, and propagated the error for the averaging window duration (Fig-
ures 4 and 5). The FFT algorithm was robust to shorter artifacts, but had a relative low
time resolution, since it analyzed all frequencies inside a 50 s window. This was also
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expressed by it having the largest delay of all methods, which can easily be seen in
Figures 3 and 4.
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Fig. 4. HR agreement comparison for case 0312l. This case illustrates how the Pan-Tompkins
algorithm is impacted by artifacts in the plethysmogram (grey bars) and the propagation of the
error for the duration of the smoothing window.
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4.3 Computational Costs

The speed tests on the Phone Oximeter showed that the proposed algorithms achieve
the computation within the range of traditional filtering methods like the Pan-Tompkins
algorithm and faster than the frequency domain-based approach of the FFT. Processing
speed and theoverall accuracy achieved by the four tested algorithms suggested that they
are all valid methods for HR estimation on mobile devices. However, the computing
intensive FFT method is not optimized for low-power systems.

5 Conclusions

Two novel approaches to compute HR based on a dynamically adapted, single fre-
quency phase vocoder algorithm were proposed. The computed HR was accurate with
respect to the reference HR computed from ECG and compared favorably with other
algorithms in terms of overall accuracy, robustness to artifacts and computational costs.
This makes the algorithms suitable to process on-line PPG signals that are recorded
from an oximeter sensor interfaced to a mobile device. We intend to use these algo-
rithms as a core engine for more complex mobile signal analyzers (i.e. for the estimation
of heart rate variability or respiratory rate) within a mobile phone based pulse oximeter
called the Phone Oximeter. The suggested algorithms have the potential to be applied
to other periodic signals whose frequency range needs to be determined in real-time.
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Abstract. A 10 channel CMOS integrated circuit (IC) for biomedical signal ac-
quisition is presented. Each channel of the IC includes a programmable analog
front-end (AFE) and a 20 bit analog-to-digital converter (ADC). An active DC-
suppression circuitry allows to tolerate DC-offsets of up to ±1 V for a power sup-
ply voltage of 3.3 V. The AFE includes a common-mode rejection ratio (CMRR)
calibration circuitry resulting in a CMRR of more than 80 dB. In low-noise mode
the AFE achieves an input referred noise of less than 0.11 μVrms for EEG appli-
cation (0.5-70 Hz) and the power consumption of the IC is less than 30 mW in
low-power mode. An experimental USB-Stick for biomedical signal acquisition
has been realized using the IC.

Keywords: Biomedical signals, IC, Low-power, Low-noise, Configurable,
CMRR-calibration, DC-suppression.

1 Introduction

The research in the area of integrated solutions for biomedical signal acquisition has in-
creased substantially in the last few years. The new systems allow not only a reduction
of costs for traditional medical devices, but also facilitate portable long-term appli-
cations or implantable solutions. In this context, integrated CMOS analog front-ends
(AFE) [1,2] as well as complete systems including also analog-to-digital conversion
(ADC) and digital IO interfacing [3,4,5] have been reported.

To cover the wide range of biomedical signals the system should be adaptable to their
characteristics. The flexibility of a system means to provide an optimal setting of the
overall system with respect to the signal type and system application. In this context, the
AFE is the prime candidate for configurability. Two complementary application exam-
ples illustrate this: For portable long-term monitoring of electrocardiogram (ECG) sig-
nals the system’s power consumption plays an essential role whereas noise constraints
are rather relaxed [6,7]. In contrast to this, for extremely sensitive evoked potential (EP)
recordings [8], low-noise amplification of the signal is crucial at the expense of rather
high power consumption. Including these two extreme settings, a configurable biomed-
ical signal acquisition system should be adaptable to a variety of signal types.

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2011, CCIS 273, pp. 43–56, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Two additional requirements are inherently typical for biomedical signal acquisition
systems: A high common-mode rejection ratio (CMRR) (in particular at 50/60 Hz) and
large electrode DC-offset handling capability. The need for a high CMRR results from
power line interferences inducing a common mode voltage present at the amplifier’s in-
put [9]. Large DC-offsets (i.e. hundreds of millivolts) may arise from the electrode-skin
interface [9] and require counter measures to prevent saturation of the instrumentation
amplifier (IA). Finally, a biomedical IC should provide a digital interface for simple
configuration of the system and a high speed data output for read out of the acquired
biomedical signals.

In this work we present a configurable IC for biomedical signal acquisition including
CMRR-calibration and DC-offset suppression. Its applicability is demonstrated by a
biomedical signal acquisition USB-stick. A first approach for the IC has been described
in [10] and first simulation results of this system have been presented in [11].

2 System Overview

The block diagram of the IC is presented in Fig. 1. The main components of this IC
are 10 identical channels and a digital block. Each channel includes an AFE, a ΣΔ-
modulator and a 12-bit digital-to-analog converter (DAC) for DC-offset suppression of
the associated channel. The AFE’s inputs are the electrode input (VEL), the reference
signal (VREF), signal ground (VSGND) and DC-suppression voltage (VDC). Whereas
VEL, VREF and VSGND are familiar IA inputs, the VDC input is used to suppress the
input DC-offset voltage and is driven by the DAC output (VDAC).

Subsequent to the AFE the ΣΔ-modulator generates a 1 bit stream which is deci-
mated to perform the analog-to-digital conversion. The digital block contains 10 dec-
imation filters for this purpose. Additional functions of the digital block include the
control of the DAC, timing and IC’s sub-blocks. Finally, the digital block enables
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Fig. 1. Block diagram of the integrated circuit
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communication to and from the chip. This comprises setting the internal registers (reg-
ister control), reading out the measured data (data output) and synchronizing the mea-
sured data if several chips are used on the same bus (frame count).

3 Analog Front-End

A block diagram of the programmable analog front-end is given in Fig. 2. The IA ampli-
fies the applied signal with a constant factor of 4. The signal is fed into the postamplifier
directly or via an external high-pass filter. The postamplifier’s gain is configurable with

Gain = 4

Postamplifier Low Pass
Filter

Differential
output

20

5

40

80

VA+

VA-
3 kHz 

15 kHz

VHPIN

VREF

VDAC

VEL

VSGND

+

-

RBlock

VHPOUT

Instrumentation
Amplifier

cornerfrequency

blockenable

gain

O
ff-

Ch
ip

Fig. 2. Structure of the programmable analog front-end

amplification factors of 5, 20, 40 and 80 resulting in the desired channel gain factors
of 20, 80, 160 and 320. Following the postamp a low-pass filter acts as an anti-aliasing
filter for the ADC. The low-pass corner frequency can be set to be either 3 kHz (ECG,
EEG) or 15 kHz (EMG, EP). Finally, the single-ended signal is converted to a differen-
tial one as required by the subsequent ΣΔ-modulator.

3.1 Instrumentation Amplifier with CMRR-Calibration

The IA used as a preamplifier in the AFE is implemented by using a modified 2-opamp
IA architecture and is presented in Fig. 3. The modification is composed of a third
opamp for subtracting any DC-offset using the DAC generated voltage VDC. The ad-
ditional circuitry also incorporates a digitally controlled tunable resistor for CMRR-
calibration, the resistor’s step size is denoted as ΔR. For modeling parasitic PCB or
bond wire resistances at the signal ground input VSGND a resistor RPCB has been added
in Fig 3. The IA’s transfer function with respect to VSGND is given by

VHPOUT = VEL

(
1 +

R2

R1A∗
+

R2

R1B

)
− VREF

R2

R1B

(
1 +

R3

R4∗

)
− VDC

R2

R1A∗
(1)

with R1A∗ = R1A + nΔR and R4∗ = R4 +RPCB.
A differential gain G between VEL and VREF is obtained from (1) by setting the

values for R1, R2, R3 and R4 (neglecting RPCB and assuming R1 = R1A∗ = R1B and
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Fig. 3. Detailed view of the instrumentation amplifier

VDC = 0 V) such that the terms in front of VEL and VREF have both the same value G.
In this case the gain G is equal to

G =
VHPOUT

VEL − VREF
= 2

R2

R1
+

R3

R4
− R1

R2
. (2)

In the presented circuit a gain value of G = 4 has been obtained using resistor values
of R1 = 1 kΩ, R2 = 1.5 kΩ, R3 = 1 kΩ, R4 = 600 Ω.

If any DC-offset is present at the input, the aforementioned voltage VDC scaled by
a factor R2/R1A is subtracted from the IA’s output voltage VHPOUT. The result of this
action is a cancellation of DC-offsets up to a value of

VEL,dcmax =
VDD

2G

R2

R1
. (3)

Using above values for R1, R2 and G and a power supply voltage VDD of 3.3 V, a
maximal DC-offset of VEL,dcmax = ±619 mV is obtained. In conjunction with the
external high pass filter and a postamplifer gain of 80 an offset compensation range of
±1000 mV is reached.

The CMRR calibration compensates for any mismatch in the resistors R1 to R4 and
wiring parasitics RPCB. The calibration circuit has been located in the high-resistive
feedback loop of the DC-offset compensation opamp to minimize non-idealities. By
changing the tap-point in the feedback path of the DC-offset compensation opamp a
value of nΔR is added to the resistor R1A. The CMRR of the IA becomes

CMRR =
1 + R2

R1A±nΔR + R2

R1B

1 + R2

R1A±nΔR − R2R3

R1BR4

(4)

It should be taken into account that a variation of R1A also affects the differential gain
G. Therefore, resistor values should be chosen such that the gain error between channels
does not exceed 1%. A CMRR value of more than 80 dB (including RPCB) is achieved
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by using a step size ΔR < 0.26 Ω and n = 64 steps. Using a driven right leg system
[12] for patient grounding the overall CMRR is increased by approx. 40 dB resulting in
a system CMRR of 120 dB.

The configurability of the IA regarding noise and power consumption is realized us-
ing programmable operational amplifiers as described in [13,14]. These opamps use
chopper modulation to reduce 1/f -noise and can be programmed in a wide range be-
tween ultra low-noise (2 nV/

√
Hz) and low-power consumption (140 μW).

3.2 Postamplifier and External Highpass Filter

The postamplifier is composed of the same programmable opamp as used in the IA. It
is used in a non-inverting configuration having four gain settings (5, 20, 40 and 80).
These are realized by a resistor chain having four taps. Connecting one of the taps to
the opamp’s inverting input using a CMOS switch sets the appropriate gain factor. Care
has to be taken regarding the accuracy of the resistors to fulfill the specified gain error
between channels (< 1%). Chopper modulation of the opamp is also needed in the
postamplifier due to the low preamplifiers’s gain factor of 4 for low-noise applications.

The optional external passive high pass filter can be placed between the VHPOUT

output pin of the IA and the postamplifier’s input pin VHPIN (dashed line in Fig. 2).
Using external components for the high pass filter (i.e. capacitor and resistor) eases the
implementation of the large time constants needed.

A drawback of the large time constant arises if events like external stimulation or
movements of the electrodes induce a noticeable shift in the DC-potential of the external
capacitor: the time for restoring the system back to equilibrium is determined by the
time constant of the high pass filter, i.e. in range of seconds. To overcome this problem
an additional switch has been placed to discharge the capacitor over the relative small
resistor RBlock. The signal to close the switch (’block enable’ in Fig. 2) can be set via
the serial configuration port.

3.3 Low-Pass Filter and Symmetry Stage

The ΣΔ-analog-to-digital conversion requires an anti-aliasing filter preceding the ΣΔ-
modulator. In contrast to Nyquist-rate ADCs the anti-aliasing filter’s cut-off frequencies
are rather easy to implement with oversampling ADCs, where the relative low band-
widths of the biomedical signals would lead to large time constants and hence require
external components. The anti-aliasing filter is implemented as a 2nd-order low-pass
filter using an opamp in a Sallen&Key configuration [15]. To choose the cut-off fre-
quency, the maximum signal frequency, the oversampling ratio and the needed signal
attenuation have to be considered. Choosing an attenuation of more than 40 dB at half
of the oversampling frequency and an oversampling ratio of 256, cut-off frequencies of
3 kHz for ECG/EEG and 15 kHz for EMG/EP ensure proper anti-aliasing functionality.
The cut-off frequency can be configured externally via the serial configuration port.

Following the low-pass filter a symmetry stage converts the single-ended signal
(VA+) into a differential one using an opamp to obtain the inverted signal (VA−). These
signals are fed into the succeeding ΣΔ-modulator. Additional care has to be taken to
keep these signals stable at the modulators input because of its switching operation [16].
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Therefore, an integrated low-pass RC-filter with R = 5 kΩ and C = 2.5 pF has been
inserted between the symmetry stage outputs and the ΣΔ-modulator inputs.

4 ADC

Analog-to-digital conversion for each channel is accomplished by a 2nd-order ΣΔ-
modulator and a decimation filter. The default oversampling ratio (OSR) of the ΣΔ-
modulator is 256, the OSR can be changed using the serial configuration port to a value
of OSR = 256 ± 128 (in steps of 1). The sampling rate at the modulator’s input is
derived from the 12.8 MHz main clock using on-chip division by (n + 1). Like the
OSR, n can be set by programming and has a value range from n = 0 to n = 255. For
example, using an oversampling ratio of 256 and setting n to 0 or 249 data rates (DR)
of 50 kHz and 200 Hz can be achieved, respectively.

The 2nd-order ΣΔ-modulator is implemented as a discrete time 1-bit modulator.
The circuit topology of the switched-capacitor ΣΔ-modulator is derived from [17] and
a modified version also used in the present topology has already been used in [4]. The
sizing of the actual capacitors used for the switched capacitor integrators results in
signal-transfer and noise-transfer functions (STF and NTF) [18]:

STF(z) =
1

8z2 − 14z + 7
(5)

and

NTF(z) =
8z2 − 16z + 8

8z2 − 14z + 7
(6)

The required effective number of bits (ENOB) of the ΣΔ-modulator is depending on
the signal type: For EEG approx. 16 bits or a dynamic range (DR) of 98 dB are required
whereas for ECG 12 bits or a dynamic range of 74 dB is sufficient.

Decimation and low-pass filtering of the modulator’s output signal is accomplished
using a comb filter having a sinc3(f) frequency response. The implemented filter uses
decomposition and modulo arithmetic to minimize the system size [19].

5 Digital System Control and Interface

The communication to external components like a DSP or FPGA is realized by two in-
dependent serial ports. Therefore, the data and control paths are strongly separated. Fig.
4 shows an overview of the signal and control flows. Serial configuration port receives
the control data and applies it to the sub-blocks even for the high speed dataport, setting
up the data rate and the format of the transmission.

5.1 DC-Suppression Feedback Circuit

Offset suppression of each electrode is realized by an additional input of the AFE. If
this feature is not needed (e.g. for ECG application) this input can be connected to
the virtual ground node. For applications with very small amplitudes (e.g. EEG) the
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electrode offset should be removed allowing the required high amplification factor of
the data path. In this case, as shown in (1), the on-chip DACs are used to generate the
subtracting voltage.

The input of the DACs can be switched between a value which is written into the
configuration register by the serial control port or the output of the on-chip digital in-
tegrator. This integrator sums up the bit-stream generated by the modulator and is con-
figurable by the serial configuration port for different time constants. To avoid noise of
the high resistive output node (100 kΩ) of the connected DAC and to smooth the non-
linearities caused by value changing of the DAC, a capacitor in the range between 1 μF
and 10 μF should be added between the VDAC output and signal ground.

For the implementation of the DAC with a resolution of 12 bits a R-2R architecture
[15] was chosen. The DAC occupies an area of 0.5 mm2 and consumes only 33 μA.

5.2 Serial Configuration Port

The serial communication for setting up the system is realized by a synchronous bidi-
rectional interface (see Fig. 4). The access to one of the hundred 8-bit registers is decou-
pled from other on-chip components and can be done asynchronously to the conversion
clock and to the clock of the high speed serial dataport. Depending on the external inter-
connects the maximum bus speed can be used up to 100 kHz. This allows continuously
to set up the DACs for offset cancellation and the external 16 General Purpose Outputs
(GPOs) for controlling the possible external components during operation.

5.3 High Speed Serial Dataport

The data from the IC are read out by the high speed serial dataport which is synchronous
to an applied clock signal as also shown in Fig. 4. The receiver is synchronized to a
new data packet by the framesync signal. The rising edge of this signal determines the
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new transmission, therefore, after a delay of one bit, the second bit is taken as valid
data. Busrequest and bushold signals implement the handshake protocol allowing daisy
chaining of 16 ICs, this number is determined by the 4-bit chip address.

The serial data from one IC includes a 22 x 16-bit wide packet which is sent for each
sampled value of 10 channels. For a maximum data rate of 50k packets per second a
minimum clock transmission frequency of 352 x 50 kHz = 17.6 MHz is needed. Hence,
using the IC in daisy chained application the maximum operating frequency of this high
speed port is specified to 53 MHz to allow the data transmission of 3 ICs.

Table 1 shows the implemented protocol for one data packet. The 1st word contains
the start marker FF9h and the chip address which is set by external digital 4-bit port.
The 2nd transmitted word is the frame counter value. The 3rd word consists of the upper
16-bit data of the first channel. The 4th data word (bit 15..12) consists of the 4 lower
data bits of the first channel (channel <0>) and the actual DAC value for the same
channel. The following 18 words are in the same scheme as for the first channel (3rd
and 4th words).

Table 1. Implemented protocol for the high speed data-port

16 bit words MSB LSB
nibble nibble

high low high low
Word1 Fh Fh 9h chip address
Word2 framecounter
Word3 upper 16 bits of channel <0> data
Word4 lower 4 bits of data DAC value for channel <0>
Word5 upper 16 bits of channel <1> data
Word6 lower 4 bits of data DAC value for channel <1>

6 Results

A prototype of the IC has been realized in a 0.35 μm CMOS process with a supply volt-
age of 3.3 V. To prevent coupling effects between digital and analog blocks, care has
been taken to separate these parts in the layout. The power supply is likewise separated;
additional on-chip stabilizing-capacitors are used for blocking off switching activities
on the supply rails. These capacitors, which have been realized as poly-capacitors and
Metal-Insulator-Metal (MIM) capacitors, also allow to fulfill the needed layer density
specified by the foundry. Additional efforts have been taken to minimize resistive para-
sitics of the interconnects, this applies in particular to the supply rails and the connec-
tions to signal ground (VSGND).

A special approach was taken for the chopper clock lines: To minimize coupling
effects to the analog parts due to high frequency switching operation each chopper
clock path has been placed between two paths tied to ground.

A microphotograph of the fabricated IC prototype is shown in Fig. 5a. The IC occu-
pies an area of 47 mm2 and the number of pins is 144. Using modern packaging tech-
nology the IC is encapsulated in a lead free Ball Grid Array (BGA) having a size of 13
mm x 13 mm. Fig. 5b shows a size comparison of the packaged IC to a eurocent coin.
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Fig. 5. (a) Microphotograph of the integrated circuit, (b) Photo of the integrated circuit in a BGA
package

6.1 Analog Channel and CMRR Calibration

The measured overall gains of the analog channels (20, 80, 160 and 320) have a gain
mismatch between the channels of not more than 1% . The input referred offset of the
channels (with enabled chopper modulation) is less than 34 μV and 12 μV for the low-
power and low-noise mode, respectively.

The DC-suppression circuit has been tested by applying a 0.1 Hz, 100 mVpp square-
wave to the input of two IA channels. The outputs of both channels (one has the DC-
suppression activated and the other deactivated) are shown in Fig. 6. The IA saturates
after the rising or falling edges of the square wave. Due to regulation of the activated
DC-suppression, the offset voltage is subtracted from the channel resulting in an offset
free output.

The CMRR calibration of all 10 channels is shown in Fig. 7. The sweep of the im-
plemented 64 calibration steps results in a channel CMRR of more than the specified
80 dB at 50 Hz for at least one calibration value.

The total input referred noise has been measured including the full channel, i.e.
the AFE, ΣΔ-modulator and decimation filter. Table 2 summarizes the noise perfor-
mance of the IC. The power consumption of the IC varies between 28.7 mW in low-
power mode and 209.8 mW in low-noise mode for data rates of 500 Hz and 50 kHz,
respectively.

6.2 ADC and Digital IO

The ADC has been measured by applying a signal to the input of the channel. The
measured peak SNDR for this setup is 75 dB which corresponds to an ENOB of 12.17
bits. An ENOB of more than 15.2 bits has been measured for the EEG bandwidth (0.05
Hz - 70 Hz).
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Table 2. Measured total input referred noise at ADC output

Integration bandwidth Conditions/Remarks Value μVrms

0.05 Hz - 250 Hz (ECG) Low-power, chopper enabled 0.19 - 0.29
Low-power, chopper disabled 0.52 - 0.6

0.05 Hz - 70 Hz (EEG) Low-noise, chopper enabled < 0.11
0.01 Hz - 5 kHz (EMG) Low-noise, chopper enabled < 0.65
0.1 Hz - 3 kHz (EP) Low-noise, chopper enabled < 0.53
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The digital communication ports are tested using an automated test setup [20]. The
configuration port is tested by writing to all 100 registers with subsequent read-out of
the written content and shows no missing data for a communication frequency of up
to 100 kHz. The high speed serial bus was used for reading out of all channel mea-
surements presented in this section and is operating properly for frequencies up to 55
MHz.

7 Experimental USB-Stick Application

The implemented integrated circuit is not only suitable for multi-electrode applications,
where a small system size is mandatory, but also for mobile long-term biomedical signal
acquisition. In this context, an experimental USB-stick application using the presented
IC has been developed. A block diagram of the system is shown in Fig. 8.
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Fig. 8. Block diagram of the USB-stick application

The IC configuration input and data output is connected to an Atmel 32 bit micro-
controller [21] which is used to comfortably control the system. The microcontroller
itself is connected to a FTDI USB-interface chip [22] for communication with an PC.
Additionally, the system includes supply and reference voltage regulators and support
circuits to implement a driven-right-leg circuitry [12]. A small sized connector on the
board is used for attaching electrode cables to the system. The USB-stick PCB has
an area of 5 cm x 2.5 cm and is powered using the 5 V USB supply. Fig. 9 shows a
photograph of the system. To facilitate the signal recordings on a PC or notebook us-
ing this stick, a graphical user interface for configuration and data acquisition has been
developed.

The USB-stick systems allows to easily acquire high quality biomedical signals, it
has been successfully employed in experimental EMG, ECG and EEG recording, see
Fig. 10. Mobile signal acquisitions could be performed using a lightweight notebook.
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Fig. 9. Photo of the USB-Stick

1 2 3 4 5 6

-0.5
0

0.5
1

Time (s)

Vo
lta

ge
 (m

V)

1 2 3 4 5 6 7 8 9

1.0
0.5

1.5

0

Time (s)

1 3 5 7 9 11

0

100

(a)

(b)

Vo
lta

ge
 (µ

V)

(c)50

Time (s)

Vo
lta

ge
 (m

V)

Fig. 10. Biomedical signals acquired using the USB-Stick: (a) EMG taken from the upper arm,
(b) ECG measured between the lower arms, (c) EEG acquired from the occipital region

8 Summary and Conclusions

An integrated ten channel biomedical signal acquisition integrated circuit has been pre-
sented. Its main characteristics are summerized in Table 3. Each channel of the IC
includes an analog front-end that is programmable with respect to noise and power
and an ΣΔ-analog-to-digital converter. In addition, the system includes both a CMRR
calibration and a DC-suppression circuitry. The latter extends the input-referred DC-
suppression range to a remarkable value of up to ±1 V which largely exceeds the input
offset range of other DC-coupled integrated biomedical amplifiers. The ICs digital in-
terface is realized by means of a serial configuration port and a high-speed data output
port. An experimental USB-Stick demonstrates the application of the presented IC.
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Table 3. Main characteristics of the biomedical IC

Parameter Conditions/Remarks Value

Supply voltage 3.3 V
Current consumption Low-power/Low-noise 8.7 mA/63.6 mA

Total input referred noise EEG/ECG-bandwidth < 0.11/0.29 μVrms

CMRR 50/60 Hz > 80 dB
Input common mode range VEL = VREF ± 1 V
Offset compensation range HP & DC-suppr. ± 1 V

Crosstalk < -60 dB
Die area 47 mm2

Pin number 144
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Abstract. A weighted-frequency Fourier linear combiner (WFLC) filter is used 
for removal of tremor motion for data captured from movement disorders 
subjects with essential tremor (ET) and Parkinson’s disease (PD). This 
technique is applied here in six degrees-of-freedom and data are filtered so that 
a comparison can be made before and after filtering to assess the extent to 
which the WFLC filter removed tremor. A wavelet spectral analysis is 
employed to determine the effectiveness of the filter in removing tremor in the 
3-12 Hz band of interest. A Kalman filter is employed to improve data 
processing so that six degree-of-freedom tremor motion can be accurately 
rendered for subsequent filtering; such accurate rendering is needed so that full 
tremor motion can be adequately described. A Fourier coherence based 
technique is utilized so that relationships for interrelated tremors for the 
different six degrees-of-freedom can be identified. Much of the analysis shown 
is novel. 

Keywords: Weighted-frequency fourier linear combiner (WFLC), Wavelets, 
Accelerometers, Gyroscopes, Essential tremor, Parkinson’s disease, Kalman filter. 

1 Introduction 

1.1 Movement Disorder Assessment 

In recent years there has been much focus on movement disorder tremor assessment 
using inertial sensors (accelerometers and gyroscopes [1] and [2]). Such assessment 
of tremor related disorders (focussing largely on size of tremor, frequency, axis of 
motion etc.) can help to create a standardized approach to assist medical professionals 
when diagnosing tremor; this approach can help to better understand the nature of the 
disorder under evaluation. As well, assessment of tremor can be used to evaluate the 
effectiveness of medication. 

1.2 Movement Disorder Attenuation 

Attenuation of tremor is another major focus of recent research conducted. It can take 
the form of an orthesis designed to actively remove tremor, or passive and active 
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feedback systems to dampen and mitigate tremor (such as a pen with a feedback 
system such that the tip moves so as to counteract tremor motion). Such attenuation 
can be quite useful because 90% of tremor patients report a disability[3]. 

1.3 Types of Disorders Evaluated 

Tremors types evaluated for this research paper include essential tremor (ET) and 
Parkinson’s disease (PD); these are among the most common types of tremor 
disorders (although, sufferers of these disorders can also exhibit other non-tremor 
related symptoms) [1]. ET is the more prevalent of these two, affecting 4% of people 
over age 65 [4]; while PD affects 1.5-2.5% of people older than 70 in the United 
States [5]. Tremor is generally regarded to have a frequency of 3-12 Hz [6]. 

2 Importance of Kalman Filter 

When utilizing accelerometers for tremor assessment and attenuation, it is critical to 
consider that raw accelerometer data contain both lateral and rotational tremor 
components [1]. The former tremor type is measured directly by accelerometers and 
the latter is caused by rotation through the gravity field. Indeed, rotating an 
accelerometer through a gravity field (i.e. about a vector perpendicular to gravity) at a 
constant rate will cause the accelerometer signal to follow a generally sinusoidal 
trajectory with peaks at positive gravitational acceleration (generally approximately 
9.81 m/s2 depending on the local gravity field) and troughs at negative gravitational 
acceleration; this is illustrated in Figure 1. It follows that a rotational tremor (with no 
lateral motion component) will also register an accelerometer signal depicting tremor 
motion components. Such a rotational tremor is removed from accelerometer data in 
this research paper so that the lateral acceleration components can be evaluated 
independently of rotation. This is shown in Figure 2, an overall flow chart of the data 
processing. From this figure, it can be seen that processed accelerometer data (bottom 
half of the figure on the right hand side) is used to evaluate lateral tremor and 
processed gyroscope data (bottom half of the figure on the left hand side) is used to 
evaluate rotational tremor. 

 

Fig. 1. An accelerometer rotated through the gravity field and the signal generated 

To decipher lateral and rotational tremor motion (for six degree-of-freedom motion 
resolution), a Kalman smoother is employed. Strictly speaking, raw gyroscope data 
should be sufficient to remove rotational tremor components from accelerometer data 
by providing orientation information; however, due to signal noise, an accurate 
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solution generally involves extra information and data fusion to accurately obtain 
orientation data. For the Kalman smoother employed in this research paper, such data 
fusion uses the known start and end orientation of inertial sensors. As well, updates 
are performed using accelerometer data during relatively still motion signal portions 
to estimate orientation about the two horizontal axes (i.e. an orientation reading is 
performed using an accelerometer gravity measurement when the inertial sensors are 
stationary). 

 

Fig. 2. Overall flow chart for data processing 

After Kalman smoothing, the weighted-frequency Fourier linear combiner (WFLC) 
algorithm is used for further analysis. The application of WFLC for the evaluation of 
all six degrees-of-freedom of tremor motion is novel and is introduced in this research 
paper likely for one of the first times. The WFLC algorithm is generally regarded as 
most useful for both assessment and attenuation of tremor [1]. 

There are many advantages to using the WFLC technique for six degree-of-
freedom tremor analysis. One is that it can allow for medical professionals studying 
tremor to determine the axis of motion for which tremor is most prevalent for 
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different patients. It also allows for one to determine the degree of correlation of 
different lateral and rotational tremors and their phase shift with regard to one 
another. Another feature important for tremor assessment, the overall signal shape 
(i.e. sinusoidal, zigzag etc.) for each axis of motion, can also be studied. 

Six degree-of-freedom motion information is required to properly attenuate tremor 
for many applications; this is often the case when an external mechanism is used for 
attenuation (such as implied by the test setup utilized for the research conducted and 
presented here, where patients were told to simulate eating using a spoon). Such a 
motion was chosen for analysis because many tremor patients complained about to 
the fact that they often spilled their soup whilst trying to eat. Studying such a 
movement is also useful from the perspective of assessment in that significant tremor 
data is present during evaluation. Future applications stemming from the research 
carried out could see actuators between the spoon head and handle to mitigate tremor 
motion. 

3 Mathematical Methods 

3.1 Kalman Filter and Smoother 

Kalman Filter. Raw data is first processed to determine sensor orientation for all six 
inertial sensors used in data collection (three accelerometer and three gyroscopes 
mounted on a rigid body). The state vector for the Kalman smoother is given as 
follows: , , , (1) 

Where the first three elements of  indirectly give rotation magnitude about the x, y 
and z axes, respectively, and the last element gives the magnitude of overall 
orientation. The following equations can be used to determine the Kalman filter a 
priori values of the quaternion vector for subsequent time steps under evaluation (as 
found in [7]): ,  (2) 

And 

, , 12  (3) 

Where  is time interval between data readings, ,  is a four by four element identity 
matrix and the matrix  is given by: 0 0 0 0  (4) 

Elements ,  and  (components of the vector ) are gyroscope measurements 
for the x, y and z axes respectively. The Kalman filter a priori covariance matrix ( ) 
for the quaternion state vector is found for subsequent time steps as follows: 
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, , 12 ,  (5) 

Where 

 (6) 

And ,  is a three by three covariance matrix for gyroscope measurements 
populated with non-zero elements along only the main diagonal as in [7]. Values for 
the matrix are found using an angular random walk formulation as in [8], [9] and [10]. 

A standard Kalman filter a posteriori update procedure is used as in [11] and [12]. 
Updates are taken from known start and end orientations of the inertial sensors and 
accelerometer data measurements during periods of relatively stationary or limited 
motion (stationary or limited motion is determined from when accelerometer signals 
show low standard deviation and have a combined signal strength roughly equivalent to 
gravity). Such accelerometer gravity measurements can provide orientation information 
for two of the three axes of orientation (the two lying in the horizontal plane). 

Kalman Smoother. After Kalman filtering has finished, a Rauch-Tung-Striebel 
(RTS) Kalman smoother is applied as given in [13] and [9]. This smoother has the 
effect of removing discontinuities in the processed data and improving data quality. 
 
Once orientation data has been found and smoothed, it can be used to correct 
accelerometer signals for gravitational measurements. This is done by using a rotation 
matrix at each time step ( ) to transform accelerometer data ( ) (which lie in the 
coordinate frame of the moving IMU (Inertial Measurement Unit)) into a consistent 
coordinate frame. Such a consistent coordinate frame is fixed relative to the earth so 
that gravity ( ) can be subtracted from the signal. After gravity is removed, the 
remaining accelerometer data are transferred back into the IMU coordinate frame, as 
follows: 

 

 (7) 
 

Where superscript 1 denotes matrix inversion and  is accelerometer data with 
only translational motion components remaining (and not influenced by gravitational 
acceleration).  can be found directly from Kalman smoothed quaternion values ( ), 
as depicted in [14] and [15]). As well,  (a three element vector) will have values of 0, 0 and , respectively, for its x, y and z axes (where  is the magnitude of 
gravitational acceleration) if the consistent coordinate frame chosen is that of the 
IMU start position as depicted in Figure 4 (a). 

3.2 Application of the WFLC Algorithm 

Critically Damped Filter. Processed gyroscope data (raw data with low frequency 
error drifts removed) and processed accelerometer data (with the gravitational 
influence on signals removed) are evaluated using a critically dampened filter. This 
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filter was found to be the best in estimating intended motion (i.e. motion with tremor 
components removed) when compared to a number of popular alternatives based on 
its ability to adequately track a signal without being influenced by signal components 
with significant tremor [3]. The filter effectively uses a least squares straight line fit of 
data with more recent data being given a higher weight (i.e. more influence on the 
fitting line parameters) than previous data [16]. 

WFLC Algorithm. The WFLC algorithm fits a series of sinusoidal signals (harmonic 
sines and cosines referenced to a fundamental frequency) to the data under evaluation 
[17]. In its early development, it was used for removing the tremor of a surgeon’s 
hand during critical operations by using a feedback system and electric actuators 
within a surgical instrument to counteract tremor [18]. The algorithm also is quite 
useful for describing and removing movement disorder tremor because of its ease of 
implementation (i.e. simplistic mathematical iterations are utilized), zero phase lag 
real time filtering capabilities and its relative computational efficiency (utilizing just a 
small number of iterative computational steps). 

3.3 Wavelet Spectral Analysis 

Pre and post WFLC processed inertial data (both with gravitational effects on 
accelerometer data removed) are analyzed using wavelets to determine the frequency 
spectrum. The main advantages of using wavelets for such an application is the 
localization power in both frequency and time domain (so non tremor signal portions 
between trials can be easily negated) and the availability of numerous base functions, 
that can be used as mother wavelet function, leading to better signal modelling; as 
opposed to Fourier based analysis which is largely focussed on the use of sinusoidal 
functions for analysis. 

A continuous wavelet transform was used to allow for a more thorough visual 
inspection of the signal evaluated than can be afforded using a discrete wavelet 
transform. The continuous wavelet transform is found as follows [19]: 

 , 1
 (8) 

Where  is a scaling coefficient to allow for analysis of different frequencies of 
interest,  is a time shift parameter that allows for localization of the analysis,  is 
the inertial signal under evaluation at time  and  is the mother wavelet analyzing 
function’s complex conjugate. Wavelet scales selected (given as  in (8)) for 
evaluation span 1 to 64 (with corresponding pseudo-frequencies of 91.8 Hz and 1.4 
Hz respectively; these pseudo-frequencies are found by scaling the wavelet center 
frequency [20]). Such a broad frequency spectrum for analysis allows for an in depth 
view of the signal under examination. 

A coiflets wavelet of order three was used for evaluation because it matched 
closely with the data when compared to other possible wavelet candidate functions. 
The coiflets 3 mother wavelet is shown in Figure 3. 
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It is clear from Figure 7 that the WFLC algorithm tracks tremor quite well. The 
result depicted is quite typical for all inertial data evaluated. Given such an 
approximation of the tremor, it is possible to very precisely pinpoint the frequency of 
the tremor observed and its magnitude. This is useful for assessment because it allows 
for medical professional to evaluate how tremor varies between patients and for the 
same patient before and after medication is taken. 

For the purposes of attenuation, the WFLC algorithm provides the signal to be 
removed from motion to mitigate tremor. The WFLC algorithm is especially useful 
for attenuation because its zero phase lag property allows for accurate and real time 
tremor suppression which is critical for many attenuation applications. 

 

 

Fig. 6. A processed z-gyroscope signal before and after a critically damped filter is applied to 
approximate intended rotational motion 

4.3 Wavelet Spectral Analysis 

Signals can be compared before and after removal of WFLC tremor components to 
evaluate their frequency spectrum. Such an analysis can assist one in understanding 
what components of motion have been removed and whether tremor frequencies of 
interest have been adequately targeted (3-12 Hz). It also helps one to understand how 
useful the WFLC algorithm is for assessment by depicting how well the tremor 
motion can be tracked. 

In Figure 8, the results of applying the continuous wavelet transform to the signal 
in Figure 6 (with the critically dampened portion of motion removed) are shown; 
lighter colours depict that more frequency content is present. 

When comparing Figure 8 to Figure 6, it is clear that when a great deal of tremor 
motion is present, the amount of signal energy depicted in the 3-12 Hz frequency 
band increases significantly. Thus, Figure 8 validates the use of a coiflets 3 wavelet 
for the application undertaken (given that other inertial signals processed gave similar 
results). 
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The overall (population) results for the data analysed are given in Figures 9 and 10 
for a representative accelerometer axis of motion and gyroscope axis of motion, 
respectively. Tellingly, the results for all three accelerometer axes of motion were 
very similar as were the results for all three gyroscope axes of motion. This tends to 
indicate that tremor acts along all axes of motion concurrently and also that it can be 
removed in a similar fashion (using the critically dampened and WFLC algorithms) 
for all of these axes. The results depicted were found by taking the mean magnitude 
of details coefficients at each wavelet scale for all test subjects of a particular group. 

 

 

Fig. 7. A processed z-gyroscope signal portion and its WFLC approximation depicting 
rotational motion 

 

Fig. 8. Wavelet processed z-gyroscope data (only unintended tremor motion is processed for 
rotational movement) 

It can be seen from the results in Figures 9 and 10 that the frequency of the tremor 
measured for both ET and PD patients was within the expected 3-12 Hz range (as 
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depicted by a bulge in the data displayed within this band). ET patients generally 
depicted more tremor that PD patients, which corresponds well to the fact that most 
ET patients were not on medications for treatment while most PD patient were. 

 

Fig. 9. X-accelerometer wavelet spectral analysis for lateral tremor 

 

Fig. 10. X-gyroscope wavelet spectral analysis for rotational tremor 

Tremor was reduced substantially for all three groups examined (ET, PD and 
control) when the WFLC algorithm was applied and it decreased in a proportionate 
manner, such that those with more tremor before processing also had more frequency 
content remaining in their motion after application the WLFC algorithm. Signal noise 
was also likely reduced inadvertently. One of the more significant results is that in the 
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3-12 Hz range, all three groups evaluated with the WFLC technique had less tremor 
after evaluation than the control group had before evaluation. 

One unfortunate drawback of the analysis is that it seems to remove a lot of low 
and high frequency motion (as is evident in Figures 9 and 10) along with the 3-12 Hz 
frequency band of interest. 

The high frequency motion likely represents jerky motion, such as when a subject 
inadvertently struck the IMU on the table during testing. Likely, for mechanical 
attenuation applications, some kind of thresholding criteria will need to be applied to 
ensure such signal spikes are not processed, because mitigation of such motion is 
likely unrealistic due to limits in the operation range of mechanical equipment. 

The low frequency motion removed likely represents the inadequacy of the 
critically dampened filter in tracking intended motion. Determining which motion is 
desired and which is not is a very difficult research challenge that has been studied for 
many years [1]. Clearly, there still remains some work to be done to find and 
appropriate algorithm that is adequately computationally fast and has zero phase lag. 

4.4 Determining Tremor Phase Shifts for Different Degrees-of-Freedom 

In order to mitigate tremor to improve the daily lives of movement disorder patients, 
it is first necessary to classify tremor in such a manner so that its main axes of motion 
can be understood. To do this, one should examine the phase shifts among different 
tremor signals logged by inertial sensors. Since the x-accelerometer and y-gyroscope 
depicted the most tremor motion, these signals will be examined first. To carry this 
out, the same IMU as what is depicted in Figure 4 is utilized (as well as the same 
holster and test subjects), but with a laser placed on top of the IMU and with subjects 
asked to direct the laser at ten targets on a computer screen labeled 1 through 10 (this 
test is depicted in Figure 11). This test was much more suited to phase shift analysis 
because the orientation of the subject’s limbs did not shift significantly during the 
course of a trial making it easier to determine the phase shifts among all tremors 
present in the six degrees-of-freedom evaluated. In the case of eating with a spoon (as 
evaluated earlier in this paper), the phase relationships studied tended to be non-static 
as subjects re-oriented their arm during the course of a trial. Although the appropriate 
phase relationships can still be studied in the case of eating with a spoon, the authors 
have chosen to use a simpler motion profile so as to explain the technique for the 
studying of phase relationships more clearly. 

Peak coherence is used here to help obtain a value of frequency at which phase 
relationships should be studied. Peak coherence tends to depict the frequency of most 
relevance for studying phase relationships because it depicts when two signals are 
most strongly related (in terms of tremor). Coherence is defined in [23]and is a scaled 
version of the following cross-spectral term: 12 , ,  (9) 

Where ,  and ,  are discrete Fourier transforms for signal  and  
respectively (the second discrete Fourier term is denoted as a complex conjugate 
given the notation directly above this parameter). The Fourier transforms operate over 
signal intervals of  length (chosen to be 130 samples). These Fourier transform are 
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defined fully in [23]. In total there are  intervals of length  samples (denoted 1,2… ). The term  represents angular frequency. To properly scale the cross-
spectral term , auto-spectral terms  and  are used (these two 
terms are found by setting signal  to  and then setting  to , respectively, for the 
formuation given in (9)). The coherence values are thus found as follows: 

 (10) 

Coherence in this case is a measure of the closeness of two signals. Phase shifts are 
evaluated at coherence peak frequencies (3-12 Hz) because this is where the most 
pronounced tremor often occurs (coherence peak frequencies also tend to coincide 
with auto-spectral peak frequencies as defined by  and ).  

By measuring phase shifts (based on discrete Fourier transforms as shown in (9)) it 
is possible to determine the interrelationship between two signals. In Table 1, a strong 
in phase relationship is depicted for x-translation data (obtained from integrating 
accelerometer data twice with respect to time) and y-rotation data (obtained when 
integrating gyroscope data once with respect to time). A right hand rule sign 
convention is used for rotation motion and axes are defined following what is given in 
Figures 4 and 11. Data sets used for coherence and phase analysis have been corrected 
through the use of Kalman filtering and gravity removal schemes as outlined in the 
top half of Figure 2. 

Table 1. Population results of the mean and standard deviation for phase lag at peak coherence 
frequency of the y-rotation data behind the x-translation data 

Subject type Mean phase lag Standard deviation of phase lag 
Control 15.1° 17.1° 
ET– significant tremor 18.5° 27.1° 
PD – significant tremor 1.43° 12.8° 
PD – limited tremor 1.80° 10.1° 

It should be noted that there was one control, one ET patient and one PD patient with 
significant tremor that were removed from the data for the analysis depicted in Table 1 
because they did not fit the overall pattern of motion observed. The data collected show 
results with generally low standards of deviation, meaning that likely a significant phase 
relationship has been observed. The magnitude of phase lag is close to zero, which 
would be expected for an x-axis lateral motion that is in phase with a y-axis rotational 
motion, as depicted in Figure 11. Given that such a motion exists even among controls, 
it likely has a biomechanics’ mechanism that is partly responsible. 

Knowing that an in phase tremor is acting along the x-axis and about the y-axis, it 
is possible to use this knowledge to design devices to mitigate tremor. For example, a 
cup could be designed with a handle that uses inertial feedback to move in a manner 
as to counteract tremor at a fluidic beverage so as to avoid spillage. Of course, the 
tremor in such a case would not be identical to what is observed in this research 
paper, but appropriate inertial data could be logged whilst patients were drinking 
beverages to determine the main axes along with mitigation should act. After such 
data was logged, the analysis presented in this research paper would provide insight 
into the motion observed. 



 Movement Disorder Assessment and Attenuation Techniques for Removal of Tremor 71 

The lateral x-axis and rotational y-axis tremor were not the only correlated tremors. 
Sometimes the z-axis rotational tremor was also in phase with these two tremors. This 
tended to be the case when subjects wrapped the palm of their hand under the IMU 
during testing as opposed to gripping the IMU from the vertical plane of the IMU 
facing them. Referring to Figures 4 and 11, this meant subjects were gripping the 
IMU like a door handle from its base rather than from its back and thus altering the 
axes along which tremor data was logged. As well, the y-axis lateral tremor was also 
sometime in phase with x-axis lateral tremor when right handed subjects wrapped 
their hand around the left portion of the IMU to obtain a better grip with their thumb 
(left is defined as the negative x-axis in Figures 4 and 11). As such, subjects were 
sometimes gripping the IMU partly from the left hand side as opposed to from the 
back, causing an alteration in the axes along which tremor was acting. 
 

 

Fig. 11. The two largest tremors logged which were also in phase 

The other major tremor correlation observed was between the z-axis lateral tremor 
and the x-axis rotational tremor (in the data, this tremor correlation showed up as 
being one hundred and eighty degrees out of phase when utilizing a right hand rule 
sign convention). 

5 Summary and Conclusions 

The analysis performed validated the use of the Kalman smoothing scheme depicted 
for removal of the gravitational influence on accelerometer signals. This was 
necessary so that accelerometer data would properly depict the lateral motion under 
consideration. 

The most significant finding of this research paper is that a combination of a 
critically dampened filter and the WFLC technique adequately removed the tremor 
components of motion within the 3-12 Hz frequency band; this was possibly applied 
among the first times in six degrees-of-freedom for movement disorders in this 
research paper. The same procedure was applied to all motion axes with quality 
results in all cases. 

Another significant finding of this research paper is that the wavelet analysis 
performed was well suited for the evaluation of a frequency spectrum. The coiflets 3 
wavelets was quite capable of realizing tremor motion components, and provided a 
useful tool for identifying motion at frequencies of interest. 

It was also shown that the phase relationship between different tremor signals 
could be verified. This is a very significant finding because in cases of strong 
coherence, such a phase relationship will display how subject motion relationships 
among different degrees of freedom are affected by different tremor types and this 
will influence the choice actuator used for tremor mitigation. 
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Abstract. Diagnosis of total hip replacement (THR) loosening using imaging
often fails to provide reliable results. New implants instrumented with sensors
shall conform to this challenge. Therefore, a novel concept of an in vivo sensor
was tested. This simple mechano-acoustical sensor is integrated inside the total
hip stem and enables detection of osseous fixation. The sensor is excited by an
external coil and impinges inside the THR. The spring-back of the sensor can be
detected by an extracorporeal coil, while the structure-borne sound is measured
with a vibration sensor placed at the patient’s leg. Experiments of a THR with one
integrated sensor showed the possibility to differentiate between well fixed and
loosened implants. The presented in vivo sensor system has a promising potential
to detect loosening and to analyze osseointegration.

Keywords: Total hip replacement, Implant loosening, Sensor, Diagnostic inves-
tigation, Arthroplasty.

1 Introduction

Total Hip Replacement (THR) is one of the most successful treatments in orthopaedic
surgery [1]. But there are still challenges, especially referring to implant loosening as a
result of wear-particle induced osteolysis. Moreover, monitoring of implant fixation is
an important factor in determining the longterm success rate of Total Hip Replacements
[2]. Diagnosing implant loosening using imaging methods like radiographs or arthrog-
raphy often provides poor sensitivities and specificities of about 80% [3]. Hence, re-
searchers strive for supporting techniques or even attempt to replace ex vivo techniques
by novel in vivo sensors. Accelerometers were used in vibrometry and showed that
implant instability can be identified by several harmonics in the output signal of the
sensors [4]. Besides miniaturized design and biocompatibility, a reliable power supply
is a challenge in development of in vivo sensors. The technology of choice for vibrom-
etry is wireless powering and data telemetry [5]. This is effective for implants where
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both coils are positioned with small separation distance and fixed orientation. However,
reproducible state cannot be achieved in many cases, caused by possible changes in the
patients weight. The influence of variable distances between both coils leads to lower
coupling factors and therefore poor signal transmission. A further problem is the use of
only low frequencies, which affect the damping of the signals caused by eddy currents,
especially in metal implants. This is an evident drawback for orthopaedic implants, es-
pecially for THR where biocompatible metal alloys are used. Due to the aforementioned
reasons we present a novel and passive sensor concept without inductive coupling of
two coils. The concept is characterized by an extracorporeal coil to excite permanent
magnets inside the THR, which act as excitation unit. Detection of the loosening sensors
can be realized by a second coil or a vibration sensor. As an extension to our publica-
tion of the first measurements with a detection coil [6], in this work we demonstrate
first results of the detection of structure-borne sound by using a vibration sensor.

2 Methods

2.1 Principle of the Loosening Sensor

The presented acoustic method is based on the propagation of structure-borne sound in-
duced by impingement of a magnetic body on a membrane placed inside the femoral hip
stem. The magnetic body, fixed on a flat spring, is part of the sensor, which is designed
as a simple mechanical oscillator for impinging inside the implant [7]. The magnetic
poles allow oscillations using an external magnetic field impulse. Thus, motion of the
oscillator is initiated using an external coil (Fig. 1). The excitation coil is placed outside
in defined distances to the oscillator. It is realized with an iron core for a maximum con-
centration of the streamlines on the oscillator. An important requirement for the design
of the excitation coil is to ensure the distance for sufficient magnetic excitation, which
should be at least 100 mm.

The structure-borne sound, after impingement, varies depending on the osseointegra-
tion of the implant. On the one hand, a well osseous integrated implant leads to higher
natural frequencies caused by the higher system stiffness. On the other hand, a loosened
THR with soft tissue on the external surface results in lower natural frequencies caused
by lower system stiffness. For detection of the structure-borne sound a vibration sensor
is placed outside the patient.

2.2 In Vitro Measurements Using a Total Hip Stem

To analyze the feasibility of the acoustic principle, an oscillator was integrated in the
proximal part of a custom cementless straight hip stem (CBH Shaft, Mathys, Switzer-
land) (Fig. 2). The hip stem was implanted in an untreated porcine femur, which was
potted in a cylindrical set-up with epoxy resin. During the molding process, the flexible
seating of the femoral condyles was ensured to model the flexible femur-tibia interface
of the knee.

The hip stem was implanted using pressfit in the first test. Prior to a subsequent
test, the hip stem was pulled out and the bore diameter was extended for modelling a
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Fig. 1. System concept of the mechano-acoustical sensor realizing an excitation of the THR inside
the hip stem and a wireless detection of implant loosening

Fig. 2. Total hip stem with one oscillator placed in the proximal part

completely loosened hip stem. Before testing, the porcine femur was placed in a wa-
ter reservoir as a first approach to model soft tissue (Fig. 3). Furthermore, the set-up
was placed on a marmoreal plate with elastic damper elements to avoid disturbance of
external mechanical oscillations. A piezoelectric vibration sensor for broadband mea-
surements between 1 and 24 kHz (Metra, Radebeul, Germany) with a high sensitivity
of 100 mV/g was fixed outside the water reservoir to detect the transmitted oscillations.
The excitation was realized by a coil outside the water reservoir placed at the level of
the trochanter major with a distance of 50 mm to the porcine femur. The excited THR
oscillated in its eigenmodes, in which mainly bending modes led to a sound emission
of the implant to the surrounding bone and soft tissue.

3 Results

Evaluation of the resulting output signal was performed with Origin (OriginLab, Mas-
sachusetts, USA). The output signal revealed a good differentiation between the pressfit
and the loosened hip stem (Fig. 4). The signal of the well fixed THR resulted in a higher
dampening than the loosened THR. As a result the time in which the vibrational signal
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Fig. 3. Experimental set-up to measure the output vibration of the THR inside the water reservoir

reaches the complete deactivation of the excited state varies. A well fixed implant re-
sulted in an oscillation time of 1.8 ms. In contrast to the stable implant, the THR with
an unstable seating showed an oscillation time of 4.4 ms.

Fig. 4. Left: Time signal of the well fixed total hip stem. Right: Time signal of the loosened total
hip stem.

In order to evaluate the natural frequency changing of the hip stem, a fast fourier
transformation (FFT) was performed. The signal was filtered by a band pass to match
the sensors measurement range. The FFT was carried out using a hanning window.
For direct comparison of the spectra, both signals were normalized. In the frequency
spectrum the loosened THR had its first eigenfrequency at 292Hz, while the first eigen-
frequency of the well fixed THR was at 623Hz (Fig. 5).
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Fig. 5. Frequency spectrum of the loosened and the well fixed total hip stem

4 Discussion

With respect to the standard application of total hip replacements, unsatisfying results in
loosening diagnosis increase the demand for more precise in vivo techniques. Inductive
coupling based on radio frequency powering to provide energy supply of in vivo sensors
causes problems, especially with regard to the coupling factor between the two coils.
In order to prevent this problem, our approach uses the capability of a novel loosening
sensor, which avoids a second coil inside the implant. The loosening sensor enables two
different detection methods. The first detection method with a detection coil measuring
the velocity after impingement of the oscillator was discussed in [6].

The detection of structure-borne-sound using the oscillator as internal sound source
was presented as a second approach in this article. First results show, that a higher
system stiffness with a well fixed THR has a higher resonance frequency than a loosened
THR. Furthermore, a loosened THR shows much more resonance frequencies than a
well fixed implant. A challenge of this principle is a reproducible sensor fixation at
the patients leg to eliminate influences on the resonance frequency shift. Amplitude
measurements can only be taken as an additional parameter and only in a normalized
condition because of the soft tissue influence.

In this investigation, the resonance frequency shift could be analyzed clearly, which
shows the usability of the described in vivo method. The robustness of the oscilla-
tors due to the simplicity of the assembly guarantees functionality after intraoperative
impaction and sterilization of the implant. Moreover, the oscillators can be used in ex-
perimental applications to determine the quality of osseointegration of e.g. new coated
implant materials.
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5 Conclusions

In the present study, a new measurement method for in vivo diagnosis of THR loosen-
ing without inductive coupling based radio frequency powering was demonstrated. The
described loosening sensor shows promising results in preliminary tests. Future work
will include experiments on the sensitivity of the new loosening approach. Furthermore,
analyses into the influence of soft tissue on the structure-borne sound are aspired.

Acknowledgements. This research project is granted by the German research founda-
tion (DFG) under Reg.No. KL 2327-1.
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Abstract. BIOSWIM (Body Interface System based on Wearable Integration
Monitoring) is a joint multidisciplinary effort involving a number of Portuguese
R&D teams. It seeks a pervasive monitoring solution for physiological and biome-
chanical signals from a swimmer under normal training conditions, both in and
out of the water. A wearable inertial monitoring unit (WIMU) was developed in
order to serve as the biomechanical data processing unit of the system. The pre-
liminary version of the WIMU has a commercially available microcontroller and
transceiver set, as well as a tri-axial accelerometer and a bi-axial gyroscope serv-
ing as sensors. Testing in and out of the water has provided promising data and
contributed to design modifications. These also took into account input from ath-
letes, trainers, and physicians. Future work includes the integration of the WIMU
within the complete BIOSWIM swimsuit system, complemented by truly inte-
grated EMG and ECG textile sensors and a chemical monitoring unit.

Keywords: Wearable, Monitoring, Biomechanical parameters, MEMS, Swim-
ming analysis.

1 Introduction

Visual markers and inferred biomechanical data used to be the reference of choice for
coaches and trainers when evaluating an athlete’s performance. Nowadays, miniatur-
ized low-powered accelerometers and gyroscopes, embedded within wearable monitor-
ing systems, have closed the gap between an athlete’s perception and that of trainers.
Micro-electromechanical systems (MEMS) represent a viable alternative which, unlike
many of its counterparts; can be integrated within wearable-water friendly solutions
that can aid on swimming analysis, without burdening the athlete with cumbersome
garments and/or equipment. Electronic textiles, interactive clothing, smart garments
and wearable are becoming commonplace terms within the rehabilitation and sports
community, revealing recent research trends within biomedical engineering and textile
technology. During the past decade, researchers and engineers from a number of univer-
sities and companies, have proposed several monitoring solutions and mechanism for
a wide variety of objectives, from technical applications to leisure. Although it seemed
at first that the development momentum favored multimedia applications, the research
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community promptly foresaw such technologies potential for healthcare and sports ap-
plications. Currently there exist literature for a large number of projects intended to
measure physiological parameters remotely, such as MyHeart and Wealthy projects [1],
VTAMN [2] and more recently BIOTEX [3] and Vital Jacket [4].

Although the wearable inertial monitoring unit (WIMU) is still at a prototype stage,
preliminary data reveals the promise of such a device.

2 BIOSWIM Project

The BIOSWIM project gained inspiration from emerging wearable monitoring tech-
nology solutions and intends to develop a full body smart garment for bio-signals and
movement related parameters monitoring, while considering both health and sports per-
formance. Until recently, healthcare, rehabilitation and sports gathered physiological
and mechanical data through cumbersome apparatus that affected the behavior of the
target individual and sometimes even constrained the range of movement. These so-
lutions were in their majority limited to a controlled laboratory environment, utilizing
unpleasant methods for fixing sensors to their intended location. Although the medi-
cal and sports community benefitted from such data gathering approaches for decades,
more pervasive approaches are nowadays possible. In addition, the need for a controlled
environment and especial laboratory setups generally increased the associated research
cost and limited the amount of time with the patient or athlete, seldom achieving to
collect data that truly reflected the average behavior or performance of the individual
in natural conditions. Taking into consideration the before mentioned, past experiences,
known obstacles and limitations reported in related literature; a wearable solution was
agreed upon which combined ease of use and seamless electronic integration for a more
ubiquitous signal monitoring experience. The main goal of the BIOSWIM project is
the development of wearable prototypes for measuring several biological parameters,
critical for sport performance and health purposes, oriented for in-pool (or underwater
depending of the sports) activity, although usable for regular sports and a number of
additional applications. Moreover, the wearable system was designed with user com-
fort as a guiding factor, comprehending the best combination of textile material with
embedded microelectronics for signal acquisition and data transmission.

Electromyography, cardiac rhythm, respiratory effort, oxygen consuming taxes, mo-
tion capture, wrist and arm accelerations and rotations, speed, hydrodynamics’ pressure;
constitute some of the parameters of interest that are to be collected using the wearable
system. The before mentioned parameters can be utilized for a number of diverse calcu-
lations, models, and applications of varying nature. Fig. 1 provides a graphical reference
of possible locations for the parameter monitoring sensors.

Although a wide array of ready to use commercially available sensors can be
obtained at a relatively low cost; the specificity of some target parameters and the
particular measurements conditions, i.e., in-pool environment, forced the design and
development of new sensors adapted for this project. A worth mentioning related re-
search, resulting from the BIOSWIM project, concerns new textile sensors for ECG
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acquisition and respiratory frequency measurement. A comparison between electrodes
based on different materials and structures was performed with promising results when
performing vital signs acquisition under dry and wet conditions [5,6].

Fig. 1. BIOSWIM’s monitoring objectives

This project represents a multidisciplinary effort of three research and development
groups located within three well-known Portuguese institutions: the Centre of Textile
Science and Technology of the University of Minho, the Institute for Systems and Com-
puters Engineering of Porto (INESC Porto) and the Faculty of Sports of the University
of Porto. The project proposal was submitted and approved by the Foundation of Sci-
ence and Technology of Portugal and has been responsible for a number of academic
projects and thesis at the undergraduate and graduate level, in areas such as electri-
cal, biomedical and textile engineering. This multi-disciplinary and inter-institutional
project is evidence of a growing trend in current research, which requires the collabo-
ration of a number of specialties for achieving a common objective.

Although an immediate application of this wearable system is within sports, from
competition athletes, to sport amateurs and body maintenance; the system itself can be
adapted to a number of other applications. It is true that some current commercially
available systems provide useful information for a number of activities, however when
evaluating and improving an athlete’s performance the number and variety of param-
eters to be monitored tends to require specialized (and therefore costly) equipment,
especially at competitive levels. The overall goal for such scenarios can be at times
simple, i.e. a faster free style 50 meter lap; however the movements, considerations and



Wearable Monitoring Unit for Swimming Performance Analysis 83

adjustments an athlete must include in their actions, in order to improve their perfor-
mance even a fraction of a second, can become a puzzling task. To this complex process
one must add the present paradigms shift taking place within data gathering solutions.
Not only the expensive laboratories and awkward equipments are being replaced by
more sensible sized devices; even the biomechanical models are being updated to con-
sider measurements (and measurement locations) that were not available (or reachable)
some years ago. Beyond vital signs, other physiological and/or biomechanical signals
can prove crucial for optimizing an athlete’s effort and reducing fatigue when subjected
to intensive training or competition challenges.

The development of wearable monitoring devices for sports practitioners can present
several noticeable repercussions in the sport community, both in reference to the opti-
mization of the training process of elite athletes, as well as to the promotion of safety
regulations within rehabilitation and leisure activities. The idea behind the BIOSWIM
project was to produce an wearable elite training evaluation station, allowing the most
innovative monitoring, ambulatory registration, real-time visualization and post-exercise
display of both physiological and biomechanical relevant data for training (heart-rate,
respiratory frequency, oesophageal temperature, sweat, arm tri-axial acceleration, etc.).
Important repercussions are expected both for practitioners, coaches and scientists, al-
lowing increased safety in physical activity, an augmented objectivity - and efficiency
- of the elite training process, and stress-free data collection for scientific research in
neuro-physiology and biomechanics of sport.

3 Archictecture Overview

Three main sections are to be considered when referring to monitoring systems:

– Sensing section.
– Processing section.
– Transmitting section.

The mentioned sections can be found separate, intermixed or integrated depending on
the design, but the objectives of their functions can be readily separated if needs be.

Sensing Section. Advances in micro-fluidics, material science, nano-structures, micro-
electromechanical devices, bioelectrical interfaces, and others; have contributed to a
new generation of wearable and implantable sensors and monitoring devices. Health-
care has greatly benefitted from the development of biosensors (also referred to as
chemical sensors) [7] and physiological sensors. Such achievements have paved the
way for truly pervasive monitoring strategies, which will benefit patients and reduce the
load to healthcare facilities. From a sport monitoring perspective, non-invasive, mini-
mally intrusive sensors are the preferred choice, and consideration of their positioning,
calibration, noise, offset, deviation, etc., are concerns [8]. There exist a wide array of
commercially available sensors and even more experimental devices and concepts wait-
ing their turn.
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Processing Section. In today’s market, the competition to claim to be the lowest pow-
ered microcontroller is fierce. Depending of the complexity required by the applica-
tion and the feature extraction methods to be applied, an array of Reduced Instruction
Set Computer (RISC) or Advanced RISC Machine (ARM) architecture based micro-
controllers offer different features which accommodate varying solutions. Based on
the popular ”motes” designs and further research in the area (internal reports [9]),
there seems to be a preference for Texas Instrument MSP430 ultra-low power, Atmel’s
ATMEGA ultra-low power, and the Microchip’s extreme-low-power (XLP) PIC micro-
controllers. Using the power specifications, indicated on the datasheet of each micro-
controller, as a base for comparison, can sometimes lead to problems and confusion;
careful attention must be paid to the conditions in which each manufacturer measures
their devices power consumption.

Transmitting Section. When referring to wearable monitoring systems, it is unavoid-
able to consider a wireless component for interfacing with the system; either be it for
real-time or sporadic updating to a remote processing node, or for downloading the col-
lected stored data, or even for transmitting the data from a sensor node to the on-body
or remote processing unit. The presence of cables or the need for physical removal of
the device for data download represents an alternative that while permissible at proto-
typing and troubleshooting stages, is impractical at more advance stages of design and
implementation.

A number of alternatives exist for mid-range wireless communication including com-
mon protocols (GSM, WiMAX, UMTS, WLAN, etc.) and upcoming 4G mobile com-
munication solutions. From a more local point of view the IEEE 802.15 Workgroup
has introduced an array of solutions. Among the favorite standards one counts with the
IEEE 802.15.1, known as Bluetooth, and the IEEE 802.15.4, also referred to as Zigbee.
The number of low-power short-range transceivers in the market today is enough to
overwhelm even experienced researchers. It seems every brand offers their particular
RF solution, claiming low-power transmission; companies such as Texas Instrument,
Atmel, Semtech, Maxim and Microchip (to mention a few), offer interesting and vary-
ing solutions.

4 WIMU

For years, numerous devices and setups have been implemented in order to assist on
swimming performance analysis. Many of these devices were based on video analysis,
while others made direct measurement and signal capturing through awkward setups,
generally uncomfortable for the swimmers and thus affecting their performance. Ad-
vances in a number of fields have allowed for compact wearable monitoring devices,
greatly improving the data gathering process and closing the gap for a truly seamless
biomechanical signal monitoring solution. Although there is a relatively reduced num-
ber of biomechanical signal monitoring systems being used for swimming performance
analysis today (particularly when compared to the number of wearable monitoring de-
vices for healthcare or even for land based sports), a shift on the approaches for swim-
ming analysis is being noted. Different strategies have been applied by the mentioned
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systems, however a common element seem to be their dependence on accelerometers.
Some systems worth mentioning are the ETH Zurich Wearable Computing Laboratory’s
SwimMaster [10] and Imperial College BSN device [11].

4.1 Design Overview

The WIMU - Wearable Inertial Measurement Unit - was designed in the scope of the
BIOSWIM project. The goal was to develop a MEMS-based wearable device for as-
sessing biomechanical parameters of a swimming athlete. The inertial unit comprises a
tri-axial accelerometer for linear acceleration and a bi-axial gyroscope for angular ve-
locity measurements (however only one axes of the gyroscope was used in the current
implementation stage); managed by a microcontroller for signal acquisition, packaging
and wireless transmission. A photograph of the system can be observed in Fig 2. Both
inertial sensors used are MEMS devices; micro-machined inertial sensors have a huge
potential for applications in the biomedical field due to their small volume, portability,
low power consumption and relative low cost.

(a) (b)

Fig. 2. Top 2(a) and bottom 2(b) view of the system

Commercially available evaluations boards were used to integrate the MEMS sensors
into the WIMU. The accelerometer evaluation board consists of a small setup intended
for evaluating the MMA7260QT Freescale Semiconductor accelerometer, adequate for
fast prototype developing without the need of custom PCB designs. It also provides
means for understanding the best mounting position and location of this accelerometer.
Similarly, the IDG-300 Invensense gyroscope can be found integrated in an evaluation
board along with the components necessary for application-ready functionality.

In order to integrate both the accelerometer and the gyroscope into the inertial unit,
the Texas Instrument microcontroller based board, eZ430-RF2500, was selected from
the many commercially available devices. The eZ430-RF2500 uses the MSP430F2274
microcontroller which combines a 16-MIPS performance with a 200 Ksps 10-bit analog-
to-digital converter (ADC); paired with the CC2500 multi-channel radio-frequency
(RF) transceiver, designed for low-power wireless applications. This board offers a
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combination of hardware and software appropriate for fast prototyping of wireless
projects, while offering low-power consumption. The eZ430-RF2500 can readily use
the SimpliciTI wireless communication protocol, a low-power RF (2.4 GHz) protocol
aimed for simple and small RF networks (proprietary of Texas Instruments). The Sim-
pliciTI protocol claims to use a minimal set of microcontroller requirements, which in
theory lowers the associated system cost. In this case, the network topology was con-
figured so that the WIMU behaved as an end device (ED), transmitting data packets to
a remote or base station. There is room for future expansion, since the protocol permits
multiple end devices; therefore multiple WIMUs could be allocated at different body
segments, in a truly body sensor network scheme.

4.2 WIMU Architecture

As mentioned above, the WIMU consists of a tri-axial accelerometer, a bi-axial gyro-
scope, a microcontroller based board and a power supply unit. However only one of the
gyroscope axes was utilized during this initial stage of implementation. The architecture
of the WIMU is presented in Fig. 3.

Fig. 3. WIMU’s architecture

On the WIMU side, minimal pre-processing of the gathered data occurs, just enough
to prepare the data for adequate packaging for transmission; however it should be
pointed out that there is a potential for future signal conditioning at this stage. The
acceleration and angular velocity signals are acquired and converted sequentially by
the 10-bit ADC integrated in the MSP430F2274 micro-controller at a sampling rate of
approximately 50 Ksps. The ADC was kept in a continuous loop, converting sequen-
tially all sensor inputs. During the initial stage of implementation and testing, a simple
broadcasting (from the WIMU point of view) time-window listening (from the receiver
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point of view) scheme was used for the data gathering. Although this strategy introduces
reduced timing errors and is not applicable for faster data packects transmission rates
or for multi-location sensors synchronization, it proved to be effective for this stage of
implementation providing a modest maximum rate of approximately 20 rpps (received
packets per second). A more robust strategy which relies on time-stamping and buffer
optimization packaging has since then been implemented showing stable data flow at
around 100 rpps; however further testing on more realistic scenarios is still pending.
Additional data processing operations at the WIMU level were left for post-processing
analysis, in order to alleviate microcontroller resources and speed up the communica-
tion process. Careful attention should be paid to the receiving protocol data handling,
since bottlenecks can occurr due inefficient procedures, such as time consuming con-
versions that could be performed in software instead of hardware). These types of issues
do not become readily evident until attempting higher data packets transmission rates
with more complex data packets.

The receiver or base station is composed by a laptop (see Fig. 4(a)), eZ430-RF2500
setup counterpart, and a custom software application for the acquisition, processing
and visualization of the sensor packets coming from the WIMU. National Instruments’
LabVIEW platform was used for the computer interface implementation as shown on
Fig. 4(b). The application allows for COM port parameters configuration, swimmer’s
personal information and note taking recording, database storing for data, and visual-
ization of incoming data and signal strength from the WIMU.

(a) (b)

Fig. 4. Data collection on the laptop through LabVIEWs user interface

The WIMU weights approximately 65.6 grams and measures 57x90.5x24 mm. The
data collection was achieved at distances of up to 20 meters; however optimal sig-
nal strength was noticed after exceeding a distance of 10 meters depending of water
conditions (agitation of the surface and existing obstacles). Two standard alkaline AA
batteries insured the system could operate continuously during a couple of consecutive
training sessions each of about two hours without any noticeable degrade in perfor-
mance or signal intensity loss.



88 A.S. Silva et al.

5 Experimental Results

The WIMU was located at the dorsal zone of the frontal plane, within the vertebral
region at the inferior scapular section. This location was chosen in order to measure, in
addition to the accelerations on the three axes, the longitudinal rotation of the trunk, as
can be seen on Fig. 5.

(a) (b)

Fig. 5. (a) WIMU positioned at the upper back of the athlete. (b) The athlete swimming with the
WIMU.

The longitudinal rotation is considered by some [12] as a useful factor when evaluat-
ing swimming performance, due to its correlation to the displacement velocity. Another
important consideration was the comfort of the swimmer and avoiding restricting or
modifying their average sequence of movements.

A number of preliminary tests were perform in laboratory settings, in order to opti-
mize transmission protocols, verify waterproofness of the package and streamline data
gathering protocols, both at the hardware and software level. A female athlete in her late
teens served as the main tester at the initial stages. Before entering the pool, the swim-
mer was required to perform a number of flexibility related routines, in order to deter-
mine movement constraints. Once in the pool, she was asked to swim, submerge and
perform various movements in order to determine if the WIMU’s presence represented
an obstruction to her movements. In both cases (outside and inside the pool) the swim-
mer reported that the unit did not affect her movements. Finally, the swimmer was told
to complete several sets of laps using free-style (i.e. crawl) technique, then a number of
laps with breaststroke, and finally butterfly. For all styles indicated the end of pool, the
turn was perform through a vertical turnaround (i.e., stop-touch wall-turnaround), re-
versing direction without flipping under water. A second female swimmer with similar
age, height and swimming experience collaborated in a comparison trial, however only
free-style data was capture in such occasion.

Although data gathering for the crawl techniques laps did not required signal com-
pensation strategies; the butterfly and breaststroke techniques did present some data
gaps. The recorded data was later processed in Matlab applying compensation through
cubic interpolation when required, followed by a simple moving average smoother
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Fig. 6. Two laps using crawl technique signals. Gyroscope X-axis is located within the 25 and
125 ◦/s Vel lines.

based on window convolution; some results taken at a rate of approximately 7 rpps
can be observed on Fig.(s) 6, 7 and 8.

It should be mentioned that the Fig.(s) 6 and 7 have a vertical scale in m/s2 and ◦/s
(for linear acceleration and angular velocity, respectively) which were obtained through
calculations based on manufactures specifications. On Fig. 8, the different signals were
computationally DC filtered and scaled for ease of comparison. All the mentioned fig-
ures have a horizontal scale in seconds.

Observing the graphs concerning each swimming technique, it was possible to dif-
ferentiate between styles, each stroke, and start/end of lap. For example, free style can
be readily distinguish from breaststroke and butterfly by the signal provided by the ac-
celerometer in Y-axis or transverse axis. The referred signal presents large variations for
the crawl technique, while for the other presented styles these variations are compara-
tively small. Alternatively, the butterfly and breaststroke technique can be differentiated
from each other from the data produced by the accelerometers in the X and Z axes, or the
longitudinal and anteroposterior axis respectively. At this point in time these observa-
tions are made from a qualitative point of view, since precise adjustments for reference
compensation are still under study.

Fig. 8 shows the strokes of two female swimmers with similar age, weight, height,
and swimming experience, offering a comparative view of an equivalent frame of time
during a non-competitive (or relaxed) lap. Although both swimmers had similar lap
times (close to 30 seconds for both) differing behavior can be observe. The visual per-
ception of the swimmers during the measurements concurs with them presenting dif-
ferent styles. While swimmer one (1) had a calm, long and steady stroke, swimmer two
(2) had a more intense and quick stroke.

It is still early in this project to produce conclusive results regarding feature ex-
traction for performance analysis, and there is a clear need for accumulating data of
diverse swimmers of different genders and competitive level; however these first steps
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Fig. 7. Equivalent lap section captured signals for each performed technique
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Fig. 8. Two swimmer strokes comparison. Signals from both swimmers correspond from top to
bottom to: Gyro-X, Acc-Z, Acc-Y, Acc-X. Vertical axes have been scaled for ease of comparison.

seem quite promising. Several challenges present themselves when considering the data
acquired and the references of the setup; in particular when considering the mobile
nature of the individual, the curvature of the back, the inherit offset present in some
sensors and possible error introduced by the acquisition chain. A more comprehen-
sive analysis of the data gathered up to now and future collections, as well as feature
extraction strategies for performance analysis will be presented in future works. In a
parallel effort, biomechanical models are being developed that utilize the data in order
to take advantage of their specificities. Although not its original objective, the WIMU
has been used to capture signals from lower and upper limbs in a number of varying
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activities, mostly for testing purposes. A particular case study of interest was the use
of the WIMU during rehabilitation sessions for cases of cerebral stroke. The patients
in such a case were undergoing rehabilitation terapy for upper limb movement restau-
ration. The objective is the development and implementation of a home rehabilitation
exercise assistant, utilizing the WIMU’s signals for real-time audio-visual feedback.

6 Conclusions

In this paper, we present a prototype for swimming performance analysis monitoring
based on accelerometers and gyroscopes, referred to as WIMU. The WIMU is one of the
objectives of a much more ambitious multi-disciplinary effort of a group of Portuguese
research and development teams, known as the BIOSWIM project. Such project seeks
to characterize swimming through physiological and biomechanical signal capturing at
points distributed throughout the athlete’s body. Although the device presented is still
at the prototype stage of development, it was capable of providing promising data under
in-pool normal conditions. The current version of the WIMU serves as a basis for fu-
ture implementations that will focus on wearability, energy harvesting, and integration
within the BIOSWIM’s project swimsuits.
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Abstract. An important research activity in proteomics is the study of geomet-
rical and topological aspects that characterize the surfaces of proteins or ligand
molecules. The functionalities and the molecular interactions of an unknown pro-
tein can be, in a first approximation, inferred by comparing her geometrical shape
with that of known molecules. The aim of this paper is to identify particular fea-
tures of molecular 3D surfaces in a new and efficient way by using a set of math-
ematical morphological operators. The obtained segments constitute pockets and
protrusions. Pockets are generally the concave and deepest spots were active sites
take place. The protrusions set, on the other hand, is the complementary region
of the pockets and therefore, can be used by docking algorithms in the study of
protein-protein and protein-ligand interactions.

Keywords: Structural biology, Protein structure analysis, Protein-ligand interac-
tion, Surface segmentation.

1 Introduction

In the last decade much work has been done on the detection and analysis of binding
sites of proteins through bioinformatics tools. This is a preliminary, but important step
that can reduced consistently the cost, in time and resources, of the subsequent exper-
imental validation phase, which is applied only to the resulting subset loci. It is worth
to point out that the effective identification of active sites is instrumental for structure-
based drug development and design.

The various approaches proposed up-to-now are characterized by the solution of two
subproblems: the protein representation and the matching strategies. Among the tech-
niques that have been proposed up to now, we can quote: the geometric hashing of
triangles of points on the SES and their associated physico-chemical properties [12];
a representation of the SES in terms of spherical harmonic coefficients [10]; a collec-
tion of spin-images [3]; a ’context shapes’ representation [2]; a set of vertices of the
triangulated solvent-accessible surface (SAS) [16].

Recently, a few packages for the process of detecting and characterizing candidate
active sites are supplied on the web. The most known packages, in chronological se-
quence, are here shortly described.

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2011, CCIS 273, pp. 97–109, 2013.
© Springer-Verlag Berlin Heidelberg 2013

http://vision.unipv.it
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The first, POCKET [13] has been developed in the early ’90. The protein is mapped
onto a 3D grid, and a grid point belongs to the protein if it is within 3 Å from an atom
nucleus. The pockets consist of the set of grid points, in the solvent area for which a
scanning along the x, y, or z-axes presents a sequence protein-solvent-protein. More re-
cently LIGSITE [11] extends POCKET by scanning also along the four cubic diagonals
(in fact, the POCKET’s classification is dependent on the angle between the reference
system and the protein). The solvent points that present a number of protein-solvent-
protein events greater than a given threshold are classified as candidate active sites.

In the late ’90 CAST [14] (updated with CASTp [2] in the early ’00), based on 3D
computational geometry, has been proposed. In this approach the protein is represented
by a set of 3D tetrahedra having the vertices on the nucleus positions and is analyzed
through convex-hull, alpha shapes and discrete flow theory. A tetrahedron having at
least a facet crossing the solvent region is designated as ’empty tetrahedron’. Empty
tetrahedra sharing a common triangle are grouped so ’flowing’ towards neighbouring
larger tetrahedra which act as sink. A pocket, which is a potential binding site, is a
collection of empty tetrahedra. Pockets volume, mouth opening area and circumference
are easily evaluated on this structure.

PASS [6], introduced in the early ’00, is based on a purely geometrical method con-
sisting in a sequence of steps: i) the protein surface, on the side of the solvent, is com-
pletely covered by probe spheres each one not contained in any others; ii) each probe is
associated with a ”burial” value, which corresponds to the number of atoms contained
within a concentric sphere of radius 8 Å; iii) the probes with a ”burial” value lower than
a predefined threshold are eliminated; iv) the previous three steps are iterated (with step
one applied only to surface’s patches covered by the probes) until the regime, where no
new buried probe can be added; v) a probe weight, which is dependent on the number
of the neighbouring spheres and the extent to which they are buried, is assigned; vi) a
shortlist of active site points (ASPs), ranked by the probe weight, is identified through
the central probes that contain many spheres with high burial count.

Finally SURFNET-ConSurf [10] is based on a pocket-surface representation which
combines geometrical features together with an evolutionary parameter based on the
degree of conservation of the amino acids involved. Initially, through SURFNET [12],
the clefts are detected by placing a sphere between all pairs of atoms such that the
sphere just touches each atom of the pair, then this sphere is progressively reduced in
size up to no further intersections with other atoms are present. The resulting sphere
is retained only if its radius is greater than a minimum size predefined. Moreover, the
regions that do not present highly conserved residues, as defined by the ConSurf-HSSP
database [9], are removed, thus reshaping the cleft volumes. The remaining clefts are
candidate active sites (in particular the largest ones).

In this paper we present a new method for segmentation of the SES with the aim of
identifying respectively the concavities that can host a ligand or a protrusion of another
protein and the protuberances that can match the inlet of others proteins. The paper is
organized as follows: in section two we describe a new technique that, starting from the
protein enlarged convex hull, propagates up to the SES to identify concave active sites;
in section three a second backward propagation algorithm that detect the protuberances,
starting from the peaks of the previous propagation is introduced. In section four a few
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practical cases and some comparisons are given. Section five contains the conclusion
and our near future subsequent activities.

2 Looking for Pockets and Tunnels

The details of the first half of this procedure are described in [7]. This segmentation is
based on a propagation process (a Distance Transform (DT)) applied to the volume ob-
tained subtracting the molecule to its Convex Hull (CH). Before presenting this process,
a few preliminary definitions and statements are given.

The CH of a molecule is the smallest convex polyhedron that contains the molecule
points. In R3 the CH is constituted by a set of facets, that are triangles, and a set of
ridges (boundary elements) that are edges. A practical O(n log n) algorithm for general
dimensions CH computing is Quickhull [1], that uses less memory space and executes
faster than most of the other algorithms (Fig. 1).

The protein and the CH are defined in a cubic grid V of dimension L x M x N
voxels. Note that the grid is extended one voxel beyond the minimum and maximum
coordinate of the SES in each orthogonal direction (in this way both SES and CH bor-
ders are always inside the V border). The voxel resolution adopted is 0.25 Å, so as to
be small enough to ensure that, with the used radii in biomolecules atoms, any concave
depression or convex protrusion is represented by at least one voxel.

Let us call R the region between the CH and the SES (the concavity volume [5]),
that is:

R = CH ∩ SES (1)

Let us call BCH the set of the border voxels of CH, that is:

BCH = CH − [CH •K] (2)

where • represent the erosion operator of mathematical morphology [15] and K the
discrete unitarian sphere (in the discrete space, in 26 connectivity, a 3x3x3 cube).

Within the region R the following propagation is applied:

Di =

{
1 if i ∈ BCH

0 otherwise

}
A = BCH ;

N = (A⊕K) ∩R;

E = N −A;

while E = � do
∀e ∈ E : de = minn∈ne(dn + wn);

A = N ;

N = (A⊕K) ∩R;

E = N −A;
done
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where:

– A represents the increasing set of voxels contained in R; E corresponds to the
recruited set of near neighbors of A contained in R (i.e. the voxels reached by the
last propagation step);

– minn∈ne(dn + wn); is the minimum value among the distances de in the near
neighbors belonging to D already defined, incremented by the displacement wj

between the locations (e, n): that is, if e and n have a common face wn = 1;
if e and n have a common edge wn =

√
2; if e and n have a common vertex

wn =
√
3. In three dimensions, the total number of the near neighbor elements

of p is 26: six of them that share one face and have distance equal to 1 from the
voxel p, twelve neighbors that share only an edge and are at distance

√
2, and

eight that share only a vertex and are at distance
√
3 always from voxel p. At each

iteration, new voxels, inside R, are reached by the propagation process and the
value they take is determined by the neighbor distance (from the convex hull) and
the voxels distance from the neighbor involved; this in order to simulate an isotropic
propagation process and the proper distance evaluation;

– E = � corresponds to the regime condition: no other changes are given and the
connected component of R, adjacent to the border BCH , is completely covered.

The values in D represent the distance of each voxel of A from BCH and A corresponds
to the connected component of R adjacent to the border. Having A, it is possible to
easily identify and eventually remove the cavities C, that are the volumes completely
enclosed in the macromolecule M :

C = CH −A−M (3)

In order to separate the different pockets and tunnels the volume A must be partitioned
into a set of disjoint segments PSES = {P1, . . . , Pj , . . . , PN}, where N is the number
of inlets. The partition must satisfy the following condition:

Pi ∩ Pj = �, i = j (4)

P1 ∪ . . . ∪ Pj ∪ . . . ∪ PN = A (5)

As can be easily realized, starting from the total set of convex hull facets, several waves
are generated and propagation proceeds up to the complete coverage of the volume A:
the connected component of R adjacent to the border. During the propagation phase two
sets of salient points are identified: local tops LT and wave convergence WC points.

The LT set is exploited for the segmentation process. The cardinality of LT corre-
sponds to Nmax the maximum number of segments/inlets that can be considered. The
effective number of segments, that determines obviously the number and the morphol-
ogy of pockets and tunnels, is found out on the basis of two heuristic parameters: i) the
minimum travel depth value of the local tops TDLT ; ii) an evaluation of the near tops
pivoting effects PEs. The threshold TDLT is introduced because the surface’s irreg-
ularities and the digitalization process produce small irrelevant spurious cavities. Two
thresholds are introduced on the basis of PEs taking into account morphological aspects
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insight important cavities: the nearness of others, more significant, local tops (τ1) and
the relative values of the local-top travel-distance (τ2). A detailed description of this
first phase is given in [7].

The second phase is completely new. Let us assume that a pocket has at least the
volume of a water molecule. Under this assumption we will identify the useful portion
of A by:

B = A • Sw (6)

Where • represent the erosion operator and Sw the minimum sphere that contains a
water molecule. The set of voxel EA given in 7 constitutes the fine grains with a too
strong concavity (Fig. 2):

EA = A−B (7)

Fig. 1. SES of PDB ID 1MK5 and its extended CH

The results achieved in this phase are shown in figure 3. In general, the set LT is
contained in the set EA. Using as seed-points the set LT , a back-propagation toward
Bch is performed. At each step the new connected voxels having the same distance
(de) are joined to the seed set ST . A candidate pocket is established active when ST
maintains at each step at least a new voxel belonging to B.

During the propagation towards Bch , if the new joined set of voxels is completely
contained in EA a bottleneck has been reached and the seed set ST in progress is
anymore active. When two or more seed sets converge there are three possible cases:

– all the convergent sets are active: in this case a new active set is generated on the
basis of the union of the new entry voxels;

– among the convergent sets there is at least one active set: this set continues the prop-
agation (if there is more than one active set it is first applied the case i) recursively)
including the convergent new entry voxels of the connected not active set(s);
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Fig. 2. The set EA of PDB ID 1MK5

– all the convergent sets are not active: this means that some fine grains are joining
together, and a new propagation seed composed by the union of the entry voxels is
established if this union achieves a volume at least equal to the water molecule.

At the end of this operation, a consecutive and unique id number, is given at each pocket
found, starting from the deepest one. In figure 3 it is shown, for the protein 1MK5, a
2D sketch representing the final result of this process.

Fig. 3. A portion of the 2D sketch achieved by applying the pocket search algorithm on the protein
1MK5. The vertical clusters that are not associated to any pockets are black, meanwhile the ones
representing pockets are colored.
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2.1 Pockets Refinement

Each pocket is mainly characterized by a local top, a mouth and a travel depth. Each
pocket is generally composed by a union of connected components inside the concavity
volume.

The local top of a pocket is the deepest voxel which has the greatest travel depth
from the nearest face of the protein’s convex hull. In case that the local top is not a
single voxel but is extended for more than one voxel, the local top is the central voxel of
this connected component. The mouth is the set of adjacent voxels of the pocket closer
to the convex hull. The travel depth (TD) is the total length of the pocket calculated as
the difference between the mouth depth and the local top depth.

The pocket found after performing all the steps of chapter 2 have a particular charac-
terization: each pocket covers a volume that ends to a wave convergence with another
pocket. In this way it is assured that all reachable parts of a protein are associated
with one pocket. However there are cases taht may require a refinement through a back
propagation process. The target of the pocket refinement process is a precise volume
evaluation, mantaining a good processing speed. The algorithm is the following:

dC = dMAX

while dC > dMIN do
if(dMi = dC) then

VPi = VPi +
∑

v ∈ (MPi ◦K) : dV /∈ VPk

MPi =
∑

((MPi ◦K)−MPi) : dV > dC
fi

dC = dC − 1

done

where, at each iteration:

– dC is the distance evaluated that range from dMAX (the distance of the deepest
local top of all the protein’s pockets) to dMIN (the distance of the nearest mouth of
all protein’s pockets);

– VPi and MPi represents respectively the total volume and the mouth surface of
pocket i;

– dV the distance between the voxel v and the protein’s convex hull;
– K the discrete unitarian sphere (3x3x3).

Starting from the local tops, at each step the routine binds to a pocket an extra level
of connected voxels by a dilation operation. When two or more pockets converge after
the dilation operation the rule of ”deepest pocket wins” is used. Notice that no shape
descriptors are needed for the mouth evaluation. In fact all the connected components
left in the concavity volume that are not associated with any pocket, are already bound
to be compatible to the probe molecule thanks to the previous pockets search operations.

All the pockets generated fill the concavity volume. Pockets that have sides in com-
mon can also be joined together to form a unique big pocket. This join operation is very
useful for protein-protein interactions where large areas of proteins are involved in the
binding phase. A result of this refinement process is shown in figure 4.
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(a) (b)

Fig. 4. Detail of pocket id 6 before (a) and after (b) the operation of refinement. In green are
represented the atoms adjacent to the pocket surface (in red).

3 Looking for Protuberances

The objective here is to segment the SES to underline the protuberances. There is a du-
ality relationship between this process and the previous one: pockets are SES segments
mainly concave, meanwhile protuberances are mainly convex. Let us assume that pro-
tuberances we are looking for having a known maximum section area contained in a
circle of radius r. Under this assumption we will identify a basis volume F by:

F = SES • Sr (8)

where • represents the erosion operator [15] and Sr the sphere of radius r. Let us call
SF the external surface of F . The set of voxel G given in 9 constitutes the working
volume (Fig. 5) for our analysis:

G = SES − F (9)

Within the region G in a similar way of the previous pocket search, the following prop-
agation is applied:

Di =

{
1 if i ∈ SF

0 otherwise

}
N = (A⊕K) ∩G;

E = N −A;

while E = � do
∀e ∈ E : de = minn∈ne(dn + wn);
A = N ;

N = (A⊕K) ∩G;

E = N −A;
done
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where:

– A represents the increasing set of voxels contained in G;
– E corresponds to the recruited set of near neighbors of A contained in G (i.e. the

voxels reached by the last propagation step);
– the values in D represent the distance of each voxel of A from SF .

Fig. 5. Volume G for PDB ID 1MK5 build with a sphere Sr of radius 2.4 Å

Starting from the SF ’s voxels (to which a common label is assigned), a new recursive
scanning phase within G is applied, going toward SES. At each step, the new entry
voxels are segmented in connected sets. When there is a one-to-one correspondence
between a new segment set and a set of the previous step, its label is extended to the
new segment. When a previous set is split in two or more segment sets a new label is
generated for each one of them.

As in the propagation process for the search of pockets, during the propagation phase,
two sets of salient points are identified: local tops LT and wave convergence WC
points. Both these salient points are important for the docking analysis. A 2D sketch
representing the final result is given in figure 6.

Fig. 6. A portion of the 2D sketch achieved by applying the protuberances search algorithm on the
protein 1MK5. The vertical clusters that are not associated to any pockets are black, meanwhile
the ones representing protuberances are colored.



106 V. Cantoni, R. Gatti, and L. Lombardi

4 Experiments and Comparisons

As an example, the proposed technique has been applied to the Apostreptavidin Wild-
type Core-Streptavidin with Biotin structure (PDB ID: 1MK5). The analysis has been
done with a resolution of 0.25 Å, which entails a van der Waals radius of more than five
voxels to the smallest represented atoms. The SES is obtained from the van der Waals
surface, after the execution of a closure operator, using a sphere with radius of 1.4 Å,
approximately 6 voxels (corresponding to the conventional size of a water molecule),
as structural element.

For what concerns the pockets detection the three parameters have been set as fol-
lows: the minimum travel depth of the local tops to TDLT = 5 voxels; the nearness of
others, more significant, local tops to τ1= 150 voxels and the relative values of the local-
top travel-distance to τ2 = 2000 voxels. Moreover, the radius of the water molecule has
been set to 6 voxels.

In figure 7 it is shown the final result of the segmentation process of the protein
1MK5 for the detection of pockets and tunnels. Note that among the 25 pockets that
have been detected, 2 have a volume greater than 80 water molecules and have a travel
depth of 26 voxels and mouth aperture of 8.343 and 30.547 respectively.

Fig. 7. Final result of the segmentation process of PDB ID 1MK5 for the detection of pockets

Figure 8 shows the final result of the segmentation process of the protein 1MK5
for the detection of protuberances. The parameter r representing the maximum section
area has been set to 800 voxels. Note that among the 41 protuberances that have been
detected 9 have a volume greater than 7 water molecules, and a base aperture of 22.968,
8.236, 16.000, 9.287, 8.444, 9.008, 7.469, 11.148, 9.684 voxels respectively.
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Fig. 8. Final result of the segmentation process of PDB ID 1MK5 for the detection of
protuberances

All the packages quoted in this paper’s introduction are related to just pockets and
tunnels detection, at the authors knowledge there are not packages specialized for seg-
menting the SES on the basis of protuberances. Among the quoted packages the only
one that was available and directly applicable has been CASTp. We compared the re-
sults obtained with this package to our one. The number of pocket selected has been
29 and 25 respectively for CASTp and our own. Let us first point out that all the main
pockets of the quoted protein (the bigger and deeper ones) are detected in both cases.
Moreover, for the main pockets, almost the same set atoms at the border of the SES
delimiting the pockets. Nevertheless, in general the number of these atoms is higher in
our solution (up to 20% in a few cases) and seems to cover in a complete way the pocket
concavity. An example of this case is given in figure 9.

The results differ more for what concerns the smallest pockets. This is due to the
thresholds to accept the concavity with a short travel depth as a possible active site.
We have two thresholds on the basis of the travel depth and of a minimum concav-
ity volume. Generally speaking CASTp accept more small concavities as pockets, but
sometimes there are cases in which our volume constraint is satisfied and the concavity
is not accepted by CASTp. This must not be a critical issues because [14] the binding
sites are usually the pockets having the greatest volume. While CASTp includes empty
volume internal to the protein, in our approach these are identified but not classified as
pockets.

Referring to computational performance, our algorithm runs on an Intel Q6600 Pro-
cessor with 4 GB of Ram. The analysis of pockets and protuberances on 1MK5 pro-
tein as been done in 58 seconds starting from the PDB file (this include the operations
of creating the 3D matrix, the Convex Hull, all mathematical morphology operations,
the triangulation of the voxels surface of each pocket/protuberance with a marching
cube/mesh smoothing algorithm and so on). In fact besides the segmentation process
for each detected segment (pocket or protuberance) a rich parameter set is computed to
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Fig. 9. Wireframe of the main binding site of PDB ID 1MK5. In red atoms detected by CASTp.
Our software detects both the red and green atoms.

guide the analysis of possible match, such as volume, surface to volume ratio, mouth
(base) aperture, travel depth, and many others (a full list is given in [8]). It is important
to note that all the algorithms presented in this paper are already thought to be simply
implemented into parallel architectures.

5 Conclusions

In this paper we present a new approach for the segmentation of SES of proteins in order
to support the search of dual active sites (i.e. pockets and protuberances) that can be
morphologically arranged together. This is a preliminary step for important structural
biology application. The results achieved look very promising and in comparison to
others solutions presented in literature it seems to add something not only from the
computational point of view. Now we have started an extensive experimentation phase
to validate our solution from the best practice point of view.
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Abstract. A tool for semi-automated evaluation of images of yeast colonies is
presented in the paper. The input data for the tool is a batch of Petri dish images,
possibly in nested directories, the output is written to a text file in a simple CSV
(comma-separated values) format. The tool is designed to evaluate, for each dish
image, the relative coverage of the dish and the number of colonies contained in
the dish. It is intended for use in a research laboratory, where a general-purpose
imaging setup is used to take the images, which are then processed off-line.

In the paper, the characteristic features of the yeast colony images are de-
scribed and the processing flow and the user interface of the tool are reviewed.
The performance of the counting is evaluated using a test set of 245 images with
typical relative coverage of less than 10%.

The tool is available for download from our web page.

1 Introduction

Yeast, namely Saccharomyces cerevisiae, is often used as a model organism in biolo-
gical research. This is mainly due to its many favourable properties, such as the short
generation time, easy genetical manipulation, as well as thanks to its established use in
industry.

When performing experiments with S. Cerevisiae yeast, part of the process is grow-
ing the yeast colonies in Petri dishes, and evaluating the growth parameters, such as the
coverage of the dish and the number of colonies. Traditionally, the colonies have been
counted manually, using either manual colony counter or a counting raster. Examples of
the manual counters are the Colony counter SC6 by Stuart1 or the EW-14211-02 Hand-
Held Electronic Colony Counter from Cole-Parmer2. However, the hand counting is
considered rather laborious and time-consuming process, error prone due to the fatigue
and eye-strain of the technician. Also, it does not provide any figures on the coverage
of the dish or the radii of the colonies.

There are also a number of automated colony counters available – it is of interest that
such system has been described as early as in 1974 [1]. An automated counter usually
consists of a single-purpose chamber with an illumination and camera system, where
the dishes are placed either manually one-by-one or by an automated plate-handler,

1 www.stuart-equipment.com
2 www.coleparmer.com

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2011, CCIS 273, pp. 110–125, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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and of a computer running an image-processing program that performs thresholding,
segmentation, and statistical evaluation of the image.

An automated counter is definitely the system-of-choice for a commercial lab. Our
system, however, has been developed for a the cooperating university research lab. The
requirements were not only that it performs adequately for typical image variations, but
also – quite importantly – to reuse the imaging equipment already available in the lab
(to achieve a low-cost solution), and to provide an off-line batch processing of a set of
images taken beforehand in the darkroom. Additionally, the tool should operate with
minimum possible manual intervention of operator, while allowing for manual correc-
tion of the counting errors (multiple detections of a single colony or missed colonies).
Finally, it should provide not only the count of colonies, but also evaluate the total
coverage of the dish.

Finally, the open-source framework ImageJ [2] should be noted in the context of
existing tools. It is a feature-rich tool for image processing, with focus in medical and
biological applications. In the field of our interest, it provides many algorithms for im-
age thresholding and segmentation. In our view, however, it is targeted more generally
and to prepare a specialized application which shields the user of the complexity of
the underlying system would require an effort similar to development of our solution.
We have decided to use MATLAB with the Image processing toolbox, because of our
previous experience with that environment.

In the paper, we describe the processing flow of our tool and present the performance
data that we have achieved. The paper is structured in the following way: in Section 2,
the characteristics of typical images are reviewed. In Section 3, the components of the
system are discussed. Section 5 describes the experiments and performance results.
Finally, Section 6 concludes the paper.

2 Characteristics of Typical Images

As has been stated, the requirement on our system was that it should be able to process
batches of images taken with a simple general-purpose imaging system; the laboratory
is using a camera/copy stand with lightning units by Kaiser Fototechnik3 (see Fig. 1).
The dishes are manually placed roughly into the center of the image, on a mat black
background. No dish holder or stopper is used.

Examples of typical images of yeast colonies are shown in Figure 2. The images are
characterized by the following properties:

– dark background to increase image contrast
– illumination by two linear light sources along the short edges (this is not important

for processing, though)
– variations of dish position – cf. Figure 2a and 2b
– varying diameter of the dish image and varying intensity of the dish background

(both depend on the adjustment on the imaging setup in the particular session)

The colonies selves are characterized by differing types of morphologies (smooth or
fluffy), colony size dispersion (even within single dish) and by colonies often touching

3 www.kaiser-fototechnik.de
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Fig. 1. General-purpose imaging setup used with the proposed colony counter

(a) Fluffy and touching colonies,
diverse radii, dish centered.

(b) Smooth colonies, dish touching
edge of image.

Fig. 2. Examples of typical images of yeast colonies

each other. Let us note that the morphology and size of colonies depends both on their
age and on the growth conditions.

3 System Description

Counting of colonies typically consists of several operations, which follow from the
image characteristics[3,4]. This operations include image thresholding, dish localiza-
tion, and the counting self. In this paper, we divide the processing into two basic parts
– image preprocessing and colony counting.
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3.1 Image Preprocessing

The goal of this step is to determine the exact position of the dish in the image, to
determine the area of the dish, and to extract the image of colonies and measure it’s
surface, so that the relative coverage can be determined. The image is checked for any
faults in this step, such as missing parts (see Fig. 3a) or corrupted background (Fig. 3b).
Let us note that while the missing part makes it impossible to determine properly the
total area of the dish, the corrupted background can be eliminated to some extent.

(a) Missing part of the dish. (b) Corrupted background.

Fig. 3. Examples of faulty images

The processing flow of the preprocessing is outlined in Fig. 4 on the following page.
It starts with operations related to dish localization: the image is first binarized. A thresh-
old that is used in this process is computed using samples from the image corners.
Let these samples be S1, . . . ,S4 (see Fig. 5 on the next page), with the mean values
S̄1, . . . , S̄4 and the standard deviations σ1, . . . ,σ2. The background threshold θb is de-
rived from the sample with minimum mean value:

i = argmin
i
(S̄i) , θb = S̄i + 3σi + offset

Note: offset is used to ensure that the threshold will be set above the peaks of the
background sample. In our implementation, we use offset equal to 5.

Next step is to project the binary image along the horizontal and vertical axis. The
projections Px and Py of the binary image Ib are given as the pixel sum in the given
direction:

Px = ∑
j

Ib, j ,

Py = ∑
i

Ib,i ,

where i is the row index and j is the column index.
The dish is, in these projections, manifested as a broad ’lobe’, or peak (see

Fig. 6 on page 115). The partly uncovered background – if present – would show up
as another peak (cf. the graphs in the bottom row of Fig. 6 on page 115), however, the
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lobe corresponding with the dish is the broadest one. Additional check for uniformity of
estimated diameters in horizontal and vertical direction is applied to eliminate heavily
corrupted images.
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Correct image Corrupted background

Original image.

Binary image.

Dish projection along vertical axis.

Fig. 6. Computation of dish projection Py – example

Finally, the dish is approximated by a circle with the center and diameter derived
from the edges determined in the dish localization step. The result of the preprocessing
is a centered image of the dish, with eliminated background. An illustrative example is
given in Fig. 7 on the following page.

The last step of the image preprocessing is the extraction of colonies, which is used
to assess the total covered area, in order to determine the relative coverage of the dish.
A new threshold is used in this step, located between the brightness levels of the dish
background and of the colonies, as close as possible to the background.
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Fig. 7. Dish image after preprocessing

The most straightforward solution is to use the well-established Otsu threshold-
ing [5]. However, the threshold based purely on this method may be set too high, if the
colony edge is fading gradually. To avoid this, we have introduced a histogram-based
correction to the method (see Fig. 8 on the next page and Fig. 9 on page 118).

The principle of this correction is following: first, by limiting the histogram by the
Otsu threshold θO, we cut-off the part corresponding with (brighter) colonies. The peak
of the remaining part (Fig. 9) corresponds with the dish background. The threshold
should be placed just above the right edge of this peak.

More formally, let H = [h1, . . . ,hO] be the histogram of the pixels below the Otsu
threshold θO. Let HMA be histogram filtered by a moving average filter:

HMA = [hMA,1, . . . ,hMA,O], hMA,i = (
N

∑
j=1

hi− j+1)/N, i− j+ 1 < 0 : hi− j+1 = 0.

Let ΔHMA be the first difference of the filtered histogram. Then, the dish threshold with
correction θd is given as

θd = max(i), ΔHMA(i)<−sd,

where sd is a user-selected setpoint. In our implementation, we use N = 4 and sd = 100,
with good thresholding performance.

3.2 Colony Counting

In this step, the centered image of the colonies, resulting from preprocessing, is used to
find the individual colonies.

The simplest approach to counting is to correlate the contour of the colonies with
a circular pattern, assuming that the maxima of correlation are located at the centers
of colonies. This has been the first method we have tested. During experiments, we
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Fig. 8. Dish thresholding - pure Otsu method and a histogram-based correction

have experienced poor performance in the case of big clusters (the error rate of our
implementation was reaching up to 30%) and sensitivity to mismatch between the radius
of the circular pattern diameter and the radius of the colony (and, hence, sensitivity to
dispersion of colony radii).

An interesting approach to the counting of bacteria colonies has been described
in [3]: to find colonies, a number of shape and structure criteria are used on the
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Fig. 9. Position of Otsu threshold and of threshold with correction relative to histogram

image pixels, including e.g. mean object radius, roundness of an object, compactness
and asymmetry, radial monotony of fall-off in intensity, etc. These criteria are com-
bined into shape and structure quality parameters and evaluated using fuzzy logic. The
method works best under the assumptions of well-defined circular shape and monotone
intensity fall-off of the colonies, which are well satisfied for bacteria (the case treated in
the work of Marotz), but not necessarily in our case of the yeast colonies (for examples
of possible morphologies see e.g. [6,7]).

A popular method to detect circular objects is the circular Hough transform (for defi-
nition see e.g. [8]). Based on our experiments, if multiple yeast colonies are overlapping
or touching, it tends to detect (incorrectly) adjacent colonies as a single object. Also,
following the results presented in [9], the output of the Hough transform may be rather
noisy.

Another possibility is to use the methods based on radial symmetry – the radial
symmetry transform has been introduced in [10].

Fast Radial Transform. In our solution, we use the Fast radial transform – a modified
version of the radial symmetry transform, first presented in [9]. It is a transform that
maps the original image to the transformed image according to its contribution to radial
symmetry of the gradients at distance n ∈ N (N is the set of radii) away from each point.
For full details of the method see the original description.

First, image gradient gi, j at each point (i, j) is calculated. Then, the positively- and
negatively affected pixels are determined. An affected pixel is defined as the point either
in- or counter the direction of the gradient vector gi, j, at a distance n pixels away from
the point at coordinates (i, j). The coordinates of affected pixels are given by

p+(i, j) = (i, j)+ round

(
gi, j

‖gi, j‖n

)
,
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p−(i, j) = (i, j)− round

(
gi, j

‖gi, j‖n

)
.

The gradient matrix g, together with the coordinates of affected pixels, is used to de-
termine the orientation and magnitude projection images On and Mn for the given
radius n:

On(p+(i, j)) = On(p+(i, j))+ 1 ,

On(p−(i, j)) = On(p−(i, j))− 1 ,

Mn(p+(i, j)) = Mn(p+(i, j))+ ‖gi, j‖ ,

Mn(p−(i, j)) = Mn(p−(i, j))−‖gi, j‖ .

The radial symmetry at radius n is defined by convolution of matrices

Sn = Fn ∗An ,

where the elements

Fn(i, j) =
Mn(i, j)

kn

( |Õn(i, j)|
kn

)α

,

and

Õn(i, j) =

{
On(i, j) if On(i, j) < kn ,

kn otherwise .

Here, An is a two-dimensional Gaussian, α is the so-called radial strictness parame-
ter and kn is a scaling factor used to normalize Mn and On (for settings used in our
implementation see 5.1). Projection images Mn and On are initially set to zero.

An example of a symmetry map for a dish is given in Figure 10. Note that in our
implementation, the symmetry map is only computed for the foreground pixels.

(a) Preprocessed image of colonies. (b) Symmetry map S with the centers
of colonies.

Fig. 10. Illustration of function of the radial symmetry algorithm
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Colony Radius Estimation. Let us recall that there are often colonies with different
radii contained in a single dish (see Sec. 2). Hence, prior to the radial transform compu-
tation, the set of radii N of the colonies in the dish is to be estimated, using the following
procedure:

– the equivalent diameter d and eccentricity ε is computed for each object in the
image. The diameter is derived from area A (number of pixels) of an object. The
eccentricity equals to the eccentricity of an ellipse with the same second moments
as the object. It ranges from ε = 0 for a circle to ε = 1 for a line segment.

– Nearly circular objects (with eccentricity ε< θε, where θε is the eccentricity thresh-
old), are selected.

– Min and max diameter dmin and dmax of the objects in the set of circular objects are
determined. The interval between them is divided to ν equidistant subintervals. The
set of radii N for the fast radial transform is then given by:

Δ = dmax − dmin

N = {dmin +[0, . . . ,ν] ·Δ/ν}/2

Estimation of Colony Centers. The centers of the colonies are represented by local
maxima of the symmetry matrix S, which are detected using the the nonmaxsuppts()
function described in [11]. The output of this function are the coordinates of the centers.

4 Counting Tool

The processing flow, as described in Section 3, has been implemented in a counting
tool (Fig. 11 on the next page). It performs fully automatic thresholding of the image,
localization of the dish and counting of colonies. The tool provides an environment for
selection of the directory tree with images to process, of the file to store the counting
results, and of the counting mode: in the semi-automatic mode, a simple point-and-click
editor can be used for manual correction of the system output, in the fully-automatic
mode, the output of the system is directly stored into the result file. This tool was used
also to obtain the reference results used in this paper: using manual correction, we
obtained the ground-truth counts of colonies in Petri dishes, which were used to evaluate
the counting error rates.

5 Experiments and Results

To evaluate the system recognition performance, it has been tested using a set of 245
images, containing colonies with different morphology and relative coverage of the
dish. The distribution of the test set in the terms of frequencies of the number of colonies
in the dish is shown in Fig. 12a. Figure 12b shows the distribution of relative coverage
of the dish and mean diameter of colonies (marker size) in comparison with the number
of colonies in the dish. In the set, the minimum and maximum counts were 8 and 95
colonies per dish, when 80% of dishes contained less than 50 colonies. The minimum
and maximum coverage were 0.43% and 25.3%, respectively, and 80% of dishes had
coverage up to 8.26%.
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Fig. 11. Counting application
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Fig. 12. Distribution of the test set

5.1 Algorithm Settings

The following settings were used in our experiments:

– Parameters of the fast radial transform:

kn = 6, α = 4

Let us note that setting α = 2 (see Sec. 5.1) could be better choice – the response
of the radial transform on fluffy colonies with less circular shape would be higher
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and the computational demands of the method would be somewhat lower. However,
all experimental data presented later have been obtained for α = 4. We have per-
formed a test with α = 2 on a randomly selected sample of 15 images. The counting
performance has been slightly improved, however, the system was more sensitive
to the background noise along the dish edge (giving numerous false positives in
some cases). The problem of elimination of the reflections on the dish edge has
been treated e.g. in [4]; we perform only simple reduction of the dish radius, which
should cover the dish lip region.

– Parameters of the non-maxima suppression nonmaxsuppts() [11]:

thresh = 4, radius = 0.8 ·min(N),

where N is the set of radii for the fast radial transform.
– Construction of N: eccentricity threshold θε (see Section 3.2) is initially set to θε =

0.25. The number of equidistant intervals ν is set to ν = 4. At least five colonies of
given eccentricity must be in the image, else the eccentricity is increased by step
of 0.1 (we start from stricter requirement on circularity of colonies, to eliminate
clusters. If there are not enough colonies of the given circularity, we loosen the
criterion and accept those with less circular shape).
Let us note that the distribution of colony diameters should also be considered,
however, this is not implemented in the tool at the moment.

5.2 Typical Detection Errors

Figure 13 illustrates typical detection errors of fast radial transform. A colony may be
missed if it touches other colony or multiple colonies, so that they form a cluster. This
detection error is almost absent if the colonies touch only at one point, creating a chain-
like structure. More colonies touching each other form a structure in which their shape
is distorted and internal colonies cease to be circular. The circular outer border of colony
located in such cluster could be too short for the proposed method to work properly.

Fig. 13. Example of typical detection error of fast radial transform

5.3 Counting Performance

The counting errors for various number of colonies are summarized in
Tab. 1 on the facing page. The relatively high counting error for the dishes with the
colony counts greater than 60 is given by two factors. First, with the increasing num-
ber of colonies increases also the probability that there will be colonies touching each
others (Fig. 13). Second, the number of samples with this high density of coverage was
relatively low, thus increasing the evaluation error (Fig. 12a on the previous page).
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Table 1. Dependence of the counting errors on the number of colonies in the dish. The system
average counting error is under 4%.

� colonies samples missed [%] false [%]

0 – 17 21 1.47 0
18 – 20 19 2.99 0
21 – 23 25 3.31 0
24 – 26 29 4.00 0
27 – 29 27 3.28 0
30 – 40 35 4.17 0
41 – 49 30 4.00 0
50 – 60 29 3.87 2.00
> 60 30 5.36 3.22
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Figure 14 on the preceding page shows the recognition performance related to the
number of colonies in the dish. The dishes, where some colonies have been missed fall
below the dashed line.

Another view on the algorithm performance is provided by Fig. 15, which presents
a box-whisker plot of relative counting error (missed colonies) in several groups of the
colony counts. The numbers of samples per group are given in the attached table.

6 Conclusions

In the paper, we have presented the tool for evaluation of yeast colony images, targeted
towards batch processing of images prepared with a general-purpose imaging system.
The processing flow of the system has been described. The performance of the tool has
been tested on a set of 245 images with different degrees of coverage. The distribution
of the data in the test set and the performance of the system have been discussed. The
average counting error is below 4%. It is difficult to compare the performance with the
commercial solutions, since the performance data of these systems are not available.

There are still performance challenges, especially in resolution of clustered fluffy
colonies. The resolution of clustered colonies is rather common problem, reported also
in other works [4]. The performance, however, has been acceptable for our target labo-
ratory user.

The application has been implemented in a Matlab. This tool has been successfully
deployed in the cooperating biology research laboratory and is available for download4.
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Abstract. We present a method for inferring the structure of ancestral metabolic
networks directly from the networks of observed species and their phylogenetic
tree. In particular, we aim to minimize the number of mutations on the phyloge-
netic tree, whilst keeping the ancestral networks structurally feasible, or gapless.
In gapless metabolic networks all reactions are reachable from external substrates
such as nutrients.

To this end, we introduce the gapless minimum mutation problem: finding
parsimonious phylogenies of gapless metabolic networks when the topology of
the phylogenetic tree is given, but the content of ancestral nodes is unknown. This
formulation can be extended also to infer reactions that are missing from the input
metabolic networks due to errors in annotation transfer, for example.

The gapless minimum mutation problem is shown to be computationally hard
to solve even approximatively. We then propose an efficient dynamic program-
ming based heuristic that combines knowledge on both the metabolic network
topology and phylogeny of species. Reconstruction of each ancestral network is
guided by the heuristic to minimize the total phylogeny cost. We experiment by
reconstructing phylogenies generated under a simple random model and derived
from KEGG for a number of fungal species.

1 Introduction

Modelling of metabolism is essential in a variety of applications of biotechnology
and medicine including bioprocess development [25], study of metabolic diseases [30]
and drug target identification [15]. Global characteristics of cellular metabolism by
metabolic networks have been studied intensively by a variety of computational ap-
proaches, including metabolic reconstruction (see [24] for a recent survey), metabolic
flux analysis [21], 13C isotopic tracing [26] and structural analysis of metabolic net-
works [17].

The structure of the metabolic network is a major contributor to the phenotypes that
an organism manifests. Importantly, the metabolic network structure is known to con-
strain the phenotypes the network can realize [21], thus the network structure is also
likely to be conserved in evolution [33].

Recently, the increasing number of fully sequenced genomes has enabled compara-
tive genomics analysis of metabolic network evolution (for review see [5]). Many com-
putational approaches have concentrated on deriving rigorous measures of biological

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2011, CCIS 273, pp. 126–140, 2013.
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network and pathway similarity [29], thus enabling construction of phylogenies of net-
works with distance-based methods. Particularly methods for metabolic network and
pathway comparison have been developed [8,31,7,18].

Distance-based methods do not immediately yield predictions on the contents of
ancestral networks, however. Knowledge on ancestral networks is important as it may
shed light on the evolutionary mechanisms that have generated the observed networks.
An approach complementary to distance-based methods often used to give insight on
ancestral node contents in phylogenetic trees is maximum parsimony, where one tries to
find ancestral objects which minimize the total number of evolutionary changes required
to explain the observed data. The maximum parsimony principle has been utilized in
many domains, for instance in the analysis of sequence data [10,28,6,32] as well as
gene regulatory networks [4].

A direct application of maximum parsimony methods to biological network data
generally results in structurally infeasible ancestral networks. For instance, consider
the two metabolic networks Y and Z with a common immediate ancestor X shown in
Fig. 1. A parsimonious scenario (top right) includes an ancestral network where a
metabolite is required by the network but cannot be produced, suggesting that the path-
way m → c cannot operate and the network is infeasible.

Fig. 1. Left: a small example phylogeny for three metabolic networks X,Y, Z. Right: two par-
simonious scenarios involving metabolic pathways a → m, b → m and m → c. Metabolites
and pathways are shown as circles and arrows, respectively. Pathways are labeled with organisms
which have the pathway. In upper scenario, only pathway m → c is assigned to ancestor X , thus
leaving metabolite m without a producing pathway. In lower scenario, both pathways from Y
and Z are assigned to X .

Graph evolution models taking into account dependencies imposed by the network
structure have been proposed. For instance, Mithani et al. gave a Markov process for
simulating metabolic network evolution under a neighbor dependency model where ap-
pearance of a reaction depends on the fraction of neighboring reactions already present
in the network [20,19]. However, they reported results only for relatively small metabolic
networks.

In this paper, we introduce a computational method for reconstructing ancestral
metabolic networks in a given phylogenetic tree. The method combines the maximum
parsimony principle with the requirement that the resulting networks are plausible in
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terms of network connectivity, thus contributing towards bridging the gap between the
structural and phylogenetic analysis of metabolic networks. Our method builds phy-
logenies of metabolic networks where the ancestral nodes of the phylogeny adhere to
structural network constraints: The networks are required to be free of reaction gaps,
that is, reactions whose substrates cannot be produced from external metabolites. The
choice of external metabolites reflects the estimated metabolic environment: the or-
ganisms are assumed to have them available in abundance and possess the necessary
transports. To this purpose, computational methods have been developed to identify a
set of minimal nutrients, given metabolic network structure [14,3].

In Section 2, we formulate the gapless minimum mutation problem where the topol-
ogy of the phylogenetic tree is taken as input and the problem is to infer the structure
of the ancestral networks so that the total phylogeny cost is minimized. We show the
problem to be computationally hard to even approximate and go on to propose an ef-
ficient heuristic algorithm, which solves the problem well in practise. In Section 3, we
experiment by reconstructing random and fungal phylogenies. Section 4 ends the paper
with conclusions.

2 Methods

We are interested in metabolic networks that are functional in the sense that the net-
work is able to produce substrates of all its reactions from some given set of source
metabolites. Such networks are termed gapless, with a precise definition given below.

A metabolic network can be described as a binary string N ∈ {0, 1}m, where each
Ni = 1 states that the reaction ri, drawn from a collection of reactions R, is in the
network. We use the shorthand ri ∈ N when Ni = 1. Further we assume a set of
metabolites M is consumed and produced by the m reactions. The set of substrate
and product metabolites of a reaction ri are given by S(ri) ⊂ M and P (ri) ⊂ M,
respectively.

To see how a string N encodes metabolic network connectivity, note that N induces
a directed bipartite graph G(N) = (V,E), with a node vr ∈ V for each reaction r ∈ N .
Additionally each metabolite b ∈ S(ri) ∪ P (ri) for every ri ∈ N contributes a node
vb ∈ V . Edges (vr, vb) ∈ E and (vb, vr) ∈ E are added whenever reaction r pro-
duces or consumes metabolite b, respectively. Figure 2 shows this graph representation
implicitly encoded by a string N for five reactions.

We first define gaplessness in terms of reactions that are reachable from a set of
source metabolites S [22].

Definition 1. Let N be a metabolic network andS ⊆ M be a set of source metabolites.

– A reaction r ∈ N is reachable from S in N if all its substrates S(r) are reachable
from S in N .

– A metabolite b ∈ M is reachable from S in N if either b ∈ S or b ∈ P (r) for some
reaction r ∈ N that is reachable from S in N .

A gapless metabolic network N under S is a metabolic network where all reactions are
reachable from S in N .
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We often omit an explicit mention of the source set S if it is clear in the context, saying
only that a metabolic network is gapless. If a reaction r ∈ N is not reachable from S,
we say that r is a reaction gap (under S). In addition, we say that a metabolic network
is gapped, if it contains at least one reaction gap. Figure 2 illustrates these concepts.

r4

r5

r1
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r3

m10

m5

m4
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m1 m3

m2

m9

m8

Fig. 2. Example metabolic network with reactions N = {r1, . . . , r5} and metabolites
{m1, . . . ,m10}. When S = {m1,m2} (double circles), reactions r4 and r5 (dotted rectangles)
are reaction gaps in N . However, the network N under S′ = {m1,m2,m6} would be gapless,
because then reaction r4 would be reachable. On the other hand, N ′ = {r1, r2, r3} is gapless
under S = {m1,m2}.

2.1 Gapless Minimum Mutation Problem

We next introduce the computational problem of finding a gapless phylogeny when the
tree topology and input taxa are given.

Problem 1. Gapless Minimum Mutation problem (GMM). Given a reaction collection
R, m = |R|, a rooted binary tree T = (V,E), labeling L(u) ∈ {0, 1}m specifying a
metabolic network for each leaf node and source metabolites S, find a labeling for each
internal node of T such that

(1) c =
∑

(u,v)∈E d(L(u), L(v)) is minimized and
(2) L(u) is a gapless metabolic network under S for each internal node u ∈ V ,

where d is Hamming distance.

The equivalent problem defined for binary strings without the gapless constraint (2),
Minimum Mutation problem, can be solved in polynomial time with the Fitch algorithm
because each character position can be solved independently of each other [10,13].
However, in contrast to the Minimum Mutation problem, the character positions in
GMM are not necessarily independent of each other: setting a certain Li(u) ∈ {0, 1}
may impose constraints on other positions j = i due to the gapless constraint. Note
that the taxa contained in the leaves may or may not correspond to gapless metabolic
networks.

Theorem 1. Deciding whether a solution with cost c ≤ k to Gapless Minimum Muta-
tion problem exists given k ∈ N is NP-complete.
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Proof. Given a solution to GMM, we can both compute the cost c and check that each
network L(u) is gapless in polynomial time [22], hence the problem is in NP.

To show that the problem is NP-hard, we reduce the well-known NP-complete Min-
imum Set Cover problem [12] to Gapless Minimum Mutation problem. Let X be a
finite set and C be a collection of subsets of the set X . In the Minimum Set Cover
problem, we ask for the smallest subset C′ ⊆ C such that every element of X be-
longs to at least one member of C′. To create an instance of GMM, we first set up
a reaction collection R with two groups of reactions, one group for items in X , an-
other for sets in C. Specifically, let R to contain a reaction ri for each xi ∈ X
with S(ri) = {bi} and P (ri) = {ci}, and a reaction qj for each cj ∈ C with
S(qj) = {aj} and P (qj) = {bi |xi ∈ cj}. In addition, let R contain a reaction x
with S(x) = {ci |xi ∈ X} and P (x) = {m}.

To set up a phylogenetic tree, let T = (V,E) be a binary rooted tree with V =
{v1, v2, v3}, E = {(v3, v1), (v3, v2)} and root v3. Finally, let input metabolic networks
at leaves be L(v1) = L(v2) = {ri |xi ∈ X}∪ {x} and the set of source metabolites be
S = {aj | cj ∈ C}.

A minimal solution to GMM will contain at node v3 a network with ri and x, and
a minimal number of reactions qj to make L(v3) gapless. Existence of x will ensure
that L(v3) = ∅ when |C| = |X |. To transform a solution to GMM back to a solution to
Minimum Set Cover, let set C′ contain ci for each qi assigned to node v3. The reduction
can be done in polynomial time. In reduction, each reaction qi is assigned to v3 if
and only if ci appears in the optimal solution, assuming without loss of generality a
unique set cover solution. If there is no solution to the set cover instance, also GMM is
unsolvable as it is not possible to fix L(v3) to be gapless. Figure 3 shows the reduction
from an example set cover instance X = {x1, . . . , x5} and c1 = {x1, x2, x3}, c2 =
{x1, x2, x4}, c3 = {x3, x5}.

Since the problem is both in NP and NP-hard, the claim follows. ��

Theorem 2. Gapless Minimum Mutation cannot be efficiently α-approximated unless
P = NP .

Proof. We show next that the reduction described above is actually an approximation-
ratio preserving reduction and we can thus exploit the inapproximability of the set cover
problem. Set cover problem has been shown to be hard to approximate within a loga-
rithmic factor unless P = NP [27,1].

Assume that there is an α-approximation algorithm for GMM for some α > 1. We
can thus obtain a solution of cost ≤ αOPT where OPT is an optimal solution cost
of GMM. Given a set cover instance with optimal size k, we obtain a GMM instance
of optimal cost 2k in polynomial time with the above reduction. Solving the instance
approximatively we get a solution of cost at most 2αk. This yields an approximative
solution k̂ ≤ αk to the set cover problem, thus contradicting the assumption. ��
Often we have gapped metabolic networks as taxa to begin with. For instance, ini-
tial networks may be a result of function assignment by annotation transfer, where the
resulting structure of the draft metabolic network is not of concern. However, these net-
works should also be functional and therefore we can attempt to fix them gapless while
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Fig. 3. Example reduction of a Minimum Set Cover instance with X = {x1, . . . , x5} and c1 =
{x1, x2, x3}, c2 = {x1, x2, x4} and c3 = {x3, x5} to Gapless Minimum Mutation problem.
Left: reactions in R. Right: tree T .

finding ancestral nodes. To do this, we can extend the tree T such that for each leaf u we
add an edge (u, u′) and assign L(u′) ← L(u). Solving GMM in the modified tree thus
finds a solution where nodes u′ retain the original input networks but gaps in internal
nodes u are fixed. We provide an example of such situation in experiments, where we
utilize gapped networks derived from a metabolic database.

2.2 Local Adjustment Algorithm

To overcome the computational complexity, we next propose an algorithm that solves
the Gapless Minimum Mutation problem in two phases. In the first phase, the assign-
ments corresponding to the minimum mutation cost are computed with the Fitch al-
gorithm [10,13]. In the second phase, the tree is traversed top-down and a gapless
metabolic network is assigned at each node by filling the gaps remaining after the Fitch
pass. The algorithm relies on estimates on how much filling each gap would increase
the total phylogeny cost, and attempts to choose gap-filling reactions which increase
the cost as little as possible. The cost increase estimates are computed by the algorithm
for each ancestral network.

In Algorithm 1 at line 2, we first compute equality sets Fi(v) ⊆ {0, 1} for each
internal node v and position i with the Fitch algorithm. In a binary tree, equality set
Fi(v) is defined for each position i as
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Algorithm 1. GaplessMinimumMutation: Local adjustment algorithm for gapless mini-
mum mutation
1: Input: tree T , taxa L
2: F ← Fitch(T,L)
3: for all internal nodes v in top-down order do
4: if v is root then
5: for all i ∈ {1, . . . ,m} do
6: Li(v) ← 0 if 0 ∈ Fi(v); otherwise Li(v) ← 1
7: else
8: for all i ∈ {1, . . . ,m} do
9: if Fi(v) = {0, 1} then

10: Li(v) ← Li(pa(v))
11: else
12: Li(v) ← 0 if 0 ∈ Fi(v); otherwise Li(v) ← 1
13: (D,M) ← MinDist(v, S)
14: L(v) ← L(v) ∪ MinFill(v, S,D,M)

Fi(v) =

⎧
⎨

⎩

{Li(v)} iff v is leaf
Fi(x) ∩ Fi(y) iff v is not leaf and Fi(x) ∩ Fi(y) 	= ∅
Fi(x) ∪ Fi(y) iff v is not leaf and Fi(x) ∩ Fi(y) = ∅

,

where x and y are the children of an internal node v [13].
The tree is traversed in a top-down pass and an initial labeling L(v) is decided ac-

cording to the Fitch top-down phase (Algorithm 1, lines 3–12). Each initial labeling is
then adjusted so that it satisfies the gaplessness constraint. For each internal node v,
the algorithm calls the subroutine MinFill, which returns a gapless network containing
L(v) and gapfill reactions (Algorithm 2). Particularly, if L(v) is already gapless, it is
returned as such. MinFill attempts to satisfy the gaplessness criterion by backtracking
from each reaction not reachable from sources S in network L(v) and iteratively adding
reactions to the fill set Γ . Subprocedure terminates when either all reactions have been
reached or the algorithm notices that all gaps cannot be filled.

A heuristic is used to guide the backtracking phase by considering reaction assign-
ments in the parent and child nodes. In particular, the algorithm attempts to choose
reactions to the fill set Γ such that the parsimony cost increase is minimized. To do this,
we first compute distances df that provide an estimate for each reaction how much the
parsimony cost will increase compared to the optimal Minimum Mutation solution, if
the reaction is added to the network. Formally, the distance df is a lower bound to the
increase in parsimony cost that is the result of adding reaction ri and other reactions
required to make r reachable to v:

df (v, ri) = max
m∈S(ri)

min
q∈Pr(m)

df (v, q) + dδ(v, ri)

where S(ri) are the substrates of reaction ri and Pr(m) are the reactions produc-
ing m. To introduce some notation, let Gi(w, v) = {Li(w)} iff pa(v) = w and
Gi(w, v) = Fi(w) iff w ∈ ch(v), where the parent and children of v are denoted by
pa(v) and ch(v), respectively. Cost function dδ(v, ri) specifies the increase in



Reconstructing Gapless Ancestral Metabolic Networks 133

parsimony cost when adding reaction ri only and is defined as dδ(v, ri) = δ(v, pa(v),
ri) +

∑
c∈ch(v) δ(v, c, ri) with

δ(v, w, ri) =

⎧⎪⎪⎨
⎪⎪⎩

1 if Gi(w, v) = {0} and Li(v) = 0
−1 if Gi(w, v) = {1} and Li(v) = 0
0 if Gi(w, v) = {0, 1} and Li(v) = 0
0 if Li(v) = 1

Note that at root v, we set δ(v, pa(v)) = 0.
Parsimony cost increase dδ at each reaction is always non-negative. To see this, we

can enumerate the values for dδ at an internal node given Gi at parent and children
(Table 1). Symmetric cases are omitted from the table, where a boldface 0 signifies that
this combination would yield Li(v) = 1 in the bottom-up phase of the algorithm and
thus the reaction would already be in the network.

Table 1. Values of heuristic dδ for different parent and children assignments

Parent Left child Right child dδ Parent Left child Right child dδ
0 0 0 3 1 0 0 1
0 0 1 1 1 0 1 0
0 0 0,1 2 1 0 0,1 0
0 1 1 0 1 1 1 0
0 1 0,1 0 1 1 0,1 0
0 0,1 0,1 1 1 0,1 0,1 0

Subroutine MinDist is called from Algorithm 1 to compute distances df for all r
with dynamic programming (Algorithm 3). If for some required substrate there are only
producers ri that have df (v, ri) = ∞, the algorithm fails as the required substrate
cannot be reached from S. In such cases, source set S needs to be expanded or reaction
collection R revised. To avoid loops, ε > 0 is added to distances df , ensuring that
distances strictly increase when traversing the network.

Algorithm 2. MinFill

1: Input: v, S,D,M
2: Γ ← ∅; Q ← {r ∈ v |D(r) = ∞}
3: while |Q| > 0 do
4: r ← pop(Q)
5: for all o ∈ S(r) do
6: if o /∈ M then
7: q ← argminq∈Pr(o)D(q)
8: if D(q) = ∞ then
9: return “Impossible to find gapfilling set”

10: if q /∈ Γ and q /∈ v then
11: push(Q, q)
12: Γ ← Γ ∪ {r}
13: Return Γ
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Algorithm 3. MinDist: compute distances df (v, S)

1: Input: v, S
2: M ← S; Q ← min-heap
3: for all r ∈ {r ∈ R |S(r) ⊆ S} do
4: insert(Q,r, 0)
5: for all r ∈ R do
6: D(r) ← 0 if r ∈ Q; D(r) ← ∞ otherwise
7: while |Q| > 0 do
8: r ← extract-min(Q)
9: for all o ∈ P (r) do

10: if o /∈ M then
11: M ← M ∪ {o}
12: for all q ∈ {q ∈ R |D(q) = ∞∧ S(q) ⊆ M} do
13: D(q) ← D(r) + δf (v, q) + ε
14: insert(Q, q, D(q))
15: return (D,M)

Theorem 3. Local adjustment algorithm returns gapless metabolic networks L(u) for
each internal node u or reports failure in O(nm logm) time, where n is the number of
species and m = |R| is the number of reactions.

Proof. As each reaction is inserted at most once to the heap, Algorithm 3 takes O(m log
m) time to compute distances df assuming that both heap operations insert and
extrac t-min take O(logm) time. Further we assume that |P (r)| is bound by a
constant, which is reasonable as typically in enzymatic reactions |P (r)| = 1, . . . , 3.
In Algorithm 2 each reaction is inserted at most once to the queue Q, hence the sub-
routine takes O(m) time. Algorithm 1 makes a single call to subroutine Fitch which
takes O(nm) time. Loop at line 11 is executed also O(nm) times. The time complex-
ity of the algorithm is dominated by the O(n) calls to Algorithm 2, resulting in total
O(nm logm) time. Figure 4 illustrates the operation of the algorithm. ��
Note that it is possible to have an instance of GMM where the algorithm fails to find a
gapless solution although such solution exists. As an example, consider two networks
with a single reaction L(v1) = L(v2) = {r}, where S(r) = {m1}, P (r) = {m2} and
S = ∅, and the tree of Fig. 3. Then, the optimal solution is L(v3) = ∅. However, as the
algorithm does not attempt to remove reactions from the initial Fitch solution L(v3) =
{r}, the network remains gapless. Such cases are avoided by carefully selecting the
reaction collection and source metabolites. In practice, one must ensure that the source
metabolite set is large enough for each reaction to be reachable in network L(u) = R.

3 Experiments

We experimented with two datasets. First, we generated random phylogenies consist-
ing of gapless metabolic networks under a simple model of metabolic network evo-
lution. Second, we derived metabolic networks for 16 fungal species from the KEGG
database [16].
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Fig. 4. Operation of Algorithm 1 to solve the Gapless Minimum Mutation problem. Left: A part
of a phylogenetic tree. Right: Subnetworks of nodes u, v, x, y. State at node v after a call to
MinDist: example values of df and reaction assignments shown at bottom right corner and on
top of each reaction of v, respectively. Metabolite m4 assumed to be a source. Dashed edges
indicate parts of networks not shown. Distances for r3: dδ(r3, v) = dδ(r3, u) + dδ(r3, x) +
dδ(r3, y) = 1 − 1 + 1 = 1 and thus df (r3, v) = max(min(df (r1, v), df (r2, v)), 0) +
dδ(r3, v) = max(min(2, 4), 0) + 1 = 2 + 1 = 3.

3.1 Random Phylogenies

To generate a phylogenetic tree, we first started with a gapless network containing 300
random reactions from KEGG and then simulated evolution by randomly adding or
removing one reaction at time. Only additions and deletions, or reaction flips, that pre-
served gaplessness were allowed. Probability of both the addition and deletion was 0.5.
The reaction to be added or deleted was chosen uniformly from the set of reactions
whose addition or deletion preserved gaplessness. After each flip, a speciation event
occured at a fixed probability 0.005 resulting in a new branch in the phylogenetic tree.
The process was terminated after a tree of 30 nodes was generated resulting in networks
of 249 ± 22 reactions at each node1.

The generated taxa were reconstructed by the Fitch algorithm and Algorithm 1. Prior
to reconstruction, the input taxa were randomly perturbed to simulate effects of anno-
tation errors. Specifically, each reaction present in the taxa was deleted with the prob-
ability pd = 0, 0.01, 0.02, 0.05, 0.1. Table 2 shows the reconstruction error measured
as the average Hamming distance between node labels in reconstruction and gener-
ating taxa. Further, the average number of gapped and gapfill reactions at each node
are shown. For instance, with random deletion probability pd = 0.1, the reconstruc-
tion errors measured, 76.5 and 73.2 for Fitch’s and our algorithm, respectively, were

1 We use the ± notation to indicate standard deviations.
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Table 2. Reconstructing random phylogenies when errors were introduced to data by deleting
reactions from taxa with a fixed probability pd. Columns FitchError and GaplessError give the
reconstruction error measured as the average Hamming distance between reconstructed network
and generating taxa at an internal node. Columns Gaps and Fills show the average number of
gapped reactions and gapfill reactions added by our algorithm. Results are averages over 25 re-
peats. Standard deviations given in parentheses.

pd FitchError GaplessError Gaps Fills
0.0 52.3 (4.12) 50.3 (3.80) 0.18 (0.11) 0.15 (0.09)

0.005 53.3 (3.49) 51.2 (3.47) 0.35 (0.22) 0.24 (0.14)
0.01 54.8 (3.93) 52.4 (4.09) 0.55 (0.21) 0.35 (0.13)
0.02 57.3 (4.84) 54.9 (4.60) 0.94 (0.35) 0.59 (0.20)
0.05 63.3 (4.06) 60.3 (4.04) 1.82 (0.60) 1.11 (0.27)
0.1 76.5 (4.14) 73.2 (4.00) 3.65 (1.00) 2.37 (0.53)

statistically different from each other (paired t(48) = 2.87, p = 0.006). Moreover,
the simulated trees contained on the average 3.65 gaps in each network. Our algorithm
added 2.37 gap-filling reactions to each network on the average. Regardless of param-
eter pd, gapless reconstruction of each instance took about 27 seconds on a standard
desktop computer running a Python implementation our algorithm.

3.2 Fungal Phylogenies

To experiment with a more real-world scenario, we constructed metabolic networks for
16 fungal species corresponding to 17 carbohydrate metabolism pathways [16] from
KEGG gene-reaction links. As shown in Table 3, the process resulted in a high number
of gapped reactions in these initial networks largely due to incomplete annotations and
stoichiometry in KEGG enzymes and reactions.

As input, we provided our algorithm with the initial networks and a phylogenetic
tree of the species ([11], Fig. 5). Because we had gapped networks to begin with, we
added a new internal node for each species and an edge to the node as described earlier.
Many microorganisms and free living fungi in particular can synthesize all their cellular
components from inorganic sources, given a source of energy and carbon such as glu-
cose [9]. However, many fungi require one or more vitamins such as thiamine or biotin.
To model the fungal metabolic environment, a fixed set of 1518 source metabolites were
used containing fungal energy and carbon sources, cofactors such as ATP and NAD and
metabolites needed to account for the large number of otherwise isolated subgraphs in
the KEGG universal metabolic network.

Table 3 lists the number of reactions added to fill gaps in the internal nodes corre-
sponding to species. On the average, 39.4 ± 3.9 reactions were used to fill 72.5 ± 7.0
gaps divided into 7.2 ± 0.9 graph components at each node. The optimal minimum
mutation cost was 1082; our algorithm achieved gapless minimum mutation cost of
1789.

To give an example of how the GMM result can provide insight into metabolic net-
work evolution and aid reconstruction curation efforts, Fig. 6 shows five reactions from
the internal node N22 that is the parent of species nodes mgr and ncr (Fig. 5). Two
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Table 3. Species in fungal dataset. Columns Reactions, Gaps and Fills give the number of all
reactions and gapped reactions in the initial networks, and reactions added by the algorithm to fill
gaps, respectively.

Abbr Species Reactions Gaps Fills
ago Ashbya gossypii 272 64 (23.5%) 37 (+13.6%)
afm Aspergillus fumigatus 468 80 (17.1%) 50 (+10.7%)
ani Aspergillus nidulans 382 74 (19.4%) 42 (+11.0%)
aor Aspergillus oryzae 396 70 (17.7%) 42 (+10.6%)
cgr Candida glabrata 270 70 (25.9%) 35 (+13.0%)
cne Cryptococcus neoformans 336 68 (20.2%) 35 (+10.4%)
dha Debaryomyces hansenii 326 66 (20.2%) 34 (+10.4%)
fgr Fusarium graminearum 474 86 (18.1%) 43 (+9.1%)
kla Kluyveromyces lactis 292 68 (23.3%) 36 (+12.3%)
mgr Magnaporthe grisea 390 74 (19.0%) 41 (+10.5%)
ncr Neurospora crassa 416 74 (17.8%) 38 (+9.1%)

dpch Phanerochaete chrysosporium 410 90 (22.0%) 44 (+10.7%)
sce Saccharomyces cerevisiae 332 80 (24.1%) 36 (+10.8%)
spo Schizosaccharomyces pombe 278 68 (24.5%) 35 (+12.6%)
uma Ustilago maydis 296 76 (25.7%) 47 (+15.9%)
yli Yarrowia lipolytica 362 92 (25.4%) 43 (+11.9%)

reactions (KEGG ids R02933 and R02957) remained gapped after the first pass. Three
reactions were predicted by the algorithm to fill these particular gaps (R01184, R01481,
R01483). All filling reactions were used in parent but were absent from children, thus
addition of each reaction increased the parsimony cost by one.

afm

ani

u m a
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aor

d h a

ncr

mgr

yli

sce
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N1

N4
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N11
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N25

N14

N15

N17

N18 N20
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Fig. 5. A phylogeny tree for the 16 fungal species rooted at node N4. Shaded nodes indicate the
two species and their immediate ancestor N22 highlighted in Fig. 6.

Even though KEGG reaction-gene links were missing for reactions R01184 and
R01481, algorithm predictions were supported by homologous genes [2] found for both
reactions in M. grisea. Further, a homologous gene was found also in N. crassa for reac-
tion R01184. No gene was found to support the predicted existence of reaction R01483,
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C00137
myo-Inositol

R01184 (d=1)
EC 1.3.99.1

C00191
D-Glucuronate

R01481 (d=2)
EC 1.1.1.19

R01483 (d=2)
EC 3.1.1.19

C00800
L-Gulonate

R02933 (d=2)
EC 3.1.1.17
EC 3.1.1.25

C02670
Glucurone

R02957 (d=2)
EC 1.2.1.3

C01040
L-Gulono-1,4-lactone

C00818
D-Glucarate

Fig. 6. A subnetwork of the metabolic network reconstructed at node N22 of the phylogenetic
tree shown in Fig. 5. Reactions and metabolites are drawn as rectangles and ellipses, respectively.
Rounded rectangles show the three reactions added by the algorithm to fill the gapped reactions
R02933 and R02957. Distances df given in parentheses as d.

warranting further study. For the two gapped reactions (R02933 and R02957), homo-
logues were found in both organisms, supporting KEGG data.

4 Conclusions

In this paper, we introduced a maximum parsimony algorithm for reconstructing gapless
ancestral metabolic networks for a given phylogenetic tree. Furthermore, the method
can be used to suggest gapless variants of draft metabolic networks of observed species
given as input. The algorithm minimizes the number of mutations in the phylogenetic
tree while maintaining the gaplessness of the ancestral networks. Thus, the algorithm
can be used both to elucidate network structures in ancestral nodes and to fill in gaps
in draft metabolic networks in a evolutionarily plausible manner. We argue that such
approach, where the reconstruction networks are required to be gapless, improves pre-
diction performance over the unconstrained case. This work extends the method of [23],
where gapless reconstructions of individual metabolic networks were inferred from se-
quence data, to take into account the phylogenetic context of the reconstructed network.

The proposed algorithm was found to perform well in practice despite the compu-
tational complexity of the underlying problem. In experiments with random data, the
algorithm was able to recover the original data from perturbed input more accurately
than the baseline method that did not enforce gaplessness in reconstructed networks.
Moreover, the algorithm yielded explanations to the question why a given reaction (en-
zyme) appears in an ancestral network by suggesting the required reactions that render
the reaction gapless. This is especially important when we attempt to uncover the evo-
lutionary history leading into observed networks.

While we experimented only with a simple random model of evolution, the frame-
work introduced here lends itself to more realistic models. Exploring this direction is
left as future work, though we note the importance of incorporating sequence data with
the joint metabolic network/phylogenetic tree topology driven approach presented here.
To this end, dealing with inaccuracies and omissions in the underlying metabolic reac-
tion databases presents an additional challenge.
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Abstract. The study of systems biology through inductive logic programming
(ILP) aims at improving the understanding of the physiological state of the cell
by reasoning with rules and relations instead of ordinary differential equations.
This paper presents a method for enabling the ILP framework to deal with quanti-
tative information from some experimental data in systems biology. The method
consist in both discretizing the evolution of concentrations of metabolites during
experiments and transcribing enzymatic kinetics (for instance Michaelis-Menten
kinetics) into logic rules. Kinetic rules are added to background knowledge, along
with the topology of the metabolic pathway, whereas discretized concentrations
are observations. Applying ILP allows for abduction and induction in such a sys-
tem. A logical model of the glycolysis and pentose phosphate pathways of E.
Coli is proposed to support our method description. Logical formulae on concen-
trations of some metabolites, which could not be measured during the dynamic
state, are produced through logical abduction. Finally, as this results in a large
number of hypotheses, they are ranked with an expectation maximization algo-
rithm working on binary decision diagrams.

1 Introduction

Nowadays, systems biology represents the key field to explain the functionality of life
science. To analyze a biological system it is necessary to find out new mathematical
models allowing to explain the evolution of the system in a dynamic context or to deal
in a simple manner with the complex situations where the human experience overtakes
mathematical reasoning [1]. Many physical and biological phenomena may be repre-
sented on an analytical form using dynamical system. Our case study is based on wet
biology experiment consisting in applying a pulse of glucose in a small bio-reactor
containing E.Coli that led to building an ordinary differential equations (ODEs) based
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c© Springer-Verlag Berlin Heidelberg 2013



142 G. Synnaeve et al.

simulator. We used high performance liquid chromatography to measure some metabo-
lites concentrations and some others had to be estimated, using a simulated annealing
algorithm, since no experimental results were available. So, knowing completely the
evolutions of metabolites concentrations of this system, we applied our approach to
show its correctness. For that, we took only steady-state values of metabolites concen-
trations and ran our model.

Several attemps have been done for logic-based approaches to analyze biochemi-
cal pathways (interaction of metabolites, signaling networks) in Systems Biology. They
use action languages [2], abduction [3–6], SAT [7], inductive logic programming [8]
or answer set programming [9]. All these previous approaches are based on qualitative
modeling, and none of them can handle continuous domains appropriately. Temporal
logic combined with the representation of kinetic models in stochastic logic program-
ming (SLP) [10] have a similar goal using different means: the authors modeled the
kinetics of biochemical systems by continuous time Markov chains as input to SLP
where we took an approach to discretize (through continuous HMM) concentrations
of metabolites first and then use them combined with a logical translation of ODEs-
based kinetics as input to ILP. The goal of this research is to incorporate continuous
values and kinetics within the logic-based approach to metabolic pathways. In particu-
lar, we enhance an abductive framework proposed in [11], which consists of abductive
hypothesis generation and statistical hypothesis evaluation, by enabling us to handle
real-valued data obtained from measurement in observations.

For that, we now propose a loop for learning about a metabolic pathway from exper-
iments in which we have to (each step corresponds to a section, as in Fig. 1):

1. clusterize continuous concentrations of metabolites over time into discrete levels
and discrete timesteps.

2. use them in an ILP-based model of the pathway, in conjunction with a set of
knowledge-generating rules, here in the example describing Michaelis-Menten ki-
netics.

3. sort the resulting abduced facts or inducted rules with our defined metrics.
4. use this ranking for enhancing our knowledge base and goto the beginning of this

process.

In this paper, we show how this “closed loop” architecture can be applied to an inverse
problem: given the measured concentrations of some metabolites in a steady state, we
compute the concentrations of metabolites before the dynamic transition to this steady
state based on the kinetic modeling. We worked with the beginning of an automated
framework (see Fig. 2 for a practical data-centric circuit) to deal with different real
world pathways and experiments. It is mainly composed of four tools:

– The combination of an implementation of continuous HMMs [12, 13] with PY-
TSDISC to discretize experimental values.

– KEGG2SYMB, using the KEGG API, that transform pathways from KEGG [14, 15]
into symbolic models.

– SOLAR, a consequence finding system working on Skipping Ordered Linear tableaux
[16], which is complete for finding minimal explanations, to conduct abduction or
induction.
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– BDD-EM, an implementation of the expectation-maximization algorithm on binary
decision diagrams [11, 17] to rank hypotheses.

We chose to illustrate this method on the conjunction of glycolysis and pentose phos-
phate pathways for E.Coli, simplified the model by keeping 16 relevant reactions and
discretized experimental values (16 values) as in section 1. We added the three Michaelis-
Menten based rules and the three constraints of unicity for the levels as in section 2. We
had 15 unknown levels of concentrations of metabolites before the transition to the
steady state (yielding 15×3 levels = 45 abducibles). SOLAR, used for abduction, out-
puts 98 hypotheses that cover all these metabolites. With such a number, picking the
right hypotheses should be done in an automated way as we did in section 3.
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2 Discretization of Time Series from Experiments

In our modeling, we first introduce discrete concentration levels to filter what are the
relevant changes of concentration of the metabolites, in regard to hypotheses generation
from ILP. We need to be able to infer hypotheses that have a certain level of generality
and, for that, we should use intervals instead of single real values. This could have been
done with an interval constraints approach [18], but we currently choose a discretization
approach. Although this gives us less freedom in the logic part as levels are fixed (as
if we have fixed intervals), levels can be handled just as symbols in a logical model of
pathways.

Discretizing time series is a research field in which many works [19, 20] have been
conducted recently. Our practical problem is that we want to have a statistically rele-
vant (unsupervised) discretization for N metabolites concentrations over time. We also
discretize the values of Km (Michaelis-Menten constants, see (1)), for each reaction,
with the same levels. For that purpose, we use a probabilistic model, used in speech
recognition and time series analysis: continuous hidden Markov model (HMMs) [21].
We can therefore compute an appropriate number of levels (that was three for E.Coli)
in regard to a Bayesian score such as Bayesian Information Criterion (BIC) [22] or
as the Cheeseman-Stutz score [23] or as the variational free energy. This process can
be achieved through the following methods all described in [24], respectively: maxi-
mum likelihood estimation or maximum a posteriori estimation or through a variational
Bayesian method.

We use continuous (Gaussian) HMMs with parameter tying1. This is a solution
to the problem of sharing the same symbolic levels in all the logic models in or-
der to be able to assign the level of a compound to another and be dealing with the
same real values behind the scene. We first prepare N continuous HMMs (one for
each metabolite), where each state variable takes a concentration level, and each out-
put variable takes a measurement of concentration and follows a univariate Gaussian
distribution[26]. All the HMMs share a state space as well as the parameters in the out-
put variables (i.e. means and variances), so that they produce discrete levels that are
corresponding. These relevant discretized levels of concentration are computed through
the expectation-maximisation (EM) algorithm with maximum a posteriori (MAP) es-
timation [12] or through the variational Bayes EM (VB-EM) [13, 24]. We prefer this
last method as it is shown [24] that variational free energy provides a more accurate
approximation of the marginal log-likelihood than BIC or the Cheeseman-Stutz score.

Then, we use a simple round-mean aggregation of them for time-sampling. We set
a maximal number of time steps and look for the better fitting width and alignment
for equal-width time intervals. We are currently developping a different process in the
direction of discretization of our time series from molecular biology experiments that

1 Parameter tying is a notion often used in HMMs for speech recognition [21] and recently in
statistical relational learning [25]. In our case, the mean and the variance for X(n)

t , the output
variable at time t in the HMM for the n-th metabolite (n = 1, . . . , N ), are tied with the mean

and the variance for X(n′)
t′ , respectively (n 	= n′ and t 	= t′). In contrast, to allow the concen-

tration levels of the N compounds to change in different ways, the transition parameters for
P (S

(n)
t+1 | S(n)

t ) are not tied.
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Fig. 3. 3-state continuous HMM discretizing one experimental time series, where Xt is the mea-
surement of concentration at time t and St is the hidden state that indicates the corresponding
discretized level

will discretize time and levels simultaneously but current results are already useable
(see Table 1 and Fig. 5 ) and that is what we based the work presented here on.

3 Modeling of the Pathways of E.Coli

To obtain an understanding of the central metabolism, a logical model has been devel-
oped according to a kinetic model including the glycolysis and the pentose phosphate
pathway for Escherichia coli [27]. The Fig.4 shows the simplified pathway that we mod-
elized logically with relations reaction(Substrate, Enzyme, Product, Km).

pg6 ribu5p rib5p

glucose g6p xyl5p sed7p

f6p

dhap fdp pep pyr

gap pg3 accoa

cell membrane

Fig. 4. Simplified glycolysis and pentose phosphate pathways for E.Coli

The metabolic networks dynamics are in their enzymatic part ruled by the combi-
nation of classical kinetics: essentially Michaelis-Menten, Hill and allosteric ones. If
we limit our modeling to these kinetics, we can highly simplify their mathematical
handling, and that is what we did. We chose to use only Michaelis-Menten kinetics,
because we had a pathway simple enough and that it is the more general representation
for a non-linear allosteric regulation system. It assumes that the two enzyme binding
equilibria are fast when compared to the interconversion of enzyme + substrate (ES)
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and enzyme + product (EP ) compounds. That assumption appears reasonable consid-
ering that the dynamics of the experiment were happening in less that a minute: this
implies that the effects of genetic regulation of the enzymes included are negligible and
so the maximum reaction rates represent the amount and catalytic activity of enzymes.

E + S �k1

k−1
ES →k2 E + P

Michaelis−Menten equation :
d[P ]

dt
= Vm

[S]

[S] +Km
(1)

If both the substrate (S) and the product (P ) are present, neither can saturate the en-
zyme. For any given concentration of S the fraction of S bound to the enzyme is reduced
by increasing the concentration of P and vice versa. For any concentration of P , the
fraction of P bound to the enzyme is reduced by increasing concentration of S. When
we have S � P , we just have to consider reactions for both directions. We consider a
time discretization of the chemical rate equation for a reation between a substrate and a
product with respective stoechiometric coefficient s and p:

s.S → p.P : rate =
1

p
× d[P ]

dt
−→disc.time

1

p
× Δ[P ]

ΔT
(2)

(1) and (2) =⇒ p× rate = Vm
[S]T

[S]T +Km

≈ [P ]T+timestep − [P ]T
(T + timestep)− T

We chose to work with a constant timestep :

=⇒ [P ]T+1 = Vm
[S]T

[S]T +Km
+ [P ]T (3)

We can note that the Michaelis-Menten constants (Km) are homogenous to a concen-
tration. We can then state conc(Km, Level, Time) in our modeling to set them,
where conc stands for concentration. The experimental response observations of in-
tracellular metabolites to a pulse of glucose were measured in continuous culture em-
ploying automatic stopped flow and manual fast sampling techniques in the time-span
of seconds and milliseconds after the stimulus with glucose. The extracellular glucose,
the intracellular metabolites: glucose-6-phosphate (g6p), fructose-6-phosphate (f6p),
fructose1-6bisphosphate (fdp), glyceraldehyde3phosphate (gap), phospho-enolpyruvate
(pep), pyruvate (pyr), 6phosphate-gluconate (6pg), glucose-1-phosphate (g1p) as well
as the cometabolites: atp, adp, amp, nad, nadh, nadp, nadph were measured using enzy-
matic methods or high performance liquid chromatography.All the steady-state concen-
trations measurements of the E.Coli experiment and their corresponding discrete levels
are summarized in Table 1.

Inductive Logic Programming, used for induction or abduction [28], allows to deal
with discrete levels (symbols) and qualitative rules [8]. Given the background knowl-
edge B and an observationE (example), the task of ILP is to find an hypothesis H such
that:
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Table 1. Concentrations (mM/L) of the Metabolites and their discretized levels for steady states

# Metab. Conc. Lvl # Metab. Conc. Lvl
1 glucose 0.055 0 2 g6p 3.480 2
3 f6p 0.600 0 4 fdp 0.272 0
5 gap 0.218 0 6 pep 2.670 2
7 pyr 2.670 2 8 6pg 0.808 1
9 g1p 0.653 0 10 amp 0.955 1
11 adp 0.595 0 12 atp 4.270 2
13 nadp 0.195 0 14 nadph 0.062 0
15 nad 1.470 1 16 nadh 0.100 0

Fig. 5. Top: Discretization of the concentration of glucose in the Glycolysis Pathway of E.Coli
after an initial pulse. Bottom: Simulated evolution of the concentration of fructose-6-phosphate
during the whole experiment.

– B ∧H |= E and
– B ∧H is consistent

Inverse entailment [29–31] enables us to compute H through deduction by using:

– B ∧ ¬E |= ¬H and
– B � ¬H

We are here interested in abducing what happens during the dynamical transition based
on observations from Table 1. Inverse entailment for abduction is studied in [29] in
which abductive computation can be realized by the consequence finding procedure
SOL. In this case, both E and H are sets of literals, so both ¬E and ¬H are clauses.

This approach can be further extended for inducing general hypotheses in [31], which
is generalized from [30], to allow B, E and H for full clausal theories. ¬H is con-
structed by a method called CF-induction, which computes characteristic clauses of
B∧¬E, selects its subset CC called the bridge formula from it, and generalizes ¬CC.
CF-induction then realizes sound and complete hypotheses finding from full clausal the-
ories, and not only definite clauses but also non-Horn clauses and integrity constraints
can be constructed as H .



148 G. Synnaeve et al.

SOLAR can be used as an abductive procedure to infer a hypothesis H in the form
of a set of literals. Our logical model is based on the simplified Michaelis-Menten
equation (3) which has here been represented by three background clauses using the
conc(Compound, Level, Time) predicate. If we make the approximations for
extreme values in:

[P ]T+1 = Vm
[S]T

[S]T +Km
+ [P ]T (3)

With only 3 levels, as we have in our discretization of E.Coli experiments, we will get
the following simple rules:

– [S] � Km ⇒ Δ[P ]
ΔT

= Vm
KM

⇒ [P ]T+1 = [P ]T reaction(S, P, Km) ∧ conc(S,

0, T) ∧ conc(Km, 2, T) ∧ conc(P, L, T)

→ conc(P, L, T+1) The concentration of the product will not change between
T and T+1 if the reaction is very slow.

– [S] � Km ⇒ Δ[P ]
ΔT

= Vm
2

⇒ [P ]T+1 = Vm/2 + [P ]T reaction(S, P, Km) ∧
conc(S, L, T) ∧ conc(Km, L, T) ∧ conc(P, L2, T)

→ conc(P, L2, T+1) The concentration change of the product between T and
T+1 is not big enough to switch from one level to another. This is an approximation
and a handy consequence of our discretization (using a logarithmic scale on real
values).

– [S] � Km ⇒ Δ[P ]
ΔT

= Vm ⇒ [P ]T+1 = Vm + [P ]T reaction(S, P, Km) ∧
conc(S, 2, T) ∧ conc(Km, 0, T) ∧ conc(P, L, T)

→ conc(P, 2, T+1) If the reaction is very quick, it will result in transforming
all the substrate into product in one time step.

If we had more than three levels, we would either need more rules (they can be automat-
ically generated) or a general procedure for handling our kinetic model. This last one is
a current implementation issue related to SOLAR. Another way to deal with more levels
being currently explored consist in the automated generation of kinetics rules w.r.t. the
discretization. Furthermore, we made some simplifications in the pathways to be able
to use only Michaelis-Menten kinetics, another research topic is to extend our modeling
to reactions ruled by other types of kinetics.

We also added constraints about the unicity of levels at a given time to reduce the
number of hypotheses while keeping consistency:

• ¬conc(S, 0, T) ∨ ¬conc(S, 1, T)
• ¬conc(S, 0, T) ∨ ¬conc(S, 2, T)
• ¬conc(S, 1, T) ∨ ¬conc(S, 2, T)

Now we set the observations for the 6 metabolites (#2 → #7) from Table 1, which have
been possibly affected by the stimulus with glucose, and the abducibles as those literals
of the form conc( , ,0). Using SOLAR, we get 98 hypotheses as:
H76 = conc(g6p,2,0) ∧ conc(adp,2,0) ∧ conc(fdp,0,0) ∧
conc(dhap,0,0)

∧ conc(gap,0,0) ∧ conc(glucose,2,0) ∧ conc(pg3,2,0) ∧
conc(pep,2,0)

∧ conc(atp,0,0) ∧ conc(pyr,2,0)
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4 Ranking Hypotheses

[17] proposed the BDD-EM algorithm that is an implementation of the expecta-
tion maximization algorithm working on binary decision diagram, allowing it to deal
with boolean functions. [11] have applied the BDD-EM algorithm to rank hypothe-
ses obtained through abduction. To rank our H1, . . . , Hn hypotheses by probabil-
ity, we consider the finite set of ground atoms A that contains all the values that
can take our conc(Compound, Level, Time) and reaction(Substrate,
Product, Km). Each of the elements of A is a boolean variable. One of its subsets is
the subset of abduciblesΓ composed of all the possible values of conc(Compounds,
Level, 0). With θi = P (Ai) for Ai ∈ A , we have to maximize the prob-
ability of the disjunction of hypotheses helped with the background knowledge B:
F = (H1 ∨ · · · ∨ Hn) ∧ ground(B) to set the good θ parameters (by the BDD-EM
algorithm). F can still be too big to be retained as a BDD, so an optimisation F ′ of its
size is obtained through the use of the minimal proofs for B and each Hi. Then, the
BDD-EM algorithm computes the probabilities of ground atoms in A that maximizes
the probability of F ′. Finally, the probabilities of each hypotheses used for the ranking
are computed as the products of the probabilities of literals appearing in each Hi.

To sort our 98 abduced hypotheses, we ran the EM algorithm on the BDDs corre-
sponding to our hypotheses 10,000 times with random initializations. Note that if the
comparison of these probabilities with each other is relevant, they should not be taken
as absolute probabilities. The 10 most probable abduced hypotheses are the following:

Table 2. 10 most probable hypotheses

Hyp. # Probability Abduced conc. levels at T=0
H76 ≈ 1.000 g6p: 2, adp: 2, f6p: 0, fdp: 0,

dhap: 0, gap: 0, glucose: 2,
pg3: 2, pep: 2, atp: 0, pyr: 2

H41 0.822 the same as H76 except pg3: 0
H56 0.625 the same as H76 except g6p: 0
H70 0.553 the same as H76 except atp: 2
H13 0.515 the same as H56 except adp: 0
H90 0.455 the same as H70 except pg3: 0
H82 0.442 the same as H76 except dhap: 2
H43 0.369 the same as H76 except pyr: 1
H9 0.364 the same as H41 except dhap: 2

H68 0.346 g6p: 0, adp: 0, f6p: 0, fdp: 0,
dhap: 0, gap: 0, glucose: 2,
pg3: 2, pep: 2, atp: 2

These hypotheses are corresponding to our biological knowledge that pyruvate is a
bottleneck [32] and that the glucose that is totally consumed (e.g. top plot of Fig. 5 from
simulation) was in high concentration at the beginning of the experiment (pulse). It goes
along with the very general reaction of glycolysis: glucose+2ADP+2P+2NAD+ →
2 pyruvate + 2ATP + 2(NADH,H+) + 2H2O. Also, for some metabolites, such
as fructose-6-phosphate, the levels found through abduction are corresponding to the
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output of the simulation (e.g bottom plot of Fig.5) with the same low level (0) before
and after the dynamic transition.

5 Discussion

5.1 Enhancing the Knowledge Base

Increasing our knowledge about a system is considered as an iterative process: at first,
we consider the background knowledge combined with the observations as our knowl-
edge base. Then we produce hypotheses and we need to use an algorithm to enhance
(update) our knowledge base with some of the discovered hypotheses, here: abducibles.
Ideally, we would re-run the hypothesis finding process until we cannot find anything
new. This is particularly important when working with complex chained reactions and
multiple time steps as it can enable deeper learning. This idea of revising the knowledge
base is already found in [33] with a nonmonotonic approach, but their revision method
stays in a qualitative modeling and do not take quantitative aspects into account.

Here, it is needed to pick hypotheses that are consistent with the background knowl-
edge and with each others. For example, if we apply a greedy algorithm (as Algorithm
1) that picks hypothesis in decreasing probability order such that the hypothesis add
some knowledge and that our enhanced knowledge stays consistent, it prevents from
abducing other discoverables than the ones contained in H76. For instance we cannot
find concentrations at T=0 for ribu5p, rib5p, sed7p, xyl5p, because if they were ab-
duced, the resulting hypotheses would become inconsistent with H76. Note also that
the abducibles added into the knowledge base may reduce the computational cost of
later iterations of abduction/induction, but it is comparable to discard some branches of
exploration. We could have chosen to pick a combination of hypotheses that discovers
more abducibles by penalizing the solutions including too few different abducibles with
a scoring function inspired by the BIC [22]: score = −2 ln(error) + λ · f(k, n) with
k being the number of chosen hypotheses, n the number of abducibles, f a function
that indicates the structural complexity of the combination of hypotheses (decreasing
with the increase of n and increasing with the increase of k) and error the product of
the probabilities of chosen hypotheses. We assume here that we can use their relative
significations in error by unbiasing the score with a λ parameter. So that the goal of
such an algorithm would be to discover all abducibles while minimizing this score.

5.2 A Finer Discretization

It is important to have as many levels as needed to be able to handle the different
Km (Michaelis Menten constant): Km(ATP) = 0.4 mmol/L ←→ Km(HCO−

3 ) =
26 mmol/L. With M levels, for example: 1 2 3 4 5 6 7. When the need for
N < M levels arises, we do a projection, for example:

small: {1, 2} ; medium: {3} ; big: {4, 5, 6, 7}
Here, if we have only the 3 previously presented rules (Michaelis-Menten specific ap-
proximations). We center medium on the discrete level of the relevant Km by doing
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Algorithm 1. An algorithm to enhance the knowledge base: most probables firsts
knowledge ← knowledge base
sorted hypotheses ← sort(hypotheses)
while length(discoverable) > 0 &&
length(sorted hypotheses) > 0 do

tmp ← sorted hypotheses.pop()
if contains(tmp, discoverable) && consistent(tmp, knowledge) then

knowledge.enhance(tmp)
discoverable.remove(tmp)

end if
end while

With the explicit functions length, pop (destructive), and:

– sort sorts the hypotheses by decreasing probability.
– contains is a function that returns statements of first argument contained in the second.
– consistent performs consistency checking of two theories and return True if they are con-

sistent.
– enhance adds statements that are not yet present in the considered (“self”, “this”) knowl-

edge.
– remove deletes statements from argument present in the considered (“self”, “this”) object

(could make use of contains).

medium(A) :- level(A)==level(Km) in the context of a reaction with a sub-
stract of product A and constant Km. This means that the discrete level that will corre-
spond to medium for the current application of the three 3-levels-based rules will be
the level taken by Km. We made a context-dependent projection.

Another way to deal with numerous levels is to change our modeling to allow for
one (or many) more general(s) rule than the 3 rules showed above and resulting from
approximations. This is what we try to achieve by introducing a new built-in predicate
compute in SOLAR. As we take Vm and Km from the literature, we can write it:
reaction(X, E, Y, Km, Vm), concentration(X, LX, T),
concentration(Y, LY, T) ⇒ compute(LX, LY, Vm, Km, LXX,
LYY), concentration(X, LXX, T+1) concentration(Y, LYY,
T+1)

And in the other direction (from T to T − 1):
reaction(X, E, Y, Km, Vm), concentration(X, LXX, T),
concentration(Y, LYY, T) ⇒ compute(LX, LY, Vm, Km, LXX,
LYY), concentration(X, LX, T-1) concentration(Y, LY, T-1)
compute would be executing the mathematical computations in the Java part of

SOLAR while using a mathematical expression of the kinetics. For instance, with the
simplified Michaelis-Menten equation:

[P ]T+1 = Vm
[S]T

[S]T +Km
+ [P ]T (3)
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The discretization part can handle as many levels as needed, as shown in Fig .6 rep-
resenting the evolution of the concentration of 4 metabolites in the Glycolysis Pathway
of S.Cerevisiae after an initial pulse of glucose.

Fig. 6. Discretization with 7 common levels of the concentration of 4 metabolites in the Glycol-
ysis Pathway of S.Cerevisiae after an initial pulse of glucose

6 Conclusions

As we found that our results (for time T=0) agreed with existing background knowledge
in biology and our ODEs-based simulator, this paper showed a method to deal with the
kinetics of metabolic pathways with a symbolic model (i.e. Fig 1). We explained how
to discretize biology experiments into relevant levels to be used with ILP and logic pro-
grams in the large. Moreover, based on these discretization of concentration into levels,
we explained our process to transform Michaelis-Menten analytical kinetics equation
into logic rules, the authors are not aware of any previous work in this direction. There-
fore the originality of the work is given by the capacity of a logical model to find the
dynamic response of micro-organism when a pulse of glucose has been made. We think
that this approach improves the accuracy of the metabolic flux analysis. Allowing for
other kinds of kinetic modeling (two substrate and/or two products reactions) would
enable us to work with more complete models.

As in [5], this approach tries to study the behaviour of many ordinary differential
equations while considering a symbolic model with its advantages whereof the statisti-
cal evaluation of hypotheses. The process of statistically evaluating hypotheses, thanks
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to BDD-EM [11], is seen as a good method to find relevant knowledge among the
large quantity of processed data. The practical validity of this full process (including
discretization) has been shown by the results of this paper while working in a well-
known theoretical framework [28, 31]. We strongly believe that the use of time series
discretization and a kinetic modeling to enable ILP to deal with ODE will yield great
results. We also prefer to consider knowledge discovery as an iterative loop where one
must review his knowledge base in the light of new findings (i.e. add “New KB” next
turn in Fig. 2).

Still, our modeling can be improved, and time and concentration discretization could
be finer. Experiments dealing with more than 3 levels and many time steps will be
lead on the Glycolysis and Pentose Phosphate pathways of another bacteria, Saccha-
romyces Cerevisiae (yeast), with both real world data from experiments and simulated
data. More experiments with enhancing and updating the knowledge base on this dataset
is necessary to get more accurate results. A more global approach of discretizing exper-
imental data and using it in conjunction with automatically generated symbolic path-
ways extracted from KEGG [14, 15] can be applied regardless of the model chosen for
infering new knowledge. This approach can be generically applied to turn quantitative
results from systems biology into qualitative (symbolic) ones.
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Abstract. In this paper we analyze the double phosphorylation-dephosphorylati-
on cycle (or double futile cycle), which is one of the most important
biochemical mechanisms in intracellular reaction networks, in order to discuss the
applicability of the standard quasi steady-state approximation (sQSSA) to com-
plex enzyme reaction networks, like the ones involved in intracellular signal trans-
duction. In particular we focus on what we call “complex depletion paradox”,
according to which complexes disappear in the conservation laws, in contrast
with the equations of their dynamics. In fact, in common literature the interme-
diate complexes either are ignored or are supposed to rapidly become negligible
in the quasi steady-state phase, differently from what really happens, as shown
studying the cycle without any quasi-steady state approximation. Applying the
total quasi steady-state approximation (tQSSA) to the double phosphorylation-
dephosphorylation cycle, we show how to solve the apparent paradox, without
the need of further hypotheses, like, for example, the substrate sequestration.

1 Introduction: Michaelis-Menten Kinetics and Quasi
Steady-State Approximation

Michelis-Menten kinetics [1,2,3,4] represents a fundamental milestone in biochemistry,
as it gives a very good approximation of the dynamics of the different enzymes involved.
Its formulation considers a reaction where a substrate S binds an enzyme E reversibly
to form a complex C. The complex can then decay irreversibly to a product P and the
enzyme, which is then free to bind another molecule of the substrate.

This process is summarized in the scheme

E + S
a−→←−
d

C
k−→ E +P, (1)

where a,d and k are kinetic parameters (supposed constant) associated with the reaction
rates. The fundamental step is modeling all of the intermediate reactions, including
binding, dissociation and release of the product using mass action and conservation
laws. This leads to an ordinary differential equation (ODE) for each involved complex
and substrate, where the concentration variation for each reactant is proportional to the
reactant concentrations. We refer to this as the full system.

From now on we will use the same symbols for the names of the enzymes and their
concentrations. For (1) the equations are

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2011, CCIS 273, pp. 155–172, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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dS
dt

= −a(ET −C)S+ d C (2)

dC
dt

= a(ET −C)S− (d+ k)C . (3)

with initial conditions

S(0) = ST , C(0) = 0, (4)

and conservation laws

E +C = ET , S+C+P = ST . (5)

The initial conditions give the concentrations of S and C at the beginning of the re-
action, and their dynamics is described by the ODEs, while E and P can be deduced
from S and C via (5). Here ET is the total enzyme concentration, assumed to be free
at time t = 0. Also the total substrate concentration, ST , is free at t = 0. This is called
Michaelis-Menten (MM) kinetics [3,4,5,6]. Let us observe that the system (2–3) admits
only one asymptotic solution. This solution is given by C = S = 0, so that from (5)
we get asymptotically P = ST and E = ET . This means that all the substrate eventually
becomes product due to the irreversibility, while the enzyme eventually is free and the
complex concentration tends to zero.

Assuming that the complex concentration is approximately constant after a short
transient phase leads to the usual Michaelis-Menten (MM) approximation, or standard
quasi steady-state approximation (sQSSA). It leads to an ODE for the substrate while
the complex is assumed to be in a quasi-steady state (i.e., dC

dt ≈ 0):

dS
dt

≈ −kC ≈ − VmaxS
KM + S

, S(0) = ST , (6)

where

Vmax = k ET , KM =
d + k

a
. (7)

Segel and Slemrod [7] showed that a necessary condition for the validity of the sQSSA
approximation is

ET � KM + ST

which is valid when the enzyme concentration is much lower than either the substrate
concentration or the Michaelis constant KM [5,7]. This condition is usually fulfilled for
in vitro experiments, but often breaks down in vivo [8,9]. However, to simulate physio-
logically realistic in vivo scenarios, one faces the problem that the MM approximation
is no longer valid, as mentioned above. Hence, even though the kinetic constants such as
KM are identical in vivo and in vitro, they need to be implemented in an approximation
which is valid for the system under investigation.

Approximations such as the total QSSA (tQSSA) [10,11,12], which is valid for a
broader range of parameters covering both high and low enzyme concentrations, have
been introduced recently. It arises by introducing the total substrate

S = S+C.
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(2)–(3) then become

dS
dt

= −kC

dC
dt

= a[C2 − (ET + S+KM)C+ET S] . (8)

Assuming that the complex is in a quasi steady-state

(
dC
dt

≈ 0

)
yields the tQSSA

d S
dt

≈ −kC−(S), S(0) = ST , (9)

where

C−(S) =
(ET +KM + S)−

√
(ET +KM + S)2 − 4ET S

2
(10)

is the only biologically allowable solution of
dC
dt

= 0 in (8). Tzafriri [12] showed that

the tQSSA is valid whenever

εT z :=
K

2ST

(
ET +KM + ST√

(ET +KM + ST )2 − 4ET ST
− 1

)
� 1, (11)

where K =
k
a

, and that this is always roughly valid in the sense that

εT z ≤ K
4KM

≤ 1
4
. (12)

The parameter K is known as the Van Slyke-Cullen constant.
Most of current literature uses the sQSSA also to describe the network of enzyme

reactions involved in the intracellular signal transduction. However, in vivo the reac-
tions are coupled in complex networks or cascades of intermediate, second messengers
with successive reactions, competition between substrates, feedback loops etc. In some
cases approximations of such scenarios have been carried out within the MM scheme,
not only without any examination of its applicability, but also neglecting the complexes
involved in the reactions (see for example [13,14,15]). Other authors [16] make use
of conservation laws that account for the presence of the complexes. Nevertheless the
asymptotic values of the reactants do not yet correspond to the values obtained inte-
grating numerically the full systems. In order to explain this apparent incoherence we
must underline that the sQSSA, as every QSSA, represents the system dynamics af-
ter a (in general short) transient phase, during which the substrates are partially bound
and the complexes begin to form. Consequently, since the QSSA is applied considering
the complexes substantially constant, the total concentration of free and activated sub-
strate(s) will be considered constant, but its value, due to the presence of complexes,
cannot coincide with the initial substrate value, when all the complex concentrations
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were equal to zero. Setting ST as initial value for the total amount of (inactive and ac-
tivated) substrate concentrations in the sQSSA naturally brings to wrong conclusions,
since the system is forced to fulfill a conservation law that implicitly neglects all the
complex concentrations. This is clearly shown in Fig. 6.

In this paper we study the double phosphorylation-dephosphorylation, on one side
showing that the use of the sQSSA brings to wrong asymptotic values, on the other
showing that the use of the tQSSA brings to correct predictions for the asymptotic
concentrations of all the reactants, because the total variables take simultaneously into
account substrates and complexes. In particular, we show that the sQSSA can predict
bistability for large value ranges, whereas the full system shows monostability.

2 The Covalent Modification Cycle

A case where it is important to consider the contribution from intermediate complexes
is the ubiquitous mechanism of covalent modification, such as the cycle of phosphoryla-
tion and subsequent dephosphorylation of an enzyme. This reaction is very important in
every intracellular pathway, because the process of phosphorylation and dephosphory-
lation is one of the most important to activate and inactivate enzymes. The mechanism,
which provides the building blocks of the MAPK cascade, consists of a substrate S,
which can be modified, for example by phosphorylation, to the form P. Vice versa, P
can be transformed, e.g. by dephosphorylation, back to S. The scenario investigated in
the ground-breaking work [17] assumes that the enzymes follow the Michaelis-Menten
reaction mechanism, given by

S+E1

a1−→←−
d1

C1
k1−→ E1 +P

P+E2

a2−→←−
d2

C2
k2−→ E2 + S

(13)

The reaction is governed by the coupled ODEs

d S
dt

= −a1E1 ·S+ d1C1 + k2C2

d C1

dt
= a1E1 ·S− (d1 + k1)C1

d C2

dt
= a2E2 ·P− (d2 + k2)C2

(14)

with initial conditions

S(0) = ST , Ci(0) = 0 , i = 1,2

and conservation laws

ST = S+C1 +C2 +P, (15)

Ei,T = Ei +Ci , i = 1,2 . (16)
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In the MAPK pathway, the upstream kinase (denoted MKKK, i.e., MAP kinase
kinase kinase; for example Raf), when activated, phosphorylates the immediately down-
stream target, which is also a kinase (MAPKK, i.e., MAP kinase kinase, for example
MEK) successively on two specific sites, eventually activating it. This last double-
phosphorylated kinase (MAPKK-PP) acts on the MAPK (for example ERK) through
specific phosphorylation events on two distinct sites. The activated MAPK is then re-
sponsible for further downstream signalling. The activated cascade is shut down by the
reverse action of specific phosphatases [18,19], whose outcome is the time modulation
of the signal, probably through the regulation of the active kinase (for example, tran-
sient versus sustained activation). Moreover, the phosphatase controls the steady state
level of activated MAPK, which, in turn, controls downstream processes.

The double phosphorylation, as well as double dephosphorylation of MAPK, was re-
cently modeled taking into consideration the competition between the pools of MAPK
with different phosphorylation states [13,14]. We model this process by assuming that
competition holds for both the phosphorylation as well as the dephosphorylation pro-
cesses as in [13]. In presence of a reaction cycle, it is natural to expect that the
complexes are continuously depleted and created and that in a stationary state their
concentrations cannot tend to zero. This fact was already observed in [17] in the case of
the phosphorylation-dephosphorylation cycle. Nevertheless most of current literature,
when applying the sQSSA to complex schemes, imposes implicitly the depletion of all
the complexes, seriously affecting the conservation laws and consequently the asymp-
totic values of the reactant concentrations. However, as observed in the previous sec-
tion, even when the conservation law for substrates takes into account the complexes,
the application of the sQSSA corresponds to ignore the initial, rapid transient phase,
where complexes begin to be created and the total amount of free (inactive, monophos-
phorylated and double phosphorylated) substrates is no more equal to ST . On the other
hand, the tQSSA cannot produce this situation, because the substrates and the com-
plexes formed by them are included in the same (total) variables and the system cannot
distinguish between free substrates and bound ones. For this reason, differently from
the sQSSA, the tQSSA saves the conservation laws and produces the same asymptotic
values as the full system.

The most dramatic consequence is that, when applied to well-known mechanism,
like, e.g., the (double) phosphorylation-dephosphorylation cycle, or the MAPK cas-
cade, the sQSSA predicts phenomena which do not appear when the mechanisms are
studied by means of the full system of equations describing the systems or by means
of the tQSSA. For example, in [20] it is shown that the supposed depletion of the com-
plexes in the sQSSA brings to uncorrect asymptotic values of the inactive and active
substrate in the Goldbeter-Koshland cycle, as predicted in [17]. On the other hand, the
tQSSA reproduces in a very satisfactorily way not only the asymptotic values but also
the dynamics of the reactants.

In [21] it is shown that in several mechanisms (like, e.g., the antagonistic toggle
switch) the sQSSA can yield bistability even when the system, described by the full
system of equations, is not bistable. In [22] and [20] it is shown that when the sys-
tem undergoes oscillations any QSSA risks to fail, because the central hypothesis for
the quasi steady-state assumption is a substantial equilibrium for the complexes, which
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cannot be guaranteed in presence of the substrate oscillations. Flach and Schnell tested
their considerations on the van Slyke-Cullen mechanism [23], while Pedersen et al.
studied the MAPK cascade with feedback, as in [24]. In [25,26] it is shown that the
tQSSA reproduces zero-order ultrasensitivity in the Goldbeter-Koshland cycle, accord-
ing to what was predicted in [17], while the sQSSA, for a wide range of parameter
values, is not able to yield ultrasensivity whenever it is expected by the theory.

As already remarked, the main reason for the failures of the sQSSA lays in the fact
that the complexes, far from asymptotically going to zero, are not accounted in the
conservation laws. This implies the prediction, by the sQSSA, of lower total concentra-
tions than what is expected or experimentally observed. This fact induced some authors
[27,28,29], either to re-discover the sequestration of the substrates by the kinases or
the phosphatates, or to postulate the existence of some substrate sequestration mech-
anisms, by means of competition or inhibition, made by other enzymes. Actually, the
use of the tQSSA not only does not need any additional sequestration hypothesis, but
also correctly accounts for the exact asymptotic concentration values, of inactive, active
and bound substrates. Let us remark that one of the main advantages of any QSSA is
the simplification of the mathematical scheme describing the enzyme reactions, which
allows us to capture many qualitative and quantitative features that could not observed
by means of the full system.

In the next section we will compare the application of the sQSSA and the tQSSA to
the study of the double phosphorylation-dephosphorylation mechanism, showing that,
while the latter brings to the same results as the full system, the former brings to con-
sistent errors, mainly in the asymptotic concentration values, predicting bistability for
large value ranges, whereas the full system (and the tQSSA) show monostability.

3 The Equations

We want to study the scheme

MAPKK-PP

MAPK

v1

��
MAPK-P

v2

��

v4

�� MAPK-PP

v3

��

MKP3

����

�� 		
(17)

where the double-phosphorylated kinase (MAPKK-PP) acts on the MAPK (for exam-
ple ERK) through specific phosphorylation events on two distinct sites, while the phos-
phatase (MKP3) acts with a reverse action on MAPK-PP, inactivating it.

Several authors have modeled this reaction. In [16] it is supposed that both phospho-
rylation and dephosphorylation happen in only one step. In [14] the authors describe
the dephosphorylation reaction as a two step mechanism. In [30] both phosphorylation
and dephosphorylation are assumed to be two step reactions. We will focus our analysis
on the models described in [16] and [14].
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The reaction, as described in [16], can be summarized as follows

M+E
k11−→←−

k−11
M −E =C1

k12−→ Mp +E

Mp +E
k21−→←−

k−21
Mp −E =C2

k22−→ Mpp +E

(18)

Mpp +F
k31−→←−

k−31
Mpp −F =C3

k32−→ Mp +F

Mp +F
k41−→←−

k−41
Mp −F =C4

k42−→ M+F

where M,Mp and Mpp respectively represent the inactive, the monophosphorylated and
the double phosphorylated MAPK, E and F are respectively the kinase MAPKK-PP
and the phosphatase MKP3 and Ci are the intermediate complexes.

Using the law of mass action, the full system of equations governing the dynamics
of the system is therefore

dM
dt

= −k11ME + k−11C1 + k42C4

dMp

dt
= −k21MpE + k−21C2 + k−41C4 − k41MpF + k32C3 + k12C1

dMpp

dt
= −k31MppF + k−31C3 + k22C2

dC1

dt
= k11ME − (k−11 + k12)C1

dC2

dt
= k21MpE − (k−21 + k22)C2

dC3

dt
= k31MppF − (k−31 + k32)C3

dC4

dt
= k41MpF − (k−41 + k42)C4

(19)

with initial conditions

M(0) = MT , Mp(0) = Mpp(0) = 0, Ci(0) = 0, (20)

where i = 1, . . . ,4 and conservation laws

M+Mp +Mpp +C1 +C2 +C3 +C4 = MT , (21)

E +C1 +C2 = ET , F +C3 +C4 = FT . (22)

Setting Ki =
k−i1 + ki2

ki1
, i = 1, . . . ,4, the sQSSA implies that

C1 =
M E
K1

, C2 =
Mp E

K2
, C3 =

Mpp F

K3
, C4 =

Mp F

K4
(23)
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which give
dM
dt

= − k12
K1

M E + k42
K4

Mp F

dMp

dt
= − k22

K2
Mp E − k42

K4
Mp F + k32

K3
Mpp F + k12

K1
M E

dMpp

dt
= k22

K2
Mp E − k32

K3
Mpp F

(24)

where

E =
ET

1+ M
K1

+
Mp
K2

, F =
FT

1+ Mpp
K3

+
Mp
K4

and
M(0) = MT , Mp(0) = Mpp(0) = 0 .

Let us observe that, when we apply the sQSSA, we set all the complexes constant. This
means that the conservation law becomes

M+Mp +Mpp = constant (25)

The constant in (25) is, in general, different from MT but the application of both the
sQSSA and the conservation law since the beginning of the reaction naturally brings to
the equality constant = MT . This leads to the complex depletion paradox: the applica-
tion of the sQSSA implies that, while the complexes are related to the substrates by the
equations (23), they are implicitly set equal to zero, because of (25). The consequences
are that the sQSSA predicts asymptotic values for the different substrate species which
are higher than those ones predicted by the full system.

Let us introduce the total QSSA (tQSSA) by setting

M = M+C1, Mp = Mp +C2 +C4, Mpp = Mpp +C3 . (26)

In terms of these new variables, supposing that the complexes are in a quasi steady-state,
the set of equations (19) becomes

dM
dt

= k42C4 − k12C1,

dMp

dt
=−k22C2 − k42C4 + k32C3 + k12C1,

dMpp

dt
=−k32C3 + k22C2 .

(27)

with same initial conditions of (20) and conservation law

M+Mp +Mpp = MT (28)

and where the complexes are given in function of the total substrates by

(M −C1)(ET −C1 −C2)−K1 C1 = 0
(Mp −C2 −C4)(ET −C1 −C2)−K2 C2 = 0

(Mpp −C3)(FT −C3 −C4)−K3C3 = 0
(Mp −C2 −C4)(FT −C3 −C4)−K4C4 = 0

(29)
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The above system of equations has been obtained using the QSSA ( dCi
dt = 0), (21) and

(22) in the last 4 equations of (19).
Let us remark that, in this case, we do not observe any complex depletion paradox,

because the initial conditions are given on the total substrates, no matter if the substrates
are free or bound. Consequently, even after the application of the quasi steady-state ap-
proximation, the conservation law is fully respected, without any additional condition
on the complexes. Thus the tQSSA yields the same asymptotic values for all the reac-
tants (complexes included) as the full system.

Similarly, the reaction described in [14] can be summarized as follows:

M+E
k1−→←−

k−1
M −E =C1

k2−→ Mp +E

Mp +E
k3−→←−

k−3
Mp −E =C2

k4−→ Mpp +E

(30)

Mpp +F
h1−→←−

h−1
C3

h2−→C4

h3−→←−
h−3

Mp +F

Mp +F
h4−→←−

h−4
C5

h5−→C6

h6−→←−
h−6

M+F

which can be translated, as before, into differential equations by the law of mass action:

dM
dt

= −k1ME + k−1C1 + h6C6 − h−6MF

dMp

dt
= −k3MpE + k−3C2 + h3C4 − h−3MpF − h4MpF + k2C1 + h−4C5

dMpp

dt
= −h1MppF + h−1C3 + k4C2

dC1

dt
= k1ME − (k−1 + k2)C1

dC2

dt
= k3MpE − (k−3 + k4)C2

dC3

dt
= h1MppF − (h−1 + h2)C3

dC4

dt
= h−3MpF + h2C3 − h3C4

dC5

dt
= h4MpF − (h−4 + h5)C5

dC6

dt
= h5C5 + h−6MF − h6C6

(31)

with initial conditions

M(0) = MT , Mp(0) = Mpp(0) = 0, Ci(0) = 0, (32)
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where i = 1, . . . ,6 and conservation laws

M+Mp +Mpp +C1 +C2 +C3 +C4 +C5 +C6 = MT , (33)

E +C1 +C2 = ET , F +C3 +C4 +C5 +C6 = FT . (34)

Setting

Ki =
k−i + ki+1

ki
, i = 1,2 , Hi =

h−i + hi+1

hi
, i = 1,4

the sQSSA approximation implies that

C1 =
M E
K1

, C2 =
Mp E

K2
, C3 =

Mpp F
H1

,

C4 =
1
h3

[
h2

Mpp

H1
+ h−3Mp

]
F , C5 =

MpF
H4

, C6 =
1
h6

[
h5

Mp

H4
+ h−6M

]
F

which give
dM
dt

= − k2
K1

M E + h5
H4

Mp F

dMp

dt
= − k4

K2
Mp E − h5

H4
Mp F + h2

H1
Mpp F + k2

K1
M E

dMpp

dt
= k4

K2
Mp E − h2

H1
Mpp F

(35)

where

E =
ET

1+ M
K1

+
Mp
K2

and

F =
FT

1+ Mpp
H1

(1+ h2
h3
)+H5Mp +

h−6
h6

M

with H5 =
h−3
h3

+ 1
H4

+ h5
h6H4

and

M(0) = MT , Mp(0) = Mpp(0) = 0 .

Let us introduce again the tQSSA by setting

M = M+C1 +C6 , Mp = Mp +C2 +C4 +C5 , Mpp = Mpp +C3 .

In terms of these new variables, supposing that the complexes are in a quasi steady-state,
the set of equations (31) becomes

dM
dt

=−k2C1 + h5C5,

dMp

dt
= k2C1 − k4C2 + h2C3 − h5C5,

dMpp

dt
= k4C2 − h2C3 .

(36)
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with same initial conditions of (20) and conservation law

M+Mp +Mpp = MT (37)

and where the complex are given in function of the total substrates by

(M −C1 −C6)(ET −C1 −C2)−K1C1 = 0
(Mp −C2 −C4 −C5)(ET −C1 −C2)−K2C2 = 0

(Mpp −C3)(FT −C3 −C4 −C5 −C6)−H1C3 = 0
h2C3 + h−3(Mp −C2 −C4 −C5)(FT −C3 −C4 −C5 −C6)− h3C4 = 0
(Mp −C2 −C4 −C5)(FT −C3 −C4 −C5 −C6)−H4C5 = 0
h5C5 + h6 (M −C1 −C6)(FT −C3 −C4 −C5 −C6) = 0

(38)

As before, the above system of equations has been obtained using the QSSA ( dCi
dt = 0),

(33) and (34) in the last 6 equations of (31).
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Fig. 1. Stationary branches of the inactive MAPKK (M) in the full system (19) (solid)
and in its sQSSA approximation (24) (dashed), obtained varying the initial concentration
of the kinase MAPKK, for different values of the initial concentration of the phosphatase:
MKP3=20,50,100,200,300,400,500 (left-right); kinetic parameters as in Table 1 and MT = 500

4 Numerical Simulations and Figures

We have numerically integrated (19) and (31), as well as their M-M approximations
(24) and (35), with the standard MATLAB stiff integrator ODE15S. The set of kinetic
parameters shown in Table (2) was taken from [14], as well as the value of MT . The
set of kinetic parameters shown in Table (1) is almost the same, except in the two-
step dephosphorylation phase, where we have eliminated the parameters related to the
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Fig. 2. Stationary branches of the mono-phosphprylated MAPKK (Mp) in the full system (19)
(solid) and in its sQSSA approximation (24) (dashed), obtained varying the initial concentra-
tion of the kinase MAPKK, for different values of the initial concentration of the phosphatase:
MKP3=20,100,300,500 (left-right); kinetic parameters as in Table 1 and MT = 500
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Fig. 3. Stationary branches of the double phosphorylated MAPK (Mpp) in the full system (19)
(solid) and in its sQSSA approximation (24) (dashed), obtained varying the initial concentra-
tion of the kinase MAPKK, for different values of the initial concentration of the phosphatase:
MKP3=20,50,100,200,300,400,500 (left-right); kinetic parameters as in Table 1 and MT = 500

second step. Doing so, we tried to find the qualitative differences between a one-step
and a two-step dephosphorylation process.

The results are shown in Fig(s). 1–7. Note that the asymptotic values of the tQSSA
are not shown because, as already remarked, the tQSSA gives the same asymptotic
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Fig. 4. Stationary branches of the double phosphorylated MAPK (Mpp) in the full system (31)
(solid) and in its sQSSA approximation (35) (dashed), obtained varying the initial concentra-
tion of the kinase MAPKK, for different values of the initial concentration of the phosphatase:
MKP3=50,100,200,300,400,500 (left-right); kinetic parameters as in Table 2 and MT = 500

Table 1. Kinetic parameters of reaction (18)

k11 k−11 k12 k21
0.02 1 0.01 0.032
k−21 k22 k31 k−31

1 15 0.0045 1
k32 k41 k−41 k42

0.0092 0.01 1 0.5

values of the full system. To find the stationary branches of the three substrate forms
(M, Mp and Mpp) we have used an iterative algorithm, that can be explained briefly as
follows. First, when looking for stationary points, i. e., when we set all the first members
of (19) equal to zero, it is easy to express all variables in function of the complexes C1

and C2. Then, we begin the iteration on a stable branch, finding the solution of the full
system of ODEs via numerical integration (performed with the standard MATLAB stiff
integrator ODE15S). At the subsequent step, to find the solution of the two equations
for C1 and C2 on the same stable branch, we use as starting guess in the MATLAB’s
routine FSOLVE the solution obtained at the previous step, and we repeat iteratively
this procedure. As expected, stability problems appeared near threshold values, where
stable and unstable stationary branches cross. Fine tuning mechanisms of input values
of the iterative scheme allowed us to reconstruct efficiently and satisfactorily all the
three stationary branches. The computational costs for the simulations and the iterative
algorithm, in terms of CPU time, are in general absolutely low, of the order of seconds
for the former, and of few minutes for the latter.
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Fig. 5. Dynamics of the system (19) with MAPKK=30, MKP3=20, kinetics parameters as in
Table 1 and MT = 500: full system (circles), tQSSA approximation (solid), sQSSA approximation
(dashed)

The results show clearly the limits of the sQSSA when applied to cycles, where the
central role of the intermediates cannot be neglected. Indeed, when the total amount
of enzymes is sufficiently low the sQSSA approximation shows discrete results (first
two branches on the left of Fig(s). 1–4), while when the total concentration of enzymes
grows the sQSSA is completely wrong both for the asymptotic values and, more impor-
tantly, for the range of bistability. Note that for MKP3 = 400,500 the sQSSA predicts
a wide range of bistability, while the dynamics of the system is in a monostable regime.
In Fig. 5 we show the dynamics of all the substrate and complex concentrations. The
sQSSA fails its prediction of the behavior of M, because the initial conditions bring
to ignore the presence of the complexes, while, as shown in the plot of C1, complexes
cannot be neglected, even if the initial kinase and phosphatase concentrations are much
less than MT . In Fig(s). 6–7 we show the meaning of the complex depletion paradox:
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Fig. 6. Dynamics of M+Mp +Mpp in the reaction (18): full system (circles), tQSSA approxima-
tion (solid), sQSSA approximation (dotted). Here MAPKK=30, MKP3=20, kinetic parameters as
in Table 1 and MT = 500. Differently from the full system and the tQSSA, the sQSSA predicts at
any time a constant value MT for M+Mp +Mpp that would imply C1 +C2 +C3 +C4 = 0.
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Fig. 7. Dynamics of C1 +C2 +C3 +C4 in the reaction (18): full system (circles), tQSSA approxi-
mation (solid), sQSSA approximation (dashed). Here MAPKK=30, MKP3=20, kinetics parame-
ters as in Table 1 and MT = 500. In contrast with the previous figure, the sQSSA predicts at any
time a value of C1 +C2 +C3 +C4 different from zero.

ignoring the initial, fast transient phase, the sQSSA imposes as initial condition for the
sum of the substrate concentrations M +Mp +Mpp the value MT of the initial concen-
tration of the unphosphorylated substrate. Actually, even in a fast transient phase the
substrates begin to be bound in the complexes and the initial condition for the quasi
steady-state phase should be set less than MT . Thus, using (25), the total contribution of
substrates remains constant, with value MT . Nevertheless, as shown in Fig. 7, relations
(23) give at any time a concentration value different from zero for the total complexes
C1+C2+C3+C4, in contrast with the previous figure, where the fact that M+Mp+Mpp

is always equal to MT would imply that C1 +C2+C3+C4 = 0 at any time. On the other
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Table 2. Kinetic parameters of reaction (30), taken from [14]

k1 k−1 k2 k3
0.02 1 0.01 0.032
k−3 k4 h1 h−1
1 15 0.045 1
h2 h3 h−3 h4

0.092 1 0.01 0.032
h−4 h5 h6 h−6

1 0.5 0.086 0.0011

hand, in the tQSSA, considering as initial condition for the total substrate M(0) = MT

we obtain a very good approximation of the true (and in general unknown) initial con-
dition after the transient phase, because in this phase we can reasonably suppose that
only the binding of M in the complex C1 has happened, without affecting the value of
M.

5 Conclusions

Many intracellular reactions are governed by threshold mechanisms. The wrong deter-
mination of the asymptotic reactant concentrations can heavily affect the mathematical
model of the system and its predictions. Though the sQSSA represents a very important
tool for the qualitative and quantitative study of single enzyme–substrate reactions, it
has shown to be in general inadequate, for several reasons, when applied to complex re-
action networks, like those ones occurring inside the cell. In this paper we show that, in
the case of the phosphorylation-dephosphorylation cycle, the application of the tQSSA
or, better, of the full system of equations is in general much more appropriate. One
of the main advantages of the sQSSA is the simplification of the mathematical scheme
describing the enzyme reactions, which allows us to capture many qualitative and quan-
titative features that could not observed by means of the full system. Again, as shown
in this paper, the application of the tQSSA brings to predictions that are much more ac-
curate than the sQSSA ones, quantitatively and qualitatively. Thus, the use of the total
substrates shows to be much more than a mere variable change, bringing to a correct
explanation and prediction of the sequestration mechanism, which is not allowed by
the sQSSA. Let us also remark that, as shown in [20], in presence of mechanisms, like
feedbacks, generating oscillations, any QSSA is inadequate to approximate the full sys-
tem, since substrate oscillations imply kinase and phosphatase oscillations, which are
in contrast with the main quasi steady-state assumption. In this cases, in order to obtain
realistic predictions, the reactions can be described only by the full system, though it
contains a much greater number of equations and variables.

Our aim is to extend our investigations to more complex reactions, governing the
cell functioning. In fact, it is well known that the mathematical description of the
double phosphorylation–dephosphorylation mechanism is a common feature not only
of the MAPK but of any reaction involving a double-step activation and the corre-
sponding double-step deactivation. Even if we expect, in general, much more involved
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phenomena, we think that our mathematical tools will be able to model, explain and
predict their main characteristics.

The results that we present in this paper do need, of course, a validation through
experimental data. For this purpose, we have got off the ground a collaboration with
personnel from ISMAC–CNR, the Institute for Macromolecular studies (Genova, Italy),
in order to test our predictions.
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Abstract. The increasing pace of biotechnological advances produced an un-
precedented amount of both experimental data and biological information mostly
diffused on the web. However, the heterogeneity of the data organization and the
different knowledge representations open the ways to new challenges in the in-
tegration and the extraction of biological information fundamental for correctly
interpreter experimental results.

In the present work we introduce a new methodology for quantitatively scoring
the degree of biological correlation among biological terms occurring in biomed-
ical abstracts. The proposed flow is based on the latent semantic analysis of
biomedical literature coupled with the UMLS Metathesarurs and PubMed liter-
ature information. The results demonstrate that the structured and consolidated
knowledge in the UMLS and pathway database efficiently improves the accuracy
of the latent semantic analysis of biomedical literature.

Keywords: Bioinformatic, Latent semantic analysis, Text mining, Biological
pathway.

1 Introduction

The pace of genetical and biological research has surprisingly spread in the last few
years. The development of new technologies (DNA/RNA next generation sequencing)
and the improvement of the old one (microarray for gene expression at lower costs) have
being supporting the activity of scientists and researchers. Hundred of experimental re-
sults supported by the biotechnological enhancement have highlighted the mechanisms
behind the complex interactions among biological entities as well as brought to light
new unknown phenomena. Nevertheless, if on one side this rising technological devel-
opment opens the way to amazing scenarios in the biomedical research, the problem
of handling the great amount of new information calls for the need of developing new
computational infrastructures. Specifically, the capability of extracting relevant knowl-
edge from genetical and biomedical studies has become one of the major thrusts in
bioinformatic research. Nowadays, the main sources of information about the biomedi-
cal research are mainly biomedical literature databases and classification systems such
as ontologies and thesaurus. Most of these systems are distributed on the Web and thus
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they are extremely easy to access and opened to the entire scientific community. How-
ever, in this scenario, the scientist have to face the twofold drawback of 1) retrieving
the documents containing the information that he/she is looking for and 2) correlating
the concepts in order to better extract the knowledge they provide. Both the operation
are extremely time-consuming and the degree of correlation among biological concepts
strongly depends on the scientist knowledge background. Therefore, an automated tool
for the computation of a quantified score between biological terms according to litera-
ture information is strongly necessary in order to support the analysis of experimental
results occurring during the research activity and to refine the design of the experiments
by focusing on the most relevant features. The correlation score must be the result of
a statistical co-occurrences analysis of biological terms both in the same article and
in the related ones. Moreover, the tool must be able to integrate as many as possible
sources of information, distributed on the Web and collected in different formats and
structures, in order to guarantee the best accuracy and reliability for the computed bi-
ological correlation score. Section 2 overviews the state of the art where the proposed
tool is contextualized. Section 3 shows the methodology used to both retrieve the bio-
logical pathway information and extract the knowledge by the overall information base.
Section 4 demonstrates the effectiveness of the proposed approach in computing the
biological correlation score among biomedical terms. In Section 5 the conclusions and
the opening of the future work are faced.

2 Background

To improve the quality of the search over public literature databases, many search en-
gines have been developed to classify and correlate the huge amount of paper that a
search may return. Most of this tools improves the search engine capability adopt-
ing ontologies and thesaurus as information base. GoPubMed [1] is a search engine
tools that make the search on PubMed (PubMed) repository categorized and ranked.
In details, it applies text-mining algorithm in order to classify abstracts retrieved from
PubMed according to terms coming from GO and Medical Subject Headings (MeSH)
vocabulary [4]. A further extension to GoPubMed is GoGene [2]. The scope of this tool
is to rank a list of genes, occurring in a document set after a PubMed search, according
to terms of GO and MeSH. After performing a document search by means of GoP-
ubMed, a text mining algorithm looks for gene names, GO and MeSH terms over the
collection of paper abstracts. Finally, it returns a list of genes associated with concepts
of GO and MeSH. Even if the association is performed computing a correlation score
between a single gene and a term, the scope of the score is not to express a measure
of biologic relationship between either two terms, or two gene, or a gene and a term,
but it is an a posteriori statistical analysis that allows to map a gene into a ontology
term. Furthermore, the problem of computing a quantified semantic correlation score
among biological concepts according to the information coming from ontologies has
been addressed in [6]. In this work authors developed a tool for measuring the seman-
tic similarity of two Gene Ontology terms [5]. The algorithm exploits the graph-based
hierarchical topology of GO and it aggregates the semantic contribute of the ancestors
providing a numeric value that reflects the distance among GO terms from the biolog-
ical meaning point of view. Nevertheless, this tools is limited in foreclosing a set of
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biological topics related to the genetical and biological field and the base of informa-
tion is strongly limited to the GO vocabulary. For instance, the medical term “Parkinson
is not present in GO, therefore the correlation between this disease and a certain gene
is uncomputable.

A different approach for providing a quantified measure among biological terms,
based on the Vector Space Model theory is proposed in [7]. In this work, the authors
apply the Latent Semantic Indexing (LSI) algorithm [8] to a set of document abstracts
automatically retrieved through PubMed web services. The LSI algorithm is strongly
based on the decomposition, by means of Singular Value Decomposition (SVD) algo-
rithm, of a term-by-document occurrences matrix X in three sub-matrix U , Σ and V
where U and V contain the left and right singular vectors of X and the matrix Σ is a
diagonal matrix containing the singular values. The correlation score about two terms in
the X matrix is calculated by applying the cosine product of the vector of U -by-Σ ma-
trix corresponding to the correlating terms. Transforming the X matrix into the U -by-Σ
matrix allows to consider not only the occurrences of terms but also the co-occurrences,
exploiting the conceptual links among terms occurring in the different documents, but
belonging to the same context. The analysis performed by the LSI algorithm is further
coupled with a pre-processing phase based on the Metamap program, provided by NIH
[9]. The algorithm behind Metamap allows to extract biomedical concepts from docu-
ment text so that each abstract is translated into a list of biomedical concepts, namely
a list of UMLS Concept Unique Identifiers (CUI) [10]. Moreover, the authors empha-
size that the resulting correlation scores, namely Semantic Correlation Score, SRS allow
the comparison among biological concepts belonging to the same retrieved document
abstract set but it looses accuracy when comparing terms and concepts belonging to
different experimental run and document set. Therefore, the SRSs go out of the scope
of calculating an universal correlation score as the validity of the comparison is limited
to a specific experimental run. In order to overcome this limitation, authors analyze the
density function of the statistical distribution of the correlation scores within a single
experimental run and divide the density function in percentiles. Consequently, the evalu-
ation through percentiles allow to evaluate the correlation between genes and biological
concepts independently of the experimental run, because it provides an information on
the frequency distribution of the SRSs in the overall CUI set occurring in an experimen-
tal run.

Nevertheless, the effectiveness of the methodology introduced in [7] strongly de-
pends on the reliance of the information in the retrieved abstract documents. Scientific
papers, and specifically those from PubMed as far as the biomedical field is concerned,
are certainly the most consulted source of information by scientist and biologist be-
cause they contain the more updated state of the art in science and medicine. However,
the nature itself of biomedical literature is characterized by a significant level of un-
certainty. In fact, the scientific publications, reporting the state of the art on scientific
topics, are continually evolving and, as a consequence, the addicted argumentations
might be often contradicting. Therefore, a biological correlation score computed by
considering documents coming exclusively from the biomedical literature is affected
by a certain level of uncertainty. For this reason, integrating the set of documents com-
ing from literature with trusted information is a mandatory step in order to enhance



176 F. Abate et al.

the computational accuracy of the biological correlation among biological concepts. In
order to get the scope, a twofold question must be answered: firstly, what are the trusted
source of informations and to what extend a source of information can be considered as
trusted; secondly, once the trusted information have been collected, what is the more
effective way to integrate this information in the Latent Semantic Analysis algorithmic
infrastructure?

2.1 Trusted Information Sources

It is worth underlining that several sources of biomedical information, mainly ontolo-
gies and thesaurus, are universally accepted as trusted source of information. GO, for
instance, correlates gene and gene products by means of annotations. GO curators co-
ordinate the development of the ontology rooted in the experimental literature through
an annotation-driven process and, moreover, the accuracy of the relations and terms
definitions are continually checked [11]. Moreover, genetic and metabolic pathways are
a graph-based representation of the interaction of genes and proteins in a biological
process.

The annotations related to new discovered pathways are collected in several pathway
databases. These databases play a key role in the genetic and biologic research field. Ex-
amples of pathways databases that have been developed in the last years are the Kyoto
Encyclopedia of Genes and Genomes (KEGG) [12], BioGRID [13], HumanCyc [14].
On the base of pathways information, a number of knowledge based tools have been
developed. In particular, Pathway Commons is a projects that aims at integrating all
the distributed databases and the pathway information under a common web interface
[15], providing a single access point to multiple pathway data sources. Pathway Com-
mons runs on cPath software engine [16], an open source framework that makes the
aggregation of custom pathway data sets easy. The key feature of cPath is mainly the
ability to support standard pathways exchange format as PSI-MI [17] and BioPax [18],
as well as providing all the information content in XML format through web service
API. Moreover, cPath stores external link records matching the biological entity with
Gene Ontology terms if the references are present in the PSI-MI file.

2.2 Integration of Trusted Information in the LSI Algorithm

LSI is particularly effective for text clustering applications because it exploits co-occur-
ences among terms in order to gather latent associations [8]. This feature makes the LSI
particularly successful in handling synonyms and polysemys. However, LSI considers
all the words in the documents set as a bag of words, where all the terms are equally
weighted. In [19], authors introduce the “sprinkling”, an efficient technique that en-
hances text classification accuracy taking into account document class labels. Labeling
the documents helps LSI promoting inferred latent associations between words con-
ceptually belonging to the same class. Considering the LSI algorithm, the documents
labeling results in creating a new occurrences matrix where new terms are added. Fig-
ure 1 shows how sprinkling technique influences the occurrence matrix content during
the LSI algorithm computation. The class-labelled terms corresponds to extra rows with
non-zero value only in the labelled documents, and all-zeros otherwise. The term rows
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Fig. 1. Modified Occurrences Matrix with sprinkling label classes

added by the sprinkling artificially create new co-occurrences among terms belonging
to the same document class making explicit the implicit associations. Therefore, the
efficiency in promoting implicit associations makes the sprinkling process a good can-
didate to integrate trusted information in the LSI algorithm in order to promote implicit
associations among terms embedded in the document set. Starting from LSI and the
sprinkling idea we developed a new customized methodology in order to integrate the
associations coming from the trusted biological pathway with the information included
in a set of documents retrieved from PubMed web services.

3 Methodology

The complete flow of the propose method is mainly composed by three phases depicted
in Figure 2: Document Abstract Analysis, Semantic Analysis and Trusted Info Inte-
gration, Results Presentation. The following sub-sections describe the methodologies
behind each phases in more details.

3.1 The Document Abstract Analysis Phase

The initial set of documents is composed by abstract retrieved through PubMed web
services. In particular, we consider the case the scientist is interest in quantify the bi-
ological correlation score among a biological process and a specified gene. The set of
keyword used to query the PubMed web-service is composed by the biological process
and the gene name (initial keyword set), and a list of synonyms and terms correlated to
both the gene and the biological process (expanded keyword set), resulting from query-
ing the UMLS database[10]. In detail, in order to get the more complete set of syn-
onyms and correlated terms, we exploit the fact that ULMS database store the relations
among concepts belonging to almost 37 different biomedical database and ontologies
[10]. Hereafter, we select the relevant relations in order to download the more related
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Fig. 2. Complete Semantic Analysis Flow

abstract set, exploiting the methodology introduced in [7]. It is worth noting that the
more the retrieved abstracts relate both the biological process and the gene, the more
the resulting biological score is accurate. In fact, the presence of unrelated with the
specified terms increases the noising information that in turn alter the result accuracy.

Moreover, in the Document Abstract Analysis phase, the retrieved set of document
abstracts from PubMed written in Natural Language are translated in a Concept Lan-
guage exploiting Metamap capability. In fact, Metamap allows to map natural language
text in Concept Unique Identifiers (CUI). Pre-processing the abstracts by means of
Metamap makes the semantic analysis more accurate in that it reduces the ambigui-
ties among terms that express the same concept with different sentences and words, and
it allows to reduce non-relevant terms filtered by Semantic Type [7]. Therefore, at the
end of Document Abstract Analysis phase, the set of abstract documents from PubMed
translated in Concept Language is returned forming the set of documents on whom the
semantic analysis is performed.

3.2 The Semantic Analysis and Trusted Info Integration Phase

This phase is the main core of the proposed flow and it consists of 1) retrieving the
Trusted Information, 2) applying the sprinkling technique in order to integrate the in-
formation from the document abstract, 3) performing the latent semantic analysis in
order to get the most accurate SRS list.

Trusted Information. The proposed tool considers genetical pathways as trusted source
information. In fact, genetical pathways are a graphical-based representation of the gene
involved in a specific biological pathways. Thus, they provide a direct link between a
gene and the corresponding biological process and in this sense they are good candidate
as additional source of information to the biomedical abstracts set. Moreover, genetical
pathways are constantly subjected to a review process and consequently they can be
considered as trusted. In order to automatically access genetical pathways information,
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Fig. 3. GetPathwayInformationByBiologicalProcess procedure to get trusted information

a software client for querying Pathway Commons web-service has been developed. In
details, pathways information are extracted through the GetPathwayInformationByBio-
logicalProcess procedure shown in Figure 3. GetPathwayInformationByBiologicalPro-
cess returns from Pathway Commons the list of pathways where the biological process
specified as input occurs in the pathway description or in the labeling title. Hereafter,
for each pathway in the list, the cpath id(i.e. the unique pathway identifier according to
cPath framework [16], is extracted from the pathway description and it is used to access
the complete set of genes involved in the pathway.

It is worth noting that the presented method achieves a twofold scope: firstly, the
link between the specified gene and biological process is confirmed consulting a trusted
source of information; secondly, a list of gene trustly involved in the specified biolog-
ical process are collected. The latter information is particularly tailored in enhancing
the co-occurrences of genes correlated with the specified gene and biological process,
increasing the overall accuracy during the semantic analysis.

Applying Sprinkling to Semantic Analysis. In this phase, the information extracted
from pathway database are integrated in the semantic analysis process of PubMed ab-
stracts. The term-by-document occurrence matrix is the main data structure processed
by the LSI algorithm and, consequently, it is the main access point to integrate ad-
ditional information. The term-by-document occurrence matrix is a two-dimensional
occurrence matrix in which the columns represent the dimensional space of a corpus
of documents and the rows represent the dimensional space of the terms occurring into
the documents. However, the abstract set and the retrieved pathways present a different
structure of the informational content. The abstract set is composed by documents al-
ready suitable for the latent semantic analysis algorithm, whereas the pathways are rep-
resented as a connected graph. Therefore, in order to integrate pathways content in the
semantic analysis flow, the information coming from pathways are firstly extracted and
translated into a new document containing the trusted information. In detail, the created
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Fig. 4. Occurrences Matrix adding pathway information. The dashed line separate the abstract
document set by document pathways.

trusted document contains the list of gene names involved in the retrieved pathways as
well as the list of retrieved biological pathways. Nevertheless, adding a single document
to the overall document set weakly affects the semantic analysis in terms of accuracy
because poorly relevant from the statistical point of view. Thus, the trusted document,
containing the extracted pathway information, is replicated. We refer at this procedure
as document padding. Figure 4 shows a trivial term-by-document occurrences matrix
sprinkled with additional document padding. The number of instances of the padded
document, namely NPD, is obtained according the following equation:

NPD = �p ·NAD (1)

where NAD is the total number of PubMed abstract document and p is a padding factor
spanning from 0 to 1. Consistently with this equation, the number of padded document
spans from zero to the same number of document abstracts. Padding the overall docu-
ment set with trusted information affects the singular values of the occurrence matrix.
In fact, the singular values reflect on the distribution of the prevalent concepts occur-
ring in the document set. The higher the singular value score, the greater is the presence
of the concept in the overall document corpus. It is worth noting that increasing the p
factor makes the trusted concepts included in the trusted documents predominant with
respect to the overall concepts.

The analysis of the singular values is fundamental to evaluate how the trusted docu-
ment padding affects on the overall document corpus by coherently tuning the p factor
value. In the LSI algorithm, the singular values, obtained after applying the SVD, repre-
sent the attendance of the concepts in the analyzed documents set. The more a concept
is relevant and frequent in the document set the higher is the singular value correspond-
ing to it. Moreover, during the latent semantic analysis the singular values computed
by SVD are set in the diagonal Σ matrix in ascending order, and consequently the first
singular values represent the more relevant concepts in the analyzed corpus. Figure 5
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Fig. 5. Singular values obtained launching the latent semantic analysis for computing the bio-
logical correlation score between AKT1 gene and Angiogenesis biological process. The ordinate
reports the singular value score and the abscissa represents the index in the diagonal singular
value matrix.

plots the first ten singular values resulting from the analysis of abstract document set
for the computation of the correlation score among the Angiogenesis biological process
and AKT1 gene term. The singular values are obtained with five different p factor val-
ues. When the document padding is increased by tuning the p factor, the concepts in the
trusted documents become more relevant respect to the concepts in the abstract docu-
ment set. When the p factor increases even more the concepts in the trusted document
set become so relevant that the concepts in the abstract document set are overcome. As a
consequence, the singular values corresponding to the trusted document set are boosted
up and they occupy the first positions in the diagonal Σ matrix. This is the reason why,
as shown in Figure 5, the greater the p factor value, the higher the first singular value
score. Therefore, with greater p factor values the most relevant concepts in the overall
document set correspond mainly to the concepts in the trusted document set.

The alteration on the singular values of the occurrence matrix by the trusted doc-
ument padding consequently reflects on the correlation score between the biological
terms. Consider the scenario depicted in Figure 4: TermA and TermB present a weak cor-
relation in the document abstract set because quite linearly independent, whereas they
are strongly correlated in the trusted document set. The document padding increases
the parallelism of the two terms vector, consequently enhancing the correlation score.
Furthermore, both TermA and TermB are correlated with TermC creating an indirect cor-
relation due to co-occurrence. If the TermC occurs even in the trusted document set the
resulting correlation score between TermA and TermB is further enhanced. Moreover,
when a term occurs both in the document abstract set and in the trusted documents set,
the term conceptually belongs to the trusted concepts as well. If two biological terms
belong to the trusted concepts their correlation score is higher because conceptually
linked to the predominant concepts in the overall documents content. Specifically, the
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biological correlation score between the biological process and the gene term is influ-
enced by trusted information by a twofold effect: in the case the terms corresponding
to biological process and gene term occur both in the document abstract set and in the
trusted documents the score is directly affected; moreover, the correlation score is fur-
ther enhanced by the presence of terms correlated with both the biological process and
gene terms because occurring both in the document abstract set and in the trusted doc-
ument set. Table 1 shows the correlation scores between Angiogenesis and AKT1 gene,
both in SRSs and in Percentile. The reported results show that increasing the p factor
value implies a corresponding increase in the correlation score. Therefore, it is possible
to assert that the proposed methodology, provides an effective correlation score combin-
ing the information extracted in the document abstract set with the trusted information
extracted from pathways databases. Moreover, the influence of the trusted information
on the semantic text analysis is tuned by the p factor parameter that directly affects the
correlation results.

Table 1. SRS and Percentile values corresponding to p factor

p Factor 0.1 0.2 0.3 0.4 0.5
SRS 15.7 17 18.1 18.8 19.5

Percentile 76 78 82 83 84

3.3 The Results Presentation Phase

An evaluation criterion allowing the comparison among each gene in the genes set and
each biological process is fundamental in order to focus the attention only on those
genes correlated with the biological processes of interest behind a certain degree of
correlation. Therefore, the correlation measurement between genes and biological pro-
cesses must express an universally valid score allowing the comparison among differ-
ent correlation analysis. Actually, SRS provides a percentage measurement to compare
genes and biological process corresponding to terms belonging to the same occurrence
matrix and thus it quantifies the semantic relationship of biological terms during the
same semantic text analysis (i.e. a single execution of the tool). Different analyses are
characterized by different sets of documents and concepts. Consequently, SRSs val-
ues computed on different occurrences matrices are not directly comparable. In order
to define an evaluation criterion that allows to compare SRSs resulting from different
semantic analysis, and therefore different occurrences matrices, we analyzed the SRS
distribution on different occurrences matrix. The SRS Distribution (SRSD) is defined
as the density function that reports the percentage of occurrences, or frequencies, of a
certain score for the possible SRSs corresponding to all the CUIs occurring within the
correlation analysis. Furthermore, the SRSD has been divided into hundred percentile
intervals of equivalent area depending on the frequency percentage of the SRS in the
density function. We define each interval as Biological Correlation Index (BCI) express-
ing that the higher the BCI, the greater the degree of biological correlation between the
biological process and the genes. The evaluation through BCI allows to evaluate the
correlation between genes and biological process independently of the experimental
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run, because it provides an information on the frequency distribution of the SRSs in the
overall terms occurring in an experimental run.

4 Experimental Results

The following section reports the correlation scores among a set of three biological pro-
cesses (Angiogenesis, Apoptosis, and Signal Transduction) and ten gene terms (VEGFA,
ANGPT2, ANGPT1, AKT1, BCL-xL, BCL-2, P53, PTEN, MAPK1, CCND1) applying
the proposed flow. Figure 6 resumes the results and demonstrate the effectiveness of
integrating the information coming from the PubMed document abstract set with the
information from pathway database. The biological correlation scores obtained integrat-
ing trusted information (Trusted INFO) are compared with the scores obtained without
integrating any trusted information (Normal INFO). Moreover, p factor has been set to
0.5. This choice implies that the trusted document set has been padded in order to equal
almost the half of the number of abstract document set and to emphasize the effect of
the integration of trusted information on the overall document set. Furthermore, the bi-
ological correlation score is reported in the BCI format in order to allow the comparison
among the scores of same set of genes computed in different biological process [7].

In order to have a better understanding of the resulting biological correlation scores,
the functional definition of the gene set according to NCI Thesaurus is listed below:

– VEGFA: This gene is involved in the regulation of blood vessel growth.
– ANGPT2: This gene encodes angiopoietin-2 protein and it plays a role in both an-

giogenesis and neovascularization.
– ANGPT1: This gene plays a role in both vascular development and angiogenesis.
– AKT1: This gene is involved in signal transduction and negative regulation of apop-

tosis.
– BCL-xL: This protein plays a role in the modulation of apoptosis.
– BCL2: This gene is involved in apoptotic regulation. Overexpression of this gene

promotes the pathogenesis of B-Cell lymphomas, due to anti-apoptotic activity.
– P53: This protein plays a role in the regulation of both the cell cycle and apoptosis.
– PTEN: This gene plays a role in signal transduction and apoptosis. It is also in-

volved in the regulation of cell cycle progression.
– MAPK1: This gene plays a role in signal transduction and positive regulation of the

cell cycle.
– CCND1: This gene plays a role in the regulation of mitotic events.

From the same NCI Thesaurus source, Angiogenesis is defined as the “blood vessel for-
mation” and, specifically for the case of tumor angiogenesis, it is “the growth of blood
vessels from surrounding tissue to a solid tumor”. It is worth noting that the results
concerning the biological correlation scores between angiogenesis and the gene set co-
herently reflect the NCI Thesaurus definitions. In fact, VEGFA, ANGPT1 and ANGPT2
present the almost same correlation scores with the Angiogenesis biological process
both in the case of Trusted INFO and in the case of Normal INFO. The small differ-
ence in the results depends on the fact that in both the cases the biological correlation
scores presents highest BCI, therefore the Trusted INFO poorly affect the accuracy of
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(a) Angiogenesis.

(b) Apoptosis.

(c) Signal Transduction.

Fig. 6. Experimental Results Expressed in BCI score

the computation. Moreover, the correlation score of AKT1 gene term with Angiogenesis
process is highly enhanced by the integration of Trusted INFO. This gene is specifically
involved in the Signal Transduction and in the Apoptosis process, whereas it is less
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typical of Angiogenesis biological process respect to VEGFA, ANGPT1, and ANGPT2
genes even if correlated with it. Our results reflects this assertion because AKT1 gene
directly appears in the Angiogenesis pathway and it is directly correlated with this bio-
logical process according to the trusted information set, but its correlation according to
the information coming from the document abstract set is minor compared with VEGFA,
ANGPT1, and ANGPT2 genes. Coherently, this gene presents a lower biological corre-
lation score compared with VEGFA, ANGPT1, and ANGPT2 genes even if, correctly,
its score has been significantly boosted by adding Trusted INFO.

Moreover, the integration of Trusted INFO enhances the biological correlation score
of P53, PTEN, MAPK1 and CCND1. These genes are generally involved in Apopto-
sis, Signal Transduction and Cell Cycle biological processes that are indirectly related
with Angiogenesis process as well. The AKT1 gene, that is mainly involved in Signal
Transduction and Apoptosis, also occurs in the Angiogenesis pathway. The biological
correlation of the AKT1 gene with P53, PTEN, MAPK1 and CCND1 genes and, on the
other side, the occurrence of this gene in the trusted document concerning Angiogenesis
process creates an indirect link between P53, PTEN, MAPK1 and CCND1 genes and
the same Angiogenesis process. It accordingly results in a biological correlation score
enhancement.

Furthermore, the introduction of Trusted information positively increases ANGPT1,
ANGPT2 and MAPK1 genes scores. These genes are generally typical of Angiogene-
sis and Signal Transduction but these processes are sometime related to Apoptosis and
thus they co-occur in the document abstact set. Therefore, even if the Apoptosis path-
way do not include this gene set, the indirect biological correlation between terms in
the Trusted information and terms occurring in the document abstract set, belonging to
the Apoptosis semantic area, increases the resulting value of the biological correlation
score. However, all of them present a score significatively lower than the one of Apop-
tosis genes AKT1, BCL-xL, BCL2, and P53.

According to the results concerning Signal Transduction process, the biological cor-
relation score of MAPK1 gene is particularly interesting. This gene is strongly related
to Signal Transduction, but this biological processes is quite generic and it interact
with many biological phenomena typical of the cell cycle. Considering only the doc-
ument abstract set as information base, the occurrence of MAPK1 gene is not always
frequently guaranteed, thus resulting in a low correlation score. However, integrating
the Trusted information the score is almost triplicated. The introduction of Trusted in-
formation creates the missing conceptual links of the MAPK1 gene with terms seman-
tically correlated with the biological process of interest, resulting in an increase of the
final biological correlation score. This result remarks the effectiveness of the proposed
approach in enhancing accuracy of measuring the biological degree of correlation.

Furthermore, integrating Trusted information in the document abstract set makes
the results more accurate also reducing the biological correlation score. BCL2 gene,
for instance, is functionally specific of Apoptosis biological process. On the wave of
this assertion, this gene further decreases the correlation score in the case of both An-
giogenesis and Signal Transduction when applying Trusted information. The expected
behavior would be at most of unaltered result because the Trusted information do not
addict any further information concerning the correlation score between BCL2 and the
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two biological processes. However, integrating Trusted information increases the cor-
relation score of those terms related to the biological processes and their correlation
scores overcomes the BCL2 one, that in turn becomes lower. Similar consideration are
also valid about the biological correlation score between BCL-xL gene and ANGPT2
gene and Signal Transduction biological process.

5 Conclusions

The proposed semantic analysis tool provides a framework for measuring the biological
correlation score among biomedical terms. The score is the results of a text mining
analysis performed on the abstracts of the most relevant scientific publications with the
support of the completeness of the UMLS Metathesaurus. The knowledge extracted by
biomedical literature is further integrated with the information coming from sources
generally known as trustworthy. In order to satisfy this requirement, public biological
pathways databases have been chosen and the embedded information are first retrieved
and then correlated in the overall semantic analysis flow. Moreover, in order to integrate
the knowledge coming from an heterogeneous base of information, a new version of the
latent semantic analysis, based on the sprinkling technique, has been developed. The
results remark the efficiency of the proposed approach in enhancing the accuracy of
the biological correlation score computation by combining the knowledge extracted by
scientific document abstract set with the pathways information.

As future step the complete automation of the tool will allow to retrieve the docu-
ment abstract set in an automated and accurate manner. Moreover, the integration of
information coming from other trusted sources will be tailored and developed in order
to better improve the overall accuracy and robustness of the proposed semantic analysis
method.
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Abstract. Electrical Impedance Tomography (EIT), and in particular its 
application to pulmonary measurement, has been the subject of intensive 
research since its development in the early 1980s by Barber and Brown. One of 
the relatively recent advances in EIT is the development of an absolute EIT 
system (aEIT) which can estimate absolute values of lung resistivity and 
associated lung volumes. In this paper we present a new approach based on 
Computational Intelligence (CI) modelling to model the ‘Resistivity - Lung 
Volume’ relationship that will allow more accurate lung volume estimations 
using data from eight (8) healthy volunteers measured simultaneously via the 
Sheffield aEIT system and a Spirometer. The developed models show an 
improved accuracy in the prediction of lung volumes, as compared with the 
original Sheffield aEIT system. However the inter-individual differences 
observed in the subject-specific modelling behaviour of the ‘Resistivity-Lung 
Volume’ curves suggest that a model extension is needed, whereby the 
modelling structure auto-calibrates to account for subject (or patient-specific) 
inter-parameter variability. 

Keywords: Electrical impedance tomography (EIT), ANFIS, Data-driven 
modelling, Lung imaging, Non-invasive monitoring. 

1 Introduction 

Electrical Impedance Tomography (EIT) has been a topic of interest for researchers 
including clinicians due to its ability to offer a non-invasive, radiation-free and 
continuous monitoring of the lung function. EIT aims to generate cross-sectional 
images of the studied subjects based on measurements of surface electrical potentials 
resulting from an excitation with small alternating currents via an array of equally-
spaced electrodes attached to the surface of the thorax at about 4-5 cm above the 
xyphoid process [1-2].  
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EIT  has  been used  to  generate images of various parts of the human body; none- 
theless, the pulmonary ventilation measurement has always been regarded as the area 
which can benefit the most from the development of EIT [3-4]. Brown et al (1985) 
suggested the use of EIT in lung imaging and ventilation monitoring in what was the 
first summary of possible clinical applications for this technique [5]. For most of the 
recent EIT studies, the focus has been on the changes in impedance with time 
(relative/functional EIT), instead of the absolute values. The new approach of 
absolute impedance tomography takes this a step further, by not only looking at the 
changes in impedance during the respiratory cycles, but also producing absolute (as 
opposed to relative) values of impedance that can be compared to normal or reference 
values. Indeed, a multi-frequency system was developed in the mid 1990’s to 
calculate the absolute impedance [6] and subsequently calculate an absolute volume 
measurement of the lung.  

The method of determination of lung absolute resistivity [7] is based on a 3-D 
finite difference model of the thorax developed from CT cross sections of a normal 
subject [8] and scaled to take into account the geometry of the chest (circumference 
and ellipse ratio) of a particular subject. The elements in the model were assigned 
fixed resistivity values in the range 1-80 Ω-m depending on their anatomical location 
(fat, muscle, bone, blood or lung) in the CT images. The modeled data are then 
compared with the real measurements over a pre-determined region of interest for 
values of the lung resistivity between 3 and 80 Ω-m. The value of lung resistivity, 
which minimizes the mean difference between these data sets, is returned as the value 
of the absolute lung resistivity, an EIT image is reconstructed by filtered back 
projection [9]. As lung resistivity is a function of the frequency of the applied current, 
at high frequency, when the capacitive reactance of the cell membranes are reduced 
virtually to zero, the lungs consist of just two equivalent electrical components; air 
with almost infinite resistivity and lung tissue with an almost homogeneous resistivity 
determined by that of the intracellular and extra-cellular fluids [10]. If the resistivity 
is known, then it becomes possible to calculate both lung density and air volume 
using the Cole equation [11].  

A significant amount of research has so far been devoted to investigating the 
feasibility of EIT to assess the level of lung ventilation in comparison with the 
volume of air measured with spirometer. Harris et al. (1987) showed the proportional 
relationship between the lung volume change and lung resistivity using EIT imaging 
and confirmed the system’s ability to assess the level of lung ventilation [12]. Their 
work identified a close correlation between an impedance index computed from 
dynamic resistivity images and volume of inspired air measured by a spirometer. In 
1988 research confirmed a high correlation (r > 0.95) between the change in lung 
impedance and volume of air inspired in four healthy subjects while at rest and on a 
bicycle ergo-meter [13]. The study demonstrated that real-time EIT (relative) 
ventilation measurements of lung volume were possible to an accuracy of +/- 10% of 
the spirometer values. The posture of the subject was again an area of interest, with 
data recorded in five subjects in both seated and supine positions, showing an 
impedance variation of between -3.8% and +9.5% from the former to later posture.  
Nicolas et al. [14] elicited a parametric model of the relationship between EIT and 
total lung volume with the aim at facilitating inter individual comparisons of EIT 
images by providing volumetric scale in place of the usual arbitrary units scale. The 
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lung volume changes predicted by the model were compared to the volume changes 
measured by Spirometry. The model was able to predict the lung volume changes 
with 9.3% to 12.4% accuracy. These studies confirmed the fact that there exists a 
significant correlation between the variable derived by EIT and lung volume changes 
measured with spirometer and it is possible to model associated relationship.  

In this paper, the relationship between absolute resistivity from the aEIT system 
and the lung volume measured from Spirometry is studied based on the data from 8 
healthy volunteers. Three data-driven models were developed; 1) the first model 
(AEIT) ‘tries’ to mimic the behaviour of the system in producing the absolute lung air 
volume from absolute resistivity data, while 2) the second model (EITSPIRO) was 
developed for mapping the relationship between Spirometry-based lung air volume 
and absolute resistivity. Finally, 3) a general model of EITSPIRO with an additional 
input (patient-specific) was introduced. Comparisons between the general model with 
and without the extra input are also performed. The Adaptive Neural-Fuzzy Inference 
System (ANFIS) network design [15] is used in all of the modelling work.  

2 Study Protocol 

2.1 Subjects 

A total of eight (8) healthy subjects (males) participated in this study. The subjects’ 
height, weight, circumference and ellipse ratio were measured and recorded. The 
studied subjects’ information is shown in Table 1.  

Table 1. The anthropometric information of the subjects 

Subject Gender Height (cm) Weight Circum (cm) Ellipse ratio 

1 M 170 80 95 1.51 

2 M 170 67 88 1.38 

3 M 171 60 83 1.58 

4 M 186 113 109 1.39 

5 M 184 93 104 1.53 

6 M 191 79 95 1.53 

7 M 168 66 90.5 1.36 

8 M 171 62.5 88 1.45 

2.2 Equipments and Tools 

A disposable tape measure was used to measure the subjects’ chest circumference. 
“Mitutoyo Absolute Digmatic” callipers were used to measure the subjects’ chest; 
measurements were taken of chest width and depth in order to calculate an ellipse ratio. 
The aEIT data were acquired via the Sheffield Mk 3.5 absolute EIT system. The Mk3.5 
aEIT (Figure 1) uses eight AgCl ECG type electrodes to inject small alternating currents 
at 30 frequencies typically within the range 2 kHz to 1.6 MHz and records the resulting 
potentials at a rate of 25 frames.s-1. The computer user interface to control the Mk3.5 
system is written in MATLAB, and is able to display real-time images. 
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Fig. 1. The Sheffield EIT Mk 3.5 system 

2.3 Spirometry and EIT Measurements 

Eight (8) skin electrodes were attached around the circumference of the chest, and 
connected to the EIT data acquisition unit. Ideally the electrodes were attached in a 
horizontal plane 5cm above the xyphoid process, and equally spaced around the 
circumference. The subjects were simultaneously breathing through the spirometer 
tube (SensorMedics) while attached to the Mk 3.5 aEIT system. The data were 
measured using adjacent drive and receive combinations of electrodes, connected to 
the data acquisition unit. A 60 sec recording of data were performed involving quiet 
breathing and maximum inspiration and expiration manoeuvres in sitting position. 
The acquired EIT data were then resampled using MATLAB according to the 
spirometry sampled data. The spirometry sampled data represent the instantaneous 
changes in lung volume (relative to residual volume). 

3 Data-Driven Modelling Using ANFIS 

Neural-Fuzzy modelling falls under the umbrella of Computational Intelligence (CI) 
modelling and can be used as the non-linear paradigm for mapping the inputs to the 
outputs of the environment under consideration. This non-linear mapping can be 
learned from process data using various algorithms. The architecture used in this 
study is the Adaptive Neural-Fuzzy Inference System (ANFIS) consisting of a set of 
Takagi-Sugeno-Kang (TSK)-type fuzzy IF-THEN rules [15-17]. This type of a model 
was proposed in an effort to develop a systematic approach to generate fuzzy rules 
from a given input-output data set. A typical fuzzy rule in a Sugeno fuzzy model has 
the following form: 

IF x is A and y is B THEN z = f(x,y) (1) 

Where A and B  are  fuzzy sets in the antecedent, while z = f(x,y) is a crisp function in  
the consequent. The ANFIS architecture is used as the main facet for the modelling 
structure in order to map the aEIT data. In the first part of the ‘Results’ section (4.1) 
only the aEIT data recordings are used to develop a data-driven model of the ‘Lung 
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Resistivity – Lung Volume’ (Lung R-V) relationship. This model will map the non-
linear relationship ‘Lung R-V’ by ‘imitating’ the aEIT system’s physical equations 
[6]. In the second part of the ‘Results’ in Section (4.2) the Spirometry recordings are 
used along the aEIT data in an effort to ‘bypass’ the aEIT system’s lung estimations 
using physical equations, hence attempting to predict directly lung volumes using the 
Spirometry data for a reference. Figure 2 shows an example of the ‘Lung Resistivity – 
Lung Volume’ modelling structure. The Spirometry data (relative lung volume) were 
converted to absolute lung volume data by estimating the Residual Volume (RV) of 
all eight volunteers using Body Plethysmography in the Royal Hallamshire Hospital, 
Sheffield UK. 

 

Fig. 2. Model structure for ANFIS ‘Lung Resistivity – Lung Volume’ model. EITabsR=EIT 
absolute resistivity. LV Spiro= spirometry lung volume, EIT absLV= EIT absolute lung volume 

and )(tε  
= error between actual and predicted lung volume. 

4 Results and Discussions 

4.1 AEIT Models Training and Testing Results 

The first type of model built in this study is the AEIT model which is based on data of 
absolute EIT resistivity and absolute lung air volume (as measured by the aEIT 
system) obtained from 8 healthy subjects in a sitting position. The aEIT mk3.5 system 
uses a number of non-linear equations to infer absolute lung volumes from resistivity 
data. An example of such equations includes the Cole-Cole equation (to link a 
frequency spectrum to resistivity data), the Nopp model (to link lung tissue resistivity 
as a function of lung volume) [6-7], and a number of population mean models of lung 
weight based on gender and body height. Most of these equations are 
empirical/theoretical and introduce uncertainties and inaccuracies in the final 
estimations of lung volumes. The objective of the first modelling exercise is to mimic 
the behaviour of the physical/theoretical/empirical equation based on data from these 
8 healthy subjects. The 8 subject-specific AEIT models results are shown in Figure 3. 

Table 2 shows the modelling performance results. The root mean square error 
(RMSE), mean absolute error (MAE%), the correlation coefficient (Cor.) and the 
standard deviation of the error (eSD) were used as the performance indices. As shown in 
Figure 3, the AEIT model can predict the absolute lung air volume with a good accuracy 
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in training (99.8%) and testing (95%). The current modelling results show that ANFIS is 
a good modelling method to learn the relationship between the absolute resistivity and 
absolute lung air volume as currently described in the aEIT system. However, such a 
model would inherit all the inaccuracies of the aEIT system in the estimation of lung 
volumes, as shown in [18-20] and detailed in the following paragraph. 

 

(a) 

 

 

 

(b)    
 

Fig. 3. (a) The AEIT model training results (b) The AEIT model testing results 
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Even though the AEIT models lead to good performances, in reality the models 
also inherit the errors of the aEIT system when we compare the lung volumes are 
compared to the real Spirometry data. Figure 4 shows an example of the absolute EIT 
lung air volume as compared to the real lung air volume measured via Spirometry.  
 

Table 2. (a) The models training fit results (b) The models testing fit results 

(a)  
 

(b)  
 

 

Fig. 4. The plot of actual absolute EIT lung volume and actual spirometry lung air volume 

RMSE MAE% eSD Cor
S1 0.0026 0.0635 0.0026 1
S2 0.0081 0.149 0.0081 0.9999
S3 0.0043 0.102 0.0043 1
S4 0.0206 0.2779 0.0206 0.9999
S5 0.0152 0.4739 0.0152 0.9998
S6 0.0343 0.5429 0.0343 0.9993
S7 0.0054 0.2561 0.0054 1
S8 0.0039 0.068 0.0039 1

mean ± SD 0.012 ± 0.0 0.242 ± 0.2 0.012 ± 0.0 1.000 ± 0.0

RMSE (mean ± SD) MAE%(mean ± SD) Cor(mean ± SD)
S1 0.487 ± 0.32 0.27 ± 0.13 0.889 ± 0.13
S2 0.244 ± 0.27 0.192 ± 0.19 0.966 ± 0.07
S3 0.159 ± 0.16 0.159 ± 0.16 1 ± 0.00
S4 0.319 ± 0.24 0.29 ± 0.24 0.990 ± 0.01
S5 0.279 ± 0.4 11.27 ± 8.1 0.996 ± 0.0
S6 0.070 ± 0.1 9.478 ± 5.3 0.999 ± 0.0
S7 0.408 ± 0.7 9.539 ± 7.5 0.769 ± 0.4
S8 0.089 ± 0.0 5.012 ± 2.8 0.997 ± 0.0
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As can be seen in Figure 4, there is a clear difference between the aEIT estimated 
lung volume and the real lung volume measured using Spirometry (20.7% average 
error for all eight subjects). Hence, it can be concluded that the ANFIS model is 
capable of mapping such non-linear behaviour accurately, but some inherited 
modelling errors (included in the aEIT equations) do not allow for a more accurate 
lung volume modelling. It is however, possible to ‘bypass’ the aEIT equations and 
attempt to model the lung volume directly from volumetric measurement data using 
Spirometry as described in the next section. 

4.2 EITSPIRO Models Training and Testing Results 

The  second  type  of model elicited in this study is the EITSPIRO model which is ba- 
sed on data of absolute EIT resistivity and Spirometry lung air volume obtained from 
8 healthy subjects in a sitting position. The models are designed to predict the 
spirometry lung air volume directly from the absolute EIT resistivity as obtained from 
the EIT Mk 3.5 system. The 8 subject-specific EITSPIRO models results are 
summarised in Table 3 and one representative example of one subject is shown in 
Figure 5. Root mean square error (RMSE), mean absolute error (MAE%), correlation 
coefficient (Cor.) and standard deviation of the error (eSD) were used as the 
performance indices. 
 

Table 3. (a) The models training fit results. (b) The models testing fit results. 

(a)  

(b)  

The EITSPIRO modelling results show that this modelling structure can predict the 
lung air volume with a good accuracy in training (95.3%). When testing a subject-
specific model on a different subject generalisation the average performance is 
approximately 72.7% accuracy. While this is an acceptable performance it clearly 
demonstrates the effect of inter-individual differences and the need for subject-
specific models (or patient-specific in the case of clinical use). 

RMSE MAE% eSD Cor
S1 0.0951 1.6843 0.0952 0.9968
S2 0.2325 4.8183 0.2326 0.9718
S3 0.1025 1.1356 0.1026 0.9962
S4 0.6068 13.6506 0.607 0.9417
S5 0.1553 4.1812 0.1554 0.9867
S6 0.3583 6.4761 0.3585 0.821
S7 0.0951 2.6752 0.0952 0.9893
S8 0.1245 2.7523 0.1245 0.9714

mean ± SD 0.221 ± 0.2 4.672 ± 4.0 0.221 ± 0.2 0.959 ± 0.1

RMSE (mean ± SD) MAE%(mean ± SD) Cor(mean ± SD)

S1 0.655 ± 0.42 14.17 ± 8.56 0.931 ± 0.09

S2 4.094 ± 3.39 51.77 ± 13.47 0.837 ± 0.13

S3 0.733 ± 0.42 16.73 ± 9.68 0.925 ± 0.08

S4 1.465 ± 0.63 36.39 ± 16.07 0.864 ± 0.10

S5 0.953 ± 0.28 20.13 ± 7.71 0.915 ± 0.09

S6 1.267 ± 0.51 28.47 ± 9.33 0.912 ± 0.04

S7 2.178 ± 1.78 25.84 ± 12.56 0.828 ± 0.13

S8 2.381 ± 2.19 24.9 ± 8.63 0.856 ± 0.12
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(a) 

 

  

(b) 

Fig. 5. (a) The EITSPIRO model training results (b) The EITSPIRO model testing results 

Figure 6 shows the lung R-V relationship for the eight subjects as predicted by the 
ANFIS model. There is a common trend between the different subjects (resembling 
the Nopp model/equation) [7], but it also shows how different this behaviour can be 
between subjects. Figure 7 shows the lung volume of one healthy subject as measured 
by Spirometry, estimated by aEIT and predicted by the ANFIS model. It is clear that 
the ANFIS model predicts best the subject’s lung volume as compared with the aEIT 
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system. The advantage using of the ANFIS model is apparent, however to be able to 
implement the proposed modelling framework on a real system the model would need 
a form of calibration, every time it is used, in order to account for the inter-parameter 
variations between subjects. 

 
Fig. 6. The plot of lung R-V relationship for the eight subjects as predicted by the ANFIS model 

 
Fig. 7. The plot of EITSPIRO model predicted lung air volume, actual absolute EIT lung 
volume and actual spirometry lung air volume 
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5 ‘Generic’ Modelling of EITSPIRO 

The performance of the ‘individual’ models presented in the previous section can be 
considered as satisfactory, however, in practice, it may prove difficult to calibrate such 
models in-situ without the required expertise. It would be more appropriate to try to 
develop a ‘general model’ that has the capability of predicting the lung volume with a 
good accuracy and a good consistency. A significant amount of research conducted 
previously revealed that among the anthropometric information of the subjects (eg: 
height, weight, body surface area, etc), height is correlated best with lung volume [21]. 
In this section, a more ‘generic’ model of absolute EIT resistivity and Spirometry lung 
air volume was developed with an addition of an extra input: ‘body height’. The authors 
hypothesise that by including the subject’s body height as an additional input, the model 
would strongly improve the performance of the general EITSPIRO model by correctly 
mapping the inter-parameter differences between subjects. 

5.1 General EITSPIRO Model Training and Testing Results 

The general model built in this study is based on data of absolute EIT resistivity, 
height and Spirometry lung air volume obtained from 8 healthy subjects in sitting 
position. Similarly to the previous models in this paper, ANFIS was selected as the 
structure of this general model. For a total of 2396 modelling data, 50% were 
randomly chosen as the training data and 25% as the checking data. A further 25% of 
the data were used for testing the model. Figure 8 shows the model structure for the 
‘generic’ EITSPIRO model with the additional input of body height. 
 

 

Fig. 8. Model structure for general EITSPIRO model with body height 

The initial fuzzy system structure was decided upon using subtractive clustering 
method (Chiu, 1994) [22]. During training, the mean squared errors for the training 
set and the checking set were monitored continuously and ANFIS automatically 
chooses the model parameters associated with the minimum checking error just prior 
to the point where the error for the checking set stars to increase. This is to prevent 
the model from over-training (over-fitting the data). 

Table 4 shows the general modelling performance results with and without the 
body height as an extra input. Root mean square error (RMSE), mean absolute error 
(MAE%), correlation coefficient (Cor.) and standard deviation of the error (eSD) 
were used as performance indicators. It can be seen from the results of model 
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performance that the EITSPIRO generic model with the input height can predict the 
absolute lung air volume with a good accuracy in training (92.5%), checking (92.4%) 
and testing (92%) as compared to the EITSPIRO general model without the height 
which led to an accuracy in training (86.4%), checking (86.4%) and testing (86.3%). 
In studies conducted in [17-18] on the assessment and improvement of absolute lung 
volume estimation and localisation using absolute EIT (aEIT), it was shown that the 
absolute EIT system is able to provide good estimates of lung volumes and lung air 
localisation but with average accuracy of just 88%. Therefore, in this case, being able 
to provide an estimate of lung volume with a maximum of 8% error (as provided by 
the ANFIS EITSPIRO generic model), the authors confirm that the elicited model 
with the additional information of body height, is judged as being ‘very good’ for 
clinical use providing further clinical data (testing on more subjects) confirm the 
initial modelling results from this paper.  

Table 4. The general model training, checking and testing results 

 
 

As an addition to the performance of the EITSPIRO generic model, Figure 9 shows 
the 3D-surface (simulated) of the model which represents the mapping of inputs 
‘body height’ and ‘resistivity’ to the output ‘lung volume’. As should be expected, 
and from theoretical/clinical knowledge, the higher the resistivity, the higher the lung 
volume will be [23-24]. 

 

 

Fig. 9. 3-D surface view of the ANFIS EITSPIRO generic model 
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Electrical Impedance Tomography was developed in the early 1980s and it has since 
shown real potential to being exploited for clinical use (bedside monitoring in the 
Intensive Care Unit - ICU). Recent developments in the field of absolute EIT 
demonstrate how one may use it to estimate absolute values of lung volumes which are 
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key to any on-line EIT based monitoring system. However, the current system can be 
further improved, particularly in the area of lung volume estimation accuracy. In this 
specific research study a Neural-Fuzzy modelling structure is used to model the 
relationship between the lung absolute resistivity and lung volume (lung R-V). Data 
recordings were used from eight (8) healthy subjects in a sitting position in order to 
train the models. It was shown that the modelling structure can model very accurately 
the aEIT lung volume estimation, although this method forces the model to ‘inherit’ 
the inaccuracies associated with the aEIT theoretical and empirical equations. In a 
different approach, it was also shown how one can model the lung R-V by ‘bypassing’ 
the physical equations and directly model the lung volume using real volumetric 
measurements and Spirometry (to record relative volume) and Body Plethysmography 
(to record lung Residual Volume). To our knowledge this is the first data-driven model 
capable of describing the behaviour of lung Resistivity-Volume in the absolute EIT 
system. The developed models show a very good agreement between the real data and 
the model predictions, however high inter-individual differences were also noted, 
although, on an individual basis, each ANFIS model (patient-specific) outperforms the 
current aEIT system’s lung volume estimations. In clinical science, inter-patient 
parameter variability is endemic; this is why it is of the opinion of the authors that an 
extension to the presented approach is needed, whereby the model auto-calibrates to 
account for inter-individual differences between patients. In this paper the inclusion of 
body height as an extra input variable further improves the prediction results. The 
inclusion of more parameters (that are easily measured) in the modelling structure may 
lead to a truly general model that is able to account for inter-individual differences. 
Such a new modelling structure should be able to classify the ‘patient-type’ based on 
the R-V behaviour curves and adjust the predictions accordingly. 
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Abstract. The performance of Mel-frequency cepstrum based automatic speech
recognition system significantly degrade in noisy environments. In this article,
the feasibility of utilizing the bio-inspired auditory features to improve noise ro-
bustness is investigated. The features are based on auditory characteristics, which
include gammatone filtering and modulation spectral processing to emulate the
mechanisms performed in the cochlea and middle ear aimed to improve robust-
ness in human ear. The robust noise resistant features that emulate cochlea fre-
quency resolution are extracted by gammatone filtering. And then a long-term
modulation spectral processing, which preserves speech intelligibility in the sig-
nal is performed. Compared and discussed are the features based on the perfor-
mance on Aurora5 database, comprising the meeting recorder digit task recorded
with four different microphones in a hands-free mode at a real meeting room and
living room and office room simulated data corrupted with different levels of ad-
ditive noises. The performance of these features is also investigated for CHiME
challenge, aiming at speech separation and recognition in noise background that
has been collected from a real family room using binaural microphones. The
experimental results show that the proposed features provide considerable im-
provement with respect to the standard feature extraction techniques for both the
versions of the database.

1 Introduction

A significant trend in ubiquitous computing is to facilitate the user to communicate and
interact naturally with concerned applications. Speech is an appealing mode of commu-
nication for such applications. The human-machine interaction using automatic speech
processing technologies is a diversified research area, which has been investigated ac-
tively [1,2,3].

Speech acquisition, processing and recognition in a non-ideal acoustic environments
are complex tasks due to presence of unknown additive noise, reverberation and inter-
fering speakers. Additive noise from interfering noise sources, and convolutive noise
arising from acoustic environment and transmission channel characteristics contribute
to a degradation of performance in speech recognition systems. This article addresses
the problem of robustness of automatic speech recognition (ASR) systems due to con-
volutive noise by modeling techniques performed by cochlea in human auditory pro-
cessing system.

The influence of additive background noise on the speech signal can be expressed as

y(t) = x(t) + n(t) (1)

A. Fred, J. Filipe, and H. Gamboa (Eds.): BIOSTEC 2011, CCIS 273, pp. 205–218, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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where y(t) is the degraded speech signal, x(t) represents the clean signal, n(t) is the
additive noise, which is uncorrelated with the speech signal and unknown. Different
techniques have been proposed based on voice activity detection based noise estima-
tion, minimum statistics noise estimation, histogram and quantile based methods, and
estimation of the posteriori and a priori signal-to-noise ratio [4]. In Ephraim and Cohen
[5], various approaches to speech enhancement based on noise estimation and spectral
subtraction are discussed.

Apart from the stationary background noise, another important source of degrada-
tion is caused by reverberation produced in acoustic environment. The speech signal
acquired in a reverberant room can be modeled as convolution of the speech signal with
the room impulse response,

y(t) = x(t) ∗ h(t) (2)

where y(t) is the degraded speech signal, x(t) represents the clean signal, h(t) is the
impulse response of the room. The impulse response depends upon the distance between
the speaker and the microphone, and room conditions, such as movement of people
in the room, clapping, opening or closing doors, etc. Thus extracting robust features
which can handle various room impulse responses is a complex and challenging task.
A variant of spectral subtraction has been proposed in [6] to enhance speech degraded
by reverberation.

In general to improve robustness of the noisy speech, processing can be performed
at signal, feature or model level. Speech enhancement techniques aim at improving the
quality of speech signal captured through single microphone or microphone array [7,8].
Robust acoustic features attempt to represent parameters less sensitive to noise by mod-
ifying the extracted features. Common techniques include cepstral mean normalization
(CMN) and cepstral mean subtraction and variance normalization (CMSVN) and rela-
tive spectral (RASTA) filtering [2,9]. Model adaptation approach modify the acoustic
model parameters to fit better with the observed speech features [7,10].

Performance of the human auditory system is more adept at noisy speech recogni-
tion. Auditory modeling, which simulates some properties of the human auditory sys-
tem have been applied to speech recognition system to enhance its robustness. The
information coded in auditory spike trains and the information transfer processing prin-
ciples found in the auditory pathway are used in [11,12]. The neural synchrony is used
for creating noise-robust representations of speech [12]. The model parameters are fine-
tuned to conform to the population discharge patterns in the auditory nerve which are
then used to derive estimates of the spectrum on a frame-by-frame basis. This was ex-
tremely effective in noise and improved performance of the ASR dramatically. Various
auditory processing based approaches were proposed to improve robustness [13,14,15]
and in particular, the works described in [12,16] were focused to address the additive
noise problem. Further, in [17] a model of auditory perception (PEMO) developed by
Dau et al. [15] is used as a front end for ASR, which performed better than the standard
Mel-frequency based cepstral coefficients (MFCC) for an isolated word recognition
task. Principles and models relating to auditory processing, which attempt to model
human hearing to some extent have been applied for speech recognition in [9,18].
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The important aspect in a speech recognition system is to have abstract representa-
tion of highly redundant speech signal, which is achieved by frequency analysis. The
cochlea and hair cells of the inner ear perform spectrum analysis to extract relevant fea-
tures. The models for auditory spectrum analysis are based on filterbank design, which
are usually characterized by non-uniform frequency resolution and non-uniform band-
width on linear scale. Examples include popular speech analysis techniques, namely
Mel frequency cepstrum and perceptual linear prediction which try to emulate human
auditory perception. Other important processing is based upon Gammatone filter bank,
which is designed to model human cochlear filtering and is shown to provide robustness
in adverse noise conditions for speech recognition tasks [16,19]. In [16], gammatone
based auditory front-end exhibited robust performance compared to traditional front-
ends based on MFCC, PLP and standard ETSI frontend. For large vocabulary speech
recognition tasks, the performance of these features have been competitive with stan-
dard features like MFCC and PLP [19]. Another important psychoacoustic property
is modulation spectrum of speech, which is important for speech intelligibility. The
relative prominence of slow temporal modulations is different at various frequencies,
similar to perceptual ability of human auditory system. Particularly, most of the use-
ful linguistic information is in the modulation frequency components from the range
between 2 and 16 Hz, with dominant component at around 4 Hz [20,21,18]. Modu-
lation spectrum based features computed over longer windows have been effective in
measuring speech intelligibility in noisy environments and speech detection [22,23,24].

In this work, an alternate approach based on psychoacoustic properties combining
gammatone filtering and modulation spectrum of speech, to preserve both quality and
intelligibility for feature extraction is presented. Gammatone frequency resolution re-
duces the ASR system sensitivity to environmental reverberant signal attributes and
improve the speech signal characteristics. Further, long-term modulation preserves the
linguistic information in the speech signal, improving the accuracy of the system. The
features derived from the combination are used to provide robustness, particularly in
the context of mismatch between training and testing reverberant environments. The
studied features are shown to be reliable and robust to the effects of the hands-free
recordings in the reverberant meeting room. The effectiveness of the proposed fea-
tures is demonstrated with experiments which use real-time reverberant speech ac-
quired through four different microphones. For comparison purposes the recognition
results obtained using conventional features are tested, and usage of the proposed fea-
tures proved to be efficient.

The paper is organized as follows: Section 2 gives an overview of the auditory
inspired features, including gammatone filter bank processing and modulation spec-
trum processing. Section 3 describes the methodology for feature extraction. Section 4
presents database description, experiments and results. Section 5 discusses the results.
Finally, Section 6 concludes the paper.

2 Feature Description

In this section, a brief introduction and general overview of auditory features based on
gammatone filter bank and modulation spectrum is presented.
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2.1 Gammatone Filter Bank

The gammatone filter was first conceptualized by Flanagan as a model of the basilar
membrane displacement in the human ear [25]. Johannesma used it to approximate
responses recorded from the cochlear nucleus in the cat [26]. de Boer and de Jongh used
a gammatone function to model impulse responses from auditory nerve fiber recordings,
which have been estimated using a linear reverse-correlation technique [27]. Patterson
et al. showed that the gammatone filter also delineates psychoacoustically determined
auditory filters in humans [28].

Gammatone filters are linear approximation of physiologically motivated process-
ing performed by the cochlea[29], comprise series of bandpass filters, whose impulse
response is defined by:

g(t) = atn−1cos(2πfct+ φ)e−2πbt (3)

where n is the order of the filter, b is the bandwidth of the filter, a is the amplitude, fc
is the filter center frequency and φ is the phase.
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Fig. 1. Frequency response for the 32-channel gammatone filterbank

The filter center frequencies and bandwidths are derived from the filter’s Equivalent
Rectangular Bandwidth (ERB) as detailed in [29]. In [30], Glasberg and Moore relate
center frequency and the ERB of an auditory filter as

ERB(fc) = 24.7(
4.37fc
1000

+ 1) (4)

The filter output of the mth gammatone filter , Xm can be expressed by

Xm(t) = x(t) ∗ hm(t) (5)

where hm(t) is the impulse response of the filter.
The frequency response of the 32-channel gammatone filterbank is as shown in

Fig. 1.



Auditory Processing Inspired Robust Feature Enhancement 209

Fig. 2. Processing stages of the gammatone modulation spectral feature

2.2 Modulation Spectrum

The temporal evolution of speech spectral parameters, which describe slow variation in
energy represent important information associated with phonetic segments [31]. The
low-frequency modulations encode information pertaining to syllables, by virtue of
variation in the modulation pattern across the acoustic spectrum. Dudley showed that
essential information in speech is embedded in modulation patterns lower than 25 Hz
distributed over a few as 10 discrete spectral channels [32]. Further, studies by Drull-
man et al. confirmed the importance of amplitude modulation frequencies on speech
intelligibility, particularly modulation frequencies below 16Hz contributing to speech
intelligibility [33]. Houtgast and Steeneeken demonstrated that modulation frequencies
between 2 and 10 Hz can be used as an objective measure of speech intelligibility, for
assessing quality of speech over wide range of acoustic environments [22].

The long-term modulations examine the slow temporal evolution of the speech en-
ergy with time windows in the range of 160 - 800 ms, contrary to the conventional
short-term modulations studied with time windows of 10 -30 ms which capture rapid
changes of the speech signals. Generally, the modulation spectrum is computed as fol-
lowing: speech signal X(k) is segmented into frames by a window function w(k, t),
where t is frame number. Short-time Fourier transform of the windowed speech signal
X(t, f) is calculated as

Y (t, f) =

∞∑
i=−∞

X(f − i)W (i, t) (6)

The modulation spectrum Ym(f, g) is obtained by applying Fourier transform on the
running spectra, obtained by taking absolute values |Y (t, f)| at each frequency, ex-
pressed as

Ym(f, g) = FT [|Y (t, f)|]|t=1,...T (7)

where T is the total number of frames and g is the modulation frequency. The relative
prominence of slow temporal modulations is different at various frequencies, similar to
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Fig. 3. Waveform, spectrogram, gammatonegram, and modulation spectrum density plots for the
(a)clean, (b)reverberant and (c)additive noise corrupted speech

perceptual ability of human auditory system. Most of the useful linguistic information
is in the modulation frequency components from the range between 2 and 16 Hz, with
dominant component at around 4 Hz [33,21]. In [21], it has been shown that for noisy
environments, the components of the modulation spectrum below 2 Hz and above 10 Hz
are less important for speech intelligibility, particularly the band below 1 Hz contains
mostly information about the environment. Therefore the recognition performance can
be improved by suppressing this band in the feature extraction.

The comparative waveforms, spectrograms, gammatonegrams and modulation spec-
trum density plots of the clean and noisy versions corrupted with convolutive and ad-
ditive noises of the same speech utterance are as shown in Fig. 3. The example is from
Aurora 5 and as following:
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(a) clean sentence ”4966o97” from TI-DIGITS
(b) sentence in reverberant environment (living room, T60 appr. 0.5s)
(c) sentence in reverberant environment (living room, T60 appr. 0.5s) + additive noise
(interior noise at 10dB).

From modulation spectrum density plots, some of the important characteristics of the
modulation spectrum can be observed. The important information of speech is concen-
trated in the area from 2 Hz and 16 Hz, particularly 2 Hz and 4 Hz contain crucial
information related to the variation of phonemes.

3 Methodology

The block schematic for the gammatone modulation spectrum based feature extraction
technique is shown in Fig. 5. The speech signal first undergoes pre-emphasis, which
flatten the frequency characteristics of the speech signal. The signal is then processed
by a gammatone filterbank which uses 32 frequency channels equally spaced on the
equivalent ERB scale as shown in Fig. 1. The impulse responses of the gammatone
filterbank are similar to the impulse responses of the auditory system found in phys-
iological measurements [27]. The filterbank is linear and does not consider nonlinear
effects such as level-dependent upward spread of masking and combination tones. The
computationally effective gammatone filter bank implementation as described in [34]
is used. The gammatone filter bank transform is computed over L ms and the segment
is shifted by n ms. The log magnitude resulting coefficients are then decorrelated by
applying a discrete cosine transform (DCT). The computations are made over all the in-
coming signal, resulting in a sequence of energy magnitudes for each band sampled at
1/n Hz. Then, frame by frame analysis is performed and a N -dimensional parameter is
obtained for each frame. The modulation spectrum of each coefficient which is defined
as the Fourier transform of its temporal evolution is computed. In each band, the modu-
lations of the signal are analyzed by computing FFT over the P ms Hamming window
and the segment is shifted by p ms. The energies for the frequencies between the 2 - 16
Hz, which represent the important components for the speech signal are computed.

For example, if the given signal x(t) is sampled at 8 kHz, a first-order high pass pre-
emphasis filter is applied and short segments of speech are extracted with a 25 window.
The window is shifted by 10 ms which corresponds to a frame rate of 100 Hz. Each
speech frame is then processed by a 32-channel gammatone filterbank. The 32 logarith-
mic gammatone spectral values are transformed to the cepstral domain by means of a
DCT. Thirteen cepstral coefficients C0 to C12 are calculated. The modulation spectrum
of each coefficient, (sampled at 100Hz) is calculated with a 160 ms window, shifted by
10 ms. Thirteen coefficients C13 to C26 which are first-order derivatives are further
extracted. The features are named gammatone filterbank modulation cepstral (GFMC)
features.

The same processing is also performed by replacing gammatone filterbank with Mel
filterbank in the Figure 5 resulting in Mel-frequency modulation cepstral (MFMC) fea-
tures. The performance of these features in comparison to GFMC features are discussed
in Section 4.
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4 Experiments and Results

To evaluate the performance, a full HTK based recognition system is used. The HMM-
based recognizer architecture specified for use with the Aurora 5 database is used [35].
The training data is downsampled version of clean TIDIGITS at a sampling frequency
of 8 kHz, with 8623 utterances. There are eleven whole word HMMs each with 16 states
and with each state having four Gaussian mixtures. The sil model has three states and
each state has four mixtures.

4.1 Convolutive Noise

The experiments are conducted on a subset of the Aurora-5 corpus - meeting recorder
digits. The data comprise real recordings in a meeting room, recorded in a hands-free
mode at the International Computer Science Institute in Berkeley. The dataset consists
of 2400 utterances from 24 speakers, with 7800 digits in total. The speech was captured
with four different microphones, placed at the middle of the table in the meeting room.
The recordings contain only a small amount of additive noise, but have the effects of
hands-free recording in the reverberant room. There are four different versions of all
utterances recorded with four different microphones, with recording levels kept low.

Table 1 shows the results in % word accuracies for meeting recording digits recorded
with four different microphones, labeled as 6, 7, E and F. The average performance of
four microphones for different features is shown at the last column of the table. ETSI-2
correspond to the standard advanced front-end as described in [35]. PLP and MFCC
are the standard 39-dimensional Perceptual linear prediction and Mel frequency fea-
tures along with their delta and acceleration derivatives. MFMC indicate Mel Frequency
Modulation Spectral based Cepstral (MFMC) features where the first thirteen features
are extracted in a traditional way, and the rest are the modulation features (13) and their
derivatives (13) derived as discussed in Section 3, except for Gammatone filterbank
being replaced with Mel filterbank. The GFCC features are extracted in a similar way
as reported in Section 3 with C0 to C12 being the corresponding cepstral coefficients.
GFMC indicate Gammatone Frequency Modulation Spectral based Cepstral (GFMC)
features derived in a same way as GFCC but appended with modulation spectral fea-
tures corresponding to C13 to C26 and their corresponding derivatives as discussed in
Section 3.

Table 1. Word recognition accuracies (%) for different feature extraction techniques on four
different microphones

Channel 6 7 E F Average

ETSI-2 64.3 47.6 58.1 62.7 58.1
PLP 73.8 63.8 68.1 71.4 69.2

MFCC 75.8 64.7 67.3 75.9 70.9
MFMC 75.6 61.0 70.8 77.9 71.3
GFCC 86.0 79.0 78.3 84.2 81.9
GFMC 87.8 82.7 82.2 86.9 84.9
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From Table 1, it is evident that the advanced ETSI front-end has highest error rates
compared to the MFCC and PLP. This demonstrates that for reverberant environments
the advanced ETSI front-end is not effective as compared to its performance in the pres-
ence of additive background noise. It can be inferred that the techniques applicable for
additive background noise removal are not suitable to handle reverberant conditions.
The MFMC features have better performance than MFCC, which in turn had better per-
formance than PLP. It can also be seen that the GFCC features were effective, perform-
ing better than any of the baseline systems (ETSI-2, PLP, MFCC). This is consistent
with the earlier studies which have shown that gammatone based features exhibit robust
performance compared to MFCC, PLP features and ETSI frontend [16,19].

It can also be observed that the performance of GFMC is the best among all the
baselines and features compared, and consistent across all the channels. However, the
combination of Mel filtering and modulation spectral features is not as beneficial as
gammatone filtering with modulation spectral features. This clearly demonstrates the
efficiency of this combination of these features in reverberation conditions.

4.2 Additive Noise

Further, to test the efficiency for practical conditions which contain additive noises
along with reverberation effects, experiments are conducted on hands free office and
hands free livingroom simulated data with clean and 15 dB, 10 dB, 5 dB, 0 dB SNR
additive noise corrupted signals. The data is from Aurora-5 database, where condition
is simulated as combination of additive noise and reverberation[35]. Aurora-5 covers
all effects of noises as they occur in realistic application scenarios. In this experiments,
hands free speech input in a office and in a living room is considered. The reverberation
time for the office room was randomly varied in the range of 0.3 to 0.4 s and for the liv-
ing room was in the range of 0.4 to 0.5 s. In Table 2, HFOffice, HFLroom, - represents
hands free office, hands free living room and no additive noise respectively.

Table 2. Word recognition accuracies (%) for clean, hands free office and hands free living room
conditions

Feature HFOffice HFLroom
- 15dB 10dB 5dB 0dB - 15dB 10dB 5dB 0dB

PLP 88.6 65.1 40.4 21.1 6.7 74.3 46.9 27.7 14.2 3.7
MFCC 90.1 61.6 41.5 18.0 4.0 75.8 40.2 23.8 8.6 1.9
MFMC 94.5 68.1 40.5 18.5 8.7 85.2 52 28.2 13.5 7.8
GFCC 89.1 65.6 39.5 18.4 8.3 73.8 48.9 29.1 13.7 6.2
GFMC 92.2 73.3 44.8 20.7 10.1 78.6 57.4 34.1 15.6 8.2

From Table 2, it can be observed that for all the features the performance degrades
significantly in additive noise compared to no additive noise case. Also, it can be seen
that GFCC has better performance than MFCC and PLP. It can also be observed that
MFMC has better performance than GFCC, showing that the combination of modula-
tion features in mel domain is beneficial for this task. It can be observed that GFMC
has better performance than GFCC, MFCC, MFMC and PLP indicating efficiency of
this features in additive noise and reverberant conditions.
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4.3 CHiME Challenge

The task of Computational Hearing in Multisource Environments (CHiME) challenge
is to separate the speech and recognise the commands being spoken using systems that
have been trained on noise-free commands and room noise recordings [36]. The CHiME
background noise is recorded separately from the target speech. The target speech is
subsequently artificially added but in a manner that closely simulates the effect of the
speech being present in the room. This controls the target speech SNR, target talker
location, talker characteristics etc. For the background noise, a domestic environment
was considered, such as would be encountered in a home automation application. It
provides rich mix of sound sources, some of which may be easy to model (e.g. a washing
machine that remains in a fixed position and runs a predictable program) and some
which are not (e.g. children running around while talking, screaming and laughing).

The ASR task is speaker dependent and employs a small but phonetically confus-
able vocabulary. The recordings are from a genuine living room (in a house with two
small children) measured over a period of several weeks and the SNRs employed in the
challenge range between 18 dB down to -6 dB.

Figure 4 shows comparison of GFMC features and MFCC before separation of the
speech signals. It can be observed that GFMC is much effective than MFCC for all
ranges of SNRs, particularly at very low SNRs.
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Fig. 4. Comparison of the proposed GFMC features and MFCC before separation of the speech
signals

Figure 5 shows comparison of GFMC features and MFCC after separation of the
speech signals which is achieved through semi-blind source separation (SBSS). The
BSS algorithm is a modified Recursively Regularized Independent Component Analysis
[37] according to a semi-blind structure as in [38], where the used prior is the mixing
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Fig. 5. Comparison of the proposed GFMC features and MFCC after separation of the speech
signals achieved through semi-blind source separation

parameters of the target source (estimated beforehand). It can be observed that GFMC
is much efficient than MFCC for all ranges of SNRs, with significant performance at
very low SNRs.

5 Discussion

The results from both Table 1 and 2 and Figures 4 and 5 indicate that the gammatone
frequency resolution was effective in reducing system sensitivity to reverberation and
additive noise, and improved the speech signal characteristics. It can also be observed
from Table 1, that the combination of gammatone filtering with modulation spectral
features is beneficial than the combination of Mel filtering and modulation spectral
features. The emphasis on slow temporal changes in the spectral structure of long-
term modulations preserved the required speech intelligibility information in the signal
which further improved the accuracy of the system. Thus, by extracting features that
model human hearing to some extent mimicking the processing performed by cochlea,
particularly emulating cochlea frequency resolution was beneficial for speech feature
enhancement.

6 Conclusions

The paper has presented auditory inspired modulation spectral features for improv-
ing ASR performance in presence of room reverberation. The proposed features were
derived from features based on emulating the processing performed by cochlea to im-
prove the robustness, specifically gammatone frequency filtering and long-term modu-
lations of the speech signal. The features were evaluated on Aurora-5 database, meeting
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recorder digit task and living room and office room simulated data corrupted with dif-
ferent levels of additive noises. Results were compared with standard ETSI advanced
front-end and conventional features. The results show that the proposed features per-
form consistently better both in terms of robustness and reliability. The work presented
results in both additive noise and reverberant scenario where the speech signal was
corrupted with 15 dB, 10dB, 5 dB and 0dB SNR noise, simulated with hands-free of-
fice and hands-free living room conditions. The work also presented performance of
these features on CHiME challenge before and after separation of acoustic sources. The
results are promising, performing better than the conventional features, indicating the
efficiency of this features in practical scenarios.

Our study raised number of issues, including study of auditory inspired techniques
for improvement of standard additive noise removal techniques to deal with reverbera-
tion condition. The gammatone filter implemented in this work is linear and does not
consider nonlinear effects such as level-dependent upward spread of masking and com-
bination tones. For the future, we like to investigate these issues to efficiently deal with
real world noisy speech, and evaluate these features on large vocabulary tasks.
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Abstract. Interpretation of brain states from EEG single trials, multiple elec-
trodes and time points, is addressed. A computationally efficient and robust
framework for spatio-temporal feature selection is introduced. The framework
is generic and can be applied to different classification tasks. Here, it is applied to
a visual task of distinguishing between faces and houses. The framework includes
training of regularized logistic regression classifier with cross-validation and the
usage of a wrapper approach to find the optimal model. It was compared with two
other methods for selection of time points. The spatial-temporal information of
brain activity obtained using this framework, can give an indication to correlated
activity of regions in the brain (spatial) as well as temporal activity correlations
between and within EEG electrodes. This spatial-temporal analysis can render a
far more holistic interpretability for visual perception mechanism without any a
priori bias on certain time periods or scalp locations.

Keywords: EEG, BCI, Regularization, Spatio-temporal analysis.

1 Introduction

A major challenge in neuroscience is inferring how momentary mental states are mapped
into a particular pattern of brain activity. Inference, which is based on EEG single-trial
(i.e. short segment of the EEG) has practical implementations for brain computer in-
terface (BCI) applications. BCI applications are designated for people suffering from
physical disabilities, helping them to communicate with an electronic device through
real time interpretation of their brain signals ([1]-[4]).

A common way to analyze EEG single-trials is through classification (for review,
see [5]). One of the main challenges is the amount of data needed to properly describe
the different states; It increases exponentially with the dimensionality of the data and is
termed the curse of dimensionality [6].

To reduce the dimension of the data, many feature selection methods have been de-
veloped for identifying and choosing an optimal subset of features from the data. Often,
researchers focus on few electrodes based on algorithms for channel selection that pick
the most promising channels for classification. Muller et al. [7] utilized Spatial Pattern
Analysis and PCA for channel selection and compared it to a set of four electrodes
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chosen based on prior knowledge. Palaniappan et al. [8] and Schroder et al. [9] found
appropriate channels via a Genetic Algorithm; Lal et al. [10] used Recursive Feature
Elimination and Zero-Norm Optimization to reduce the number of electrodes from 39
to 12. Tomika and Muller [11] reduced the dimension of the data by down-sampling
the signals. Another way to alleviate the curse of dimensionality is via regularization
methods, which stabilize the solutions by introducing prior knowledge or by restricting
the solution ([12]-[13]). Cross-validation can be used to find the optimized model and
its regularization parameter ([11], [14]-[16]).

As data is becoming more readily available, it is more desirable to let the data
guide the choice of an optimal model (determine relevant electrodes and time points)
while minimizing a-priori assumptions. For this, a two-dimensional representation of
the spatio-temporal predictive information of the brain activity is highly desirable, es-
pecially for development of new paradigms, for which the neural correlates may not be
known in advance [17].

Modern data-driven analyses, such as microstate segmentation ([18]-[19]), have been
developed and used to study the spatio-temporal activity in the brain. Microstate seg-
mentation uses the spatial distribution of the ERP which involves averaging over multi-
ple trials of similar brain activity (for review, see [17]). Such a predictive map lacks the
correlated activity between electrodes, which is lost in the traditional ERP approach.
Moreover, the ability to assess the trial-to-trial variability in event-related potential ex-
periments can provide new insights into brain functioning which may be ignored during
ERP averaging.

Tomioka and Muller [11] suggested an EEG single trials spatio-temporal interpreta-
tion that was based on three different regularizers. The regularizers were used to reveal
different and complementary aspects of the localization of the discriminative informa-
tion. (The channel selection regularizer was used for spatially localizing the discrimi-
native information, the temporal-basis selection regularizer localized the discriminative
information in the temporal domain and the DS regularizer provided a small number of
pairs of spatial and temporal filters that showed both spatial and temporal localization
of the discriminative information in a compact manner). The regularizers were applied
on a block diagonal data matrix which was composed of first order changes (short seg-
ment of filtered EEG signal with C channels and T sampled time-points) and second
order changes (the covariance matrix of a short segment of band-pass filtered EEG).
Their method requires an estimation of a large-parameter model, which may be prone
to overfitting. Furthermore, reducing the sampling rate may ignore important properties
of the signal, which are visible in the EEG high temporal resolution. The use of differ-
ent regularizers [11] may be problematic as it may produce contrasting interpretations
with no clear ability to determine which of them is more accurate.

In this work, we follow the framework introduced by [16] and present an efficient
and robust computational model for brain state interpretation from EEG single trials.
Our approach is based on the use of regularization techniques to optimize classifier
coefficients. We further demonstrate how to identify the most relevant time points and
electrodes that might be most pertinent in contributing to differentiation between the
mental states investigated.
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Our approach employs a two-step classification scheme; First, potential time points
are selected (i.e. the electrode activity in these time points is found to best separate
between the two mental states). Second, the selected time points are fused to obtain a
holistic network related to the paradigm. This paper extends previous work [20] and
includes a comparison to time-points-selection via ERP method and to the sequential
fusion of time points method. This two-step framework leads to an effective feature
selection using a small number of parameters, dozens compared with thousands in [11],
while maintaining a high temporal resolution.

The proposed framework is generic and can be applied to different brain imaging
modalities and classification tasks. In this study we applied it to a visual task of distinc-
tion between faces and houses.

2 Materials and Methods

2.1 Experiment Setup

Four subjects (SUBJ1-SUBJ4, 4 females, two left handed, aged 23-28), participated in
this experiment. All subjects gave informed consent to participate in the study, which
was approved by the ethics committee of the Tel Aviv Sourasky Medical Center. Sub-
jects were presented with images from two different categories-faces and houses. The
images of faces were taken from the [21] and [22] databases and include fearful or
neutral facial expression. The experiment included 4 sessions, each of 138 epochs 2-
seconds-long. During each epoch, the subject was presented with one image of a fear-
ful face, neutral face, house or blank (32, 32, 64 and 10 epochs respectively). To achieve
visual field segregation, participants were explicitly instructed to ignore the pictures and
to concentrate on a fixation dot at the center of the screen. Throughout the experiment,
participants were asked to report the color change of the central fixation dot.

2.2 EEG Data Acquisition

Continuous EEG data was recorded simultaneously with fMRI acquisition. In this study,
we are focusing on the EEG data and have set aside the combined fMRI data for further
research. Good signal-to-noise ratio of the EEG data in the combined approach was
previously shown at our lab ([23]-[24]).

We used a 32-channel BrainCap electrode cap with sintered Ag/AgCl ring elec-
trodes (30 EEG channels, 1 ECG channel and 1 EOG cannel, Falk Minow Services,
Herrsching-Breitbrunn, Germany) and a MR-compatible, 32-channel, battery-operated
amplifier (Brain Products, GmBH, Germany). The electrodes were positioned accord-
ing to the 10/20 system. The reference electrode was between Fz and Cz [25]. The
signal was amplified, and sampled at 5000 Hz using the Brain Vision Recorder soft-
ware (Brain Products). The EEG data was transmitted from the scanner room via an
optical fiber to a PC in the control room. The exact timing of stimulus onset and MRI
scanner gradient switching was transmitted to the EEG amplifier and recorded together
with the EEG signal.
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2.3 EEG Analysis

EEG data analysis was performed with EEGLAB 6.01 software package (Schwartz
Center for Computational Neuroscience, University of California, San Diego), MAT-
LAB software and FMRIB plug-in for EEGLAB, provided by the University of Oxford
Centre for Functional MRI of the Brain (FMRIB). Pre-processing of the EEG data in-
cluded the following steps: MR gradient artifacts removal and Cardio-ballistic artifacts
removal using a FASTR algorithm implemented in FMRIB plug-in for EEGLAB ([23]-
[24]). For computational efficiency, the EEG signals were down-sampled to 250 Hz and
eye blinking artifacts were removed using ICA [26]. The data was then filtered with a
0.5-45 Hz band-pass filter and segmented into epochs starting 100 ms before the stim-
ulus onset and ending 600 after the stimulus onset. Baseline correction was performed
using the 100ms of pre-stimulus activity. In this manner for each subject, we obtained
several dozens of epochs, each containing 32 (number of channels) x 175 (number of
time sampling points in the segmented interval) values. Each epoch was associated with
a class label face or house according to the stimulus which was presented.

3 Brain State Modeling

This section introduces the proposed brain state modeling approach for EEG single
trials spatio-temporal analysis. Figure 1 demonstrates the flowchart of the ensemble
method.

The essence of the modeling approach is creating a parametric family of classifiers
and seeking an optimal member of this family by model selection techniques. The pa-
rameter that forms the collection of classifiers controls the bias/variance tradeoff (i.e.
regularization parameter), thus a classifier with optimal bias/variance is chosen [27].
Each member of the family attempts to predict the mental states of the brain by finding
the coefficients of the model which mostly differentiate the EEG data into two mental
states. The selection of the optimal member is done based on classifier mental states
prediction.

3.1 Model Estimation

Cross-validation is used for choosing the best model and estimating its predictive ac-
curacy. This method is computationally expensive but is especially important when the
number of samples is small. Cross-validation is applied twice: first for dividing the orig-
inal data into train and test sets. We search for the optimal model on the train sets and
record its accuracy on the test sets. For this we used m-k-fold cross validation, where k
is the number of unique test sets, and m is the number of times, this process is repeated.
Second, an additional inner n-fold cross-validation procedure is applied for selecting the
optimal model on the training sets, where n is the number of averaged cross-validation
iterations.

In the first cross validation procedure, the original data is partitioned into k disjoint
sets. A single dataset is retained as the test data for testing the model, and the remaining
k − 1 disjoint datasets are used as training data. The cross-validation process is then
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Fig. 1. Brain state modelling flow chart

repeated k times, with each of the k sets used exactly once as the test data. We repeat
this process m times. The training sets are used for choosing the best model and the test
sets are used to check its predictive accuracy. The predictive accuracy of the model is
defined as the number of wrongly predicted samples divided by the overall number of
samples.

The second cross-validation operation is used for choosing the optimal model. The
training dataset is randomly splitted, n times, into 80-20% training and validation sets
respectively. The classifier runs on the training set with different values of the regular-
ization parameter (within the range of interest) and selects the one that yields the best
results (i.e. bring mean square error, MSE, to minimum) (see Fig. 2).

The range of regularization values of interest is determined using the singular val-
ues, which are obtained from SVD decomposition of the processed data matrix (used for
training and testing). The range is bounded between the minimal and the maximal sin-
gular values. For computational efficiency, the actual regularization values in that range
are distributed uniformly on the logarithmic scale (i.e. the ratio of the two successive
samples is constant).

3.2 Regularized Logistic Regression

The proposed regularized brain state interpretation can be used with a variety of linear
and nonlinear classifiers. The, logistic regression model is the appropriate one for a
binary classification task. It is also optimal in terms of simplicity, interpretability of its
coefficients and speed ([28]-[29]).

A useful variable is the odds ratio, which is defined as the ratio of the probability that
an event occurs to the probability that it fails. The logit (log odds) of the logistic regres-
sion model is given by the following equations, where wi are the model’s coefficients:

g(x) = w0 + w1x1 + w2x2 + ...+ wnxn (1)
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Fig. 2. MSE received on the validation set at the best time point versus the log of the regularization
parameter. The lambda that minimizes the average error across iterations is chosen to be the
optimal regularization parameter for the model.

P (Y = 1|x) = π(x) =
eg(x)

1 + eg(x))
(2)

logodds = log

(
π(x)

1− π(x)

)
(3)

The coefficients are often estimated via the Maximum Likelihood Estimation (MLE)
method, which seeks to maximize the log likelihood over the entire observed data:

l(w) =
n∑

i=1

logP (Y = yi|xi) (4)

The log likelihood value represents how likely the dependent variable can be predicted
from the observed values of the independent variables. Maximization of the above ex-
pression can be done in various ways, most popular being the Newton-Raphson (NR)
algorithm.

The regularized version of the logistic regression algorithm seeks to find the weights
(w) which maximizes the equation:

lλ(w) = l(w)− λ

2
wTw (5)

We use the Matlab-based MVPA toolbox [30], which implements regularized logistic
regression following notes from [31].

3.3 Feature Selection

As mentioned before, one of the main challenges while working with EEG signals is
the high data dimensionality. In this case, feature selection is important for reducing the
dimensionality of the input signal, removing noise, improving learning performance,
speeding up the learning process and improving predictive accuracy. Feature selection
has been extensively researched by the machine learning/pattern recognition commu-
nity over the years (for review in the context of BCI, see [5]).
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A two step feature selection algorithm is implemented. First, potential time points
are selected, which are found to best separate between the two mental states. Second,
the selected time points are fused to obtain a holistic network related to the paradigm.
In the first step of the algorithm, the selection of the time points is done in two different
ways: using the ERP approach and using a predictive approach based on a single trial
performance evaluation. In the ERP approach the averaged EEG signal over trials are
constructed (separatly for each condition). Significant time points, that have the high-
est difference between the average signals are chosen. In the predictive approach, 32
electrodes are selected from a single time point as an input for the classifier in the same
manner as in [16]; A set of T trials labeled data samples is obtained, each represented
by NxM signal matrix, where N is the number of channels and M is the number of
time sampling points in the segmented interval. For each time point (from M), a feature
vector that contains the EEG data of the entire electrodes in this time point, is created.
(This reduces the dimension of the data from 32x175 to 32). Then, a family of classi-
fiers is constructed with different regularization parameters and applied on the different
time points. The model that achieved the minimum MSE on the validation set, over the
entire time points, is chosen.

After selecting the model, the predictive accuracy of each time point is evaluated
using the test sets, by applying the best model on each time point and averaging the
results. The outcome of this stage is a ranking of the entire time points according to
the performance of the model (Fig. 3). The coefficients of the regression equation at
the time point where minimal prediction error is achieved indicate the contribution of
activity in different electrodes in this time point towards the prediction. This can be
interpreted as the strength of activity in electrodes, which best contribute to the mental
states separation.

Fig. 3. (a) Predictive accuracy of each time point, on the testing set. The black line depicts the
average error rate over the cross-validation iterations and the blue line represents control results
obtained using the same algorithm on data with randomly scrambled target labels. It can be seen
that the best prediction is achieved around 200ms after the stimulus onset (N170). (b) The co-
efficients of the regression equation in the best time point. The coefficients indicate the most
contributing electrodes in this time point; Blue color indicates strong negative effect of faces
compared to houses.
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The formulation presented so far indicates the most predictive time point and the
configuration of electrodes at that time point. This spatial coding, where the prediction
depends on a configuration of electrodes activity at a single time point, may not be the
optimal code used by the brain in interpreting the stimuli. Therefore it is possible that
a temporal or spatio/temporal coding is more appropriate. The presented model can
address this question, although the computational problem involved becomes too big
for a single computer to handle, but using a computer grid of several hundred personal
computers, the model can be extended in this direction [32].

We sort the local minima in the prediction graph to find different distinct temporal
locations with prediction error minimum. The sorting is done in an increasing order
(starting from the most predictable time point to the least predictable time point). Then a
collection of models is applied, each using an increasing amount of information, where
new time points (electrode information) are added into the model. In each such input
data configuration we perform the full cross-validation estimation to estimate optimal
regularization and prediction error.

The selection of the ensemble time points is done in two different ways; Primary
selection using sequential assembling (i.e. the sorted time points are added to the model
one after the other without additional search) and secondary selection using a wrapper
algorithm [33], which is a technique for selecting an optimal subset of features from a
large search space. In the wrapper algorithm, the features are assessed by their predic-
tive power and are added to the subset one by one according to their contribution to the
overall prediction. In both methods the ten most predictable time points were included
in the process.

The outcome of the classifier for a different number of time points is compared and
the ideal number of time points which had significantly lower error prediction is chosen
(Fig. 4). Increasing the input vector adds electrode activity data, but also adds free
parameters to the model leading to higher chance of overfitting the training data. We
thus search for the ideal number of time points which balances between the two effects.
Figure 5 depicts the best time points found for one subject and the electrodes activity
in these time points contributing towards mental state discrimination.
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Fig. 4. Prediction error vs. number of time points. For this subject the optimal is 4, namely there
was a significant prediction improvement up to that point (*p < 0.05).
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Fig. 5. (a) The ideal number of time points chosen as input for the classifier. (b) The regression
coefficients received in those time points.

4 Results

4.1 Spatio-Temporal Analysis

Many studies have shown that pictures of faces elicit a much larger ERP of negative
polarity than other object categories. This component peaks at occipital-temporal elec-
trode sites at about 170 ms following stimulus onset [34]. The larger response of the
N170 complex to faces is an undisputed observation among researchers in the field of
face processing (Fig. 6).

We reinforce this result using EEG single trial classification (Fig. 7). For all subjects
the best prediction achieved around 200 ms after the stimulus onset and the electrodes
that contribute to the maximum separation between the mental states investigated are
located in the occipital area. The coefficients obtained on single trial training correlated
to the ERP of the corresponding electrodes. Negative coefficients indicate the ERP for
faces is lower than the ERP for houses. In addition, both occipital electrodes (P7 and
P8) are correlated in that time point.
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Fig. 7. Best time points found and the coefficients in these time points for different subjects in the
houses and faces experiment. As expected, for the entire subjects the best prediction is achieved
around 200ms after the stimulus onset and the most activated electrodes are in the occipital-
temporal area.

The resulting spatial-temporal weight matrix provides a summary representation
which is easily interpretable. A result of the dimensionality reduction, which is per-
formed during the pre-processing stage, where relevant time points and electrodes are
chosen, leads to simpler computational model training. This is in contrast to reducing
the dimensionality via reducing the sampling rate [11]. The lowest error rates achieved
for each subject using a single time point are summarized in Fig. 8 (the prediction error
with the optimal number of time points is lower). The results were compared to the con-
trol experimental results, which were obtained using the same algorithm on randomly
scrambled labels. The difference between the mean error estimates is significant for all
subjects (P < 0.05).

Fig. 8. Classification error rate for all 4 subjects. The classification error is compared to control
results obtained using the same algorithm on randomly scrambled labels. The difference between
the mean error estimates is significant for all subjects (P < 0.05).
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4.2 Comparison with Existing Methods

As described in 3.3, our algorithm employed a two-step classification. The first step
included selection of time points that were used to predict the two mental states. The
time points were selected using two criteria: the ERP approach, which is based on
the EEG signal average over trials and a predictive approach based on a single trial
prediction performance. Table 1 demonstrates the first 10 time points selected by each
method, ordered by their corresponding selection criteria. Following the time-points
selection, the wrapper algorithm, which was described in 3.3 was employed to select
the ensemble of time points with the highest prediction power. The time points selected
by the wrapper, are marked in gray. The results indicate that the optimal time points
found by the wrapper were found earlier in the prediction approach than in the ERP
approach. However, the performance is similar since points which are not useful are
later eliminated due to a comprehensive search of the wrapper.

Two methods for selection of the ensemble time points were compared: sequen-
tial selection and a wrapper algorithm. Figure 9 depicts the prediction error for in-
creasing number of time points using the different approaches for time points selection
and time point assembling; The results suggest that the contribution of the wrapper to
eliminate time-points, which do not contribute to ensemble performance, is significant
(P < 0.05).

Table 1. The first 10 time points found by the ERP and the predictive approaches. The time points
which were selected by the wrapper are marked in gray.

4.3 The Impact of Regularization

The amount of data needed to properly describe the different mental states increases
exponentially with the dimensionality of the feature vectors. As the amount of training
data is small compared to the size of the feature vectors, the classifier is likely to overfit
to the training data and thus producing a model which does not uncover the true brain
state discrimination. The only way to avoid this and still get a reliable brain state in-
terpretation is a robust training with a regularizer which has to be carefully picked. To
demonstrate the effect of non optimal regularization selection, we applied the same al-
gorithm, with and without a regularization parameter on feature vector of size 96 (three
best time points). As it can be seen in Fig. 10, the classification error with regularization
is significantly lower (P < 0.05).
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Fig. 9. Classification error rate vs. number of time points for different time-points selection and
time-point assembling. It is evident that the contribution of the wrapper is significant (P < 0.05).

Fig. 10. Prediction error (Error rate and MSE) received for 3 best time points chosen, with and
without regularization. These figures show that results with regularization are significantly better
(*P < 0.05).

5 Conclusions

This paper proposed a robust and efficient framework for brain state interpretation using
EEG single trials. This framework is based on extensive feature selection using a regu-
larized logistic regression classifier and can be used for spatial-temporal analysis of the
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EEG data as well as other 2 or 3 dimensional brain imaging modalities. The proposed
framework was compared to time-points selection via ERP method and to the sequential
fusion of time-points. The results indicate that the wrapper approach offers a significant
improvement over sequential selection. This spatial-temporal analysis can render a far
more holistic interpretability without any a priori information on certain optimal time
points or electrode locations. It can thus indicate whether the coding related to the brain
state discrimination task is spatial, temporal or joint, and can indicate the network of in-
formation propagation (at high temporal resolution) following the stimuli. This method,
which can also be applied to a Time/Frequency representation of the signal, can reveal
the different frequency bands at which brain state discrimination is optimal.
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Abstract. In this study, an automatic algorithm which computes a meanwave is 
introduced. The meanwave is produced by averaging all cycles of a cyclic 
signal, sample by sample. With that information, the signal’s morphology is 
captured and the similarity among its cycles is measured. A k-means clustering 
procedure is used to distinguish different modes in a cyclic signal, using the 
distance metric computed with the meanwave information. The algorithm 
produced is signal-independent, and therefore can be applied to any cyclic 
signal with no major changes in the fundamental frequency. To test the 
effectiveness of the proposed method, we’ve acquired several biosignals in 
context tasks performed by the subjects with two distinct modes in each. The 
algorithm successfully separates the two modes with 99.3% of efficiency. The 
fact that this approach doesn’t require any prior information and its preliminary 
good performance makes it a powerful tool for biosignals analysis and 
classification. 

Keywords: Biosignals, Waves, Meanwave, k-Means, Clustering, Algorithm, 
Signal-processing. 

1 Introduction 

Biomedical signal analysis is a method of the utmost importance for visualization and 
interpretation in biology and medicine, as the manipulation and processing of data 
provide the researcher with vital information on the condition of the subject or the 
status of the experiment. An awareness of the power of computer-aided techniques, 
coupled with a continuing need to obtain more information from biomedical signals, 
has led to a growing application of signal processing techniques to be applied in 
medicine, sports and research [1].  

Human-activity tracking techniques focus on direct observation of people and their 
behavior. This could be done, as an example, with cameras [2], accelerometers to track 
human motion [3], or contact switches to compute facial expressions with the 
electromyography patterns [4,5]. When watching a biosignal’s evolution it’s important 
to understand the changes in its morphology over time. Abrupt changes often contain 
critically important information, and hence, the problem of discovering time points 
where changes occur has received much attention on statistics and data mining [6]. 
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In this work, we’ve acquired several cyclic biosignals – such as accelerometry 
(ACC), electromyography (EMG) and blood volume pressure (BVP) signals – from 
subjects performing context tasks with two different modes. It was developed 
an algorithm capable to distinguish the two different modes in the same continuous 
signal. The developed algorithm follows an unsupervised learning approach, as 
it doesn't require any prior information [7], and a k-means algorithm is used to cluster 
the signals due to its efficiency and effectiveness [8]. As a clustering method, our 
algorithm is signal-independent as it doesn’t use specific information about the input 
signals. Although our algorithm is signal-independent, the signals used must be 
cyclic, and in this study we only used signals with two different modes and a small 
variation of fundamental frequency between those modes.  

Warren Liao [9] presents a survey on time series data clustering, exposing past 
researches on the subject. He organizes the studies in three groups: whether they work 
directly with the raw data, indirectly with features extracted or indirectly with models 
built from the raw data. In this study we work directly with the data, but in our 
approach we use a continuous signal with different modes in it - the previous studies 
use mostly various separated signals with only one mode or activity in each. A more 
resemble approach, as the clustering is based on the similarity of wave shapes in a 
single time series data, is the work of Dr. Rodrigo Quiroga [10] with spike sorting. 
However, as the neuron activity is not periodic, the spikes are detected with a 
threshold method and the clustering procedure uses features extracted from those 
parts of the signal.  

In this paper we present the concept of “meanwave”. Having a set of signal’s 
cycles, the meanwave is a wave constructed by the mean value for each time-sample 
of those cycles. Following the same principle, we define a deviation wave by 
computing the standard deviation error value for each time-sample instead of the 
mean value. Our algorithm separates each signal’s cycles and computes a meanwave, 
with center on a chosen notable point of each cycle. With that information the signal’s 
morphology is captured. Our clustering algorithm uses a distance metric, gathered 
from the information of the signal’s cycles, to separate the two modes of the entire 
signal. As our meanwave approach effectively captures the morphology of a signal, it 
can be useful in several areas, as a clustering basis or just for signal analysis.  

In the following section the signal acquisition methodology is presented. In section 
3 we expose the signal processing detailing all algorithms steps. Finally in sections 4 
and 5 we detail and discuss our results and algorithm performance, concluding the 
work.   

2 Methods 

2.1 Acquisition System and Sensors 

To acquire the biosignals necessary for this study, we used a surface EMG sensor 
(emgPLUX), a triaxial accelerometer (xyzPLUX), and a finger BVP sensor 
(bvpPLUX). A wireless signal acquisition system (bioPLUX research) was used for 
the signal’s analog to digital conversion and bluetooth transmission to the computer. 
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This system has 12 bit ADC and a sampling frequency of 1000 Hz [11]. In the 
acquisitions with the triaxial accelerometers, only the axis with inferior-superior 
direction was connected to the bioPLUX. 

2.2 Data Acquisition and Data Format 

Several tasks were designed and executed in order to acquire signals with two distinct 
modes. We conceived a synthetic digital signal and collected signals from four 
different activities scenarios with the accelerometer sensor, and one for each EMG 
and BVP sensors.  

Synthetic Signal 

To test our algorithm, a synthetic cycle was created using a low-pass filtered random 
walk (of 100 samples), with a moving average smoothing window of 10% of signal’s 
length, and multiplying it by a hanning window. That cycle was repeated 30 times for 
the first mode, so all the cycles were identical. After a small break on the signal, the 
cycle was repeated 20 more times, but with an identical small change of 40 samples in 
all waves, creating a second mode. These two modes construct the synthetic wave 
represented in Figure 1. 

 

Fig. 1. a): Synthetic signal with identical waves from t0 to t1 and from t1 to t2; b): 
corresponding zoomed waves 

Walking and Running 
 

With an accelerometer located at the right hip and oriented so the y axis of the 
accelerometer (the only connected to the bioPLUX) was pointing upward, the subjects 
performed a task of walking and running non-stop, on a large circle drawn on the 
floor. The subjects walked for about 1 minute at a slow speed, then spent 1 minute 
running, and ended with 1 minute walking again. The signal acquired is represented in 
figure 2. 
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Fig. 2. a): Acceleration signal of a subject walking (t0 to t1 and t2 to t3) and running (t1 to t2); 
b): corresponding zoomed waves 

Running and Jumping 

 

Fig. 3. a): Acceleration signal of a subject running (t0 to t1) and jumping (t1 to t2); b): 
corresponding zoomed waves 

With an accelerometer located at the right hip and oriented so the y axis of the 
accelerometer was pointing upward, the subjects performed a task of running non-
stop, on a large circle drawn on the floor, and jumping also continuously but at the 
same place. The subjects spent 1 minute running, followed by 1 minute jumping. The 
signal acquired is represented in figure 3. 

Jumping with and without Impulsion 

In this task, the following procedure was executed: 14 seconds of “normal” jumping 
(small jumps without a big impulsion), 24 seconds of jumping with some boost and 7 
seconds of normal jumping again. The subjects used an accelerometer located at the 
right hip and oriented so the y axis of the accelerometer was pointing upward. The 
signal acquired is represented in figure 4. 
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Fig. 4. a): Acceleration signal of a subject performing normal jumps (t0 to t1 and t2 to t3) and 
jumps with boost (t1 to t2); b): corresponding zoomed waves 

Skiing with V1 and V2 Technique 

 

Fig. 5. a): Acceleration signal of a subject skiing with a technique called V2 (t0 to t1 and t2 to 
t3) and skiing with a technique called V1 (t1 to t2); b): corresponding zoomed waves 

This acquisition was made during a cross-country skiing study, in which the 
subject had an accelerometer attached to the ski pole, bellow the handgrip. Figure 5 
illustrates the acceleration signal of that accelerometer.1 

In the 37 seconds of the signal the subject performed two different techniques, 
called V1 and V2. V1 skate is an asymmetrical uphill technique involving one poling 
action over every second leg stroke. V2 skate is used for moderate uphill slopes and 
on level terrain, involving one poling action for each leg stroke [12]. The first 7 cycles 
of the signal (about 5 seconds) were produced through a V2 technique, the next 27 
cycles (about 25 seconds) used a V1 technique and the final 8 cycles the technique 
was V2 again. 
 
 

                                                           
1 This signal was acquired by Håvard Myklebust and Jostein Hallén, researchers at NIH, Norway [13]. 
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Elevation and Squat of the Legs 

 

Fig. 6. a): EMG signal of the gastrocnemius muscle’s contraction through the elevation (t0 to 
t1) and squat (t1 to t2) of the inferior members; b): corresponding zoomed waves 

In this task, the subject was standing straight with both feet completely on the 
ground and was asked to perform 12 elevations of the legs - getting on the tiptoes and 
back with both feet completely on the ground - followed by 11 squats - bending the 
knees and back standing straight - (Figure 6). The EMG data were collected using 
bipolar electrodes at the gastrocnemius muscles of the right leg.  

At Rest and After Exercise BVP 

 

Fig. 7. a): BVP signal with the subject at rest (t0 to t1) and after exercise (t1 to t2); b): 
corresponding zoomed waves 

The subjects were instrumented with a BVP sensor on the fourth finger of the left 
hand and were sitting with the left forearm resting on a platform. One acquisition was 
made with the subjects at rest and then the subjects were asked to perform intensive 
exercise which was not collected to avoid undesirable movement artifacts. 
Immediately after the exercise, another BVP signal was acquired with the subject 
sitting again but tired. For the purpose of this study, both signals (at rest and after 
exercise) were used in the same file, cutting a part of each signal and concatenating 
them offline. The resulting signal is represented in figure 7. 

All the signals referenced above are available at OpenSignals website [14]. 
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As we’re working with cyclic signals, the first step of the automatic meanwave 
algorithm is the detection of the signal’s fundamental frequency. For that we create 
the fundamentalFrequency algorithm (algorithm 2). With the result we 
compute the window size value and randomly selected a part of the signal with the 
same number of samples as the window size. With that signal’s part and the original 
signal itself, we run the sumvolve algorithm (algorithm 3) to get the signal events, 
which are a series of points that we consider as the center of each cycle. After this we 
have all the information necessary to compute the meanwave, which we do in the 
computeMeanwave algorithm (algorithm 4). 

Following we will describe minutely the sub-algorithms referenced above. 

Algorithm 2: fundamentalFrequency 

Input:       signal, sampling frequency. 

Output:      fundamental frequency. 

 

There are many ways of computing the fundamental frequency (f0) and there isn’t any 
ultimate method to estimate it as a procedure that returns good results for one type of 
signal can perform poorly for others [18]. 

For the purpose of this study, the estimation of the f0 was based on the extraction of 
the first signal’s harmonic. So, the first step of this function was to smooth the result 
of the signal’s fast fourier transform with a moving average window of 5% of the 
signal’s length. We assumed the frequency value of the first big peak located at the 
smoothed FFT signal as the f0 of the original signal.  

With the fundamental frequency value we could compute the sampling size of a 
signal’s cycle. We call that value “window size”, with a 20% margin: 

 

                                           winsize = (fs/f0)*1.2 (1) 
 

Being fS the sampling frequency and f0 the fundamental frequency. We open the 
window 20% to use more samples than a cycle.  

Although there are more robust methods to determine the fundamental frequency 
of a signal, this approach is adequate for our study, as the purpose was to have a close 
idea of the size of a cycle. We actually use more than one exact cycle as we open the 
window calculated with the fundamental frequency by 20%. Notice that further on we 
use a correlation function to detect meaningful events on a cycle, so the fundamental 
frequency is just used as a preliminary estimation to support other algorithms.  

 
Algorithm 3: sumvolve 
Input:       two signals. 
Output:      distance values. 

 
This algorithm works as a correlation function. Sliding the smaller window part of the 
signal (given by argument) through the original signal, one sample at a time, this 
algorithm compares the distance of the two overlapped waves. The expression used to 
compute the distance value for each sample is exposed in equation (2). 

(2) 
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With i ranging from 1 to number of signal’s samples minus the window size. The 
result of this algorithm is a signal composed with distance values. That distance signal 
shows the difference between each overlapped cycle and the window selected at the 
first place. After that, all the minimum peaks of the resulted correlation signal were 
found. Those peaks were assumed as the cycle’s events. 

 

Algorithm 4: computeMeanwave 

Input:       signal, events, window size. 

Output:      meanwave and deviation wave. 
 

With the events and the window size, the signals can be separated into periods that are 
assumed as the signal’s cycles: 

 

               cycle = signal[event – winsize/2 : event + winsize/2] (3) 
 

This way, based on all cycles, we could compute the mean value to each cycle 
sample, and compose a meanwave. The deviation wave is computed with the same 
principle, calculating the standard deviation error instead of the mean value. For a 
better visualization of the results, we computed a deviation area with the deviation 
wave obtained. For that, we added and subtracted the deviation wave to the 
meanwave, getting an upper and lower wave, to graphically represent the deviation 
area. This is shown in the results section. 

After the procedure described above, a final adjustment was made: the 
rearrangement of the cycle’s events positions. A trigger position is computed to 
rearrange the cycle’s events. The trigger position is a notable point of the previously 
traced meanwave. The chosen trigger mode for this study was the meanwave’s 
minimum point; other possibilities were designed – we could use the maximum (of 
the signal or the derivative signal), or the zero crossings, for example.  

With this trigger position we recalculate the peak events, or cutting points, used in 
the computeMeanwave algorithm: 

 

                               events =  events + trigger – winsize/2 (4) 

 

With the events variable recalculated, we used the computeMeanWave function 
again, so the cycles had the center on a notable point visually more recognizable in 
the meanwave. 

3.2 Clustering 

Algorithm 5: distanceMatrix 

Input:       signal, events, window size. 

Output:      matrix with wave-to-wave distances. 
 

For the clustering procedure we developed a function that receives the signal to cluster, 
the window size and cutting events produced with the autoMeanwave algorithm.  

We go through all the cutting events, selecting for each a part of the signal with 
center at that event and a number of samples to both sizes equal to the window size. 
Then, that cut is compared with each of the others (with the center in the other cutting 
events and the same window size), using the mean square error distance formula: 
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To cluster the signal we used a k-means method. This algorithm received the 
matrices created with the distanceMatrix algorithm and the number of clusters 
expected in the data, returning the clusters and distances to the clusters. 

4 Results and Discussion 

Figure 10 shows the graphics of the resulting meanwaves (line) and deviation area 
(filling) after running the algorithms referenced above. At the left the graphics 
represent the initial meanwaves traced, before the clustering procedure. At the right 
we have the meanwaves representative of the signal parts that were divided according 
to the resultant clustering codebook. It’s visible that the meanwaves at the left gather 
information about the signal’s behavior, even if there are some changes in its shape or 
frequency. After the clustering procedure there are some predictable variations in the 
resultant meanwaves. We notice an overall reduction of deviation area after the 
clustering procedure and also a reshaping of the meanwave. 

After running the clustering procedure, we gathered the results for each task 
performed. These results are exposed in table 1. 

It is important to note that some cycles weren’t classified, and that occurred 
because sometimes the borders of the signal didn’t have a full cycle - the 
distanceMatrix algorithm (algorithm 5) cannot be used to compare a short cycle 
with the regular ones.  Therefore, those cycles have been rejected for lack of pattern 
quality, and won’t be taken into account. 

Table 1. Clustering Results 

Task Number of Cycles Cycles correctly clustered Errors Misses 

Synthetic 50 49 0 1 
Walk and run 343 342 1 0 
Run and jump 296 295 1 0 
Jumps 85 84 1 0 
Skiing 42 41 0 1 
Elevation and squat 23 23 0 0 
BVP rest and after exercise 165 159 4 2 
All 1004 993 7 4 

 
In the “walk and run” activity there were some extra classification points. The 

cycles were correctly clustered (with only 1 error encountered), but in the “walking” 
mode there were some extra points between those cycles that were also counted. That 
occurs due to a relatively large variation in the fundamental frequency from the 
walking to the running activity - despite one activity has all cycles well defined by the 
window size variable, the other has less than one cycle per window size. This 
condition shows a limitation of our algorithm: it doesn’t allow big changes in the 
frequency domain for the different modes presented on the signal.  

Only 7 errors resulted from this algorithm, and 2 of those errors were in transition 
periods – where the cycle wave is still reshaping to form the other activity and the 
distance value to the meanwave or to the clusters mean values is bigger than 
anywhere else on the signal. This occurred in the jumps and in the walk and run 
activities.  
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Given the results we can affirm that our clustering algorithm based on the 
meanwave information only returned 7 errors out of 1000 cycles with pattern quality, 
and therefore we achieved 99.3% of efficiency.  

5 Conclusions 

In this paper we presented a new algorithm for biosignal’s processing and time series 
clustering. Physiological and activity data were acquired and a synthetic signal was 
produced to test the effectiveness of the created algorithm. The cyclic data acquired 
had two different modes, distinguished by the cycle’s wave-shapes, disposed 
continuously along the signal. Our algorithm proves to be a good method to cluster 
single signals with different modes in it, as it doesn’t need prior information about the 
signal’s behavior or to previously learn the wave-shapes of the different modes.  

The proposed algorithm represents an advance in the biosignals processing field, 
as it has an effective detection of signal variations, tracing different patterns for 
distinct clusters, whether it’s an activity, synthetic or physiological signal, without the 
need of the user’s intervention to previously analyze the signals.  

6 Future Work 

In the continuity of  our research, we are now working with models built from the raw  
data. A method has been widely referenced in literature to cluster time series data: 
clustering using the distances between the data’s cepstral coefficients. We’re using 
this approach along with the one presented in this paper to cluster acquired data and 
compare the efficiency of both algorithms.  

In future works, we intend to repeat this procedure to a wide range of subjects 
doing the same task, perform a noise immunity test and also study the response of this 
algorithm to signals with more than two modes. A preliminary test with a few signals 
with three and four modes has already been done, and the results achieved were 
highly satisfactory. It's also our intention to automatically perceive the number of 
clusters present in the signals and input that estimation into the k-means algorithm. 

We intend to introduce an automatically perception of the cycles which are too distant 
from the cluster and assign those cycles to a new “rejection class”. This will reduce the 
number of errors due to a strange cycle, in particular the mode’s transition cycles. 

The local detection of the fundamental frequency is also a future goal, as we intend 
to realize when there’s a major variation of fundamental frequency and make our 
algorithms adapt its behavior according to that variation.  

Finally, we have the intention to create a multimodal algorithm, which can receive 
and process more than one signal at the same time and with the same treatment. This 
could be useful, for example, if we want to use the three axis of a triaxial 
accelerometer, a BVP with an electrocardiography (ECG) signal, or to conciliate the 
information of synchronous acquired signals. 
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Abstract. The clinical relevance of pulse wave velocity (PWV), as an indicator 
of cardiac risk associated to arterial stiffness, has gained clinical relevance over 
the last years. Optic sensors are an attractive instrumental solution for this type 
of measurement due to their truly non-contact operation capability, which has 
the potential of an interference free measurement. The nature of the optically 
originated signals, however, poses new challenges to the designer, either at the 
probe design level as at the signal processing required to extract the timing 
information that yields PWV. In this work we describe the construction of two 
prototype optical probes and discuss their evaluation using three algorithms for 
pulse transit time (PTT) evaluation. Results, obtained in a dedicated test bench, 
that is also described, demonstrate the possibility of measuring pulse transit 
times as short as 1ms with less than 1% error. 

Keywords: Optical probes, Photodiode, Waveform distension, Pulse transit 
time, Pulse wave velocity. 

1 Introduction 

Pulse wave velocity (PWV) is defined as the velocity at which the pressure waves, 
generated by the systolic contraction of the heart, propagate along the arterial tree. 
PWV is a measure of regional arterial stiffness of the arterial territory between the 
two measurement sites. This parameter is related to the elastic modulus (E) of the 
arterial wall (which represents the intrinsic wall stiffness), and the arterial geometry 
(thickness: h) and blood density (ρ). The first relationship was formulated by Moens 
and Korteweg and expresses: 

ρd

Eh
PWV = (1) 

Later on, Bramwell and Hill described (1) the association in terms of distensibility 
(D), which is determined by the blood vessel’s compliance (C), the former relation 
can be expressed: 

DC
PWV

ρ
1= (2) 
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From the expression, we can deduce that higher PWV corresponds to lower vessel 
distensibility and compliance and therefore to higher arterial stiffness. 

The pulse waves travel through the arteries at a speed of 4 to 10 meters per second 
depending on the vessel (PWV increases with the distance from the heart), and the 
elastic condition of the arterial wall, which is affected by a variety of factors in health 
and disease [1]. 

The most common technique to assess non-invasively PWV is based on the 
acquisition of pulse waves generated by the systolic ejection at two distinct locations, 
separated by a distance d, and determination the time delay, or pulse transit time, due 
to the pulse wave propagation along the arterial tree [2]. The PWV parameter is then 
simply calculated as the linear ratio between d and the PTT. 

Many different pulse waves have been used to assess pulse wave velocity, such as 
pressure wave, distension wave or flow wave. The gold standard in PWV assessment 
uses pressure waves measured by pressure sensors [3]. These sensors need to exert 
pressure in the blood vessel this will distort the waveform, and may lead to inaccurate 
measurements. Another drawback of this method is the fact that the predicted PWV is 
relative to a large extension of the arterial tree and therefore is the conjunction of 
different local PWVs. 

Other studies describe ultrasonic probes that predict PWV using Doppler Effect 
and modified ecography probes [4], but the PWV measurements were unreliable. 

Recently [5] [6], described alternative approaches for estimating carotid artery 
pressures with an ultrasound system. Calibrated diameter distension waveforms were 
compared to the more common approach based on pressure waves, proving to be a 
valid alternative to local pressure assessment at the carotid artery. 

All the previous techniques are minimally invasive, but the probe has to be in contact 
with the patient’s tissues at the artery site. This contact, as stated above, can distort the 
signal integrity and thus rise the interest in exploring true non-contact technique. 

The propagation of pressure waves in arterial vessels generates distensions in the 
vessel’s walls. These distensions can be optically measured in peripheral arteries like 
the carotid that, as they run very close to the surface impart a visible distension. This 
distension, as it modulates the reflection characteristics of the skin, can be used to 
generating an optical signal correlated with the passing pressure wave. 

The probes developed in this work, gather the light generated by LED illumination 
and reflected by the skin, using two photodiodes placed 3 cm apart, all assemble in a 
single probe. PWV is assessed by measuring the time delay between the signals of the 
two photo-sensors using different algorithms that are also discussed. 

2 Technologies 

Two distinct types of silicon optical sensors – planar and avalanche photodiode 
(APD) – are used in this work, each one requiring a particular electronic circuitry. 
Results, however, are derived by the same signal processing algorithms. 

Each probe incorporates two identical optical sensors placed 3 cm apart and signal 
conditioning electronics based on a transconductance amplifier and low-pass filter. 
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The APD probe includes the high voltage biasing circuitry (250V) necessary to 
guarantee the avalanche effect. Illumination is provided by local, high brightness, 635 
nm light-emitting diodes (LEDs). 

A photodiode (PD) is a type of photo-detector with the ability of converting light 
into either current or voltage, according to the modus operandi. One decided to use a 
planar, rectangular-shaped photodiode, its dimensions being 10.2x5.1mm. This is 
silicon solderable photodiode feature low cost, high reliability and a linear short 
circuit current over a wide range of illumination. 

Analogously to the conventional photodiodes, APDs operate from the electron-hole 
pairs created by the absorption of incident photons. The high reverse bias voltage of 
APDs, however, originates a strong internal electric field, which accelerates the 
electrons through the silicon crystal lattice and produces secondary electrons by impact 
ionization. This avalanche effect is responsible for a gain factor up to several hundred.  

APDs are operated with a relatively high reverse voltage and will typically require 
200 to 300 volts of reverse bias. Under these conditions, gains of around 50 will result 
from the avalanche effect, providing a larger signal from small variations of light 
reflected from the skin and will, at least theoretically, improve the signal-to-noise 
ratio (SNR). 

On the other hand, since the sensitive area of this sensor is very small (1 mm2), the 
accuracy of the estimations increases. In fact, comparatively to the planar photodiode, 
in which the detection of light takes place over a much larger area, this sensor can 
measure an almost punctual section of the skin, thus decreasing the error associated to 
the detection solid angle. 

The two prototype probes, on which we support this work, incorporate an APD 
from Advanced Photonics (SD 012-70-62-541) and a planar type from Silonex 
(SLCD-61N3) respectively. 

3 Test Setup 

The test setup was designed to assess the two main parameters of in PWV 
measurements: linearity and time resolution. 

Their assessment was carried out in a test setup where illumination is provided by 
two LEDs whose light intensities reproduce the same signal with a variable time delay 
between them, as shown in Figure 1. 

Two arbitrary waveform generators, Agilent 33220A (AWG1 and AWG2), are 
synchronously triggered by an external signal. The waveform generators have been 
previously loaded with the same typical cardiac waveforms and the mutual delay is 
selected in order to simulate different pulse transit times (Figure 2). These signals 
must be added to a small offset of the order of the magnitude of the forward voltage 
drop of the LED, so that the resulting light intensity is linearly modulated by the LED 
signal current. A 16-bit resolution data acquisition system (National Instruments, 
USB6210) samples the signals at a 20 kHz rate, adequate for PTTs as low as 100 μs 
and stores them for off-line analysis using MatlabTM. 

In the test setup, the probe is placed in front of a test device, see Figure 1, which 
holds the two modulated LEDs and provides light isolation to prevent crosstalk. 
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During the tests, the LEDs of the probe itself are deactivated and all light comes from 
the LEDs in the test device. 

a)

Trigger

L1

L2

PD1

PD2

U1

U2

AWG1

AWG2

            b)  

Fig. 1. Test setup; a) light modulation and detection circuit b) during test the probe is held to 
the blue part 

Figure 2 shows a typical set of signals generated and detected by the circuit of 
Figure 1. 
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Fig. 2. Excitation and detector responses for a) Planar Photodiode b) Avalanche Photodiode 

To assess the operational limits of our probes and algorithms, we designed three 
different tests. In the first one, signals with frequency similar to the normal heart rate 
but with delays within the interesting PTT range are fed to the system to investigate 
the integral linearity error. This test was performed at a constant frequency of 1.5 Hz 
and time delays varying from 1ms to 100ms, corresponding to PWVs in a 30m/s to 
0.3m/s interval. This range of values includes the normal PTT range of values in 
humans. 

In the second test we assess the robustness of the algorithms to noise. To do this, 
we add white noise of amplitudes ranging from 1% to 50% of the signal amplitude in 
0.02% steps, to the isolated pair of pulses. For each noise level, 1000 samples 
produced in order to obtain reasonable statistics. The resulting PTT distribution is 
then studied. 

The third test was intended to validate our algorithm’s operability under a wide range 
of frequencies (simulating different Heart rates) with a time lag far greater than the 
maximum PTT seen in humans. It consisted of varying the output frequency (1 Hz to 
200 Hz) of the cardiac pulses keeping the time lag between the two signals at 1.1ms. 
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4 Signal Processing 

Three different algorithms for extracting the time delay from the detector’s signals are 
considered. They are referred to as foot-to-foot, cross-correlation and phase spectra. 
Their basis derives from the homonymous mathematical functions. 

The accuracy of the results delivered by the algorithms discussed in this section is 
compared with the reference delay selected at the waveform generators. 

In the foot-to-foot method and in spite of more complex methods [7], a simple 
detection of the time lag between the start of the upstroke of the two consecutive 
pulses is carried out. This is possible due to the well behaved nature and low noise 
levels of our signals. A different situation occurs in signals collected from a patient, 
mostly due to baseline drift. 

The cross-correlation method is based on the well known property of the peak of 
cross-correlogram that allows delays to be calculated by subtracting the peak time 
position from the pulse length [8]. Two different correlation functions are used: one 
that belongs to the MatlabTM core (Xcorr) and another one that generates the cross-
correlation making direct use of the cross-correlation theorem (Fcorr). 

The third method uses data in the phase spectra of the signals. In this method, we 
first identify the exact frequency of the signal’s harmonics, using the amplitude 
spectra, and then, extract the corresponding phase angles from the phase spectra. 

The phase angle, θ, is related with angular frequency of the phase spectrum, ω and 
with the time delay, t, according to: 

t⋅=ωθ . (3) 

On its turn, the time delay is computed from the phase angles of the same harmonic in 
the phase spectra of each signal, θ1 and θ2: 

( )
ω

θθ 21 −=t (4) 

Despite the fact that, theoretically, the time delay can be determined at any harmonic 
of the complete spectrum, the practice, however, differs, given their affectation by 
noise. Nevertheless, by performing the filtering at the detector amplifier level, one is 
able to obtain a lower error, as long as the best harmonics (that is, with the highest 
SNR possible) are selected. For the circuits used in this study, one checked best 
performances when the time delay was computed at the 2nd harmonic in the APD 
case and in the 4th one for the PP circuits. 

5 Results 

This section is dedicated to the discussion of results obtained with the two probes 
using the previously mentioned algorithms. 

5.1 Integral Linearity 

By definition, integral linearity is the maximum deviation of the results from the 
reference straight line, expressed as a percentage of the maximum. We explore delays 
in the 1 to 100 ms interval. Results are shown in Figure 3. 
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A higher number of points are taken close to the origin since this is the interesting 
range of values in human PTT studies using the optical probes. 
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Fig. 3. Reference Delay versus measured delay for the PP probe. The APD curve practically 
coincides with this one. 

For both probes, all the algorithms produce highly linear (better than 1%) results as 
well as low error agreement with the reference time delay. 

5.2 PTT Error 

Error plots, expressed as a percentage of the corresponding reference value, are 
shown in Figures 4 and 5. We discuss the main differences between the PP and the 
APD probes. 
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Fig. 4. Relative errors by algorithm, for the PP probe 
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Fig. 5. Relative errors by algorithm, for the APD probe 

While the PP probe exhibits lower than 8% error, the APD one never exceeds the 
4% limit. 

Cross-correlation (Fcorr version) can be identified as the best performing 
algorithm with a relative error never exceeding 1% in any probe. 

In the APD probe, the phase angle detection method also yields very good (lower than 
1%) error, but poor performance for the PP probe, mainly in the small time lag region. 

As expected all the algorithms performed almost perfectly for higher than 10ms 
time delays. 

5.3 Noise Tolerance 

Robustness of the algorithms to noise is assessed by adding normal distribution noise 
to the photodiode readings and studying the resulting effect on the algorithm output. 

This test was performed just for the correlation and phase methods. It was not used 
in foot-to-foot detection, because, as long as added noise is of the order of magnitude 
of the threshold used to detect the upstroke, the upstroke will not be detected at all. 
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Fig. 6. Dispersion introduced by noise in the PP probe a). PTT dispersion plots for each 
algorithm, for a relative noise level of 0.14, the gaussian fittings stress the normal nature of the 
distributions b). 
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Data collected by the PP and APD probes was submitted to this test using the 
following procedure: for each noise level, the algorithm under test was run 1000 
times, with an independent noise vector affecting every run. 

In total, 25 relative noise levels, from zero to 0.5 of peak amplitude, were explored. 
Figures 6b) and 7 show the dispersion introduced by noise for a reference delay of 
4.1ms. The resulting PTT values, taken as the mean value of each distribution, are 
plotted in Figure 7. 
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Fig. 7. Mean of distribution vs. relative noise for a 4.1 ms reference delay in the PP probe 

While these figures concern the PP probe, Figures 8 and 9 represent the same study 
for the APD probe. As mentioned before, noise is expressed as a fraction of the peak 
amplitude of the signal. 
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Fig. 8. Dispersion introduced by noise for the APD probe a).PTT dispersion plots for each 
algorithm, for a relative noise level of 0.14. the gaussian fitting stresses the normal nature of the 
distribution b). 

Not surprisingly, the dispersion introduced by adding noise is also gaussian with 
variance proportional to the noise level (Figures 6a and 8a). 

However, different robustness to noise is exhibited by each of the three tested 
algorithms, with the phase and Fcorr methods showing the lowest errors when subject 
to high levels of noise. 
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It is also clear that the Xcorr based algorithm is not robust to noise and, under high  
noise conditions it shows a strong tendency to under-evaluate PTT, as shown in 
Figures 7 and 9. 
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Fig. 9. Mean of distribution vs. relative noise for a 4.1 ms reference delay in the APD probe 

The phase method exhibits the higher levels of robustness since its median remains 
constant for high noise levels and, in addition, the corresponding distribution shows 
the lower variance. The large offset yielded by this algorithm in the PP probe (but not 
in the APD probe) is rather puzzling and is probably associated to the particular shape 
of PP signals which, very much unlike the APD, are conditioned by the large 
equivalent capacity of the photosensor. 

Another clarifying way to look at the overall performance of probes and algorithms 
is shown in Figure 10 where the probabilities of the algorithm returning a PTT value 
with less than 5% and less than 10% error are plotted against noise. Results, 
expressed as a percentage, are derived from 1000 runs per curve. 

Data in Figure 10 confirms the superior robustness of the phase method. 

0 0.1 0.2 0.3 0.4 0.5
0

50

100
PPD - Xcorr

0 0.1 0.2 0.3 0.4 0.5
0

50

100
PPD - Fcorr

T
im

e 
[s

ec
]

0 0.1 0.2 0.3 0.4 0.5
0

50

100
PPD - Phase

Relative noise

0 0.1 0.2 0.3 0.4 0.5
0

50

100
APD - Xcorr

0 0.1 0.2 0.3 0.4 0.5
0

50

100
APD - Fcorr

0 0.1 0.2 0.3 0.4 0.5
0

50

100
APD - Phase

Relative noise  

Fig. 10. Measurements with less than 5% error (blue dots) and less than 10% error (red circles) 
vs. relative noise 
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As  can be stated, all algorithms can deliver 100% measurements within the specied 
error threshold, up to a certain noise level, where the curves show a turning point and 
start decaying towards zero. The phase algorithm not only shows a higher turning point 
but also decays much slowly as noise increases, denoting extra robustness to noise. 

5.4 Algorithm Robustness 

A final test was carried out in order to study the effect of different heart rates on the 
performance of the algorithms. In fact, all the data mentioned so far was acquired at a 
rate of 1 pulse per second, thus, any conclusive notes might not be valid for other 
acquisition rates. Accordingly, the referred test was performed for signal repetition 
rates varying from 1 to 200 Hz, without artificial noise added to the readings and for a 
known constant time delay. 
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Fig. 11. Plot of the relative errors for each algorithm for a range of frequencies of signal, for the 
PP probe 
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Fig. 12. Plot of the relative errors for each algorithm for a range of frequencies of signal, for the 
APD probe 



256 T. Pereira et al. 

The value used for the time delay, 1.1 ms, was selected by mere convenience. At 
this point it’s not unimportant to remark that the AWG2 (Figure 1) can define the time 
delay as an angle, the delay angle, with a precision of a tenth of a degree; on the other 
side, for the specific used set of repetition rates, the value of 1.1 ms yields feasible 
values for delay angles that, otherwise, could not be loaded by the equipment. 

In conclusion, as Figures 11 and 12 reveal, the APD probe performs superiorly 
(note that the vertical scales of the figures are different). It is also noticeable that the 
Fcorr and the phase algorithms produce the best results if the entire range of 
repetition rates is considered. 

6 Conclusions 

Two optical probes specifically designed to measure PTT have been developed and 
tested along with three different signal processing algorithms. 

Tests show that although both probes are capable of measuring PTT accurately, the 
APD based one is more precise and accurate. 

All three tested algorithms can measure PTT with an error below 8%. 
Nevertheless, just the one designated by Fcorr exhibits the capability of measuring 
PTT with an error bellow 1%, for the complete range of delays. The phase method 
shows the higher levels of robustness to noise. 

When the signal repetition rate spans over a large range of values, the Fcorr 
algorithm can deliver PTTs with the lowest errors. 

The natural follow-up of this work will be start acquiring pulse data in humans. 
Figure 13 shows a preliminary acquisition in human using the APD probe. The shape 
of the pulses is very clear, not to much affected by noise and allows the anticipation 
of good results. 
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Fig. 13. Preliminary results of the APD probe acquiring data in humans 

In the future, we expect to test new light sources with different wavelengths, such 
as infrared, with greater ability to penetrate in tissues and wavelengths with peak 
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sensitivity closer to each probe. For PPD the Maximum Sensitivity Wavelength is 
930nm, and for the APD is the 830nm. 

The ergonomics of the probe is very important factor, in this regard, new probes 
are being designed, seeking more user-friendly and stable platforms. For the PPD 
probe we test smaller sensors, with reduced area for decreasing the error associated to 
the detection solid angle. 
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Abstract. Real-time brain states recognition from Electroencephalogram (EEG)
could add a new dimension in an immersive human-computer interaction. As
EEG signal is considered to have a fractal nature, we proposed and developed a
general fractal based spatio-temporal approach to brain states recognition
including the concentration level, stress level, and emotion recognition. Our hy-
pothesis is that changes of fractal dimension values of EEG over time corre-
spond to the brain states changes. Overall brain state recognition algorithms were
proposed and described. Fractal dimension values were calculated by the imple-
mented Higuchi and Box-counting methods. Real-time subject-dependent clas-
sification algorithms based on threshold FD values calculated during a short
training session were proposed and implemented. Based on the proposed real-
time algorithms, neurofeedback games for concentration and stress management
training such as “Brain Chi”, “Dancing Robot”, “Escape”, and “Apples”, and
emotion-enabled applications such as emotion-enabled avatar, music therapy, and
emotion-based search were designed and implemented.

Keywords: BCI, Neurofeedback, Emotion recognition, Fractal dimension, EEG,
Real-time applications.

1 Introduction

An immersive human interaction with computer systems should use all human senses
such as visual, audio, tactile, odor, taste, etc. to make virtual or even non-virtual expe-
rience more real. In the case of human computer systems, human receives information
from the system using eyes, ears, skin, nose, etc. Then, the information is processed
by the corresponding lobes of the brain. After that, the user could make a decision
to enter information into the computer system. It could be done according the imple-
mented human-computer system interface scenarios. To make the human-computer in-
terfaces more seamlessness the information could be entered involuntary as well. It
could be entered into the computer by cameras, sensors based tracking systems, and by
biofeedback sensors. Then, the information could be processed by the corresponding
algorithms depending on the system application. In this paper, we study a novel di-
mension of human-computer interfaces that is based on real-time EEG recordings and
its recognition. Electroencephalogram (EEG) is a non-invasive technique recording the
electrical potential over the scalp which is produced by the activities of brain cortex,
and reflects the state of the brain [1]. EEG-based technology is widely used in serious
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games design since more wireless headsets that meet consumer criteria for wearability,
price, portability and ease-of-use came to the market. EEG techniques give us an easy
and portable way to monitor brain activities by using suitable signal processing and
classification methods and algorithms. Originally, such technologies were mostly used
in different medical applications, Brain Computer Interfaces (BCI), and neurofeedback
games. The algorithms adopted in such applications are mainly based on power spec-
trum analysis, which may not be fully revealing the nonlinear complexity of the brain
activities.

We proposed new algorithms of brain state recognition and innovative integrated
methods and tools for implementation of the EEG-based user immersion and interac-
tion. Algorithms of the “inner” brain state quantification including emotion recognition
would advance research on the human computer interaction bringing up the proposed
novel quantification methods and algorithms as new research tools in medical applica-
tions, entertainment, and even novel digital art methodology applications, and allowing
us an integration of the brain state quantification algorithms in the human computer
interfaces. It would lead to the implementation of the applications such as EEG-based
serious games including neurofeedback games, emotion-enabled personalized search
on the Web, experimental art animation, personalized avatars seamlessness communi-
cating with virtual objects, other avatars, or even social robots working with elderly
people, etc.

In this paper, we describe a novel spatio-temporal fractal-based approach to brain
state recognition particularly to recognition of the concentration levels and emotion
recognition. The method is general, and it could be used as a basis for the develop-
ment of other brain states recognition algorithms as well. Our approach consists from
two parts: interactive tools allowing dynamic analysis of EEG signals amplitudes and
other parameters distribution over the brain lobes, and fractal dimension algorithms
with sliding window that could estimate complexity of the signal by calculating fractal
dimensions values or fractal dimension spectrum changing over time. The algorithms of
concentration level recognition and emotion recognition could use just one fractal fea-
ture per channel that allows us to implement real-time EEG-enabled applications with
acceptable accuracy. The accuracy could be improved by combination of fractal dimen-
sions and by applying the generalized fractal spectrum. We implemented the real-time
applications such as blobby 3D mapping, color mapping, concentration and stress man-
agement training games, emotion-enabled avatar, emotion-enabled search on the Web,
music therapy, etc. that are described in this paper.

In Section 2.1, we describe neurofeedback systems and its applications. In Sec-
tion 2.2, emotion recognition algorithms are reviewed. Then, we describe the proposed
general spatio-temporal fractal-based approach to the brain states recognition. In Sec-
tion 3.1, 3D Mapping of EEG signal with blobby model is presented. In Section 3.2,
fractal dimension algorithms applied for extraction of fractal dimension features of EEG
signal with sliding window are elaborated. An implementation of the overall algorithm
that includes fractal feature extraction and classification is given in Section 4. Real-time
EEG-enabled applications including EEG-based concentration and stress management
training games, emotion-based music search, emotion-enabled music therapy are de-
scribed in Section 5.
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2 Related Work

2.1 Neurofeedback Systems

EEG-based systems using the brain signals could create a new channel of interaction of
humans with computers or other devices. There are two types of real-time EEG-based
systems: Brain Computer Interfaces (BCI) and neurofeedback systems. BCI systems
are mostly used for disabled persons to communicate with computers or devices. Neu-
rofeedback is a technique that allows the user voluntarily change his/her brain state
based on the visual or audio feedback from the system corresponding to the recognition
from the user EEG state of the brain. The user by doing some exercises recommended
by the doctor or just by playing the serious game with the neurofeedback learns how
to improve his/her brain plasticity. Neurofeedback could recover some psychological
disorders or just help to improve some skills of concentration, meditation, etc. EEG
based neurofeedback systems have significant treating effects on Attention Deficit Hy-
peractivity Disorder (ADHD) patients using sensorimotor power and low Beta power
training [2], and theta-beta training and SCP training [3]. For Autistic Spectrum Dis-
orders (ASD) patients, the EEG power ratio training [4] and theta power training [5]
could be used. And for Substance Use Disorders (SUD) patient, alpha and theta power
training has good effects [6]. Neurofeedback systems could also be applied for special
brain function improvement, e.g. to enhance the focused attention process [7], mental
rotation ability [8], and memory work [9]. As EEG signals could be used to character-
ize the subject’s concentration level [10,11], the neurofeedback system can be used for
concentration enhancement [12,13,14,15].

Although an efficiency of EEG linear features application were proved in clinical
treatments, the nonlinear methods, e.g. entropy analysis and fractal dimension analy-
sis, became popular in EEG processing due to the nonlinearity of the EEG signals. The
hypothesis is that a non-linear fractal dimension approach allows quantify brain states
corresponding to the concentration levels, pain levels, etc. In work [16,17], two well-
known algorithms such as Box-counting [18] and Higuchi [19] were applied for the
concentration level recognition in neurofeedback games, and the efficiency was proved.
Recently, efforts have been made on the development of EEG-based real-time appli-
cations in multimedia communication, rehabilitation games, interaction in virtual en-
vironments, etc. In this paper, we describe new EEG-enabled applications that employ
the proposed concentration level recognition and emotion recognition algorithms.

2.2 Emotion Recognition Algorithms

Emotion recognition from EEG could reveal the “inner” feeling of the user, and then,
it could be used in a therapy or to create an emotion-enabled avatar of the user or other
real-time applications. Emotion recognition algorithms consist from two parts: feature
extraction and classification. For real-time applications, an objective is to develop fast
algorithms recognizing more emotions with fewer electrodes used. Currently, mostly
off-line recognition algorithms were proposed which are shown in the Table 1 and Ta-
ble 2. EEG-based emotion recognition algorithms could be divided into two groups:
a subject-dependent (as shown in Table 1) and a subject-independent one (as shown
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in Table 2). In the Table 1 and 2, the algorithms are compared by feature extraction
and classification algorithms used, by emotion types recognized, and by the algorithms
accuracy. The algorithms are also differed by the number of the electrodes used in the
emotion recognition. In the Table 1 and 2, in works [20,21,22,23,24], from 2 to 4 elec-
trodes were used. All other works employed more than 32 electrodes to collect EEG
data.

Table 1. Subject-dependent emotion recognition algorithms

Author Feature and Classification Emotion Result

Ishino and
Hagiwara,
2003 [20]

Feature
FFT; Wavelet trans-
form; Variance, mean
Classification
Neural Network

Joy;
sad;
angry;
relaxed

Joy:54.5%
Anger: 67.7%
Sorrow: 59%
Relaxation:62.9%

Zhang and Lee,
2009 [24]

Feature
PCA
Classification
Linear Kernel SVM;
RBF Kernel SVM

Negative
and
positive

73%

Chanel et al.,
2006 [25]

Feature
6 frequency bands from
different locations
Classification
Naive Bayes; Fisher
Discriminant Analysis

3 degree of
arousal

58%

Chanel et al.,
2009 [26]

Feature
Short Time Fourier
Transform; Mutual
Information
Classification
Discriminant Analy-
sis; SVM; Relevance
Vector Machine

Positive/
arousal;
neutral/
calm;
negative/
arousal

63%

Lin et al., 2009
[27]

Feature
ASM 12
Classification
SVM

Joy; anger;
sadness;
pleasure

90.72%

Schaaff and
Schultz, 2009
[28]

Feature
peak alpha frequency,
alpha power, and cross-
correlation features
Classification
SVM

Pleasant;
neutral;
unpleasant

66.7%
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Table 2. Subject-independent emotion recognition algorithms

Author Feature and Classification Emotion Result

Khalili and
Moradi, 2009
[29]

Feature
Statistical feature com-
bined with correlation
dimension
Classification
Quadratic Discriminant
Analysis

Positive/
arousal;
calm;
negative/
arousal

76.66%

Takahashi,
2004 [23]

Feature
Statistical feature
Classification
SVM;
Neural Networks

Joy;
anger;
sadness;
fear;
realization

41.7% for
five emotions;
66.7% for
three emotions

Petrantonakis
and
Hadjileontiadis,
2010 [21]

Feature
Statistical feature;
wavelet based features;
higher order crossings
Classification
SVM; QDA; KNN;
Mahalanobis Distance

Happy;
surprised;
angry;
fear;
disgust;
sad

62.3% for single
channel case;
83.33% for
combined channel
case

Although, in the past few years, the field of EEG-based emotion recognition was re-
ceiving more and more attention, it is still a relatively new area. There are the following
limitations: most of the works are off-line implementation of the algorithms; the num-
ber of electrodes used is usually large; the types of emotions recognized are limited,
etc. In [30], we proposed a real-time algorithm only using 3 channels in total. Fractal
dimension algorithms were applied to compute fractal based features, and the real time
EEG-based emotion recognition algorithm was implemented with predefined thresholds
based on the training session analysis. In our work, by recognizing arousal and valence
level with an accuracy of 84.9% and 90% respectively, the satisfied, pleasant, happy,
frustrated, sad, and fear emotions were differentiated. Since the discrete emotions can
be mapped to the 2D emotional model, and fractal dimension values can be mapped
to 2D emotional model as well, even more emotions defined in the 2D model could be
distinguished with the implemented algorithm.

3 Spatio-Temporal Approach

The spatio-temporal approach combines two methods: a spatio-temporal analysis and
fractal based analysis. The spatio-temporal analysis includes real-time 3D mapping of
EEG signal amplitude or other parameters, for example, fractal dimension values, with
blobby model defined by implicit functions. Set-theoretic operations could be applied
over the moving blobby shapes to isolate activities common for the signal during the
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time interval, as well as those that are unique one. The proposed fractal based method
allows us to estimate the signal complexity changing over time and then, recognize the
brain state.

3.1 3D Mapping of EEG

We proposed a novel method of EEG analysis based on 3D mapping of EEG data. We
employed a concept of a dynamic 3D volumetric “blobby” shape to visualize the EEG
signal changes over time. The blobby-like objects were firstly introduced in [31,32]. A
time-dependent “blobby” object is defined using implicit functions that allow us to pro-
pose and implement set-theoretic operations over the time-dependent shapes for further
analysis.

This object is defined using so-called FRep representation proposed in [33] and ex-
tended to spatio-temporal model in [34,35] where it was described by the following
formula:

f (x,y,z, t) =
M

∑
i=1

aie
−ri·bi(t)− g � 0 .

ri =
√
(x− xi)2 +(y− yi)2 +(z− zi)2 .

(1)

where a is a scale factor, b is an exponent scale factor changing over time, g is a thresh-
old value, and m is the number of electrodes used.

At any given point (x,y,z, t), function f can take negative, positive or zero values.
The point is considered on the surface of the object if the function value is zero, inside
the object if the function value is positive, and outside the object otherwise. The shape
changes through time due to the variable values of the exponent factor b according to
the signal. Its size and appearance visually reflect the brain activity. For a better visual
impression, the blobby shape is superimposed on a 3D head model. Besides just a visual
comparison, we proposed to apply set-theoretic (“Boolean”) operations to the moving
shapes to isolate activities common for them per time point, as well as those that are
unique for either one. Furthermore, the group set-theoretic operations applied to the in-
dividual time frames of the moving shape allow us to isolate idle parts of the brain as
well as to estimate an average level of the brain activity. The proposed operations could
be applied over one or/and over two datasets. On one data set, we can do intersection of
all shapes to show the constant activity on the time interval, and union of all shapes to
show the overall maximum activity. It could be done in real time. On two data sets, we
could apply an intersection to show common activity, a union to show overall maximum
activity, and subtraction to show activities which are characteristic of one set.

3.2 Fractal-Based Approach

Fractal dimension (FD) is a measurement of complexity and irregularity of the object
based on an entropy analysis. Entropy is a measure of the disorder in physical systems,
or an amount of information that may be gained by observations of the disordered sys-
tems. A common practice to distinguish among possible classes of time series is to
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determine their so-called correlation dimension. The correlation dimension, however,
belongs to an infinite family of fractal dimensions [36]. Hence, there is a hope that the
use of the whole family of fractal dimensions may be advantageous in comparison to
using only some of these dimensions. The concept of generalized entropy of a proba-
bility distribution was introduced by Alfred Renyi [37]. Based on the moments of order
q of the probability pi,Renyi obtained the following expression for entropy

Sq =
1

q− 1
log

N

∑
i=1

pq
i . (2)

where q is not necessarily an integer and log denotes log2. Note that for q → 1, Eq. 2
yields the well-known entropy of a discrete probability distribution [38]:

S1 =−
N

∑
i=1

pi log pi . (3)

There are various methods to calculate fractal dimensions. In works [39,34], the gen-
eralized Renyi approach based on Renyi entropy and calculation of the whole spectra
of fractal dimensions to quantify brain states were studied. In work [40], another gen-
eralization of fractal dimension based on correlation dimension was proposed and de-
scribed. As EEG signal is not mono-fractal, calculation of fractal spectrum of EEG with
sliding window could improve EEG signals classification accuracy. In our real-time ap-
plications, we apply two well-known Higuchi [19] and Box-counting [18] algorithms
to calculate the fractal dimensions. Both of the algorithms were evaluated using mono-
fractal Brownian and Weierstrass functions where the theoretical FD values are known
[17]. The algorithms were used in the proposed algorithm of FD feature extraction with
sliding window for concentration level recognition and emotion recognition. Higuchi
algorithm gave a better accuracy as FD values were closer to the theoretical FD ones,
and it was applied in the proposed emotion recognition algorithm. Both Higuchi and
box-counting algorithms were used in the concentration level recognition algorithm to
calculate two FD values to improve the algorithm accuracy.

The Box-counting and Higuchi algorithms are described as follows.

Box-counting Method. Fractal dimension DB is defined in Box counting method [18]
as

DB = lim
ε→0

lnN(ε)
ln(1/ε)

. (4)

Equivalently,

DB =− lim
ε→0

lnN(ε)
ln(ε)

. (5)

where N(ε) is the number of boxes of length ε which cover the whole data set.
Our implementation of the above box counting formula is based on [41]. A time

series data are covered by a grid of boxes of length ε . N(ε) is the number of boxes
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that the curve intersects with the grid. Different values of ε result in different number
of boxes and hence different values of N(ε). Therefore, the curve of lnN(ε) is plotted
versus ln(ε) and DB is calculated as the slope of that curve multiplied by −1.

Higuchi Method. The following implementation is based on work [19]. Suppose we
want to calculate fractal dimension for a time series x(1),x(2), . . . ,x(n).

step 1: Choose one value of k.
step 2: Construct the sub-series Xm

k from the time series as following

x(m),x(m+ k), . . . ,x(m+[
n−m

k
] · k) . (6)

where m = 1,2, . . . ,k and [ ] denotes Gaussian notation which rounds a number in the
brackets to its largest integer which is equal to or smaller than itself, m is the initial time
and k is the interval time. For example, when k = 3 and n = 100 we have 3 sub-series
as follows:

X1
3 : x(1),x(4),x(7), . . . ,x(100)

X2
3 : x(2),x(5),x(8), . . . ,x(98)

X3
3 : x(3),x(6),x(9), . . . ,x(99)

Then, every length of each sub-series Xm
k is calculated. Length Lm(k) of Xm

k is equal to{
(∑

[ n−m
k ]

i=1 |x(m+ ik)− x(m+(i− 1) · k)|) n−1
[ n−m

k ]·k

}
k

. (7)

step 3: Calculate the average length L(k) of all Lm(k).
step 4: Repeat step 1 to 3 for several values of k.
step 5: Slope of the curve of ln(L(k)) versus ln(k) is approximated. Fractal dimension

value is the slope multiplied by −1.

4 Implementation

The proposed real-time system diagram is shown in Fig. 1. The user receives stimuli
from the computer system such as visual, audio, etc. Then, the corresponding brain
states changing over time are recognized by the proposed algorithms from his/her EEG.
The EEG data is acquired by the EEG device. An overall recognition algorithm used
in the real-time applications consists from the following steps: data sampling and pre-
processing including data filtering, feature extraction, and subject-dependent machine
learning algorithm. Then, the command to the feedback system is formed based on the
recognition results.

4.1 Pre-processing

The collected data are filtered by a 2-42 Hz bandpass filter since major waves of EEG
lie in this band [42].
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Fig. 1. Diagram for non-invasive BCI system

4.2 Features Extraction

The next step after the data pre-processing is the features extraction. We apply a sliding
window to calculate FD-based feature vector per window per channel. The FD-based
feature vector is defined as follows:

FVFD = [FD1,FD2, · · · ,FDn] . (8)

where n is the number of FD values used in the feature vector.
Then, if more than one channel is used to recognize the brain states, the feature vector

FVC
FD is defined as follows:

FVC
FD = [FV 1

FD,FV 2
FD, · · · ,FV m

FD] . (9)

where m is number of channels.
In the proposed concentration level recognition algorithm, we have two FD values

per channel: n equals to 2 in the Eq. 8, and m equals to 1 in the Eq. 9 [43]. In the real-
time emotion recognition algorithm, there is one FD value per channel and 3 channels
are used: n equals to 1 in the Eq. 8, and m equals to 3 in the Eq. 9 [30].

4.3 Classification Algorithms

Currently, we implemented real-time subject-dependent classification algorithms based
on the threshold FD values that were calculated during short training sessions. Note that
off-line processing with SVM classifier of the EEG labeled with emotions and concen-
tration levels gave us similar accuracy as the real time implementation algorithms that
used the thresholds.

In the concentration recognition algorithm, an adaptive threshold was implemented
to enhance the user performance. If it is hard for the user to concentrate during the pre-
defined time, the threshold is automatically reduced to make the concentration process
easier for the user. On contrary, if he/she has attained a certain concentration level for
a certain amount of time, the threshold is automatically increased to raise the difficulty
level of the training.

5 Applications

EEG data are collected by Emotiv device with 14 electrodes located at AF3, F7, F3,
FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4 standardized by the American
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Electroencephalographic Society [44]. The sampling rate is 128Hz. To be able to use
any EEG device a program reading raw EEG signals is needed to be implemented. Cur-
rently, our applications could also work with Pet 2 and Mindset 24. All electrodes could
be active in the system. The steps of the overall algorithm of the real-time application
are as follows. First, raw data are read from the EEG device, filtered with band pass filter
2-42 Hz, and entered to the corresponding brain state recognition algorithm. Then, the
results of the recognition are fed to the developed game, web site, or any other real-time
application.

5.1 3D Mapping of EEG

We proposed a spatio-temporal approach to the EEG analysis. 3D blobby-based EEG
mapping was implemented for offline processing. To monitor and analyze the sub-
ject/user brain state in real time, a system “VisBrain” was implemented. Signal ampli-
tude values are visualized with blobby model, color or “pins”. In Fig. 2a, the real-time
spatio-temporal visualization of EEG signals is shown with the 3D blobby mapping.
The blobby model allows assessing a spatio-temporal pattern of the subject/user EEGs
corresponding to the different brain states. The user could visually access his/her own
brain state pattern corresponding to different mental tasks. In Fig. 2b, color mapping of
the user’s EEG parameters is shown.

(a) (b)

Fig. 2. Real-time system “VisBrain”for the spatio-temporal analysis based on (a) blobby model;
(b) color map

5.2 EEG-Based Serious Games

The EEG-based serious game design includes two parts: signal processing algorithms
and a 2D/3D or virtual reality game part. Raw EEG signals collected by the device
from the user brain are filtered and analyzed by signal processing algorithms in real-
time, and the resulting values are interpreted in the game as an additional game control
using just the “brain power”. A therapeutic effect of such games could consist from the
combination of a distraction effect of the game and an effect from the learning by the
user/patient how to control the game by changing voluntary his/her brain state. For ex-
ample, the user could learn how to improve his/her concentration level. We developed
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the games for concentration training named “Brain Chi”, “Dancing Robot”, “Explo-
sion”, and the game for stress management training named “Pipe”, and “Apples”. They
are simple single-player games implemented with the game engines SDL, Panda3D,
and Adobe Flash CS4. The recognized relaxation/ concentration/ stress level values
from EEG could be interpreted in the games as any visual/audio effects or even as a
behavior change of the game characters.

In the “Brain Chi” game, the relaxation/ concentration level of the user is
associated with the radius of a “growing/shrinking” ball. It allows the “little boy” char-
acter to fight enemies by “growing” the ball. In the “Dancing Robot” game, the relax-
ation/concentration level is associated with the “robot” character behavior. When the
concentration level of the user increases, the robot character starts to move faster. If the
user is fully relaxed, the robot stops dancing. In our implementation, the concentration
and relaxation levels could be easily associated either with concentration training or
relaxation training depending on the therapeutic purpose of the game. A change of the
quantified level of the user concentration level is interpreted as a “faster/slower” move-
ment of the “robot”. In Fig. 3a, the screenshot of the EEG-enabled “Explosion” game
for concentration training is shown. The level of the user concentration is presented
with the green bar. The time of achieving the highest concentration level is calculated.
The highest concentration level would result in the 3D wall explosion.

The “Pipe” game is implemented more as a traditional neurofeedback game. The bars
on the screen show the level of the user stress and the number of the points gained. In
the “Pipe” game, water flows faster when the player’s stress level increases, and hence
it makes the game playing more difficult. In Fig. 3b, the “Apples” game is shown. The
user moves the trolley to catch the falling apples using the keyboard. If the user is
stressed the apples fall slower, and it takes more time to complete the game. We also
did preliminary study how to use the EEG-enabled serious games for pain management
and have got some promising results.

5.3 Emotion-Based Digital Experience

From our previous work [30], we have the following results: 1) the arousal level of
emotions could be detected by the FD values computed from FC6 channel; 2) the va-
lence level of emotions could be detected by the difference of FD values computed from
AF3 and F4 channels; 3) the change of the FD values responsible for the arousal level
recognition could be mapped to the arousal level axis in the 2D emotion model. As
a result, we proposed and implemented a real-time fractal-based emotion recognition
algorithm. It is possible to recognize in real time any discrete emotions that could be
defined with the 2-dimensional emotion model. Satisfied, pleasant, happy, frustrated,
sad, and fear emotions were recognized. In our algorithm, only 3 channels are used. We
implemented three emotion-enabled real-time applications. First, we implemented an
application with the EEG-enabled avatar [30]. The music stimuli were used for emotion
induction as it was proposed in [45]. We used an avatar available with Haptek develop-
ment package for our application [46]. Haptek Activex control allows the users to make
their own 3D avatars by using their own photos and provides functions and commands
to change facial expressions of 3D avatars. We defined six emotions by changing the
parameters controlling the facial muscles of the Haptek emotion avatar. Those emotions
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(a) (b)

Fig. 3. (a) EEG-enabled “Explosion” game for the concentration training; (b) EEG-enabled “Ap-
ples” game for the stress management training

(a) (b)

Fig. 4. Emotion-enabled applications: a) “Sad” emotion is recognized and visualized on the user
3D avatar; b) The music therapy Web site

are: fear, frustrated, sad, happy, pleasant and satisfied. In the application, emotions of
the user are recognized from EEG and visualized in real-time on the user’s avatar with
Haptek system. In Fig. 4a, the user was listening to music pieces as external stimuli
to evoke certain emotions, and the algorithm has recognized “sad” emotion that was
visualized on the user’s avatar. The avatar emotions are changed according to the emo-
tions that the user is feeling during the music listening. Second, we implemented an
EEG-enabled music therapy Web site. Usually, a therapist is needed to be present dur-
ing music therapy sessions; however, with the help of EEG-based emotion recognition,
the music therapy process could be adjusted automatically. The user/patient’s emotion
is recognized from EEG, and the corresponding music piece according to the music
therapy plan is played to the user. In Fig. 4b, the “inner” user’s emotion is recognized
from the EEG signal in real-time. Then, if the music therapy for the pain management
is selected, a song evoking “happy” emotion is played to the user to distract his/her at-
tention from the pain he/she is suffering. A music therapy algorithm was proposed and
implemented allowing automatically switch the music pieces if one could not evoke the
targeted emotion during the planned time. Thirdly, an EEG-enabled music player was
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implemented. It is an entertainment application. The music could be played according
to the emotional states of the subject recognized from the EEG in real-time. For ex-
ample, if the subject is feeling happy, then the happy music or opposite emotion music
would be played depending on the choice of the user.

6 Conclusions

In this paper, we proposed and described a novel general spatio-temporal fractal based
approach to recognize different brain states such as concentration and stress levels, and
human emotions. We expect such approach could be used for other brain states recog-
nition as well. We are going to study on “central pain”level feeling recognition. Using
fractal dimension features and the machine learning algorithm allows us to implement
real-time brain state recognition algorithms and its applications with acceptable accu-
racy that is improved by the short subject-based training sessions. The accuracy of the
proposed algorithms could be also improved by using generalized fractal dimension
spectrum of EEG. We expect further use of the proposed approach in different real-time
applications. It could be also used in validation of the hypotheses: emotion induction
could change pain level in the patients; the positive emotions could improve human per-
formance, etc. We also work on the improvement of the real-time filtering of artifacts
of different origin. The work described in the paper is a part of the project EmoDEx
presented in [47].
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Abstract. This paper aims to be a survey of recent experiments performed in the 
Neuromarketing field. Our purpose is to illustrate results obtained by employing 
the popular tools of investigation well known in the international neuroelectrical 
community such as the MEG, High Resolution EEG techniques and steady-state 
visually evoked potentials. By means of temporal and frequency patterns of 
cortical activations we intend to show how the neuroscientific community is 
nowadays sensible to the needs of companies and, at the same time, how the same 
tools are able to retrieve hidden information about the demands of consumers. 
These instruments could be of help both in pre- and post-design stage of a 
product, or a service, that a marketer is going to promote.  

Keywords: Neuromarketing, MEG, High resolution EEG, SSVEP, Functional 
connectivity. 

1 Introduction 

For a long time in the neuroscience the experimental psychology has been the main 
method to investigate the human being. In that field, they measure the execution time 
of the experimental subject as well as his/her reaction time to particular stimuli. In 
particular, the subject can answer, move the finger, do free mental associations and 
the experimenter will measure some variables correlated with the internal processes of 
the subject. Of course, the access to the internal state of the subject is restricted, since 
it is observed by means of his/her behavioural answers. The experimental context 
plays an important role in these kind of experiments, since the subjects are required to 
answer in a short time in order to cause errors. The measure of the amount and 
frequency of such errors is important as an indirect measure of the internal processes 
of the subject. These behavioural techniques can be applied with a low cost to a large 
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amount of people. The brain imaging techniques have the capability to show images 
of the cerebral activity during the execution of a particular experimental task. The 
most popular method is the functional Magnetic Resonance Image (fMRI), which 
returns a sequence of images of the cerebral activity by means of the measure of the 
cerebral blood flow. Although such as images are “static”, i.e. they are related to 
around ten seconds activity, they have a high special resolution that no other 
neuroimaging method can offer. Nowadays, fMRI scanners are employed in the 
neuromarketing field and in literature there exists some scientific studies showing the 
activation of particular cerebral areas during the tasting of a couple of popular drinks 
such as Coca-Cola and Pepsi [1]. It must be noted that the design of the fMRI studies 
rely on highlighting cortical areas which differ between the experimental task and the 
control one. The issue is connected with the data interpretation which can be given by 
the activation of particular cerebral areas during the experimental task proposed. In 
order to solve this problem there is the need to generate a proper experimental design 
in order to remove these kind of confounding factors. As stated above, the brain 
imaging allows us to observe cerebral areas activating during a particular task but it 
does not explain why, neither in which way the information is processed within the 
experimental subject. In this way we are not accessing the cerebral answer of the 
subject by his/her behave but directly by means of the activity of his/her neurons. The 
role of the brain imaging in the neuromarketing field is to refine, on the basis of a 
selected sample of people, some theories and hypotheses the neuropsychological 
research draw from the same experimentation on a larger number of subjects.     

In the following paragraphs we intend to give a survey about the neuromarketing 
research performed in the neuroelectrical community. Our purpose is to show the 
results obtained by different group of research, their congruence and similarity 
leading towards a shared model which is able to extract information about the 
memorization and the pleasantness perceive by subjects while watching TV 
advertisements. In particular, this paper will focus on the results achieved by 
employing the magnetoencephalography (MEG) and electroencephalography (EEG) 
technique along with a discussion about patterns of cortical functional connectivity 
and indexes derived from the graph theory. 

Finally, we describe the experimental findings obtained by a steady-state visually 
evoked potential analysis. 

2 Temporal Patterns of Cortical Activity 

In this context, the research team of Sven Braeutigam [2-4] has employed the MEG in 
order to study the temporal relationship of cerebral areas involved in consumers’ 
choices when they have to make decisions among different items within a laboratory.  

In this study they wanted to analyse the cerebral behaviour by distinguishing male 
subjects from females during a simulated shopping.  

Cerebral activations induced by choices to make reflect the level of familiarity or 
the preference that a particular experimental subject has with the presented products. 
These factors can be considered by taking into account the relationship between the 
current choice of a product on the shelf and the relative frequency of choice and usage 
of that product in the past. 
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In particular, the main observation came to light from these studies presents the 
consumer’s choice like a complex sequence of cerebral activations that greatly differ 
according to the consumer’s sex and to the probability of choice. From a behavioural 
point of view, choices with a high probability were faster than those less predictable. 
This can be interpreted by supposing that in the case of more difficult choices the 
cortical activities are more complex than those simple to make. As illustrated in Fig. 
1, they distinguished two distinct cerebral paths. The first one is referred to 
predictable choices, i.e. associated to products that the experimental subject already 
used in the past or said to prefer; the second one is related to unpredictable choices, 
i.e. associated to unfamiliar products to the subject. In the experiment, a first stage in 
the decisional process has been individuated around 100 ms after the stimulus onset 
with an activity located in the occipital cortex. At this stage of decision (W) the 
subject compare the product to choose with the list of products seen before, by 
involving the working memory. 

 

 

Fig. 1. Cortical activations associated to the decisions of an experimental subject. Predictable 
choices are the ones related to familiar items which has been often bought or used in the past. 
Cortical maps present the brain areas activated during the different decision stages in the 
frequency range of [30, 40] Hz. Modified by Braeutigam et al., 2005. 

The sequence of cortical activations observed in the experimental subjects 
continues with two neuronal stages partially correlated (M, S) which can be observed 
between 280 and 400 ms after the beginning of the decisional process. In this period 
the selective attention of the subject is oriented towards images of products to 
identify, classify and compare with those stored in the memory related to the 
preferred products and brands. This memory can involve the past experience to have 
bought the particular item or to have watched the commercial of the specific brand. 
The cerebral activation differs in this time interval between men and women. In 
particular, female subjects showed a stronger activation with respect to the males in 
the left parieto-occipital lobule of the brain while males presented a stronger cortical 
activity in the right temporal lobe. These differences connected with the sex of the 
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subjects characterize both the stage of choice of the product and its discrimination. 
This observation suggest that, at this temporal stage, women tend to employ a strategy 
based on the knowledge of the product to buy, while men tend to act according to a 
spatial memory strategy [5]. 

After 500 ms from the beginning of the decisional process, two patterns of cortical  
activations can be identified according to the predictability of the choices adopted by 
the subjects. In particular, as to the predictable choices, we can observe a strong 
activation in the right parietal areas around 900 ms after the beginning of the 
experiment (I). In later time latencies, predictable choices of products recall strong 
MEG oscillations in the frequency band between [30, 40] Hz in the left prefrontal 
cortex (B). Parietal cortex receive inputs from many cortical areas since it is involved 
in the spatial integration of sensorial information. Differences in the cortical activity 
between men and women can strengthen the hypothesis of two different groups of 
strategies. On the contrary, unpredictable choices generate a strong activation in the 
right inferior frontal cortex (V), at a latency of around 500 ms, and in the left 
orbitofrontal cortex (J) between 600 and 1200 ms after the stimulus presentation. In 
the case V, the cortical patterns are consistent with the activity in the Broca’s area, 
which is involved in the spoken language, which is also active during the observation 
of videoclips. Hence, the cortical activity at this latency may indicate a tendency to 
vocalize brands, as a part of strategy which helps in the decision when it is difficult. 
The activity in the orbitofrontal cortex (J) can be explained by stating that during an 
unpredictable choice we have to evaluate the outcome in terms of convenience. 
Overall, these results explain a complex neuronal network which is active during a 
simple decisional process connected to the purchase of a product. The generation of a 
choice is considered as an information processing which can be highly influenced, 
sensible to the complexity of the decision to make and to the rush in which the 
decision is made and many other factors.  

A strong involvement of parietal areas during the observation of the TV 
commercials with an affective and cognitive content was also noted in a previous 
study, performed by using sophisticated MEG recordings [6]. In this study, cognitive 
frames elicited a stronger activity in the parietal areas and superior prefrontal cortex 
while the observation of the affective ones is correlated with the activation of the 
orbitofrontal and retrosplenial cortex, amygdala and brainstem. The magneto field 
tomography (MFT) results showed an increasing activity during the observation of 
cognitive stimuli rather than affective commercials in parietal and superior prefrontal 
areas known to be associated with executive control of working memory and 
maintenance of highly processed representation of complex stimuli [7]. Although the 
affect related activations are more variable across subjects, these findings are 
consistent with previous PET and fMRI studies [8-10] showing that stimuli with 
affective content modulates activity in the orbitofrontal and retrosplenial cortex, 
amygdala and brainstem. 

3 Frequency Patterns of Cortical Activity and Connectivity 

The research in the neuromarketing field performed in the recent years showed result 
suggesting that the cortical activity elicited during the observation of the TV 
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commercials that were forgotten (FRG) is different from the cortical activity observed 
in subjects that remembered the same TV commercials (RMB). In fact, the principal 
areas of statistical differences in power spectra between such conditions are located 
almost bilaterally in the prefrontal Broadmann Areas (BAs) 8, 9 as well as in the 
parietal BAs 7, as shown in Fig. 2. 

 

Fig. 2. Figure presents the results of statistical comparisons of RMB and FRG groups in the 
theta and alpha frequency ranges (panel A), and in the beta and gamma bands (panel B). In 
particular, the picture is composed by three rows: the first one shows the brain from a frontal 
perspective, the second one is related to a medial- sagittal perspective while the third one 
presents statistically significant images associated to the left and right lateral vision. Modified 
by Astolfi et al., 2008. 

The spectral amplitude in the RMB condition was always higher than the power 
spectra in the FRG conditions over the BAs 8, 9 and 7 [11]. A statistical increase of 
EEG spectral power in the prefrontal and parietal areas for the RMB dataset compared 
with the FRG one is in agreement with the suggested role of these regions during the 
transfer of sensory percepts from short-term memory to long-term memory storage. 
Although in this study the differences in the cortical power spectra between the RMB 
and FRG conditions are relatively insensitive to the particular frequency bands 
considered, there are experimental evidences showing that there is a stronger 
engagement of the left frontal areas in all the subjects analyzed during the observation 
of the TV commercials that were remembered [12]. 

In particular, the analysis of the statistical cortical maps in the condition RMB vs 
FRG suggested that the left frontal hemisphere was highly active during the RMB 
condition, especially in the theta and gamma band. These results are in agreement 
with different observations on the RMB condition performed in literature by studying 
different experimental paradigm [7,13]. Taken together, the results indicated the 
cortical activity in the theta band on the left frontal areas was increased during the 
memorization of commercials, and it is also increased during the observation of 
commercials that were judged pleasant by subjects. These results are in agreement 
with the role that has been advocated for the left pre and frontal regions during the 
transfer of sensory percepts from the short-term memory toward the long-term 
memory storage by the HERA model [14,15]. 
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In fact, in such model the left hemisphere plays a key role during the encoding 
phase of information from the short term memory to the long term memory, whereas 
the right hemisphere plays a role in the retrieval of such information. 

It must be noted, however, that the role of the right cortices in storing images has 
been also recognized for many years in neuroscience [2,3,16,17,11]. It is worthy of 
note that the subjects were unaware of the kind of questions that the researcher asked 
them after the viewing of the documentary. Hence, the cortical areas elicited by this 
study are likely to be involved just in the process of the memorization of the pictorial 
material, owing to an increase of attention during the observation of the TV 
commercial. In addition, there was no particular set of commercials remembered that 
was common to all the subjects. The results also suggest an active involvement of the 
Anterior Cingulate Cortex (ACC) and the Cingulate Motor Area (CMA) as sources of 
links to all the other cortical areas during the observation of the TV commercials 
remembered after ten days. In this case the increased activity related to an increase of 
the outflow of PDC links from ACC and CMA towards other cortical regions could 
be taken as a sign of increased ‘emotive’ attention to the stories proposed by different 
TV commercials that significantly aid successive memorization. 

 

Fig. 3. Figure presents four cortical z-score maps, in the four frequency bands employed. 
Colour bar represents cortical areas in which increased statistically significant activity occurs in 
the RMB group when compared to the FRG group in red, while blue is used otherwise (p < 
0.05 Bonferroni corrected). Grey colour is used to map cortical areas where there are no 
significant differences between the cortical activity in the RMB and FRG groups (panel A). 
Panel B refers to the statistical comparison LIKE vs DISLIKE with the same conventions of 
panel A. Modified by Vecchiato et al., 2010. 

The EEG spectral and cortical network analyses performed in these study also 
suggest a key role of the parietal areas as targets of the incoming information flow 
from all the other cortical areas. Functional networks in the frequency domain were 
also estimated by evaluating the global- and local-efficiency indexes derived from the 
graph theory, employed as a measure of the level of communication in the networks 
[18]. The changes of these indexes could be related both to memory coding activity as 
well as to increase/decrease of attentive state of the subjects. As to the RMB 
condition, the functional network in the beta and gamma band state a significant  
non-homogeneous allocation of the involved information flows and a consequent 
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reduction of the efficiency in the overall communication between the network nodes. 
In the beta and gamma frequency bands, the respective reduction of global-efficiency, 
as well as the reduction of local-efficiency for the alpha band of the cortical network 
communication could represent a predictive measure for the accurate recall of the 
commercials that will be remembered. 

A contrast of the activity elicited by observing pleasant (LIKE dataset) and 
unpleasant (DISLIKE dataset) audiovisual content has been performed in a previous 
study [12]. The result of this experiment shows that the activity of the brain is greater 
in the LIKE condition than in the DISLIKE except that in beta band, being the 
activity in the LIKE condition for the gamma band rather symmetrical. The results 
here obtained for the LIKE condition are also congruent with other observations 
performed with EEG in a group of 20 subjects during the observation of pictures from 
the International Affective Picture System (IAPS, [19]). Such observations indicated 
an increase of the EEG activity in the theta band for the anterior areas of the left 
hemisphere. 

4 Steady-State Visually Evoked Potentials 

These results are also supported by findings obtained from the group of Richard 
Silberstein which measured the steady-state visually evoked potential (SSVEP) by 
means of the steady-state probe topography (SSPT), which is a particular version of 
the EEG technology [20-22]. In this study [21], they collected the cerebral activity 
from thirty five women that were subjected to the exposition of eighteen minutes 
documentary in which 12 US TV commercials were inserted within. Seven days after 
the recording, the participants were asked to recall the viewed advertisements from a 
series of frames taken from the same commercials. They found out that images 
corresponding to a minima of the posterior frontal latency were more likely to be 
recognized than images associated to a SSVEP latency maxima. Moreover, they 
showed a significant correlation between the recognition performance and SSVEP 
latency measured at electrode sites located in the left posterior frontal site suggesting 
that this kind of result can be employed in order to asses the strength of long-term 
memory encoding for the audiovisual stimuli they proposed. 

5 Conclusions 

In recent years, Neuromarketing has gained always more interest and attention in both 
the scientific community and mass media. Findings obtained so far show that results 
from these studies can be of help for many areas of marketing. For instance, 
marketers could exploit neuroimaging tools in order to achieve hidden information 
about products and services to advertise that is impossible to acquire. This 
information could be employed both during the design process of an item and during 
its commercial campaign. In fact, one could think to adopt these neuroelectrical tools 
to test different versions of the same object, evaluate the cerebral results and use them 
according to the requirements of the company and at the same time facing with the 
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consumers’ need. In addition, marketers could use an ad pre-test in order to create a 
TV commercial which is as closer as possible to the demand of the same. In this case 
we can distinguish two different point of view of the powerful and innovative tool: 
from one hand, product manufacturers could use cerebral information in order to force 
people to buy and consume products that they don’t want and neither need; from the 
other hand, we hope that neuromarketing will be of help in design objects and the 
environment following the pleasures of each of us and for identifying new and 
exciting products that people want and find useful. 
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Abstract. Medical recommendations are generally expressed in natural
language and therefore their ambiguity can lead to miss interpretations and med-
ical errors. In this paper we propose an approach to 1) disambiguate medical
recommendations by specifying them in a declarative language and 2) check the
conformance of Computer Interpretable Guidelines (CIGs) with respect to the
declarative specification of the medical recommendations. Our approach is based
on semantic process mining techniques. Furthermore, we explain two ways to
further exploit the information provided by the semantic conformance checker.
To increase the accuracy of the model checker we suggest medical scenarios that
were not considered for the enactment of the CIG and could show a violation of
the medical constraints. Moreover, we discover scenarios which were not covered
by the CIG but were considered for the medical recommendations.

1 Introduction

Medical guidelines are used to disseminate the consensus reached on best medical
practices. They are paper-based and expressed in natural language, therefore they can
be ambiguously interpreted if the medical evidence provided in the guideline is not
carefully considered. For some guidelines a general practice is to provide workflow
diagrams (networks of tasks and states) that model the care paths explained in the nat-
ural language description. In [15] the declarative language CIGDec has been proposed
to precisely specify medical recommendations. The CIGDec specification language is
supported by DECLARE [18], a constraint-based Workflow Management System. DE-
CLARE offers a graphical notation and a precise formal semantics in Linear Temporal
Logic (LTL).

Unfortunately, the translation of medical recommendations into Computer Inter-
pretable Guidelines (CIGs) is not automatic and therefore not necessarily error free.
However, some languages for the specification of CIGs, like Asbru [20], have been
provided with formal techniques based on theorem proving and model checking for
verifying the satisfaction of properties [1] [21] . Moreover, the area of business process
mining has contributed with techniques to analyze processes based on their execution
history (event logs). Process mining can amongst others be applied to automatically
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derive process models from the event logs, to check the conformance of the actual exe-
cution with a presumed model of the process and to check properties on the execution
traces in the log.

More recently more accurate and robust process mining techniques, known as seman-
tic conformance checking, were introduced in [3] [5] to analyze processes by adding
semantics to the event logs. Here our aim is to explore the use of semantic conformance
checking for verifying if a CIG satisfies/violates the recommendations from the medical
guideline on which it is based.

We propose a novel strategy for a further analysis and interpretation of the results
generated during semantic conformance checking. The strategy is based on 1) gener-
ating the classes of unexplored scenarios that could expose untested cases of violation
of medical recommendations with the DECLARE model of medical recommendations,
and 2) reusing the scenarios from (1) exposing modeling decisions that reduce the flex-
ibility of the CIG with respect to the medical recommendations on which it is based.

In Section 2 we take as starting point two natural language recommendations from
the chronic cough guideline from [9] and we disambiguate them by considering the
medical evidence provided in the guideline. Then in Section 3 we explain how to
specify the chosen recommendations in the DECLARE framework. While the analy-
sis presented in sections 2 and 3 can not be automatized, the methodology presented in
sections 4 and 5 has been implemented in the DECLARE tool and the ProM framework
(www.processmining.org). In Section 4 we explain how to use the ProM framework for
checking semantic conformance of a CIG with respect to the DECLARE constraints
from Section 3. The CIG used in Section 4 is specified using the PROforma [6] lan-
guage and it has been taken from the Open Clinical repository [16] where other CIGs
for the same medical recommendations are available. The PROforma-based CIG has
been selected for pragmatic reasons and the explained technique is generic and inde-
pendent of the language and decision-support system used for the specification of the
CIG. In Section 5 we explain some techniques for allowing further analysis of the re-
sults obtained from the DECLARE tool and the ProM framework after performing the
semantic conformance checking. After mentioning related approaches in Section 6 we
finish the conclusions in Section 7.

2 Chronic Cough Guideline Recommendations

In this section we explain our disambiguation of the natural language medical recom-
mendations from the chronic cough guideline [9].

According to [9] if a patient has a cough which last at least 3 weeks the cough is con-
sidered chronic. The chronic cough guideline distinguishes 2 different patient classes
for which different diagnostic treatments are prescribed in order to discover the most
likely cause of cough and treat it. Here we only consider the case of immunocompetent
adult patients.

Through out this paper we will consider the following medical recommendations
from the chronic cough guideline for inmunocompetent adult patients:

R1) “chest radiographs should be ordered before any therapy is prescribed in nearly
all patients with chronic cough. Chest radiographs do not have to be routinely
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obtained before beginning treatment for presumed PNDS [post nasal drip syn-
drome] in young nonsmoker, or in pregnant women, or before observing the result
of discontinuation of an ACEI [angiotensin-converting enzyme inhibitor].”

R2) “When the chest X-ray is normal, PNDS, Asthma, and GERD [Gastroesophageal
reflux disease] are the likely causes of chronic cough.”

We start by explaining our interpretation of recommendations R1) and R2):

R1)(a) Pregnant Patient or Young Non Smoker with Presumed PNDS. In the case
of pregnant women there is medical evidence of grade II-2 that the x-ray expose the
embryo to radiation. Evidence of grade II-2 is obtained from well-designed cohort or
case-control analytic studies, preferably from more than one center or research group.
Medical evidence of grade II-2 is ranked bellow the evidence of type I (obtained from
at least one randomized controlled trial), and bellow the evidence of type II (obtained
from well-designed controlled non-randomized trials). This recommendation is critical
and provided with a high medical evidence, therefore it is also mandatory and it should
be satisfied in every CIG that models the chronic cough guideline from [9].

In the case of young non smoker with presumed PNDS there is medical evidence
of grade II-2 that the probability of PNDS/Asthma/GERD is higher than the average
population, therefore it is more cost-effective and less time consuming to skip Chest
X-ray. This recommendation is not critical but provided with a high medical evidence
and therefore should be mandatorily enforced.

R1) (b) Patients for whom Recommendation R1)(a) does not Apply (Not Pregnant
and not Young Non Smokers with Presumed PNDS). Therefore for this class of pa-
tients obtaining a Chest X-ray is strongly recommended based on evidence of grade
II-2, promoting the values of maximizing likelihood of diagnosis and maximizing cost-
effectiveness because the X-ray may contain results that can aid in making a correct
diagnosis. This recommendation is not critical but is provided with a high medical evi-
dence and therefore should be mandatorily enforced.

R2) For the same reasons the opposite recommendations apply to the treatment of
PNDS/Asthma/GERD with the same grade II-2. For pregnant women and for young
non-smokers with presumed PNDS this plan is recommended without need to perform
first a Chest X-ray. Quoting [9] “ PNDS either singly or in combination with other con-
ditions, is the most common cause of chronic cough, followed by asthma and GERD”
(grade II-2), therefore the multi-treatment is recommended to any patient to maximize
the likelihood of diagnosis. The treatment of PNDS/Asthma/GERD could be prescribed
in the following way:

1) Sequentially treating PNDS, followed by treating asthma and finally treating GERD;
2) Sequentially treating two conditions while concurrently treating the third condi-

tion (6 possible combinations);
3) Concurrently treating PNDS, asthma and GERD: quoting [9] ”Properly chosen

empiric therapy for PNDS should start to yield a favorable response within 1 week; for
asthma within 1 week; for GERD within 1 week to 3 months” (grade III). Evidence
of grade III has less strength than evidence of type II-2 and type II-3 (obtained from
multiple time series with or without the interventions). From this and the previous quote
from the chronic cough guideline that indicates that PNDS is the most common cause
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of chronic cough we can deduce that it is discovered first that PNDS is the reason
for chronic cough then all the other treatment can be dropped. The intention of this
recommendation is to minimize the cost of the treatment.

3 DECLARE Model

In Section 2 we presented our interpretation of recommendations R1) and R2) from the
chronic cough guideline [9] for immunocompetent adults. Based on our interpretation
we can express those recommendations in the constraint-based Workflow Management
System DECLARE [18]. A DECLARE model is defined by a set of constraint tem-
plates, each template having a name, a graphical representation and an LTL expression
(as shown in Table 1). The provided graphical representation allow the DECLARE
users to define very intuitive models which are supported by a very formal and precise
semantic in LTL. Here we show how to define a DECLARE model to restrict the way
medical actions should be performed in order to comply with the chronic cough medical
recommendations explained in Section 2.

Table 1. Relevant CIGDec constraints

In DECLARE constraints can be mandatory or optional. If a mandatory constraint
is violated the DECLARE tool triggers a warning and it explains the violation. Graphi-
cally, mandatory constraints are depicted as solid lines and optional constraint as dashed
lines.

Data attributes can be specified and associated to relevant tasks, e.g. the X-ray task
reads the pregnancy status of a patient. While executing a task, its data attributes can be
read or written, as specified for that task at design-time.
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Fig. 1. DECLARE model for the considered recommendations from the chronic cough guideline

Constraints can be conditional. A boolean expression can be associated to a con-
straint, such that if the condition is true then the constraint should be satisfied. While
the condition is false the constraint is inactive. The boolean expression can be defined
in terms of data attributes. For example an X-ray should be performed only if the patient
is not pregnant. Graphically we represent conditions between brackets.

The DECLARE specifications explain bellow are summarized in the first three rows
of Table 2.

Before we describe how to model the recommendations from the chronic cough
guideline (Section 2) in DECLARE, we need to explain the following general recom-
mendations for the chronic cough guideline, which should always be satisfied:

RG1) The choice of ordering a chest X-ray is made once (constraint exactly1 over
task choice);

RG2) Performing the treatment of asthma, GERD or PNDS more than once will
not change the diagnosis therefore the constraint exactly1 is associated to the tasks
multitreatment, asthma, GERD and PNDS.

Next, we explain how to model the recommendations from the chronic cough guide-
line in DECLARE:

R1) (a) Pregnant patient or young smoker with presumed PNDS: for patients in
this class who have chronic cough (c && cough) it is recommended to first optionally
performing a chest X-ray and then if the cough persists treat for PNDS/Asthma/GERD:

i. decide first if a X-ray has to be taken (init constraint over task choice);
ii. the task X-ray becomes optional, depending on the decision taken in R1)(a)i. (con-

ditional absence2 constraint in task xray);
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iii. start the treatment for PNDS/Asthma/GERD if after the X-ray the patient has per-
sistent cough and the result of the X-ray is normal (cough &&
normalXray) (conditional response relation between tasks xray and multitreat-
ment);

iv. decide not to perform the Chest X-ray and immediately start the treatment of PNDS/
Asthma/GERD (conditional succession between tasks choice and multitreatment).
In this case the enactment of xray task is not possible anymore because it would
violate the precedence constraint between tasks choice and xray.

R1)(b) Patients for whom Recommendation R1)(a) does not Apply. For patients in
this class who have chronic cough (!(c) && cough) a Chest X-ray should be taken and
then in case of normal X-ray irritants should be avoided. If after avoiding irritants the
cough persist then the PNDS/Asthma/GERD treatment should be started:

i. a chest X-ray should be taken (conditional succession constraint between tasks
choice and xray).

ii. exactly one chest X-ray has to be done (conditional exactly1 constraint on task
xray);

iii. similarly to R1) (a) iii. if the result of the X-ray is normal and the patient still has a
cough (cough && normalXray) then the multi-treatment of PNDS/Asthma/GER
D has to be started (conditional response constraint between tasks xray and multi-
treatment).

R2) Instead of specifying all possible combinations of treatments, for PNDS, asthma
and GERD where the treatment of PNDS should not preceded by the other treatments,
it is enough to define the preferred scenarios by conditional constraints, that hold in
case condition cough is true:

i. a mandatory relation of conditional succession between the task multitreatment and
each of the treatments;

ii. an optional negative relationship of succession between asthma treatment and PND
S treatment, so before treating PNDS the patient cannot be treated for asthma and
after treating for asthma the patient cannot be treated for PNDS.

iii. similarly to R2)ii. define an optional negative succession constraint between GERD
and PNDS.

Here we suggest simple questions that can help to determine the level of compliance of
a medical recommendation based on its attached values:

1) Which properties are related to the patient’s safeness and therefore are critical to
verify?

For the case of pregnant women the recommendation R1)(a) of not performing a
chest X-ray has associated the value of minimizing the risk of damaging the embryo.
This value is critical and therefore this property should be satisfied in every CIG that
models the chronic cough guideline from [9].

2) Which properties are not critical but are provided with a high medical evidence
and therefore should be mandatorily enforced?
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Table 2. Summary of the DECLARE constraints from Figure 1 and the results obtained after
checking their conformance in the Tallis CIG for chronic cough

Medical DECLARE Natural Language Semantic
recommendation constraint checking
RG1) Non critical Only once it is possible to decide +
exactly1(choice) mandatory if a X-ray is performed
RG2) Non critical The diagnosis of asthma as cause of +/-
exactly1(asthma) mandatory cough is evaluated only once
RG2) Non critical The diagnosis of gerd as cause of +/-
exactly1(GERD) mandatory cough is evaluated only once
RG2) Non critical The diagnosis of PNDS as cause of +/-
exactly1(PNDS) mandatory cough is evaluated only once
RG2) Non critical The diagnosis by multi-treatment +
exactly1(multitreatment) mandatory is evaluated only once
R1)(a)i. Non critical Initially for any patient +
init(choice) mandatory decide if X-ray should be made
R1) (a)ii. Critical For pregnant women or young +
absence2(xray) mandatory non smoker with presumed PNDS

X-ray is optional
R1) (a)iii., R1) (b) iii. Non critical After X-ray multi-treatment should +
response(xray,multitreatment) mandatory be started
R1) (a)iv. Non critical For pregnant women or young +
succ(choice, multitreatment) mandatory non smoker X-ray can be skipped
R1)(b)i. Non critical When recommendation R1)(a) does +
succ(choice,xray) mandatory not apply, an X-ray should be made
R1) (b)ii. Non critical When recommendation R1)(a) +
exactly1(xray) mandatory does not apply, exactly one X-ray

should be taken
R 2)i. Non critical The muti-treatment consists on the +/-
succ(mutitreatment, asthma) mandatory treatment of asthma, GERD
succ(mutitreatment, PNDS) and PNDS
succ(mutitreatment, GERD)
R 2) ii. Non critical PNDS can not be preceded by +
not succ(asthma, PNDS) optional Asthma or GERD
not succ(GERD, PNDS)

For instance the following recommendations supported by medical evidence of grade
II-2 are critical:

a) performing multi-treatment for pregnant women in recommendation R1) (a); b)
performing a chest X-ray and a multi-treatment for asthma/GERD/PNDS for the case of
young non smoker with presumed PNDS in recommendation R1) (a) and c) performing
a chest X-ray and a multi-treatment to patients for whom the recommendation R1) (a)
does not apply.

3) Which properties are related to the efficient use of resources (time, money, medical
staff, etcetera) and can mainly suggest optional improvements in the quality of medical
treatment?
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This is the case of the recommendation R2) (medical evidence of grade III) that sug-
gests that the treatment of PNDS should not be preceded by the treatment of Asthma
and GERD in order to minimize the cost of the treatment.

4 Semantic Model Checking

The methodology proposed here to check the conformance in a CIG of the DECLARE
specification of medical recommendations is illustrated by Figure 2 and explained in
detail below.

Fig. 2. Steps required by the methodology proposed here: 1) Generate LTL constraints from the
DECLARE model, 2) Generate logs by enacting the CIG in the Tallis engine, 3) Link ontologies,
4) Discover the model mined from the event logs using ProM, 5) Check conformance using ProM

1) Generate LTL properties from the DECLARE model: the DECLARE tool auto-
matically generates the LTL properties from the constraint model of the medical rec-
ommendations explained in Section 3.

2) Enact the CIG to generate event logs: in Mor Peleg et al. work [17] the devel-
opers of Asbru [20], GLIF, GUIDE, EON and PROforma [6] languages were asked
to specify CIGs for similar recommendations to the ones we explained in Section 3.
But the developers of the CIGs did not have any access to the chronic cough medi-
cal guideline from [9]. The recommendations on which the study [17] was based on
and the repository of the resulting CIGs is available at the Open Clinical repository
[16]. None of the CIGs from the repository have been used in any real medical envi-
ronment. Therefore, we decided to explain the methodology with the PROforma-based
CIG from the Open Clinical repository which has been enacted using the Tallis engine
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(http://www.cossac.org/tallis). But the strategy explained here requires the execution
history (event logs) of the CIG and therefore it is independent of the language used for
the specification of the CIG. An event log contains the executions of one or more pro-
cesses. To construct such log is the required that each event in the log (e.g. an X-ray)
can be mapped to a single case or process instance (e.g. a patient treated for cough)
and that each process instance can be mapped to a single process (e.g. the process for
treating chronical cough). The more information is available in the log, the better the
quality of the results and the larger the number of questions that can be answered. For
instance, event time stamps can be used to do performance analysis. Similarly, every
process instance has zero or more tasks. Every task or audit trail entry must have at
least a name and an event type. The event type determines the state of the tasks. Times-
tamps can be used for capturing timing information and to analyze performance related
aspect. The originator element records the person/system that performs the task. Be-
cause the Tallis CIG specified for the chronic cough recommendations has not been
used in a real medical environment, the event logs have to be generated considering
generic patient cases. According to the DECLARE constraints from Section 3 six dif-
ferent patient medical conditions are significant: (1) if the cough is persistent, (2) if
the result of the X-ray is normal, (3) if the patient is pregnant, (4) if the patient is less
than 18 years old, (5) if the patient is a smoker, (6) if PNDS is presumed. But the en-
actment of the Tallis CIG showed that the developers of the CIG also considered two
additional medical conditions: (7) if the patient has ACE-related cough and (8) if the
cough is productive. Therefore firstly generic patient cases were created based on all the
possible combinations of the eight mentioned medical conditions. Secondly the generic
patient cases were used to enact the Tallis CIG. This is a standard practice in software
engineering when system’s correctness needs to be tested before the system’s release.
Finally the events generated during the CIG enactment were recorded as event logs
using the MXML (Mining eXtensible Markup Language) format. The schema for the
MXML format is available at www.processmining.org.

Fig. 3. Ontology of activities, where the leafs are the annotated Tallis activities

3) Link ontologies by semantically annotating the event logs generated by the CIG:
this requires mapping the concepts used in the CIG with the concepts from the DE-
CLARE specification. For instance as Figure 3 shows the tasks Scheduling decision
and Cxr report from the Tallis implementation presented here can be mapped into
the semantically equivalent concepts choice, xray from the DECLARE model from
Section 3.
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Only after mapping concepts it is possible to verify if the DECLARE constraints
are satisfied in the mined model. For example the DECLARE constraint that specifies
that task choice has to be enacted exactly once is verified in the model mined from the
Tallis implementation as the constraint that the Tallis task Scheduling decision has to
be enacted exactly once.

The same DECLARE model used to perform the conformance checking of the Tallis
implementation can be reused to check the conformance of any other implementation
from the Open Clinical repository on which Mor Peleg et al. work [17] is based on. The
only requirement is that previously the corresponding mapping between the DECLARE
model and the new implementation has been done.

In particular from the DECLARE model from Section 3 we can create ontologies for
data, activities, event types, process instances and originators (actors who enact activi-
ties). We have called the ontologies of data and activities CoughData and CoughActivi-
ties respectively. Figure 3 shows the graphical representation of the ontology
CoughActivites, where the leafs correspond to the annotated activity instances from the
Tallis CIG. To perform the ontology linking the MXML file generated in 2) is annotated
with concepts from these created ontologies. The resulting semantic annotation is ex-
pressed in the SA-MXML (Semantically Annotated MXML) format used by the ProM
framework. The SA-MXML format is available at www.processmining.org and it is an
extension of the MXML formant where all elements (except for audit trail entries and
time stamps) have an optional extra attribute that links to a list of concepts in the on-
tologies. For instance in the SA-MXML log shown in Figure 4 for the process instance
with identifier ”Case0100a” the variables young and old from the DECLARE ontology
CoughData are linked by an attribute to the variables younger and older from the data
ontology in the Tallis CIG.

4) Discover the PROforma model from the semantically annotated event logs: using
the alpha ++ algorithm that is provided as a plug-in of the ProM framework it is possible
to extract (mine) the PROforma model based on the dependency relations that could be
inferred among the activities in the Tallis event logs from the SA-MXML file generated
in 3). Figure 5 shows the resulting mined PROforma process for generated event logs
for the 64 combinations of medical conditions.

5) Perform semantic conformance checking of the discovered PROforma model: us-
ing the semantic LTL checker plug-in from the ProM framework it is possible to per-
form semantic conformance checking of the PROforma semantically annotated model
discovered in 4) and the DECLARE model from Section 3.

In Section 3 we explained that it is possible to differentiate in DECLARE between
medical recommendations that are mandatory or optional. Only if a DECLARE con-
straint is mandatory and it is not satisfied in all the event logs generated from the CIG,
a warning should be given during conformance checking. Otherwise if the DECLARE
constraint is optional and not satisfied in all the generated event logs it is considered
that the CIG complies with the recommendation though it is not optimal. The level
of satisfaction of a property can be seen as the percentage of event logs that satisfy
the property. This information is provided by the semantic LTL checker as two lists:
the first list corresponds to the event logs that satisfy the property and the second list
contains the event logs that do not satisfy that property.
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Fig. 4. SA-MXML file of annotated event logs from the Tallis CIG for chronic cough

In the last row of Table 2 we show the results of performing semantic conformance
checking as explained in Section 4 over the Tallis CIG. A property can be unsatisfied
(-), fully satisfied (+) or partially satisfied (+/-).

For instance the recommendations R1)(a)ii. and R1)(a)vi. for the case of pregnant
women are related to the decision of performing a chest X-ray and they have asso-
ciated the value of minimizing the risk of damaging the embryo. This value is criti-
cal and therefore was modeled in Section 4 as mandatory DECLARE constraints. We
have shown that all the event logs that we generated with the Tallis CIG satisfy these
properties.

We did not find any property that is fully unsatisfied by the generated event logs. For
fully unsatisfied properties the semantic LTL model checker returns an empty list of
event logs satisfying the property.

For the properties that we showed to be partially satisfied by the Tallis CIG some of
the generated traces of the event logs are in the first list generated by the semantic LTL
checker (traces satisfying the property) and some others are in the second list (traces
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Fig. 5. Model of the PROforma-based CIG discovered by the ProM framework from the Tallis
event logs

not satisfying the property). For example this was the case of the non critical manda-
tory chronic cough medical recommendations R2)i. which specifies that the diagnosis
by multi-treatment consists on evaluating for Asthma, GERD and PNDS. Therefore a
notification should be given in order to inform that this recommendation has been vio-
lated though it was mandatory. From the partial satisfaction of this property and from
the observation of the event logs contained in each list computed by the semantic LTL
model checker we can infer that the PROforma-based CIG was designed to ask the user
to choose to evaluate only one of the mentioned possible causes of chronic cough.

5 Scenario-Based Analysis

Semantic conformance checking allows to automatically show that certain properties
are not satisfied by a CIG. Here we propose a novel methodology to allow further auto-
matic analysis over a CIG once the semantic conformance checking was performed as
explained in Section 4. Our methodology takes advantage of: 1) the DECLARE speci-
fication of the medical recommendation on which the semantic conformance checking
is based on, and 2) results computed by the semantic LTL checker enacted in the ProM
framework.

The methodology is based on the scenarios generated by the DECLARE model
which can be used to 1) suggest event logs corresponding to unexplored critical behav-
iors of the CIGs, and 2) analyze if the CIG is more or less restricted than the medical
recommendations that were used as starting point.

DECLARE models can be used to suggest significant testing scenarios because they
are provided with algorithms to generate: the finite automata that corresponds to the
scenarios that do not violate any constraint, and the finite automata that represents all
the possible scenarios that violate same of the model constraints (see [19]).

The information provided by the automaton could be used to:
1) Suggest classes of scenarios that comply with/violate the medical recommenda-

tions. For instance these scenarios can be used to generate test cases to verify properties
that are satisfied because no event log could be use to check its satisfaction.

2)Provide classes of scenarios that are generated by the DECLARE model and there-
fore comply with the medical recommendations but can not be generated by the CIG.
The generated scenarios can be used to verify if the CIG is more restricted than the med-
ical recommendations on which it is based. For instance we can construct the automata
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that generates all the scenarios which do not violate the constraints defined by the DE-
CLARE model from Figure 1. According to this automata there is a direct transition
between the activities choice and multitreatment for the class of patients corresponding
to pregnant women or non-smokers with presumed PNDS. This means that it is possible
to chose to start the muti-treatment of asthma/PNDS/GERD without need to perform
before a chest X-ray. So in the mined PROforma model (Figure 5) there should be a
direct transition between the semantically equivalent activities Scheduling decision and
Investigations. But this is not the case, the enactment of activity Scheduling decision is
only possible if the activity Cxr report has been enacted before. From this analysis we
deduce that the mined PROforma model is more restricted that the medical recommen-
dations from the DECLARE model: for the class of pregnant women or non-smokers
with presumed PNDS the mined PROforma model obliges to perform a X-ray, instead
of offering it as an option.

6 Related Work

In this paper, we focussed on the problem of checking a posteriori whether a CIG satis-
fies a set of medical recommendations specified in a declarative formal notation called
DECLARE. Another a posteriori approach is presented in [10] where the DECLARE
constraints satisfied by a mined process can be discovered. In [13] Mans et al. have
addressed this problem a priori by first specifying the medical recommendations as a
Coloured Petri Net (CPN) and then mapping the CPN into CIGs specified in different
workflow-based language. It seems that using this mechanism it should be possible to
obtain CIGs that are closer to the behavior described by the medical recommendations
modeled by the CPN, but there is no claim in [13] that the obtained CIG preserves all
the behavior from the CPN used as starting point.

The idea of checking properties in medical applications is not totally new. In [21] a
theorem proving approach was proposed to verify Asbru guidelines by mapping then
to KIV, and interactive theorem prover for higher order logic. In [7] a model checking
approach was proposed to verify GLARE guidelines by translating them to the Promela
language of the model checker SPIN. The properties were formulated as LTL formulas.
Also in [1] a model checking approach was proposed to verify Asbru guidelines using
the SMV checker. The properties were formalized as ACTL formulas.

By theorem proving and model checking it is possible to guaranty the absence of
errors, though these strategies are highly costly because they require to provide a map-
ping of the language on which the CIG is implement into a language which allows
theorem proving or model checking. In contrast an advantage of the semantic confor-
mance checking based approach presented here is that it only requires the process his-
tory and therefore it can be applied over any CIG independently of the language used
for its implementation. This feature is very important, considering that currently there
are numerous incompatible languages available for the specification of medical guide-
lines [17]. Nevertheless, using the LTL constraints that can be generated by DECLARE
also conventional model checking could be used without needing event logs.

The idea of using semantic process mining techniques to analyze healthcare pro-
cesses is not new. In [11] [12] Mans et al. extract relevant event logs from real appli-
cations running in hospitals’ information systems and they analyze these logs using the
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ProM framework. Their results show that process mining can be use to provide new in-
sights that facilitate the improvement of existing careflows. Their work differs from us
on the fact that they do not use semantic conformance checking to verify if the medical
recommendations on which the care process is based are satisfied/violated.

7 Conclusions

In this paper we proposed a technique for checking the compliance of CIGs with re-
spect to medical recommendations specified using a precise declarative language. The
technique is based on the execution history of the CIGs and therefore can be applied
at post-execution time. While the semantic-based process mining technique described
here is generic, we have explained it with the Tallis CIG from the Open Clinical repos-
itory [16].

There are various reasons why we think that in a near future it is possible that the
Health Informatics community could benefit from semantic conformance-based ap-
proaches as the one we present here. First of all, the use of specification languages
as DECLARE open the possibility that medical recommendations become available,
besides its paper version, as formal models based on standard medical ontologies like
Systematized Nomenclature of Medicine (SNOMED) or the Unified Medical Language
System (UMLS). The use of standard ontologies could simplify the reusability of the
methodology explained here. Recently, we have applied the techniques introduced in
this paper, explained in Section 4, over the the GLIF CIG for chronic cough from the
same Open Clinical repository [16] from where the PROforma CIG used here was ex-
tracted. Reusing the explained techniques was possible because a suitable ontology
mapping between the terms from the GLIF CIG and the DECLARE ontology could be
defined. The results presented here for the PROforma-based CIG and our further analy-
sis of the GLIF chronic cough CIG show that it is possible to check the conformance of
CIGs defined in different languages with respect to the same DECLARE specification
of medical recommendations. The reusability of the DECLARE specification is possi-
ble if an ontology mapping between the terms used in the DECLARE model and the
concepts used for an arbitrary CIG can be defined.

Secondly, the use of PAIS [4] which automatically collect event logs generated by
running business applications is growing and could be adopted in a near future in clin-
ical environments. PAIS have been successfully used before for analyzing non-trivial
careflow processes, where the patient’s real data has been previously anonymised. For
instance in [12] they have used PAIS to analyze a group of 267 gynecological oncology
patients treated in 2005 and 2006 in the AMC hospital in Amsterdam, covering diagnos-
tic and treatment activities. Because the Tallis CIG that we have use here as case study
has not been tested in a real medical environment we have manually generated the event
logs. But by means of PAIS the event logs could be automatically generated from real
medical applications based on the Tallis CIG from the Open Clinical repository.

In a near the future we are also interested on considering the incorporation of the
scenario-based information provided by the DECLARE models for the run-time pre-
vention and detection of violations to medical recommendations and policies. Taking in
to account that existing medical recommendations are periodically revised/updated and
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new medical recommendations can be added, this is an important problem to consider.
Some formal frameworks like [8] are available in the field of health informatics for
specifying exception managers to detect and recover from undesirable states happening
during the enactment of CIGs. But so far no strategy has been proposed to automatically
suggest the scenarios or states that violate the medical policies and recommendations.
As shown in Section 5, from DECLARE models it is possible to automatically generate
the automaton that describes the scenarios that violate the model constraints.
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Abstract. The growing demand for mobile applications in the health care 
industry is changing the way software solutions are created, deployed, tested 
and maintained. The REST-Style architecture is particularly well suitable to 
quickly integrate legacy systems and offer new highly scalable and secure APIs 
that can be used as gateways to health care data and services. This paper 
describes the motivations and technical solutions chosen to build a REST API 
that can be easily integrated with mobile applications. As a result, care givers 
can have better access to patient health records from local, regional or state 
wide Health Information Exchanges (HIE). 

Keywords: Mobile application, Health records, RHIO, Lab results, CCD, HL7, 
REST API, Web services, JAX-RS, Security, Software development process. 

1 Introduction 

In the ambulatory health care environment, providers spend the majority of their time 
in an examination room with patients. Although some clinics have installed personal 
computers in the exam room for use at the point of care, many physician practices 
have yet to do so or have no such intention. Reasons for not installing PCs in the 
exam room include (among others) lack of space, security concerns, and cost. Often, 
clinics have PCs installed outside of the exam room to be used for encounter 
documentation or health history research (i.e., reviewing the patient's health  
records). 

This physical setup is often satisfactory for providers to complete their 
documentation needs. Providers often scratch rough notes on paper during an 
encounter, then dictate or type their notes after the visit has ended. The absence of 
computers in the exam room, however, is a disadvantage for research activities. 
Frequently, after listening to the patient's verbal health history, a provider wishes to 
read past records. If those records are in an electronic format, it is optimal to access 
those records at the point of care (i.e., in the exam room) [10]. Thus, computer 
devices that are smaller and more mobile than a PC (e.g., smart phones, PDAs, 
tablets) would be the optimal hardware choice to access these electronic records [4], 
[9]. Given that many physicians carry smart phones, such mobile devices would be 
the ultimate tools to look up patient records [6], [11]. 
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1.1 APIs for Mobile Applications 

Over the years, our group has developed advanced Clinical Networking™ solutions 
for hospitals, RHIOs and state-wide health information exchanges (HIE). We have 
created a backend infrastructure accessible for integration as software-as-a-service 
(SaaS), most of them relying on Simple Object Access Protocol (SOAP) APIs. One of 
the issues we have encountered when creating an architecture for mobile applications, 
was the type of API to use between backend servers and the new mobile clients. 

In this paper, we explain the challenges [7] faced when creating a new high 
performance API accessible by mobile health care applications for physicians and 
medical personnel. We describe the technical choices that we have made to simplify 
and to speed up the development, management, extension and maintainability of the 
features involved in such applications and the associated service layer. 

2 VHR Mobile Application 

The initial mobile application that we built on top of the Elysium Virtual Health 
Record (VHR) infrastructure only displays lab results. Other types of data (vital signs, 
radiology and transcribed reports, medications, etc.), which are currently accessible 
via a web-based application, will be offered at a later time. The usage scenario for the 
mobile application is as follows: 

1. Physician logs in using her/his credentials. 
2. After successfully logging in, the physician is presented with a list of patients who 
have consented to allow the physican to view their patient records. In addition, there 
is also a search box that will allow the physician to manually search for patients. 
3. The physician chooses the patient of interest on the patient list (or search results). 
4. Once the patient is selected, the physician sees a list of available lab results for 
that patient.   
5. The physician selects a lab result of interest by tapping it. This opens the lab result 
and displays all of its details in a new screen, with the option of going back to the 
previous screen to retrieve another lab result. 

2.1 Security Concerns 

To minimize security risks and to comply with HIPAA [3] security regulations, we 
chose not to store any patient, login or password data on the mobile device, thereby 
preventing non-authorized users from gaining any access to a patient’s personal health 
information (PHI). 

Access to the patients’ health records are provided after the user (typically a 
doctor) enters his or her login and password on the client application. These are sent 
to the server via an application programming interface (API). After authentication is 
successful, the server sends back a security token that the client must reuse for each 
subsequent request to the server API. Initially all users (physicians) have the same 
access control to the data as long as the patients have given consent to specific 
physician practices. As a result, the authorization function is very simple.  
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Fig. 1. Patient search (iPhone application) 

2.2 Client Platforms 

The initial platforms chosen to deploy our mobile applications are the iPhone and 
iPad. Additional platforms (Google Android OS, RIM BlackBerry OS, Windows 
Mobile OS) are planned for future releases.  

The process of building, deploying and maintaining stand-alone applications for 
mobile platforms is different from building browser-based web applications. Each 
platform has its own design, development and deployment process and tools. 

Since the development of client applications on different mobile platforms requires 
more time than creating web applications for a handful of browsers, it is important to 
minimize the complexity of the integration with the back-end services and to try to 
decouple the development and maintenance of the client- and server-side components. 

3 Backend Infrastructure 

For over 15 years, Axolotl (now part of Ingenix) has developed and offered web-
based applications to access patient records. Until recently, these web-application 
components were either tightly coupled with the backend data sources or were 
accessing data through Simple Object Access Protocol (SOAP) based web services. In 
health care, SOAP is often the top choice when it comes to web services. The 
advantages of SOAP are: 
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 Type checking (via WSDL files) 

 Availability of development tools 

 Suitability for securely transferring large numbers of data. 

Even though it was tempting for us to reuse the existing SOAP APIs to leverage the 
existing infrastructure and avoid new development on the server side, we decided to 
create a more appropriate architecture that would be easier to integrate and extend as 
more types of data are added to the mobile health care applications. 

4 VHR REST API 

The Representational State Transfer (REST) architecture [1], [2] is an alternative to 
SOAP and offers certain characteristics that were relevant to our use case: 

 Lightweight and easy to build 

 Extensible 

 Scalable 

 Easy to debug (human readable results). 

SOAP based Web Services offer no separation of concern, since the supported 
programming model does not separate network centric operations from local 
operations [5]. On the other hand with REST APIs, the separation of concern is clear. 
All resources are accessible using the same protocol (HTTP). Also with SOAP, 
interoperability problems can occur when native types are present in the interface, 
whereas REST is simpler as it completely constrains the set of operations [8]. 

4.1 API Design and Development 

With REST we are able to dynamically build unique URLs to represent remote health 
records objects as needed. The mobile application sends HTTP requests over Secure 
Sockets Layer (SSL) to obtain a JavaScript Object Notation (JSON) of patient 
demographic info (e.g. DOB, name, etc) or health records. JSON was chosen because, 
as a compact data format, it offers better performance compared to the complexity of 
an XML representation. In addition to this, requests coming back from the REST API 
are compressed using GZIP, which further improves the performance between the 
server and the client.  

The API has been built using JBOSS JAX-RS RestEasy library, which leverages 
Java annotations, making the definition of the resource mapping easy to do in a very 
declarative manner. We use the Jackson JSON/Java library to marshal and unmarshal 
java objects into JSON format. The integration of the API layer with the backend data 
source, as well as other services such as configuration, is done using the Java Spring 
framework. 
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Fig. 2. Integrated Mobile/REST API architecture 

To define the API dependencies, modules, libraries and to build the web 
application archive (war), we use Apache Maven 2. Throughout the development 
cycle, we have used a continuous integration process with unit tests (JUnit).  

The overall project has been managed through an agile/SCRUM process, with 
iterative, incremental development sprints, each lasting three weeks. 

4.2 API Operations 

With REST, the identification of the resources (user, patient, lab results, etc.) is 
straightforward. There is no need for the client to create complex request envelopes to 
query the server. 

The initial features of the mobile client were to access the health record in a read-
only mode; no data is created or modified. As a result, most of the operations use 
GET HTTP methods, with some restrictions for certain operations, where parts of the 
patient’s protected health information (PHI) may be sent to the server. To be 
compliant with HIPAA [3] security regulations, a POST method is used and the 
sensitive information (e.g., a query on a patient name) is passed in the body of the 
request as a JSON object over an SSL connection. 
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Table 1. Health Record API operations subset 

POST /users/tokens authentication for a user

GET /users/{user-id}/patients retrieve patients

GET or POST 

 /users/{user-id}/patients/{patient-id}
profile of a specific patient 

GET  

/users/{user-id}/patients/{patient-id}/lab-results 
lab-results of a patient 

All request and response headers have a content type “application/json,” which 
means that complex queries and responses are in the form of JSON arrays or JSON 
objects. In addition to this, the requests coming from the client need to provide the 
security token provided initially by the server as a cookie in the request header. 

Because the REST API is stateless, queries for large amounts of data which require 
more than one request - have to provide a limit (maximum) for the number of 
resource items and an offset where to start the query to avoid returning the same set of 
data. These are defined as string parameters or posted queries. 

 

Fig. 3. VHR patients’s lab results summary (iPhone) 

Example of a JSON query object for patients: 

{"query":  
  {"family":"...", 
   "max":N, 
   "offset":M} 
}   
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Example of a JSON response object for patients:  

{"patients":  
  {"list":[list of patients], 
   "count":X,  
   "offset":Y, 
   "remain":Z} 
}            

Heath Record data can be very complex. For example in our data source, data is often 
stored as HL7v2 fields. The REST API uses an HL7v2 to HL7v3 transformation 
library to access Java canonical representation of the observations and unmarshal 
these plain Java objects (POJO) into an HL7v3 JSON representation of the 
observation. 

JSON response object for lab results:  

{"lab-results":  
  {"list": 
        [{"lab-result":  
           {"entry":"...", 
            "facility":"...", 
            "normalcy":"...", 
            "orderedBy":"...", 
            "status":"...", 
            "subject":"...", 
            "urgency":"..."}}, 
         {"lab-result":{...}},...], 
 "count":{count}, 
 "offset":{offset}, 
 "remain":{remain}} 

HL7 V3 Lab result entry (JSON format):  

{"entry":  
  {"organizer": 
        {"code":{"displayName":"..."}, 
         "components":[{"component":...},...], 
         "notes":[...]}}} 
      

HL7 V3 Lab result component (JSON format):  

{"component":  
  {"observation": 
        {"code":{"displayName":"..."}, 
         "effectiveTime":{"value":<ISO-8601>}, 
         "value":..., 
         "interpretationCode":{"code":"..."}, 
         "referenceRange":{"observationRange":{...}}, 
         "notes":[...]}}} 



308 F. Andry, L. Wan, and D. Nicholson 

 

Fig. 4. VHR patients’s lab results details (iPhone) 

4.3 REST API Extension 

Using JSON as an exchange format minimizes the amount of data that is transferred 
between the server and the client. Also, parsing JSON rather than a more complex 
format such as XML is faster and easier to perform on a mobile device. 

However, JSON marshalling/un-marshalling from and to Java classes has to be 
implemented for each clinical object (e.g. allergies, encounters, immunizations, 
procedures).  This is appropriate when an existing XML marshalling mechanism can 
be extended, directly adding JSON as an alternative format for the service layer that 
the REST API consumes. In this case, the REST API is very easy to create and offers 
a fast performance since the clinical objects are marshalled only one time closer to the 
source of the documents.  

Most of the time, health record feeds and services are not provided in JSON format 
but most likely as XML structures encapsulated in SOAP envelopes or directly 
obtained from low level programming API.  

In our case, we were able to integrate with a Java based API that is producing 
XML Continuity of Care Documents (CCD) sections. We used this new source of 
clinical documents to extend our VHR REST API with a more generic operation that 
would generate CCD sections directly in XML. Since the XML marshalling was 
already provided by the low level Java API, we were able to avoid creating the 
intermediate Java representation in the REST API and re-marshall the clinical objects 
into JSON. 
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On the other hand, one drawback of the new operation is that the consumer of the 
REST API (e.g. mobile devices) will have to receive and parse XML instead of a 
more compact and simpler JSON structure. 

Table 2. API extension for CCD sections 

POST 

/users/{user-id}/patients/{patient-id}/CCD 
CCD from a patient 

 

In this case, the request header for the request to query the CDD is still of type 
application/json, but the response is a CCD in XML format.  

 

Request body for the new CCD POST operation (JSON format):  

{"ccd-query":  
  {"fromDate":<ISO-8601>}, 
   "toDate":<ISO-8601>}, 
   "sections":[ 
        {"section": 
           {"fromDate":<ISO-8601>, 
            "toDate":<ISO-8601>}, 
            "id":<templateIdCCD>}},...]}} 

The CCD query specifies the date range for the CCD and the sections to retrieve using 
CCD standard template Ids (e.g Advance Directives = 2.16.840.1.113883.10.20.1.1).  

Date and section selectors are optional and applied as follow: 

 The date range at the ccd-query level is used as a selector for all the sections that 
are not specified. 

 The date range at the section level is used as a selector for this specific section and 
overwrite the ccd-query date range selector. 

 If no date range is specified, all the documents will be added to the CCD for all 
the sections specified. 

 If no date is specified, all the documents will be added to the CCD for all the 
sections specified. 

 If the ccd-query is empty (no date and no section), the resulting CCD will contain 
all available documents for all sections for the selected patient. 

5 Testing and Integration 

The REST API is very easy to test using HTTP requests from simple command tools 
such as cURL or a web browser. Early in the project we were able to create and 
deploy, in a few days, a full working prototype of the API that was producing 
mocked-up resources so that mobile clients were able to retrieve sample data in the 
same fashion as the final API production version.  
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During development we used a very small footprint embedded java web server 
(TJWS) that was running JUnit integration tests every time we were compiling the 
project. As a result, the REST API was always operational and ready to be deployed 
as a war file to the staging server when necessary. 

On the client side, the very simple host, port and base URL configuration is 
necessary to switch between a staging and production server, which makes 
development, testing and deploying extremely easy. 

The first version of our mobile health record will be available in early 2011 as a 
pilot program for a small group of physicians participating in the New York 
Rochester Regional Health Information Organization (Rochester RHIO). It has 
already been tested by the technical services of the New York Rochester RHIO and 
we have incorporated changes in the iPhone interface and REST API format to 
support the variability of real world lab results (which sometimes can be either 
incomplete or contain badly formatted HL7 data sets).  

Initially only the records of patients who have provided consent will be accessible 
by the mobile application. This represented, in summer 2010 a total of 290,000 
patients from more than 140 practices. 

6 Conclusions 

In this paper, we have presented the advantages of using a REST architecture for 
designing a lightweight and scalable API that is extremely easy to build, integrate, 
test, extend and maintain. We were able to create a working API prototype in a matter 
of days and a full functioning set of sophisticated health record web services 
accessible by our mobile client application in few weeks.  

In the next few months, we will be able to gather user feedback from a large group 
of users (physicians and nurses) and statistics about usage that will be very valuable 
to improve the performance of our health record REST API and the user experience 
of the mobile application. The auditing of server logs for the REST API and the use of 
data mining tools will also be valuable to see performance bottlenecks and usage 
trends. In parallel, we are extending our REST API to additional operations such as 
CCD operations and additional authentication mechanisms to offer our VHR REST 
API as a useful alternative to existing SOAP web services. As a consequence, this 
architecture is not only suitable to be accessed by mobile applications, but can also be 
part of other types of loosely coupled solutions such as mash-up and portal 
applications. 
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Universidad Politécnica de Madrid, Campus de Montegancedo S/N

28660 Boadilla del Monte, Madrid, Spain
2 Tekniker-IK4, Av Otaola, 20, 20600 Eibar, Guipuzcoa, Spain

3 Centre for Biomedical Technology, Technical University of Madrid
Campus de Montegancedo - UPM Autopista M-40, km 38. Pozuelo de Alarcón

28223 Madrid, Spain
4 Biomedical Research Networking Center in Bioengineering

Biomaterials and Nanomedicine, Madrid, Spain
{ajimenez,dperez,mgarcia,vmaojo}@infomed.dia.fi.upm.es,

{ifernandez,fdiez,xkortazar}@tekniker.es,
{evdiego,acobo,fpozo}@gbt.tfo.upm.es

Abstract. Information and Communication Technologies has led to a biomedi-
cal data explosion. A proportional growth has been produced regarding the
amount of scientific literature, but information retrieval methods did not follow
the same pattern. By using specialized clinical search engines such as PubMed,
Medscape and Cochrane, biomedical publications has became instantly available
for clinical users. However, additional parameters, such as user context, are not
taken into account yet. Initial queries still retrieve too many results without a
relevance-based ranking. The objective of this work was to develop a new method
to enhance scientific literature searches from various sources, by including patient
information in the retrieval process. Two pathologies have been used to test the
proposed method: diabetes and arterial hypertension. Results obtained suggest
the suitability of the approach, highlighting the publications related to patient
characteristics.

Keywords: Electronic health record, Search engines, Literature retrieval, Inte-
gration, Federated search.

1 Introduction

Physicians attending daily a high number of patients hamper their availability to keep up
to date with the latest research news in their field. They frequently lack the time to locate
relevant information related to the patient Electronic Health Record (EHR). Physicians
need specific information rather than large amounts of information, however the amount
of data generated nowadays and stored both, within EHR and research literature, is
overwhelming. The more data the more challenging is to find relevant information (for
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research and training of the physician) and to integrate it with current resources. Search
engines and other Web 2.0 technologies such as RSS feeds facilitate these tasks, but
advanced methods are required to retrieve research information related to, not only a
pathology, but also a specific demographic group.

Scientific research papers regarding clinical practice deals with population groups
rather than specific patients. Physicians must generalize patient data in order to find
patient-related clinical literature. They should analyse the EHR of the patient to include
relevant keywords in the query that filter the results from several information sources.
After that, the physician reviews the scientific articles retrieved and selects the relevant
information for the patient, discarding the majority of the results. This is particularly
interesting for patients who do not respond to therapies or treatments, who need special
attention to avoid further complications. These kind of patients are those for whom
physicians need more specific research information about their disease.

In this work we present a new method, implemented by the authors, aiming to pro-
vide an advanced method to retrieve biomedical literature based on EHRs. Diabetes and
arterial hypertension are the two use cases that have been tested, within the framework
of Tratamiento 2.0, a research and development project aiming to create a generic mid-
dle ware platform that serves as the basis for the development of management services
and intelligent application for treatment for patients, especially chronic [1].

2 Background

Patient information inclusion in search queries for biomedical literature, requires tech-
niques and technologies with a high research activity. Those used to store the required
information, such as Electronic Health Records and Decision Support Systems, and
those used to extract information, such as Natural Language Processing and Federated
Searching described in this section.

Electronic Health Records (EHR), defined as electronic objects that contain data,
evaluations and information of any kind, on the status and the clinical course of one pa-
tient through the care process [2], have been a fundamental advance in clinical practice.
Electronic information can be automatically analysed and there exist research efforts to
generate knowledge from EHRs such as [3], where the data generated from care deliv-
ery and captured in the EHR systems, is used for being analysed to discover and then
inform about best practice. In [4], how to transfer knowledge from a medical record
written in a free text form into a structured format represented by the EHR is anal-
ysed. Finally, [5] is a study aiming to understand user needs as captured by their search
queries in an EHR system.

EHR are the essential infrastructure to other software elements in clinical prac-
tice such as Decision Support Systems, a kind of information systems that supports
decision-making activities [6]. Specifically, Clinical Decision Support Systems (CDSS)
are software programs that assist the physicians in the decision making process [7][8].
Some methods to integrate CDSS and EHR are: [9] and [10], systems dealing with
CDSS adaptation, to facilitate the integration of individual patients preferences and
characteristics and improve decision making.
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To retrieve further clinical information, the EBM [11] recommends physicians to for-
mulate clinical questions in terms of the problem/population, intervention, compari-
son, and outcome for searching clinical reports efficiently. These elements comprise
the PICO frame: P represents problem/population; I interventions information; C the
comparison; and finally O the outcome. The construction of this kind of query is not an
easy task as it is shown in [12]. For instance, defining P requires an exhaustive reading
of the patient EHR and the selection of the most relevant characteristics for the current
context.

Information extraction dealing with free text instead of structured data is treated with
Natural Language Processing (NLP) techniques, that have been applied to many tasks of
Biomedicine such as bio-entity recognition, protein/gene normalization, interaction, ex-
traction and many others. As there are many fields where NLP techniques can be used,
various NLP tools are available. There are domain specific tools resolving an specific
task like GoAnnotatorTool [13], but also we can find more generic and flexible NLP
tools, like Freeling [14] or GATE [15] which can be used for many tasks and domains.
The fundamental problem of NLP analysis is the fact, that a particular meaning may
be expressed using different synonymous expressions. Lexical repositories recording
meaning and lexical forms relations are frequently used in NLP techniques for inter-
preting texts. MeSH [16] or SNOMED [17] are two well known lexical repositories in
the medicine domain which can be exploited for scientific article interpretation.

Finally, heterogeneous data sources stored in different locations require distributed
or federated methods to extract information. The federated search paradigm was thus
created, evolving in response to the vast number of information resources. As defined
in [18], federated searching consists of firstly transforming a query and broadcasting it
to a group of different sources; merging the results obtained from the different asked
sources; presenting it in a unified format without duplications; and providing the option
of sorting the result set. Search engines like Sphinx [19] help in the development of this
kind of systems, indexing the information and providing a fast information retrieval.

These techniques have been used in projects such as Parallel IE for bio-medical text
mining and indexation at Merck kGaA, Darmstadt and Medline Analysis [20] at Insti-
tute for Medical Informatics and Biometry, University of Rostock, Germany for extract-
ing causal functional relations on MedLine abstracts using GATE. There are also tools
like MeSHMap [21] and MedMeSH Summarizer [22] that exploits MeSH ontology for
document indexation and summarization, respectively.

3 Patient-Based Literature Retrieval and Integration

The approach proposed in this paper aims to provide an improved method to search
biomedical literature based on patient data. Data used to identify the relevant informa-
tion for literature retrieval is collected from two sources: sensors on the patients home
described elsewhere [1] and data contained in the EHR of the patient. Both sources are
stored in the platform of the project and then feed the services explained below.

Fig. 1 presents the two main phases performed to retrieve relevant publications.
Firstly, the system should receive both data sources and locate relevant characteristics
of the patient and then looking for and integrating the most relevant publications based
on these characteristics.



Biomedical Literature Retrieval Based on Patient Information 315

Fig. 1. Patient-based literature retrieval architecture

To automatically query current biomedical literature search engines for relevant pub-
lications based on EHRs and sensor info, a web services architecture was proposed.
Three main web services were identified to cover the required functionality:

– patientCharacterictics, receiving a set of parameters from the EHR and sensors to
identify the relevant characteristics.

– federatedSearch, receiving the relevant characteristics, generates and launches quer-
ies against different data sources.

– resultAggregation, that collect, integrates and present the results to the user.

These web services are explained within the next subsections, 3.1, 3.2 and 3.3 respec-
tively.

3.1 Characteristics Extraction

The patientCharacteristics web service receives a set of parameters in XML format
from the platform of the project. This platform stores data contained in the patient’s
EHR in addition to other data resulting from the monitoring of the patient at home e.g.
certain data is needed in real time (like glucose levels before and after eating). This was
implemented using sensors within the patient environment. Fig. 2 shows the structure
of the web service which extracts the characteristics of a patient.

Two separated phases can be identified: (i) parameter processing and (ii) curation.
Within the first phase, parameters are processed to extract the relevant characteristics.
Afterwards, during the curation phase, an expert may evaluate the characteristics ex-
tracted to filter those relevant for the publication search.

Parameters from EHR or sensors are integrated into a single XML parameter list:

<patient_parameters>
<pathology>diabetes</pathology>
<parameters_list>

<parameter>
<name>age</name>
<value>62</value>

</parameter>
...

</parameters_list>
</patient_parameters>
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Fig. 2. Characteristics Extraction

For each parameter its name and its value are required. The patientCharacteristics web
service extracts the significant characteristics focused on a given pathology.

The set of parameters is not closed, the service can receive any type of parameters,
i.e. that the application will analyze only the parameters that can be treated according
to certain rules, discarding those that are not recognized.

After receiving the parameters, the web service separates among structured and non-
structured parameters. Structured data are those which have a numeric or enumerated
value (E.g.: the numeric value of the patient’s age, or the values male or female iden-
tifying the sex of the patient). Not structured data are free text and they are directly
addressed to the curation phase as characteristics of the patient.

Depending on the pathology, structured parameters are selected for its relevance. For
each disease there is a knowledge base of rules that is responsible for processing related
parameters. Thus, when the characteristics of a patient have to be extracted based on
a new disease, only the corresponding rules are required. The knowledge base of each
pathology is built based on standards of CDSSs.

Relevant data for the pathology is analysed following rules contained within the
knowledge bases, which are associated with the parameters. Those rules deal with pa-
tient stratification. Most of the rules are constructed based on expert approved thresh-
olds. Depending on parameters values, characteristics are extracted and mapped to one
or several MeSH terms.

All parameters are evaluated to extract significant characteristics related to one pa-
tient. In the curation phase, the physician (using a simple interface) may choose char-
acteristics to be used to build the search query. Relevant characteristics selected by
the physicians will be sent to the next web service for retrieving the corresponding
literature.
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3.2 Query Generation

Search federation intends to aggregate information units from heterogeneous sources,
presenting the results on a unified way, without duplicates and ordered by relevance.
This architecture enables a high scalability and stability, since adding new sources is
only a matter of new connectors configuration, and system remains working even if
some sources are down.

So the federatedSearch web service gets as input the XML characteristics generated
by patientCharacteristics service as context and a query defined by the expert, which
expresses the searching topic. In order to represent efficiently those characteristics and
the free query, the service exploits MeSH ontology combined with NLP tools, trying
to find corresponding MeSH terms both, for the characteristics and on the input free
text. The MeSH lexicon as a flexible Gazetteer on GATE tool has been integrated in
the service. In this way MeSH terms on any text are tagged, first parsing it with the
morphological module of GATE and then identifying MeSH terms with the gazetteers
module.

The characteristics are extracted from the patient EHR, so it can be considered that
the selected MeSH terms define the problem (P) of the PICO query. Intervention (I) and
outcome (O) will be completed with the identified and after selected terms on the expert
query.

Fig. 3. Query Generation and Information Retrieval

In order to get the federated search, the web service queries different information
sources. Each registered expert has associated a collection of information sources. For
each new query the expert selects a set of those sources to search. Each information
source encloses its own query format. Before searching, it is necessary to transform the
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PICO query to the each source query format. For the transformation process, regardless
of the source, the system applies always the same methodology: taking PICO query
as input, it applies an xslt based transformation. The xslt object is a source dependent
element where the source specific query syntax is considered for the final query repre-
sentation. Together with query representations, the service launches different queries,
getting one result set from each source in XML format. This procedure is graphically
represented at Fig. 3.

3.3 Integration and Presentation

The publication sets obtained from the previous web service are the input of the result-
Aggregation service. The aim of this service is to aggregate all the result sets presenting
to the expert the publications as a unique collection. The final collection should not
have duplicated items and must be sorted by relevance regardless of the source. The
web service processes the publications, tagging MeSH terms and storing both the item
itself and the tagged MeSH terms in a MySQL database in order to index the entire
collection with Sphinx and improve the efficiency of the sorting search.

Fig. 4. Information Aggregation

Once the collection is indexed, the service ranks the publications based on the initial
query using Sphinx. The result is a sorted collection based on the relevance of each
publication respect the initial query as it is shown in Fig. 4.
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4 Use Cases: Diabetes and Arterial Hypertension

Two use cases were developed to test the proposed method: (i) diabetes and (ii) arterial
hypertension. A knowledge base to analyze the parameters related with them has been
implemented to test the system. Information needed to evaluate each parameter received
by the patientCharacteristics web service is stored in different knowledge (one for each
pathology). Structured parameters were selected by experts within the project using a
focus group methodology. These parameters are shown in table. 1.

Table 1. Recognized structured data

Common parameters Diabetes specific Arterial Hypertension

age diabetic familiar hypertensive familiar
race neuropathy total cholesterol
sex basal glycemia triglycerides
body mass index gestational diabetes systolic pressure

retinopathy diastolic pressure
nephropathy HDL
cardiopathy abdominal wall size
glucose intolerance smoker
glycated hemoglobin cLDL
diabetic foot

Depending on the pathology, structured parameters are selected by its relevance. Due
to the characteristics of the diseases, there are some parameters that are common to both
and others are specific for each pathology (table. 1).

Finally, for each structured parameter, the Web Service applies several rules, ex-
tracting the related characteristic. For example, treatment of the glycated hemoglobin
(HbA1c) and related characteristics are:

– HbA1c < 6.5 : ”normal HbA1c”
– HbA1c < 7 : ”high HbA1c”
– HbA1c < 8 : ”high HbA1c AND glycemic control”
– HbA1c >= 8 : ”high HbA1c AND intensive glycemic control”

Once all the characteristics are extracted went through the curation phase, the system
constructs a searching query with the pathology, the relevant characteristics previously
gathered and the MeSH terms identified with the experts input query (with the searching
topic).

With queries close to the mentioned pathologies, the system searches on expert de-
fined sources using their corresponding connectors to obtain the most relevant publica-
tions and evidences. Nowadays, sources covered by the system are PubMed, Cochrane
and MedScape, where the most relevant publications about diabetes and hypertension
are published.

Finally, the results of each source are integrated, indexed and presented to the expert
as a unique collection as shown in the following section.
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5 Results

Characteristics are extracted according to the pathology and the parameters introduced.
From this output, the expert will select the most relevant features to be launched to the
search.

A preliminary test set of ten patient data and fifty queries were used to check the
functionality of the system. The retrieved characteristics were correct for all the cases.
The results correctly identified the 90% of the relevant papers, according to assessment
of experts of the project.

Fig. 5. Interface to select the parameters and sources of the search

As it is shown in Fig. 5, the expert can choose a more specific term for the search,
i.e. optimizing the query that will be launched against the selected sources. The expert
can also specify the number of results obtained from the query.

With the optimized query, the system accesses the different sources and aggregates
the results, filtering those fulfilling the initial requirements and finally presenting them
ordered by relevance, as it is shown on Fig. 6.

Two filters were applied to the parameters in order to extract the most relevant liter-
ature referred to a patient: (i) a transformation of the parameters into Mesh terms and
(ii) an optimization of the characteristics, using the MeSH ontology and the medical
knowledge of the expert. Through the final query and the federated search the expert
will retrieve biomedical literature based on patient data.



Biomedical Literature Retrieval Based on Patient Information 321

Fig. 6. Aggregated Results

6 Conclusions and Future Lines

In this work, a new method for search clinical literature has been proposed and imple-
mented within the framework of a research project for the personalization of treatments
and therapeutic strategies. Promising results of the system suggest that EHR-based liter-
ature retrieval may facilitate the work of physicians obtaining biomedical patient related
research publications. Since there is not any gold-standard corpus defined for evaluating
the system empirically, we have done a qualitative evaluation of it testing with real pa-
tients and experts from the Hospital Universitario de Valencia and most of the clinicians
were satisfied with the usability of the system for their daily practice.

As work in progress, extensions of services described within this paper are being
implemented: further non-structured data processing, clustering techniques to group
the results, open of generic connectors and source weighting for final ranking.

First, the service will use Natural Language Processing techniques to process non-
structured data of the patient for characteristic extraction.

Clustering techniques are being used to present results not only as a sorted collection
but also grouped by their semantic similarity, providing a more intuitive representation
for the navigation.

Regarding information sources, connector designing process is being generalized to
facilitate new source integration within the system. This service will add a weighting
functionality for sources, to adjust the final publication relevance not only based on the
initial query but also considering the relevance of the source.

The system presented in this work has proven the suitability of a patient-based liter-
ature retrieval approach. And we are confident that current extensions will improve the
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location of relevant publications for physicians, facilitating more relevant results when
searching at main biomedical literature search engines.
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Abstract. This paper outlines an alternative view on the information security
discipline. We argue that information security is, in general, viewed from a tech-
nological and means-end oriented perspective. Our approach can be seen as an
initial attempt to approach information security in a broader, more holistic, sense.
For this purpose, we approach information security from a health professional’s
perspective. An instrument, The Information Security Employee’s Evaluation
(ISEE), is presented to evaluate and discuss information security with health pro-
fessionals. The ISEE instrument consists of seven dimensions: priority, responsi-
bility, incident handling, functionality, communication, supervision and training
and education. The ISEE instrument can be used to better understand health pro-
fessional’s perception, needs and problems when dealing with information secu-
rity in practice. Following the design science approach, the ISEE instrument was
validated within a focus group of security experts and pilot tested as workshops
across five hospital departments in two medical centers. Although the ISEE in-
strument has by no means the comprehensiveness of existing security standards,
we do argue that the instrument can provide valuable insights for both practition-
ers and research communities.

Keywords: Information security, Evaluation, Human perspective.

1 Introduction

Information security is involved with guaranteeing the availability, integrity and confi-
dentiality of information [18]. In health care, correct and in-time medical information
is needed to provide high quality care. Unavailable or unreliable information can have
serious consequences for patients, such as incorrect or delayed treatment. Also, since
this type of information is uttermost sensitive, protecting the patient’s privacy is an-
other major security objective. From a health professional’s point of view, information
security aspects concern issues such as in-time access to medical information during
consultation, fast recovery during system downtime and assurance of data integrity.

1.1 Narrow and Holistic Definition

There is no clear definition of information security in the health care domain: this alone
would be sufficient for a research on its own. We see, however, two types of definitions
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most frequently. One is a narrow definition, while the is more of a holistic definition.
The narrow definition could be best defined as the protection of information against
unauthorized disclosure, modification and withholding [6]. One could argue that this
view is almost synonymous with computer security. Identity and Access management
is, for example, a discussed theme by authors who use this type of definition. Referring
to the aspects of information security, in this type of definition there seems to be a
tendency towards the confidentiality aspect, overshadowing the other two: availability
and integrity. Barber notices this tendency and states that “the issues of integrity and
availability will probably deserve more attention than the issues of confidentiality as
medical information systems became more inter-twined with clinical practice” [2].

In contrast, a holistic definition of information security could be defined in terms of
quality of care or safety of patients. If for example, information is not available at a
given time in a health care environment, would this just be solely an issue for the safety
and quality of care, or is this an issue for information security as well? To give another
example, if information in an electronic health record is altered unauthorized, would
this just be solely an issue for information security, or has this an impact on safety and
quality of health care as well? We argue that it involves both domains and thereby use
a holistic definition: information security can not be seen as a distinct discipline.

1.2 Effectiveness of Information Security?

Practitioners are most interested in the effectiveness of information security in an or-
ganization. They question (1) whether or not security controls (i.e. continuity manage-
ment) have a positive effect and (2) whether more (or less) security control are needed.

Roughly, methods to test the effectiveness of security could be divided in:

1. Compliance with Standards, Checklists and Legislation
The general idea is that, as long as an organization is compliant with a certain stan-
dard (i.e. ISO/IEC 27002 [9]), security is considered sufficient. Of course, com-
pliance is a useful method to test if certain processes of information security are
implemented. An objection, however, is clearly stated by Siponen [17]:

“[T]he fact that an organization has in place a certain security process
or security activity prescribed by the information security standards does
not imply the ultimate goal of this process (or security activity) is therefore
achieved. It does not mean the organization’s systems are secured accord-
ing to this objective.”

So in this view, for example, a process conducting end-user training, no matter the
quality, would be concerned as effective security.

2. Usage of Performance Indicators
Clearly, an indicator has more focus on the quality of a process. The COBIT control
objectives framework, for example, describes a few indicators for security, such as
the number of incidents damaging the organization’s reputation with the public and
the number of violations in segregation of duties. The discussion, however, arises
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if a complex subject as information security, can be systematically mapped down
by a few indicators.

3. Perception by the End-user
This view focuses on the perceived effectiveness of security by end-users. User-
related issues and needs are central in this view. Examples of user-related type
issues are problems with retrieving data when needed and lack of knowledge on
security procedures. Recent research subscribes the need for a more social approach
to information security [3] [16]. Part of this approach is to enlighten on the human
and cultural elements of information security [21] [7] [1] . Another part is, since the
increase in vulnerabilities and complexity to health information systems nowadays,
to involve health professionals actively within the domain of information security.

1.3 Outline of Paper

This paper takes the later approach and focuses on all aspects of medical information
security seen from a health professional’s point of view. The aim of the research is
to build an instrument to evaluate and discuss information security with health pro-
fessionals. The developed instrument, named ISEE (Information Security Employee’s
Evaluation), can be used to better understand user’s perception, needs and problems.
The paper is structured as follows. After this introduction, the second section reviews
related work. The third section describes the research approach and the development of
the ISEE instrument. Subsequently, the fourth section describes the use of ISEE. The
fifth and final section discusses contributions, limitations and future research for this
study.

2 Related Work

It is widely recognized that information security is much more than technology.
Williams [21] states that information security is not a technical problem but mostly a hu-
man one. Williams identifies poor implementation of security controls, lack of relevant
knowledge and inconsistencies between principles and practice as key issues. Williams
also states that a trusting hospital environment undermines the need for proper supervi-
sion. In a culture of trust, confidence in medical practice staff is high, resulting in little
scrutiny of Internet usage, no policy on changing passwords and unmonitored access to
clinical records. Fernando and Dawson [4] show similar findings: poor quality training
and the hospital environment are constraints on effective information security. Addition-
ally, they argue that wrongly implemented security controls can result in workarounds
such as the sharing of passwords or the usage of written clinical notes in case of systems
downtime. Security controls often take time from patient care (i.e. logging out of a sys-
tem). Health professionals are skeptic about such controls that form a constraint on their
daily work and that could, in the worse case, harm the patient. In a complex environ-
ment were sensitive information is routinely recorded, spread and used it is a challenge
to guarantee the availability, confidentiality and integrity of information. As indicated in
the introduction, most evaluation approaches of information security are technical and
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risk based. Our aim is to evaluate information security with health professionals and for
this purpose we desire a different type of evaluation. In the discipline of information
security such a comprehensive type of evaluation does not exist yet. Most existing in-
struments are prescriptive (i.e. how should end-user perform?) and focus strongly on the
confidentiality aspect. We, therefore, adapt an instrument from the health care domain.
The instrument, named the Manchester Patient Safety Framework [19] is used to dis-
cuss the physical safety of patients with health professionals. The following subsection
gives a short overview of this Patient Safety evaluation instrument.

2.1 The MaPSaF Instrument

The Manchester Patient Safety Framework (MaPSaF) is an instrument to help health
care teams assess the safety of patients. Assessment with the instrument is usually car-
ried out in workshops, led by a facilitator from a health care department. A workshop
starts by letting each health professional individually rate dimensions of the patient
safety instrument. Dimensions of this instrument are, for example, staff education and
the investigation of patient safety incidents. The dimensions are given a score according
to a maturity framework (we discuss this framework in detail in the next section). If, for
example, a nurse thinks that staff education is lacking to ‘safely’ perform her daily job,
she can fill out a low score.

Fig. 1. Evaluation sheet and manual
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A sample evaluation form and manual is given in Fig. 1. The evaluation form is the
compact version of the instrument, the manual contains an explanation of each dimen-
sion and textual illustrations for each level that a user can rate.

The Maturity Framework. MaPSAF is based on a maturity framework. This frame-
work was originally developed by Westrum [15], and was later extended by Reason [15]
and Parker and Hudson [13]. The framework identifies five levels an organization can
have: pathologic, reactive, bureaucratic, proactive and generative. Pathologic is defined
as a situation where safety practices are the barest industry minimum. There is no top
level commitment to the pursuit of safety goals. Reactive is a attitude where changes
are implemented after incidents or problems occur. Bureaucratic is a situation where
a lot is formalized, on paper, but practically a lot is failing. In contrast, proactive and
generative form complete opposite and the positive view of this situation. Table 1 shows
the MaPSaF safety framework.

Table 1. MAPSAF safety levels

Pathologic Why waste our time on safety?
Reactive We act when we have an incident.
Bureaucratic We have systems in place to manage risks.
Proactive We are alert on safety related risks.
Generative Safety is a part of everything we do.

The Dimensions. Health professionals can, as already shortly explained, rate safety
dimensions according to the maturity framework. Table 2 shows a sample of a dimen-
sion combined with this framework. Each level contains a description with examples
on what stereotypical department is like at that particular maturity.

Table 2. A dimension combined with the framework. Illustrative description are given for each
level.

Dimension Pathologic Reactive Bureaucratic Proactive Generative
Staff education Training has a low

priority. The only
training offered is
that required by
government.

Training occurs
where there have
been specific
problems and
relates almost
entirely to high
risk areas where
obvious gaps are
filled.

The training
program reflects
organizational
needs so training
is supported only
if it benefits the
organization.

There is an at-
tempt to identify
the training needs
of the organiza-
tion, and of in-
dividuals, and to
match them up.

Individuals are
empowered and
motivated to un-
dertake their own
training needs
analysis and ne-
gotiate their own
training program.

Workshop Set-up. The instrument is typically used practically in workshops. A work-
shop involves two facilitators and around six to ten participants. MaPSaF encourages
to involve a “crosscut” of a department, involving physicians, nurses, management and
supportive staff. This will stimulate discussion from different perspectives. Workshops
were conducted by a scheme. The following list shows the sequence of steps:
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1. Individual evaluation: participants fill out the evaluation individually.
2. Work in pairs: participants discuss their perceptions with other participants. They

are encouraged to explain their ratings and exchange anecdotes and personal expe-
riences.

3. Group discussion: general discussion about strength, weaknesses and differences
in perceptions.

4. Action planning: the creation of an action plan for weak safety issues.

We have adapted MaPSaF for the purpose of evaluating information security. The next
section describes what methods we followed to translate MaPSaF to information secu-
rity.

3 Development of Information Security Employee’s Evaluation
(ISEE)

To adapt MaPSaF for evaluating medical information security, we used the design sci-
ence approach [8]. The design science approach consists of two main steps, namely (1)
the development and (2) the validation of the instrument.

3.1 Literature Review

The security dimensions were initially based on a literature review. At first we identified
over 30 user-related (i.e. lack of knowledge, poor security implementation, unusable se-
curity controls, workarounds) security issues. Since it was not feasible to include each
of these issues individually in this type of evaluation, we decided to increase the level of
abstraction. We provide a list of seven dimensions: priority, responsibility, incident han-
dling, functionality of security, communication, supervision and training and education.
Table 3 provides a general overview of these dimensions. The table also shows how we
mapped various security issues from our literature study to a dimension. Though secu-
rity involves many more topics than discussed within the evaluation (i.e. network con-
trol or protection against viruses), our perspective is restricted to those security issues
that were relevant to health professionals.

3.2 Expert Review

Consequently, the dimensions were reviewed and approved by security experts from the
health care discipline. The first review round was performed in a focus group with nine
security experts. A focus group was chosen to stimulate discussion between experts. Fo-
cus groups encourage people to talk to one another, ask questions, exchange anecdotes
and comment on each others’ experiences and points of views. By these means, focus
groups are considered to have high face validity [14]. The group consisted of security
auditors, security officers and IT executives. The data collected during this session was
used to develop descriptions for each of the seven dimensions of information security,
at each of the five levels. A second interview round was performed with these experts
to revalidate these descriptions. Table 4 shows the constructed and validated instrument
(a bit abbreviated due to paper size constraints).
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Table 3. Information Security Employee’s Evaluation (ISEE) dimensions

Dimension Information security issues
Priority Lack of time [4] [11] [21], cost [21], the hos-

pital environment [4], conflicting demands [7]
and productivity [4]

Handling of incidents Lack of incident reporting and handling [11]
and response [12]

Responsibility Attitude and ignorance [21] [7], lack of aware-
ness and responsibility [11] [12], skepticism
[4], data fragmentation [4] and underestimation
of threats [11]

Functionality Usability [4] [5], Workarounds [4], poor imple-
mentation [21], inadequate systems [7] and se-
curity design [12]

Communication Communication [11], communication and feed-
back [10] and inconsistent policies and commu-
nication [7]

Supervision Audit and supervision [4], trust [21], ethics
[12], reward, punishment and hiring practices
[10]

Training and education Training shortcomings [4] [10], lack of knowl-
edge [21], capability and education [21], [11]

4 Use of the ISEE

How is ISEE perceived in a practical context? For this purpose we conducted a pilot
study at five hospital departments in two medical centers in the Netherlands. The goal
of the workshops was to test if ISEE is applicable in a practical setting. For each work-
shop the face validity and utility of the instrument were investigated. We asked the par-
ticipants if they found the evaluation useful and if they thought the scope of information
security was covered. Feasibility concerned boundary conditions such as the amount of
time. Since the instrument is not a pure measurement instrument validation was kept
qualitative. The original instrument, MaPSaF, was also constructed in this nature. We
will discuss one of these workshops in more detail below.

4.1 One Workshop Highlighted

One of the workshops was held at a Radiotherapy department. There was a total of
seven participants. See Table 5 for an overview of participants and Table 6 for the de-
scriptive statistics over the scores. The lowest scoring dimensions were Supervision
and Training and education. The highest scoring dimensions were Responsibility and
Handling of incidents. Most standard deviations of the dimensions indicate an accept-
able distribution of responses. Handling of incidents and supervision show the highest
variance. Management of the radiotherapy department was very positive on handling
of security incidents, which explains the variance. The range of scores on supervision
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Table 4. The ISEE instrument with abbreviated examples

Dimension 1: Pathologic 2: Reactive 3: Bureaucratic 4: Proactive 5: Generative
Priority: how important
is security (availability,
integrity and confidentiality
of patient information?

Risks are not rec-
ognized

After incidents
there is an in-
crease in priority

Now and then
plans are made
for improve-
ments

Plans are made
and evaluated

Employees
are involved,
security is a
management
cycle

Incident handling: is the im-
portance of reporting inci-
dents (system failure, con-
fidentiality breaches, unsafe
systems) recognized?

It is not clear
how and where
incidents should
be reported

Incidents are
handled unstruc-
tured and on
ad-hoc basis

There is a for-
mal reporting
systems, but
is not fully
implemented

Incidents are
handled swiftly.

Trend analysis
takes place to
prevent inci-
dents for future
happenings

Responsibility: who or what
is responsible for medical
information security?

Information se-
curity is not my
responsibility

Security is
something man-
agement does

Security is about
defining roles
and responsibili-
ties

Security is every-
body’s concern.

Employees know
how to enhance
security

Functionality: do systems
support security in daily
working routines?

Functionality
comes with the
systems

Temporary
solutions are
constructed

Needed sys-
tem security
functionality is
planned

Systems work
correctly and
new improve-
ments are
considered

Systems fully
support the
process of care!

Communication: how is the
communication about medi-
cal information security?

There is no pos-
sibility to discuss
concerns

Communication
is one way

Communication
is paper work

Communication
is a two-way
process

Employees are
aware and have
a questioning
attitude

Supervision: is the correct
usage of medical informa-
tion examined?

Incorrect us-
age has no
consequences

Sanction are
taken by severe
shortcomings

Most of proce-
dures are in place

Evaluation of be-
havior is done on
periodic basis

Management and
employees are
widely involved
on this topic

Training and education: do
health care professionals
know how to act?

Employees
should not be
bothered with
security

Training is done
if it is an absolute
necessity

Training is high-
lighted, but not
enforced

Employees are
encouraged to
participate

Training is part
of the day-to-day
job

Table 5. An overview of the participants and associated scores of one of the workshops

Department and participants P I R F C S T
Radiotherapy
Manager Quality Assurance 3 4 3 3 4 4 1
Manager Department 3 5 3,5 2,5 2 3 2
Physician 4 3,5 3 2 3 1 2
Head of Laboratory 3,5 3,5 3 3 2 3 2,5
Laboratory worker 2 3 4 2 4 2 2
Laboratory worker 3 2 2,5 3,5 2,5 3 2
Front Office / secretary 4 3 4 3 3 2 2
P=priority, I=incident handling R=responsibility, F=functionality,
C=communication, S=supervision, T=training and education
1=pathologic, 2=reactive, 3=bureaucratic, 4=proactive, 5=generative

is also broad. Management was also more positive towards this dimension then direct
health care workers. The difference in perception brought to light that access control
mechanism were not fully implemented.

Most participants prioritize the availability and sharing of information. This may
have consequences on the confidentiality aspects. Most participants agreed that more
awareness on confidentiality of patient information is desirable. Some even came up
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Table 6. Workshop at a radiotherapy department (statistics are based on seven participants)

INSTR. Dimensions Mean (1-5) Std Range (1-5) Floor (x) Ceiling (x)

Priority 3,21 0,69 2-4 0 0
Handling of incidents 3,42 0,93 2-5 0 1
Responsibility 3,29 0,57 2,5-4 0 0
Functionality 2,71 0,57 2-3,5 0 0
Communication 2,93 0,84 2-4 0 0
Supervision 2,57 0,98 1-4 1 0
Training and education 1,93 0,45 1-2,5 1 0

with a proposal, such as introducing privacy concerns to new employees or to make
‘confidentiality and electronic medical records’ a recurrent theme. The discussion also
brought forward that many security issues (such as automatic logging out of systems)
can be easily implemented. However, a reactive attitude causes that this does not hap-
pen. As one participants stated: “things should go wrong, before something eventually
happens”.

Furthermore, a variety of contemporary issues were discussed. Amongst these were:

– Unavailability of patient’s status information.
– Slow security incident handling according to some health care workers.
– Poor integration with another system which made it impossible to write down med-

ical information.
– The transition towards electronic medical records systems made that information

was scattered (partly digital and partly on paper).

Based on these differences between experiences regarding the supervision and func-
tionality dimensions the department created an action plan. Participants considered the
workshop useful to discuss information security. Most participants encouraged the mul-
tidisciplinary setup to discuss different perceptions on information security.

5 Contributions, Limitations and Future Research

Health professionals are the first in line to experience disturbances with the availability
and integrity of medical information. Furthermore, concerning the confidentiality of
information, they play an important role in the protection of such information. Based
on the MaPSaF instrument, that discusses the safety of patients, we constructed the
Information Security Employee’s Evaluation (ISEE) to evaluate information security
with health professionals.

Overall, the pilot study showed that ISEE is useful to:

– Discuss medical information security within a hospital department.
– Identify and discuss weak and strong points.
– Discuss different perceptions on information security between employees.
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A workshop can best be held at one single department (i.e. an outpatient clinic or nurs-
ing department). At one workshop two departments participated. Some security issues
that were problematic at one department (availability of electronic nursing records)
were never heard of at the other department. It was interesting to see such differences
between departments. It is, however, hard to discuss and identify single points for im-
provements with such diverse groups. We, therefore, recommend using the evaluation
within a single department.

The multidisciplinary set-up of participants highlighted various perceptions on infor-
mation security. For instance, at one workshop management indicated that they had a
very positive view on incident handling. Further discussion however, showed that staff
had no idea how to report problems, and even when they did, they were not pleased
with the department’s solving skills. At another workshop the multidisciplinary set-up
even took care of some quick fixes: A physician indicated that during night shift, mag-
netic resonance information about patients was not available. An employee of the IT
supportive staff argued that this was an unknown issue, yet provided a quick solution.

Reflecting on all five workshops of the pilot study, we found that the dimensions
priority and responsibility show the least amount of variance and range of scores. These
dimensions, since they relate to attitude, might suffer social desirability bias. Floor
effects occurred most frequently at the dimensions functionality and supervision. A
majority of these low scores was explained by the participants. Ceiling scores were only
given by management staff. Overall, management gave relatively higher scores than
direct health care workers which might indicate a too optimistic view by management.

For future purposes, it might be interesting to further develop the instrument and
apply it as a measurement instrument in a survey-format. Dimensions can be further
defined with specific characteristics. To give an example, the dimension training and
education could be further defined on the issues ‘knowledge of privacy legislation’,
‘knowledge of information security’ and ‘knowledge on how to use security controls’.
Such refinement makes the instrument more applicable for actual measurement within a
hospital environment. Further work, then, will be needed to address these characteristics
specifically. Also, such a measurement instrument, gives opportunities to examine in
greater depth the instrument’s psychometric properties including measures of internal
consistency, reliability and construct validity.

This research has shown that the ISEE instrument can effectively assist health pro-
fessionals in their efforts to improve information security within their hospital depart-
ments. The ISEE instrument has by no means the comprehensiveness and completeness
of existing standards or other security checklists. We do, however, argue that the instru-
ment and the human perspective can provide additional insights. Implementing secure
systems does involve health care workers, both in respect of functional security controls
as in human characteristics such as awareness, responsibility and knowledge.
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Abstract. Peer communication is a vital component of the knowledge translation
process for healthcare practitioners, and emerging web 2.0 tools are
providing virtual venues to facilitate this communication. Using social network
analysis methods this paper will attempt to explore the communication patterns
that emerge out of the Pediatric Pain Mailing List. The analysis will assess the
overall health of the communication network, identify users and subjects of inter-
est, and it will isolate potential subgroups that exist within the community. These
results will be presented to the user using the VECoN system, developed as part
of this project to present the structure of communication networks graphically to
the user through the use of social network analysis methods.

Keywords: Social network analysis, Data visualization, Knowledge translation,
Web 2.0.

1 Introduction

Experiential healthcare knowledge manifests in a variety of modalities: clinical case
studies, problem-based discussions between clinicians, experience-based insights, di-
agnostic heuristics et cetera. This knowledge accounts for the intrinsic experiential
know-how, insights, judgements and problem-solving strategies of healthcare practi-
tioners. Such knowledge is not ‘published’ as evidence-based, yet it holds vital insights
into solving atypical clinical problems. The key issues related to experiential healthcare
knowledge are: (a) how to formulate a community of healthcare practitioners; (b) how
to explicate and share their experiential healthcare knowledge; and (c) how to put value
on experiential healthcare knowledge, especially for clinical decision making, since it
is not systematically evaluated in the same manner as evidence-based studies.

In the realm of Web 2.0, the emergence of Medicine/Health 2.0 presents ‘virtual’
community-driven environments to create and share healthcare knowledge. The key
idea is that the community creates and validates experiential knowledge in an organic
manner, and applies it to provide feedback to its effectiveness. Web 2.0 based knowl-
edge sharing mediums include online discussion forums, email-based mailing lists, web
blogs, et cetera. Through these mediums, healthcare practitioners are able to articulate
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Fig. 1. Depiction of the experiential knowledge sharing framework and how SNA can leverage
the knowledge sharing to inform knowledge creation

and share clinical, operational and even psycho-social experiences, along with insights
and know-how about particular healthcare topics. The efficacy of this approach is that
healthcare practitioners, originating from different backgrounds and expertise levels,
can engage, collaborate and share their experiential knowledge for the benefit of the
entire community.

Given the virtual nature of the community it is of interest to get insights about the
knowledge sharing dynamics (active participants, key contributors of knowledge, topics
of interest, influential members, et cetera) of the virtual community, as it helps to put a
value on the knowledge created and shared there. We argue that a study of the commu-
nity’s communication patterns and of the knowledge content being shared can provide
insights into experiential knowledge sharing dynamics of a specialized healthcare prac-
titioner community. Social Network Analysis (SNA) allows us to analyze the commu-
nication networks within a socially-connected community (such as an online healthcare
practitioner community) and highlight the key actors, interest groups, sub-networks,
content seekers and experts, collaboration opportunities, communication barriers, and
other network attributes. SNA focuses on analyzing the attributes that arise out of the
structural properties of a social network, rather than the properties of the actors them-
selves, providing an overview of the community and how people communicate within
it.

In order to make the results of the SNA useful to the PPML community at large, a
visualization tool has been developed to allow the members to visually navigate the net-
work and explore both the conversations on the mailing list and the social connections
that have arisen out of it. VECoN (Visual Exploration of Communication Networks) is
a tool that provides the means to visualize the social aspects of the network, along with
functions to navigate to individual threads on the mailing list. A beta release of VECoN
has been produced as a proof of concept of how we can provide further insights into the
different uses of Web 2.0 technologies in healthcare.

2 Experiential Healthcare Knowledge Sharing Framework

From a health knowledge management perspective, an online mailing list or discus-
sion forum provides a collaborative learning environment in which domain experts can
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disseminate their wealth of knowledge and experience, and junior health practitioners
can learn by leveraging the explicated experiential knowledge. This brings into relief an
experiential knowledge sharing framework (figure 1) that allows a community of health-
care practitioners to interact and collaborate to create and share experiential knowledge,
while organizing the knowledge in terms of domain specific topics. Each topic is pursed
by a group of practitioners who interact through online tools, such as email or discus-
sion forums. The discussion around a topic can be organized in terms of a ‘discussion
thread’: a series of emails/posts by healthcare practitioners around a specific topic. Us-
ing this framework analysis of emergent social networks within the community can
be performed (where the social network depicts the collaboration/communication dy-
namics of the community) and analysis of the content of the discussions can be done
through the use of intelligent text analytics and text/knowledge creation methods. It
is anticipated that subsequent SNA of the knowledge sharing behaviour of the virtual
community will provide useful insights into the patterns of knowledge flow amongst
healthcare practitioners. The resultant social network will provide an objective measure
of the effectiveness of the online knowledge sharing medium to support collaborative
learning.

The objective of the SNA is to provide meaningful insight into the flow of commu-
nication within the network. This will be provided at both the micro and macro level.
Centrality measures provide insight into the roles individuals play within the network,
and will help identify content experts, those members that are actively communicating
with their peers and facilitating knowledge transfer. Clique and structural equivalence
analysis is performed at the macro level, identifying subgroups of actors that are tightly
connected. The presence of subgroups may represent particular sub-topics of interest,
or groups of clinicians that are not fully communicating with the rest of the network.

The social network analysis and visualization framework is outlined in figure 2. The
following sections will outlined the process in detail.

3 Background

3.1 Social Network Analysis

Social Network Analysis (SNA) is the analysis of the relations between actors, i.e. un-
derstanding the underlying social structure of a community of practice. SNA utilizes the
principles of graph theory from the world of mathematics to represent communication
networks in terms of actors (nodes) and ties between actors (edges) [17,8]. Traditional
statistical analysis focuses on actors as independent units, and analyzes them in terms
of their personal attributes. SNA instead focuses on the structures that emerge out of
the relations between actors, and not on the actors themselves.

Important to this project is the notion of one- and two-mode networks. In one-mode
networks the nodes in the network are homogeneous, i.e., they all belong to the same
class. This is the traditional network layout, in which nodes represent people and ties
represent some sort of social construct that connects them: friendship, advice, work, et
cetera. Two-mode networks contain two different classes of network, and ties exist only
from one mode to another. These most commonly occur when one set of nodes repre-
sents people, and the second set represents events, and ties go strictly from one mode
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Fig. 2. SNA and visualization process. The network information is extracted from the PPML
database, where it is processed to produce the network. The network is used to general social
networking information, which is incorporated with the network to produce the VECoN system.

to another (indicating that a person has attended an event). This person-event design is
called an affiliation network, and is the structure of the VECoN system. The network
represented in this project presents healthcare practitioners and discussion topics as two
independent classes of nodes, and the ties from a practitioner to a topic indicates that
that user has communicated on the connected topic.

Because the majority of SNA methods involve one-mode networks, a common com-
ponent of two-mode network analysis is to transform the data into two one-mode net-
works. The first network, referred to as the actor network, is created from the users
in the network, and a tie is created between them if they both communicate on the
same thread. The second network, referred to as the thread network, is created from
the threads, and a tie is created between two threads if the same user communicated on
both of them. It is preferable to analyze the two-mode network when possible, as some
information is lost in the transformation, but due to the existing body of literature for
SNA it is necessary to perform some analysis on the one-mode networks.

This paper will begin by analyzing the network at the micro level, using centrality
measures to identify the active members and threads in the network. It will then move
on to identifying potential subgroups of actors within the network using blockmodeling.

Centrality. The goal of centrality analysis is to recognize the most important actors in
the network; those actors that are at the centre of the action in terms of communication
between individuals. Three different centrality statistics are going to be presented; the
actors identified through these measures occupy key roles in the network, and will be
considered content experts.

Degree centrality is the simplest of the centrality measures, calculating the number
of ties one node has to the others. For the two-mode network this is the number of
threads each actor communicates on or the number of users communicating on a specific
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thread. For the one-mode networks it represents the number of other actors a user has
communicated with, or the number of threads one thread is connected to through shared
users.

Closeness Centrality extends the idea of degree centrality beyond one step. Close-
ness centrality considers an actor central to the network if they can reach all the other
nodes in the network in as few steps as possible. The calculation of closeness centrality
differs little between one and two mode networks. If two actors are one-step away in
the one mode network, they are necessarily two steps away in the two-mode network.
Likewise, if two actors in the one-mode network share a common partner, then each of
them must have shared a thread with that actor in the two-mode network. Though the
normalization is different [3] the general ranking is the same. As such only one-mode
closeness will be presented.

Betweenness Centrality deems nodes central if they are hubs of information. Where
closeness deems a node central if it can quickly reach other nodes, betweenness deems
a node central if it is used as a path between other nodes. A node has a high betweenness
score if it falls in the shortest path between many other pairs of nodes. High betweenness
scores can indicate that a specific user or thread is acting as a bridge of information,
requiring others to communicate through that node. Low betweenness scores indicate
that knowledge can flow freely through the network without depending on a specific
user or thread. As with closeness centrality betweenness centrality does not significantly
differ between one and two mode networks [3].

The next step in the SNA is to try and isolate potential subgroups within the network.
With a topic as large as pediatric pain there may be evidence of subgroups in which
actors are more active around a certain topic of interest. If the network were broken into
groups, one would expect a lot of communication within groups, and relatively little
communication between groups.

Blockmodeling. A blockmodel is a partitioning of the network into exclusive, non-
overlapping groups, such that most communications are within groups rather than be-
tween them. This project uses structural equivalence blockmodeling for the 1-mode
networks, and generalized blockmodeling for the 2-mode network.

Formally, two nodes are structurally equivalent (SE) if they have the same ties to all
other nodes in the network. If two nodes are SE then one can replace the other without
interfering with the flow of information. In reality true SE is rare, so approximate SE
needs to be measured. There are many different methods used for approximating struc-
tural equivalence, but for this project Hamming distance was selected . The Hamming
distance between two nodes is the number of ties that would have to have to change in
order for the nodes to be SE.

Regardless of which SE measure is used, a SE matrix is developed, which records the
SE between all the actors or threads. This matrix is used to group similar nodes using a
hierarchical clustering algorithm. The result is a binary tree, or dendogram, depicting a
hierarchical ranking of similarities, as in figures 6(a) and 6(b). Cutting the tree off at a
particular level results in partitions being created from the clusterings. The red blocks in
figures 6(a) and 6(b) represent the cutpoint at which the clusters are created. Assigning
the actors to these groups creates the blockmodel.
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Structural equivalence blockmodeling is sufficient for 1-mode networks, but gener-
alized blockmodeling [4] is the method of choice for two-mode networks. The general
idea is to partition the rows and the columns of the matrix into groups such that the
groups are as pure as possible (either all connected or all disconnected). Generalized
blockmodeling is performed using a local optimization procedure, details of which can
be found in [4,18].

3.2 Network Visualization

The visualization of networks is a key component of SNA, and as such there is a rich
literature base describing methods of presenting networks visually. Linton Freeman [5]
documents the history of social network visualization from a sociological perspective,
including theories on node layout (both information-based and algorithmic theories)
along with the use of colour, size and shape to encode network information. There
are many current tools for analytic network visualization, including UCINet [2] and an
extension for the R statistical language called statnet [7].

Previous work on social network visualization has also been directed towards net-
work navigation. Examples include ContactMap [14] for identifying community groups
within email contacts, PieSpy [13], which provides a real-time visualization of social
networks for Internet Relay Chat (IRC) members, and Vizster [9], a tool for exploring
the Friendster (www.friendster.com) social networking site. These tools are all designed
for 1-mode networks, for example, the nodes in the Vizster program all represent users
of Friendster, and the ties represent friendship links between them. In contrast, this
project is visualizing a 2-mode network, where the first class of nodes represent mail-
ing list members and the second represents threads, and the links between a node and a
thread indicate that a certain list member has communicated on that thread.

The software being used to implement this project is the prefuse toolkit in Java
[10]. Prefuse was chosen because it provides a full Java library, and previous imple-
mentations of prefuse, including the Vizster program, have proven successful.

4 VECoN System

4.1 Visualization

The purpose of the visualization is to first provide a tool for visually exploring social
networks, and secondly to provide some insight into the underlying social structure of
the network. This section will outline the graph-theoretic layout decisions for the net-
work and the visualization tools implemented to help the exploration of the mailing list.

Graph Structure. The network is laid out using a force-directed layout, in which the
nodes repel one another and the edges act as “springs” that hold the nodes together.
Because of this spring effect, the layout is also sometimes referred to as a “spring em-
bedding” algorithm. Prefuse implements the Barnes-Hut algorithm [1] which allows
for real time calculation of spring-embedding forces. The algorithm is an iterative pro-
cess, and following the lead of Vizster, this project chooses to not limit the number
of iterations of the algorithm, resulting in a visualization in which the nodes migrate to
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their optimal positions but continue to move subtly. The effect is “a living or ‘breathing’
feel, connoting social energy or playfulness.”[9].

Two changes that need to be made to the spring embedding algorithm are i) an adap-
tation to two-mode networks, and ii) dealing with the problem of components (discon-
nected sections of the graph). The two-mode issue is addressed by Krempel [12], in
which he suggests fixing the second mode and allowing the first mode to vary. To this
end, the algorithm will be adjusted slightly: the first step is to disperse the threads evenly
around the space, and then allow the actors to move according to the spring embedding
algorithm. This method has proven to be effective, but a more formal evaluation of its
efficiency is required.

The issue of components is addressed in Kamada and Kawai’s seminal work on force
directed layouts [11]. The solution is to partition the space according to the number of
components in the graph, with each graph being allocated space proportional to its
size (number of nodes). The forces are then calculated only on the nodes within the
component. This means that components do not effect each other in terms of layout,
and avoids the “drift” that is caused when disconnected components continue to push
each other away (see figure 72 in [6]).

The colouring of the nodes is defined by their mode: blue indicates actors and red
indicates threads. Following Vizster’s lead, nodes and their neighbours are highlighted
when the mouse hovers over them: when hovering over an actor that actor’s threads are
highlighted, and conversely when hovering over a thread the actors that communicated
on that thread are highlighted. The highlighting is done by increasing the saturation of
the colour (see figure 3).

Exploration. The visualization provides several different exploration methods, which
will each be described in detail. The objective of each of the tools is to provide a differ-
ent way of exploring the mailing list to retrieve pertinent messages.

Hover Over As mentioned before, the visualization implements a hover-over fea-
ture. When the mouse hovers over a node, that node becomes fixed, and it and its neigh-
bours are “highlighted”. A node is highlighted by increasing the saturation. Figure 3
demonstrates the difference between the regular and highlighted nodes.

Along with changing the representation of the nodes, the hover-over feature presents
additional information about the node/edge in question. For actors it presents the actor’s
name in the top-right corner of the visualization, and for threads it presents the thread’s
subject line (see figure 7). The node names were left out to avoid cluttering the visual-
ization: current node labels are numerical identifiers, provided in order to differentiate
between them.

On the right side of the visualization is the control bar, where users can manage
their search features and control the factors that effect the spring embedding. At the
bottom of the control bar is a text box that presents the detailed content of the selected
node. For actors a list of the threads they have communicated on is presented, and
for threads the conversation is presented. When an edge is selected then that specific
message is presented. The objective is to allow the user to quickly browse through the
conversations, and upon finding the desired message to explore it in more detail. Future
work will pursue connecting the visualization directly to the online discussion forum,
but as the forum is not yet developed this feature is not implemented.
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(a) Regular. (b) Highlighted. (c) Focus Node.

Fig. 3. Highlighting is achieved by increasing the saturation from 25 to 50. A focus node is
activated by clicking it, at which point it doubles in size.

Point and Click. The objective of the point and click option is to allow the user
to explore a particular node in more detail. When a node is clicked it doubles in size,
and the text associated with it becomes fixed. The user can then adjust the temporal
filter to see where that node fits within the filtered data. While the node is in focus (i.e.
while its size is doubled) the text stays static, though the rest of the highlighting effects
associated with hovering remain. A second click on the node reduces it back to normal
size and allows the text to change freely. Figure 3 demonstrates what a focus node looks
like.

Temporal Filtering. Adding a temporal filter provides a way to reduce the volume of
information being presented. The temporal filtering is accomplished using a horizontal
scroll bar, located within the control panel. The user can manipulate the lower-end or
upper-end of the bar to adjust the visualization, or can set the bar to a specific window
width and slide the window itself. When the mouse is released the graph is re-drawn with
only those messages that are within the window presented. The user can also manipulate
the dates manually by typing dates into the two date boxes that are below the bar.

When the visualization is adjusted, only those nodes that are connected to each other
are presented, reducing clutter by removing obsolete nodes. There is still a potential for
isolates in the filtered network, however. If an actor participates in a thread, but that
contribution is not made during the window, then the edge will be removed but the actor
will remain in the network, and that contribution will still be presented in the hover-over
effect. Future work should explore how to incorporate the disconnected user into the
force-directed layout, but for now the user is assigned a separate segment of the space.

5 Methods

5.1 Data

This project will use the archives of the Pediatric Pain Mailing List (PPML), provided
to the VECoN project by the administrators of the mailing list. There are over 13,000
messages in the PPML archives, dating back to 1991; for this project a sample of the
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messages from 2007 and 2008 was used (1096 messages). The sample has been parsed
from simple ASCII text files and the messages have been written into a MySQL database.
Along with sender, subject and date information about each message, a thread num-
ber has been assigned to indicate which messages combine to form conversations. The
threads and senders will be used as nodes in the network, with ties between them in-
dicating that a sender has communicated on a particular thread. Currently the PPML
administrators are in the process of transferring the archives of the mailing list to an on-
line discussion forum. Once this forum is active the VECoN system will be connected
to it.

There are 270 individual users in the network, communicating on 353 threads. Many
of these users/threads are isolates in the network, only sending one or two messages
that were not responded to. Many SNA methods require a connected network, therefore
those users that did not connect with the main body of the network and those threads
that did not receive a reply are removed from the analysis. The result is a network with
1051 messages from 232 users in 304 threads.

The data were analyzed with R 2.12.2 [15] using the statnet [7] and blockmodeling
[19] libraries.

Social Network Visualization. Beyond simple network exploration the tool provides
functions to explore the SNA dimensions of the PPML. Within the control panel there
are buttons to toggle centrality indicators and blockmodeling. When activated the cen-
trality indicators redefine the actor and thread nodes in the network, setting the node
size relative to that node’s degree. Currently only degree centrality is implemented, but
all three centrality measures will eventually be added.

The visualization also attempts to present the blockmodels to the user. For the 1-
mode methods, it is left to the user to decide how many blocks to assign to the network,
presenting the blocks as “blobs” surrounding the component members. When activated
the blobs modify the spring embedding algorithm to increase tensions within the blobs
and decrease tension outside them, resulting in tighter groups of block members. Cur-
rently the 2-mode clustering has not been implemented in VECoN, due to the challenges
of creating clusters of different sizes in real time.

6 Results

6.1 SNA

The SNA will be broken into three sections: a micro-level analysis of the actors and
threads individually, then a macro-level analysis of the blockmodels.

Micro Level Actor Analysis. Table 1(a) lists the actors with the highest degrees in the
two-mode network, and table 1(b) lists the same for the one-mode network.

With a maximum normalized degree of 0.181 in the two-mode network no single ac-
tor is participating in many threads, indicating that conversations are occurring between
different users. A normalized degree of 0.368 in the one-mode network demonstrates
a slightly higher level of connectivity between users. Though there is not a single user
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Table 1. Centrality measures calculated for the actors in the PPML network

(a) Actors with the highest
degree centrality in the two-
mode network.
Actor Degree NormDegree
121 42 0.1810
167 41 0.1767
066 36 0.1552
055 35 0.1509
170 31 0.1336

(b) Actors with the highest
degree centrality in the one-
mode network.
Actor Degree NormDegree
167 85 0.3680
128 66 0.2857
066 65 0.2814
170 63 0.2727
055 58 0.2511

(c) Closeness
scores for the
Actor network.
Actor Closeness

167 0.5938
128 0.5607
066 0.5553
055 0.5474
170 0.5461

(d) Betweenness
scores for the actor
network.
Actor Betweenness

167 0.119
066 0.088
170 0.070
128 0.070
179 0.061

present in all conversations, the users are well connected to one another. The histograms
in figure 4(a) confirm these findings; the majority of actors in both the two-mode net-
work have low degree measures, while they are slightly higher in the 1-mode network.

Table 1(c) lists the highest closeness scores in the network. With a max closeness
of 0.594 the network seems to have a very high closeness measure. This means that
it is easy to get from any node to any other node. These findings are confirmed in the
histograms in figure 4(b). This histogram seems to follow a normal distribution, centred
at 0.414 with a standard deviation of 0.061, meaning that 97.5% of the members of the
network have a closeness centrality greater than 0.292.

Table 1(d) lists the highest betweenness scores from the network. The low maximum
betweenness of 0.119 indicates that the network does not depend on any particular actor
to facilitate communication. The histogram in figure 4(c) confirms that finding, with the
majority of users having low betweenness.

Overall, the centrality scores for the users indicate a healthy and active knowledge
sharing network. Low degree centralities mean that there is not a single user, or a set
of users, that are required to initiate conversation. High closeness scores mean that it
is easy to connect one user to another, either through a thread they have both commu-
nicated on, or a short series of “mutual friends”; this is key to facilitating knowledge
transfer, allowing users to connect directly to the source of experiential knowledge in as
few steps as possible. Low betweenness scores compound this finding by demonstrating
that, when trying to connect with someone through a series of users, there are always
multiple paths available, without the need to always communicate through a single user.
These results combine to describe a knowledge sharing network that has a large number
of healthy communicators and an active user base.
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Fig. 4. Distribution of centrality scores for the actors in the PPML network

Though the centrality results do not demonstrate the presence of any dominant users,
it is noteworthy that the same actors appear at the top of all the centrality measures.
Table 2 lists the top ranked actors for each of the centrality measures, and the same
set actors appear in each list. If further investigation into the content of the mailing list
were required, these actors should be the first to be contacted, as they seem to be the
most active and most important to the communication network.

Micro Level Thread Analysis. Tables 3(a) and 3(b) list the highest degrees in the
two-mode and one-mode networks respectively.

The degree centrality analysis of the 2-mode network reveals that there are not any
dominant threads. A maximum normalized degree of 0.076 in the two-mode network
indicates that there is not one subject that everyone commented on. The one-mode



346 S.A. Stewart and S.S.R. Abidi

Table 2. The ranking of actors provided by each of the three centrality measures

Degree Degree.2M Closeness Betweenness
167 121 167 167
128 167 128 066
066 066 066 170
170 055 055 128
055 170 170 179
056 035 121 121
121 148 042 035
184 179 184 184
020 184 035 020
179 020 056 056
035 128 020 055
042 224 045 266
254 102 077 015
045 146 179 224
077 015 015 096

Table 3. Centrality measures for the threads in the PPML network

(a) Threads with the highest
degree centrality in the two-
mode network.
thread Degree NormDegree
T090 24 0.0764
T091 22 0.0701
T218 19 0.0605
T293 19 0.0605
T247 15 0.0478

(b) Threads with the highest
degree centrality in the one-
mode network.
Thread Degree NormDegree
T037 108 0.3450
T090 105 0.3355
T248 99 0.3163
T170 98 0.3131
T017 94 0.3003

(c) Closeness
scores for the
threads in the
PPML network.
Thread Closeness

T248 0.5712
T090 0.5670
T037 0.5660
T017 0.5619
T293 0.5511

(d) Betweenness
scores for the threads
in the PPML network.
Thread Betweenness

T090 0.0815
T293 0.0639
T248 0.0453
T328 0.0429
T017 0.0384

network is more centralized, with a max normalized degree of 0.345. This means that
the most popular thread is only one step removed from 34.5% of the other threads. The
histograms in figure 5 indicate that the majority of threads have fewer than 10 com-
ments, but that they are more connected than the actors are.
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Fig. 5. Distribution of thread degrees for the PPML data. The histograms indicate that threads
usually received fewer than 10 comments, but that the threads are highly connected.

Tables 3(c) and 3(d) present the closeness and betweenness scores for the threads,
and confirm the results of the actor measures: that the network is tightly connected,
without a single thread dominating the flow of knowledge.

The thread centrality measures confirm many of the findings from the actor-level
analysis. There is not a single thread that dominates the network, and threads seem to
be well connected, without one single thread dominating the flow of information. One
noticeable difference is the distribution of one-mode degrees, indicating that the thread
network is a slightly more connected network.
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(a) 1-Mode Actor Clusters.
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Hierarchical Clustering of the Thread Network

(b) 1-Mode Thread Clusters.

Fig. 6. Hierarchical clustering of the actors and threads using structural equivalence. The red
blocks indicate the points at which the tree is cut to create the blockmodel.

Macro Level Analysis. A blockmodel was developed for each of the 1-mode networks
using structural equivalence, as shown in figures 6(a) and 6(b) for actors and threads
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respectively. These blocks produce image matrices, that report the density of commu-
nication in each of the blocks. The image matrices for the actors and threads are in
tables 4(a) and 4(b) respectively. For both of the block models, the algorithm identified

Table 4. Image matrices depicting the communication densities between blocks in the 1-mode
actor and thread blockmodels

(a) Actor Image Matrix.

B1 B2 B3
B1(n=188) 0.03493 0.09796 0.07128
B2(n=24) 0.09796 0.67754 0.13958
B3(n=20) 0.07128 0.13958 1.00000

(b) Thread Image Matrix.

T1 T2 T3 T4 T5
T1(n=213) 0.040 0.039 0.046 0.067 0.047
T2(n=28) 0.039 1.000 0.138 0.084 0.114
T3(n=20) 0.046 0.138 1.000 0.154 0.287
T4(n=23) 0.067 0.084 0.154 1.000 0.187
T5(n=30) 0.047 0.114 0.287 0.187 1.000

a large, disconnected block of nodes, and then smaller, denser blocks. For the actors it
identified a fully connected clique in block 3, and a well connected group in block 2,
and for the threads it identified four perfectly connected cliques, and then a large group
of less connected nodes. Note as well that there is some communication between thread
blocks, with densities at or above 0.1.

Moving to generalized blockmodeling can provide much more insight into the net-
work by working directly with the two-mode data. Using the blocks found with the
1-mode method, the generalized block model will permute the blocks until it finds the
best partitioning of the network such that the blocks are as pure as possible: densities
of either 1 or 0. The resulting image matrix in is table 5(a), along with the block sizes.
Once again the algorithm has identified a large, sparse block, and several smaller, more
active blocks. The interaction between the blocks is much more interesting. Looking at
number of messages (table 5(b)) per block, the second actor block, block 2, has a lot of
communication with thread blocks 2 and 5 but little communication with thread-blocks
3 and 4. The third actor block is most active with the fourth thread block, rather than
the other three small thread blocks.

Table 5. The communication densities and number of messages within the generalized blocks

(a) Image Matrix.

1(n=193) 2(n=16) 3(n=23)
T1(n=193) 0.006 0.035 0.004
T2(n=17) 0.017 0.287 0.046
T3(n=45) 0.004 0.000 0.048
T4(n=20) 0.017 0.056 0.139
T5(n=39) 0.009 0.144 0.011

(b) Number of Messages.

1(n=193) 2(n=16) 3(n=23)
T1(n=193) 217 108 18
T2(n=17) 56 78 18
T3(n=45) 34 0 50
T4(n=20) 64 18 64
T5(n=39) 65 90 10
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6.2 Visualization

Figure 7 is a picture of the VECoN system. The left pane contains the network visu-
alization, and the right pane contains the spring-embedding controls, the filter controls
and the message pane where the contents of the threads or the participating threads are
presented.

Fig. 7. The PPML visualization. Note that the current network is restricted to messages between
2007-01-02 and 2007-03-21.

7 Discussion

The SNA provided some useful insight into the communication patterns within the net-
work, but further analysis is required to fully flush out what the results mean in the
scope of the project.

7.1 Isolates

Formally, an isolate is a node in the network that does not connect to any other node.
Expanding the definition to account for the structure of 2-mode networks, isolates in this
context are actors or threads that are not connected to the main body of the network.
There are 38 users and 39 threads that did not connect to the main body of the network.
Reviewing the subject-lines of these threads, many of them were ignored because they
were not pertinent discussion subjects: spam/incorrect administrative emails or job and
conference announcements. Ignoring those non-pertinent messages there are 17 users
who posted legitimate content to the mailing list and got no reply, and 16 threads that
received no response.

It is imperative to the health of a mailing list that new users receive responses to
their questions. The results of the isolate analysis are positive; evidence that knowledge
seeking queries are being answered the majority of the time. Moving forward it is vital
that the PPML continues to be an active community by incorporating new members and
responding to their queries.
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7.2 Centrality

The centrality analysis has indicated that there is not a central user or set of users that
control the communications on the network. For each of the four measurements the
highest scoring actors do not have disproportionately high normalized values, indicat-
ing that there is not one actor that communicates on every thread, or connects disparate
groups of actors. Though the low degree centrality scores could be interpreted as mem-
bers being inactive, a more reasonable interpretation is that there are many messages on
the mailing list that are spawning conversations between different actors. This is a very
promising result moving forward.

The thread-centrality measures have similar findings. In the 2-mode network there is
not a single thread that has received the bulk of the attention, indicating that knowledge
is being shared on a wide variety of threads. The 1-mode network has a higher degree
than the actor network, indicating a more tightly knit group: it is easier to get from one
thread, through it’s authors, to another thread in the network. Tightly coupled networks
allow knowledge to flow more freely, which is also confirmed by the high closeness and
low betweenness scores for the events.

Detecting content experts or knowledge sharing activities strictly using graph-theor-
etic principles such as centrality analysis poses problems. If someone contributes to
the list by asking many questions, without providing answers, they are recognized as
central users, but should not be considered content experts. In order to improve the
prediction of content experts it is necessary to extract the underlying semantics of the
messages being communicated. Previous work, [16], has worked on extracting semantic
representations of the messages, and incorporating this information into the SNA could
help differentiate the content experts from the “question askers.”

7.3 Blockmodeling

The blockmodeling has provided a valuable clustering of the nodes in the network. The
1-mode blockmodels potentially isolated interesting groups of actors/events, separating
the active users/threads from the inactive. The one-mode partitions were most valuable,
however, in informing the 2-mode clustering, which took the 1-mode clusters and cre-
ated a generalized blockmodel that split the users into three groups and the threads into
five. For each mode a large cluster of less-active users was created, but the interactions
between the smaller groups is what is of more interest. There are strong interactions in
the second row block and the second column block (the (2,2) block), as well as in the
(2,5) block and the (3,4) block. It’s also of note that the (2,3) block is completely empty.

The next steps should be to explore these blocks: what is it about these users and
these subjects that is causing such a clustering? Surveys of the users should be con-
ducted so that user attributes can be incorporated into the clusters, and the semantic
representations of the messages could provide valuable information about the thread
clusters.

7.4 Visualization

A beta release of the VECoN system has been produced, but it has not yet been tested
by the PPML members. Once the mailing list is available as a discussion forum and
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links between the visualization and the forum are established the VECoN system will
be rolled out as a Java applet, and at that point research will be conducted on its util-
ity and on future additions. Future research is being conducted to improve the spring-
embedding algorithm and the blockmodeling algorithm, along with adding more
centrality measures and a more intuitive control panel.

8 Conclusions

Experiential healthcare knowledge is a vital component of the current healthcare sys-
tem, and developing new methods to facilitate the sharing of this knowledge is vital
to sustaining and improving the medical community. Medicine 2.0 technologies pro-
vide online tools for facilitating knowledge sharing, establishing virtual communities
of clinicians. Understanding the flow of knowledge in these virtual communities is key
to developing new systems, and SNA provides the necessary tools for understanding the
flow of communication within the network. It has provided a list of potential content
experts within the list, it has recognized several active subgroups, and it has partitioned
the network into disparate groups of potentially different clinicians and subjects.

Further research should be directed at better understanding the members of the com-
munity. User attributes such as specialty, location, and job description would provide
better insight into the structure of the network, and in particular into the structure of the
subgroups revealed through blockmodeling. Incorporating the semantic information of
the communications themselves would help differentiate between acts of knowledge
seeking and knowledge sharing, and improve our overall understanding of the experi-
ential knowledge available in the network.

Though the VECoN project is only in its beta stages, preliminary results are promis-
ing. The network has been visualized, and SNA tools have been added. Future work
will be on adding new SNA tools, improving the visualization, implementing the sys-
tem online and making the interface more intuitive. The ultimate goal of the VECoN
system is to provide a novel network exploration tool to help users make new connec-
tions within the PPML community, and find new sources of experiential knowledge
already available in the network.
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Abstract. Since the introduction of medical imaging techniques such as MRI,
X-Ray, SPECT, PET, large amounts of medical images have been produced in
the different fields of medicine. Most of this data is usually stored either in pa-
per format (stored in clinical records) or in optical disks (given to the patients)
and this information is partially uncorrelated with the clinical history of patients.
Furthermore, the image processing carried out by the physicians that perform the
exam and used to make the diagnosis is unknown for other researchers that further
treat the same image. In this paper we propose a system that allows radiologists
to share medical images (and their processing) and the associated metadata both
within the same medical institute and with other medical institutes located any-
where in the world by using GRID services for data (LFC) and metadata (AMGA)
storage. The system is also provided with a semantic layer for describing the
stored images through a novel RDF schema, which integrates existing ontologies
and vocabularies such as FOAF, Mesh and GeneOntology with new terms related
to the image processing part. This enables the correlation of medical images with
other clinical information and makes our system fully compatible with the exist-
ing systems compliant to semantic web standards.

1 Introduction

Usually, radiologists carry out examinations, e.g. MRI, X-Ray, SPECT, PET, etc. , with-
out a complete knowledge of the clinical history of the patients. In fact, most of the raw
data collected in experiments or clinical trials is usually stored either in different places
or in separate paper forms. Therefore there is a real need of integrating heterogeneous
data sources in order to have a holistic vision of the patient’s health status. Currently,
existing methods, e.g. [1], [2] barely address medical data management needs beyond
the specific department’s boundaries, while it is known that the patient medical folders
are wide spread over many medical sites involved in the patient’s healthcare. For this
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reason, many efforts have been done in last years to develop an interoperable infrastruc-
ture for digital health ([3], [4]) by using semantic web concepts, even if the attention is
mainly oriented to metadata sharing. A relevant project in this direction is the e-Child
project [4] that develops a healthcare platform for pediatrics and aims at integrating
ontologies to homogenize biomedical (from genomic, through cellular, disease, patient
and population-related) data. The system proposed in this paper follows, and for some
aspects, overcomes the above medical data management’s approach because it permits
to store images associating them with not directly related metadata (i.e. not included in
the DICOM file) by developing an RDF schema thatlinks the most common ontologies
used in the medical field, thus making our system interoperable with methods that share
data following semantic web (e.g. in [5]).

Given the huge amount of medical data involved in this process and the need of col-
laboration among researchers our system is provided with a GRID layer. Many GRID
systems have been proposed for handling medical data geographically distributed on
various medical centers, such as HOPE [6], MediGrid [7] or MAMMOGRID [8], but
most of them deal only with data files and do not provide higher level services for ma-
nipulating medical data or for handling the associated metadata, and also lack in the
integration with other systems.

Therefore, in this paper we propose an approach for sharing and analyzing medical
images that extends the system previously proposed in [9]. The system herein proposed
handles all the types of medical images, instead of only nuclear medicine images, and
it is provided with a novel RDF schema for describing patient data. The key features of
the proposed system are:

– Full functionality in cases of network malfunctioning is ensured since data are
stored both locally (in the user’s computer and in the medical institute server) and
globally on GRID;

– It is interoperable with existing sharing methods that use semantic web;
– It is flexible since radiologists can share content choosing when and what to share;
– A RDF schema is proposed to enrich the metadata usually contained in the DICOM

files in order to take into account the whole clinical history of patients.
– Data encryption is implemented using SSH, which ensures data integrity over In-

ternet transfers;
– Data privacy is guaranteed by removing sensitive information before any transmis-

sion.

The paper is so organized: in section 2 the storage and sharing system is described.
In detail, we present how the system works inside a medical institute using a client-
server architecture and how it works among different institutes using GRID services.
Sect. 3 and Sect. 4 describes, respectively, the high level features for managing the
interoperability with other systems, for image analysis and for system querying and the
user interface. Finally, concluding remarks are given.

2 Storage and Sharing System Overview

In order to develop a distributed environment for image and information sharing to sup-
port the diagnosis, the treatment of patients and for statistical evaluation, the system
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is provided with two levels of storage and sharing: the first is locally managed by a
client-server architecture, deployed in the medical institute where the radiologists be-
long to, whereas the second one is on GRID and allows global data sharing, i.e. data
may be shared among different institutes using the services offered by the GRID com-
puting. Fig. 1 shows the architecture of the proposed system for the local and global
data sharing.

Fig. 1. Architecture for Local and Global Data Storage and Sharing

The typical use case is the following: a radiologist stores the images and the
metadata of a performed examination in its own local database (located in his/her com-
puter). Afterwards, the client creates an anonymous version of the data removing all the
confidential information so they can be sent to the main server in the respect of privacy
issues. Additionally, the client allows users to define the set of metadata he/she wants
to share both in GRID and in his/her medical institute.

The data transmission between client and server runs asynchronously in order 1) to
make the system robust, in fact in case that, Internet connection is unavailable, data are
locally stored and subsequently sent to the main server and to GRID when the connec-
tion will be available again and 2) to keep users unaffected by the actual time needed
for the data transfer.

The server is provided with repositories where all the metadata produced within the
same institute are stored. The communication with GRID is delegated to the server, thus
optimizing the bandwidth’s use.

2.1 Local Data Storage and Sharing

Inside a medical institute, data are stored and shared using a standard client-server ar-
chitecture, as shown in fig. 2. The client and the server are connected by a local network
or a VPN (Virtual Private Network).
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The client contains the user interfaces and implements the logical communication
with the GRID infrastructure. It also contains a file repository (for image storage) and a
SESAME server [10] (for RDF metadata storage), in order to save patient’s data locally.
The server also includes a file repository and a SESAME metadata repository for the
data produced by all the radiologists within the same institute. Data are sent from the
client to the server using File Transfer Protocol (FTP), whereas metadata is transmitted
to SESAME server using Simple Object Access Protocol (SOAP) requests by means of
a webservice, as shown in fig. 2.

Fig. 2. Local Data Storage and Sharing

By using the client interface, a radiologist can record and manage patients, add infor-
mation to patient’s clinical history (according to the schema shown in the next section),
include any relevant documents (textual reports, generic images, DICOM images, etc..),
run queries locally or on GRID data, associate the metadata deriving from the queries
to the data locally stored and perform statistical analysis on sets of data and virtual data
(i.e. coming from the main institute center or from GRID).

2.2 Global Data Sharing on GRID Using LFC and AMGA

Data sharing among different institutes, geographically distributed, is implemented on
GRID and it is based on the paradigm to create virtual environments where large amount
of data and complex computations can be performed by different communities grouped
in Virtual Organisation (VO). Usually, each VO offers several services for GRID par-
ticipants in order to simplify the data management providing them basic functionality
to store and retrieve files.

The access to the GRID is hidden by a middleware. In this work we used the EGEE
Grid and the G-Lite middleware1. The two main services of the G-lite middleware for
data and metadata storage, used in our system, are: the Logical File Catalogue (LFC)
[11] and the AMGA Metadata Service [12]. The LFC allows users to associate a logical
name to a file in a hierarchy format like a local file system, hiding the real location of
the storage. Moreover, a logical name may refer many replicas, so a user can retrieve the
file through its logical name from the nearest location in a transparent way. The AMGA
Metadata Service is a special database designed to store metadata associated with files.

1 EGEE website - http://www.eu-egee.org/ and gLite Grid middleware website -
http://www.glite.org/

http://www.eu-egee.org/
http://www.glite.org/
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Therefore, its internal structure reproduces a file system hierarchy where the directories
are collections of metadata defined in a custom schema and each file in the directory is
an entry containing the values for the metadata. This approach allows to easily map a
file name with a set of metadata inside AMGA.

The communication with GRID infrastructure is managed by the medical institute
server, which also aims at maintaining aligned the information stored in radiologists’
computers and the one stored in GRID. In each institute the main server represents the
bridge between clients and GRID, as shown in fig. 3.

Fig. 3. Global Data Storage and Sharing

The flow diagram of the interaction between a generic medical institute and the
GRID infrastructure is shown in fig. 4, when a radiologist requires the storage of a
specific image on GRID by using a proper Graphical User Interface (GUI). The steps
performed by our system are: 1) the client sends to the server the proxy certificate
(needed for the access to GRID) previously created and the identifier of the image to
be stored on GRID, 2) the server of the medical institute (for simplicity called proxy
server) queries the file repository to check if the file is present or not, if not it asks
the client to send the image, then it sets the necessary permissions to read, write for
the GRID, 3) the server queries the GRID database using the medical institute Grid ID
given by the client in order to see if the image was already stored, if not 4) the server
removes sensitive data, sends it to a Grid Storage Element, writes in the LFC catalog
an appropriate logical name and writes (uploads if the image was previously stored) the
metadata in the AMGA server.
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Fig. 4. Interaction with Medical Institute - GRID Infrastructure

3 High Level Features

In order to provide useful information about the stored images and to make them avail-
able with the related metadata to the medical imaging community, the system is pro-
vided with high level features. More in detail, the system contains three processing
levels:

– A semantic layer that enriches patient metadata by an RDF schema. This level
guarantees the interoperability with existing semantic-web compliant frameworks;

– An image processing layer that analyzes the stored images. This is an important
layer, since sometimes is desirable to share also the results of the image processing.
This level performs the image analysis and interacts with the semantic layer for the
storage of the processing results in RDF/XML;

– Query Composition for performing complex queries both locally and on GRID.
This module allows users to search useful information by processing only the meta-
data available locally or in GRID.

The interaction between the three levels and the system’s architecture is shown in
fig. 5.
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Fig. 5. Interaction between the high level features’ systems

3.1 Semantic Layer

Usually medical images (MRI, X-Ray, PET, SPECT) are stored in DICOM format,
containing the metadata provided with the standard. These metadata are not sufficient
for describing the clinical history of patients. For this reason we enrich the information
available in order to give the radiologists the possibility to better figure out a specific
disease by developing a model that represents the medical data so that it can be analyzed
by semantic tools. In detail, the system stores concepts, specifies relationship types
between these concepts using RDF2 (Resource Description Framework). More in detail,
we have developed an RDF schema that includes:

– Personal data by using FOAF ontology3;
– Genetic information using GeneOntology [13];
– Neurological detailed information by using Mesh [14];
– Image processing information that represents the output of the implemented im-

age processing algorithms and which introduces a new semantic level to the stored
metadata.

2 http://www.w3.org/RDF/
3 http://www.foaf-project.org/
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<?xml version="1.0" encoding="utf-8"?>
<rdf:RDF

xml:base="http://i3s-lab.unict.it/semweb/"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
xmlns:foaf="http://xmlns.com/foaf/0.1/"
xmlns:go="http://www.geneontology.org/dtd/go.dtd#"
xmlns:med="http://i3s-lab.unict.it/semweb/med/ns"
xmlns:dc="http://purl.org/dc/elements/1.1/">
<rdf:Description rdf:about="George_Smith">

<med:Patient>
<foaf:Person>

<foaf:name>George Smith</foaf:name>
<foaf:firstName>George</foaf:firstName>
<foaf:surname>Smith</foaf:surname>
<med:disease rdf:resource="http://i3s-lab.unict.it/semweb/med/IPR003999"/>
<med:medication rdf:resource="http://i3s-lab.unict.it/semweb/med/Ibuprofen"/>
<med:imagingData rdf:resource="http://i3s-lab.unict.it/semweb/George_Smith/im"/>
<med:treatedBy>

<med:Doctor>
<foaf:name>John Smith</foaf:name>
<foaf:firstName>John</foaf:firstName>
<foaf:surname>Smith</foaf:surname>

</med:Doctor>
</med:treatedBy>

</foaf:Person>
</med:Patient>

</rdf:Description>
<rdf:Description rdf:about="IPR003999">

<med:goterm>
<go:dbxref>

<med:relatedmeshterm>68012772</med:relatedmeshterm>
<go:database_symbol>interpro</go:database_symbol>
<go:reference>IPR003999 Staphylococcal toxic shock syndrome toxin</go:reference>

</go:dbxref>
</med:goterm>

</rdf:Description>
<rdf:Description rdf:about="Ibuprofen">

<med:medications>
<med:medication>

<med:name>Ibuprofen</med:name>
<med:medicationcategory>NSAID</med:medicationcategory>
<med:substance>(RS)-2-(4-(2-methylpropyl)phenyl)propanoic acid</med:substance>

</med:medication>
</med:medications>

</rdf:Description>
<rdf:Description rdf:about="George_Smith/im">

<med:imagingData>
<med:MRI>

<med:bodyPart>Brain</med:bodyPart>
<med:MRIWeight>T1</med:MRIWeight>
<med:processingTechnique>Contrast Stretching</med:processingTechnique>
<med:processingTechnique>Histogramm Equalization</med:processingTechnique>
<med:report>Negative</med:report>
<med:processedImage rdf:resource="George_Smith/im/1proc.tiff"/>
<med:DICOMContainer rdf:resource="George_Smith/DICOM/1.dcm"/>
<dc:source rdf:resource="George_Smith/im/1.tiff"/>

</med:MRI>
</med:imagingData>

</rdf:Description>
</rdf:RDF>

Fig. 6. RDF instance describing a patient data

An instance of the RDF file for a patient is shown in fig. 6. It is notable that this
information is inserted by the users, but it can be easily obtained by querying systems
that share data using RDF. For instance, personal data in FOAF can be derived from a
generic social network or by using a v-card, whereas generic health information can be
retrieved (and converted in RDF), for example, from the user’s Google Health Account4

or from other systems that store online health care data such as the one proposed in [15].
Metadata storage has been carried out by using SESAME server [10] so that these in-
formation may be available also for other purposes. The sensitive data, such as Name,

4 https://www.google.com/health/
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Fig. 7. Graphical User Interface for Automatic Query Composition

Fig. 8. Main Graphical User Interface

Surname, SSN must be available only for the radiologists who carries out the examina-
tion, and are not exported in RDF in order to ensure data privacy.
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Fig. 9. Graphical User Interface for DICOM File Processing

3.2 Image Processing Layer

This level is provided with a set of processing methods for medical image analysis. The
output of this processing is stored according to the semantic layer and is related to the
specific processed image. This allows users to also share the results of the processing
avoiding to send the original images when it is not required, resulting in less bandwidth
usage.

The implemented methods for image analysis, available for SPECT, PET, MRI, X-
Rays images, are:

– Measurement of distances, angles and some parameters within the images;
– The contrast absorption curve over time;
– Image Texture and Image Contour Analysis for specific organs;
– Pattern recognition for identifying brain structures.

Example of such algorithms have been proposed by the authors in [16], [17] and [18].
Therefore, when a user performs one of the above methods, the output is treated as
metadata and stored in the SESAME server.

3.3 Query Composition

The query composition level aims at building complex queries both locally and on
GRID. The queries are performed only on the metadata (stored in the SESAME server
and in the AMGA server) since a content based image retrieval module is not present.

This level receives the user’s queries (by using a controlled GUI, see fig. 7) and inter-
acts both with the local storage, performing SPARQL queries on the SESAME server, and
with the GRID, where queries are performed following the approach proposed in [19].
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4 Client Interface

The client interface consists of a multiform Java application, allowing users to manage
any type of information concerning the patients. The functionalities available for radi-
ologist are: view information about their patients; search a patient by typing the name;
insert, modify or delete a patient; print a patient’s report; show the patient exams; insert,
modify or delete an exam; management of medical history; view and process DICOM
files; export the patient’s data on GRID; query the system both locally and globally on
GRID. For each functionality a specific GUI has been designed. For example, fig. 8
shows the main interface where a list of patients and a tool to manage patients’ data is
available. In the bottom area, there is also a section to handle the exams for each patient.
Fig. 9, instead, shows the interface for DICOM files and image processing.

5 Concluding Remarks

In this paper we have proposed a Grid-based system for local and global data and meta-
data storage, sharing and processing. It is based on the RDF standard to enhance the
interoperability with existing semantic web compliant applications and the reusability
of the stored information. In detail, we have proposed an RDF schema that allows us
to integrate heterogeneous data in order to provide radiologists with a holistic view of
the patients’ data. A future development is to provide the system with a semantic image
retrieval layer based on ontologies that will map high level queries to low level image
features. The system will be also integrated with available biosignal management sys-
tems (such as the proposed in [20]) to allow medical doctors to store and share also
biosignals such as EEG, ECG, MEP, etc. Finally, we are currently working on automat-
ically changing the language of the graphical user interfaces and also on integrating a
lexical parser for solving automatically the ambiguities and the errors that may occur
when data is inserted. A semantic text parsing system is under development for as-
signing automatically clinical ICD5 (International Classification of Diseases) codes to
patient records written in any language.

References

1. Gabber, E., Fellin, J., Flaster, M., Gu, F., Hillyer, B., Ng, W.T., Özden, B., Shriver,
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Abstract. Mobile phones are increasingly used in the e-health domain. In this
context, enabling secure access to health records from mobile devices is of
particular importance because of the high security and privacy requirements for
sensitive medical data. Standard operating systems and software, as they are de-
ployed on current smartphones, cannot protect sensitive data appropriately, even
though modern mobile hardware platforms often provide dedicated security fea-
tures. Current mobile phones are prone to attacks by malicious software, which
might gain unauthorized access to sensitive medical data.

In this paper, we present a security architecture for the protection of electronic
health records and authentication credentials that are used to access e-health ser-
vices. Our architecture is derived from a generic solution and tailored specifically
to current mobile platforms with hardware security extensions. Authentication
data are protected by a trusted wallet (TruWallet), which leverages trusted hard-
ware features of the phone and isolated application environments provided by
a secure operating system. A separate application environment is used to pro-
vide runtime protection of medical data. Furthermore, we present a prototype
implementation of TruWallet on the Nokia N900 mobile phone. In contrast to
commodity systems, our architecture enables healthcare professionals to securely
access medical data on their mobile devices without the risk of disclosing sensi-
tive information.

1 Introduction

The usage of mobile phones as multi-purpose assistant device in healthcare has been
proposed in several application scenarios. Its usefulness is derived from its mobility and
flexibility, i.e., today’s smartphones offer appropriate computing and storage capacity
allowing the realization of various applications that can be used basically from every-
where. For instance, healthcare professionals can use a mobile phone to download and
share electronic health records of their patients [9]. In other scenarios, patients use their
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mobile phones to provide personal health data, e.g., taken from additional bio-sensors,
to a medical information and diagnosis system [17].

While smartphones are very flexible and cost-efficient computing devices, they gen-
erally do not offer sufficient security mechanisms to protect the data they operate on.
This is mainly due to the architectural shortcomings of their operating systems, which
are derived from the same (security) architecture as desktop operating systems. Typical
examples are Google Android [6], Apple iOS [7], Symbian [35], and Windows Mo-
bile [28]. Although, some of them provide more sophisticated security mechanisms than
their desktop counterparts, e.g., application-oriented access control in Android [16],
they still suffer from fundamental security problems due to their large code base and
complexity, lacking of strong isolation of applications (secure execution) and insuffi-
cient protection of stored data (secure storage). Recent attacks on smartphones demon-
strate their vulnerability [1,19,39]. But the secure operation of a mobile phone is an
important aspect when a user is working with security and privacy-sensitive data such
as personal health records on the device.

Especially in healthcare telematics infrastructures, the end-user systems of health
professionals have been identified as an insecure and less specified component [34].
Malware on the user’s computing platform could steal passwords that are used to ac-
cess healthcare information systems, manipulate data such as medical prescriptions, or
eavesdrop on and copy private data such as personal health records. While the connec-
tion of stationary desktop systems to the healthcare telematics may be protected by ad-
ditional secure hardware network components like, e.g., special firewalls and gateway
routers, the situation gets worse when mobile phones are used. Due to their mobility
and changing connectivity (wireless LAN or GSM network), mobile phones may usu-
ally only use Virtual Private Network (VPN) technology to secure the connection. But
the necessary credentials, like user passwords and VPN keys, are not sufficiently pro-
tected against malware on the device, and, hence, could be accessed by unauthorized
parties.

However, modern smartphone hardware offers advanced security functionality, which
are embedded in their processors, but generally not used by the mainstream mobile op-
erating systems. For instance, ARM TrustZone [37] and Texas Instruments M-Shield [8]
offer secure boot1 functionality, secure storage and secure execution environments for
security-critical functions, which are isolated based on hardware mechanism from other
processes running on the phone.

Contribution. In this paper, we propose a security architecture for accessing e-health
services on mobile phones. We present the combination of efficient solutions that cur-
rent technology can offer on mobile phones for the secure handling of accessing and
processing of security-sensitive data such as electronic health records. In particular, we
propose (i) a security framework to create a secure runtime environment for medical ap-
plications, and (ii) specific tools that protect the authentication of users and their mobile
devices to e-health servers.

1 Secure boot means that a system terminates the boot process in case the integrity check of a
component to be loaded fails.
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In our security framework, we combine the concept of a security kernel with hard-
ware security features of modern mobile phone processors. On top of this layer, we
use isolated execution compartments to separate applications that process medical data
(e.g., an EHR viewer) and applications that process non-medical data (e.g., the tele-
phony application or an ordinary web browser).

As a secure authentication tool, we propose a trusted wallet that protects the user’s
login credentials and performs the authentication to e-health (or other) servers on behalf
of the user. This tool protects the users from being tricked into entering their credentials
in malicious applications or faked web sites, and takes advantage of the underlying se-
curity framework to protect the credentials from malicious software potentially running
on the phone. We present a new implementation of this wallet for mobile phones based
on the Nokia N900 platform.

Compared to commodity mobile phone operating systems, our approach provides a
secure environment against software attacks like malware. The usage of security-critical
data like patients health records is effectively isolated from other software running on
the phone, and secret data like login credentials to healthcare information systems is
protected by advanced hardware security features.

In the following, we describe the usage and adversary scenario we consider (Sec-
tion 2). Then, we present our security architecture (Section 3): first from a generic
perspective, which can be used on all platforms, followed by its instantiation on mobile
phone platforms. In Section 4, we describe how our architecture can be implemented
and we present our Mobile TruWallet prototype. Finally, we conclude in Section 6.

2 Problem Scenario

We consider a scenario in which electronic health records (EHRs) of patients are stored
on a local server of a healthcare provider, e.g., in a hospital. Health care professionals,
like physicians and nurses, are equipped with mobile computing devices (smartphones)
on which they can create, edit, and view EHRs. The EHRs are stored on the e-health
server, and the smartphones communicate with the server via wireless network connec-
tions. For instance, the access of medical data can be realized with web-based appli-
cations, using standard web browser software on mobile devices. Figure 1 depicts the
scenario we consider.

Since EHRs are very security-sensitive private data, and in most countries protected
under strong privacy laws, unauthorized access to these data must be prevented. An
adversary may try to eavesdrop or manipulate the sensitive data. As mentioned before,
end-user devices are typically the least specified and least secured devices in healthcare
infrastructures. Hence, an adversary would most likely try to attack the mobile phone
and its communication connection to the server in order to illegitimately access medical
data.

Studies like [40] have analyzed how to secure the data transfer, i.e., via encryption
(for confidentiality), digital signatures (for integrity and authenticity), and user authen-
tication (for legitimacy of access). However, the protection of the critical cryptographic
keys that are needed for those mechanisms is not addressed appropriately. Hence, an at-
tacker who gains access to these keys can circumvent any other protection mechanism.
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Fig. 1. Use Case and Adversary Model

Therefore, in this paper we concentrate on an adversary model in which the attacker
targets the mobile computing device of health care professionals in order to obtain the
secret login credentials or keys that are needed to access the EHR server. Once the ad-
versary has access to these credentials, he can download or modify all medical data from
the server to which the credentials allow access to. To achieve this goal, the adversary
can follow two strategies:

– Direct Access. The adversary tries to directly access the sensitive data or keys. He
could try to manipulate software running on the phone to access the data, or he
could steal the device and try to access the data. The former could be achieved by
letting the users install malicious software (malware, such as trojan horses) without
their notice, e.g., when they browse to a website containing malicious code that
exploits a vulnerability of the phone’s software to install the malware. Physicians
may use their phones also for other tasks and they may want to download additional
applications to run them on the phone, which could create the vulnerability for such
an attack.

– Indirect Access. The adversary tries to trick the users to enter their passwords into
a faked EHR viewer application. The faked application looks like the real one, but
instead of logging into the server, it sends the passwords to the adversary. The faked
application could be installed on the phone in the same way as malware described
above.

The problem with a commodity mobile phone operating system (OS) is that it cannot
provide a sufficient level of protection for the applications or stored credentials. A mo-
bile phone OS that is directly derived from a desktop OS (e.g., Linux or Windows) has
limited protection capabilities, i.e., simple process isolation and access control. How-
ever, malicious applications can modify or eavesdrop data of other applications since
they are running with the same user privileges as other applications.

A more advanced OS, e.g., like SELinux [25], can enforce mandatory access rules,
which provide a stronger isolation of different applications from each other. For in-
stance, a text editor could only edit text files, whereas an audio application could not
modify text files. The application of such a system in a mobile e-health scenario has
been shown earlier [2]. However, SELinux is a very complex system with security poli-
cies that are hard to configure correctly even for moderately complicated scenarios.
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Moreover, due to a relatively large code base, it is infeasible to perform a comprehensive
formal (or even semi-formal) verification of the correctness and security of SELinux.
Another example is Android [16], which provides a similar application-oriented access
control, i.e., it defines for each application different access rules and privileges — in
contrast to user-oriented access control as in normal Linux and Windows, where all
programs of one user share the same access rights.

Nevertheless, even advanced mobile phone OS’s still suffer from ineffective protec-
tion against unauthorized modifications of programs or even modifications of the OS
itself. An adversary could install on the user’s phone additional (faked) programs or re-
place existing programs. The user has seldom a chance to notice the modification, and
critical data like credentials could be transferred to the adversary.

3 Wallet Architecture

3.1 General Idea

Our security architecture aims to protect against the attacks described above. To counter
direct access attacks, our architecture is based on a security kernel that isolates differ-
ent applications, supports secure boot, and provides secure storage. Hence, authentica-
tion data is stored encrypted, and can only be accessed by the legitimate application
(TruWallet) when the correct (unmodified) system has been booted.

Our wallet architecture aims to prevent indirect attacks by letting the wallet handle
all authentication procedures. During a normal authentication, users do not enter pass-
words (this is automatically done by the wallet), hence they cannot accidentally disclose
them towards a fake application that tries to spoof the look and feel of the legitimate
EHR viewer or another application trusted by the user.

Fig. 2. General idea of TruWallet

Our wallet-based security architecture provides two levels of protection (cf. Fig-
ure 2):

1. Protection of Authentication Data. TruWallet protects the user’s credentials (user-
name and password) against unauthorized access. This approach is generic, and
can be used also for other scenarios (e.g., web applications like eBay or Amazon).
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Indeed, TruWallet can be used simultaneously by different applications, yet it only
authenticates each application to the server where it has been registered as legiti-
mate application before.

2. Protection of Medical Data. An isolated EHR viewer (which can be a special-
purpose browser) is used to view EHRs. This viewer cannot be modified because a
fixed program image is executed, which is measured by the security kernel by com-
puting a cryptographic hash and compared to a known-good reference value. This
ensures that all modifications of the EHR viewer can be detected. In case a browser
is used as EHR viewer, this browser is only allowed to contact the EHR server and
cannot connect to other sites. For all other websites or services, a separate browser
process would be used which is isolated from the EHR viewer.

3.2 System Model

Our system model for TruWallet consists of several parties (see Figure 3): A user inter-
acts with a computing platform through a secure graphical user interface secure GUI.
An EHR viewer is used to render content that it gets from the wallet, which is acting
as a proxy. The wallet obtains the requested content from the server, blinds security-
sensitive fields (e.g., password) on the pages presented to the browser, and fills in login
credentials when logging into the system. For this, TruWallet has to handle two differ-
ent SSL sessions: one between wallet and EHR viewer, and one between wallet and
server. The secure GUI controls the input/output devices and multiplexes the screen
output of the EHR viewer and of the wallet. Moreover, it always indicates the name of
the application the user is currently interacting with via a reserved area on the screen,
hence providing a trusted path between user and application. Moreover, our architec-
ture includes a compartment for non-medical data and applications. This compartment
is strictly separated from the EHR viewer and can be used for arbitrary applications.

3.3 Generic Wallet-Based e-Health Architecture

The generic TruWallet architecture is based on a security kernel, which is a small trusted
software layer, providing trusted services and isolated compartments. Thus, the security
kernel ensures runtime security of the system. Compartments contain arbitrary software,
e.g., a complete legacy operating system (Linux in our case), and may communicate
only via well-defined interfaces. In particular, a malicious compartment cannot read
arbitrary memory of other compartments. In our solution, EHR viewer, non-medical
applications and wallet run in different compartments, and we assume that arbitrary
software (including malware like Trojan horses and viruses) may be running in the
non-medical compartment. Therefore, the security of our solution is based on trusted
components (wallet and EHR viewer) that are executed in separated compartments,
isolated from untrusted software that might be running simultaneously on the same
platform.

In an earlier work [14], we have demonstrated the feasibility of the wallet architec-
ture on a PC platform. In the PC-based implementation, the compartmentalization was
realized by using the isolation property of virtual machines combined with the resource
sharing control of an underlying microkernel. The wallet compartment is trusted, which
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Fig. 3. Generic TruWallet Architecture

is motivated by the fact that the complexity of the wallet is much lower than that of
an EHR viewer or a compartment containing several different applications. Moreover,
users cannot install arbitrary software (which may be malicious or flawed) in the wallet
compartment, but they may install arbitrary viewers or other tools into other compart-
ments. To prevent unauthorized access by other users to the platform and, hence, the
sensitive data, the security kernel requires an overall user authentication (e.g., a user
password) to login into the whole system. In this way, the credentials stored by the
wallet are bound to the corresponding user2.

Trusted Computing Support. Trusted Computing (TC) hardware and TC-enabled soft-
ware is used to provide authenticated boot, i.e., based on a “chain of trust”, the integrity
of the software stack including the Trusted Computing Base (TCB) can be verified later,
e.g., before access to cryptographic keys is allowed. An alternative to authenticated boot
which is usually used on for mobile platforms is secure boot: In this case, the system’s
integrity state is compared to reference values and can be started only if it has not been
modified3. Moreover, TC hardware can be used for secure storage, i.e., encryption keys
protected by the hardware can only be used if load-time integrity of the system is main-
tained. Thus, the credentials stored by the wallet are bound to the TCB to prevent an
adversary from gaining access to the data by replacing software (e.g., booting a dif-
ferent OS). On the PC platform [14] we used a Trusted Platform Module (TPM) [38]
as TC hardware for TruWallet. The TPM is a dedicated security chip that provides
– among other features – cryptographic operations (e.g., key generation, encryption,

2 In fact the security kernel has to provide comprehensive user access control as in typical oper-
ating systems, including system login and screen lock functionality, in order to prevent unau-
thorized access to the wallet. However, the details of those mechanisms are out of scope of this
paper.

3 Of course, it is important that these reference values are stored in a secure location, e.g., pro-
tected by security hardware, to avoid manipulations.
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digital signatures), support for authenticated boot, and the possibility to bind crypto-
graphic keys to the load-time integrity state of the system.

3.4 Mobile TruWallet

To implement our security architecture for mobile e-health scenarios, several building
blocks for mobile environments are required:

– Trusted hardware for mobile platforms which supports features to protect crypto-
graphic keys and verify the system integrity;

– a secure hypervisor layer for mobile platforms to provide isolated execution envi-
ronments for applications;

– a security kernel with a secure GUI for mobile platforms to provide a trusted path
between the user and applications, and with secure storage for applications;

– a trusted wallet (TruWallet) to handle authentication and protect the user’s creden-
tials.

In the following, we briefly introduce the first three building blocks, before we focus
in more detail on the implementation of a trusted wallet on a mobile phone in the next
section.

Trusted Hardware for Mobile Platforms. The architecture of TruWallet relies of trusted
hardware for performing security critical operations. To instantiate TruWallet architec-
ture on a mobile phone, we have to use mobile hardware security extensions instead of a
TPM (which is not available on current phones). On mobile platforms, general-purpose
secure hardware such as M-Shield [8] and TrustZone [4] is available. In this paper, we
focus on M-Shield, because this hardware extension is available in some current mobile
phones, including Nokia N900 (which we used for our prototype).

M-Shield provides a small amount of dedicated on-chip ROM and RAM as well as
one-time programmable memory for device keys which are accessible only in a spe-
cial execution mode of the main CPU – the Trusted Execution Environment (TrEE).
A secure state machine (SSM) guarantees secure switching between both processor
modes, thus the TrEE and normal execution environment are isolated from each other.
M-Shield enables the TrEE on a device with the following features: (i) isolated secure
code execution; (ii) secure boot; (iii) hardware-based secure storage.

Secure Hypervisor for Mobile Devices. Several microkernels for mobile and embedded
devices have been implemented, for instance the commercially available L4 microker-
nels OKL4 [29] and PikeOS P4 [10]. These microkernels provide isolation between
user space applications, just like their counterparts on other platforms (e.g., on PCs).
Therefore, they can be used for a secure hypervisor layer for a security kernel on mo-
bile phones. In particular, the seL4 microkernel has been formally verified for correct-
ness [21], hence taking an important step towards building a formally verifiable security
kernel on top of a microkernel.
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Security Kernel with Secure GUI for Mobile Devices. Besides the isolation support, a
security kernel usually has to include other security services as well. One prominent –
and in our case needed – service is that of a secure graphical user interface system [31].
The main properties of a secure GUI system are (i) to protect user input/output from
eavesdropping or manipulation by unauthorized applications, and (ii) to provide the user
a trusted path that indicates with which application the user is currently interacting.

4 Wallet Prototype on Nokia N900

In order to demonstrate the feasibility of running a trusted wallet on a mobile phone,
we have implemented Mobile TruWallet, a mobile version of trusted wallet, on a Nokia
N900 device.

4.1 Mobile TruWallet Architecture

Instead of implementing a security kernel on a mobile device – for which we refer the
reader to [10,21,32] – we used Maemo [27] as the basis for our mobile wallet. Maemo
is a Linux-based operating system that provides standard process isolation and discre-
tionary access control. Though Maemo does not provide the same security properties as
a security kernel, we think it serves sufficiently to demonstrate the concepts of our ap-
proach. In a real product deployment, a security kernel implementation would be used
instead.

SSL  
Channel 

Maemo  
OS 

SSL  
Channel l Channel C

SSLSSL
Channell 

o  

Fig. 4. Mobile TruWallet Architecture
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The architecture of Mobile TruWallet we have implemented is depicted in Figure 4.
As the figure shows, TruWallet resides on the operating system side, but also oper-
ates on secrets at the same time, e.g., maintains a TLS channel to the web-server and
also performs authentication with the user passwords. However, our generic architec-
ture assumes that TruWallet is isolated from the rest of the system. This assumption
is reasonable to some extend in the context of the Maemo operating system because
Maemo’s security model is based on Discretionary Access Control (DAC) which en-
forces security by process ownership.

We achieved process isolation on Maemo by creating a Mobile TruWallet process
under a unique UserID and defining restrictive access rights to that UserID. Note that
for this prototype, we rely on the standard Unix/Linux discretionary access control se-
curity framework, and there is always the threat that an administrator (root account)
with the super-user access rights is compromised. However, as mentioned before, we
implemented the wallet as if it was running on a security kernel. This approach allows
us to concentrate on the wallet-specific aspects for the prototype (i.e., performance, user
interface, compatibility to the mobile web browser and web sites, etc.). In a later stage,
the wallet can be easily adapted to a system like the L4-based security kernel on the
N900 [32].

The Nokia N900 device is based on M-Shield secure hardware. We utilize M-Shield
functionality for the secure boot, and we also implement a secure storage functional-
ity on top of M-Shield. Note that even if an attacker could compromise the operating
system, all cryptographic keys are protected by the security hardware and cannot be
disclosed or copied by the attacker.

Only authenticated programs, so-called protected applications (PAs), can be
executed within the TrEE of M-Shield. However, protected applications have to be au-
thorized, i.e., certified, by the device’s M-Shield stakeholder, most likely the device
manufacturer. For our prototype, where it is unrealistic to obtain a certificate of the PA
from the device manufacturer, we use a different approach: We reuse the general pur-
pose APIs available for the M-Shield TrEE. This approach allows third parties to lever-
age the TrEE. For instance, the On-board Credentials platform (ObC) [23] provides the
means to develop programs for the TrEE without the involvement of the manufacturer.
In our implementation, we build the secure storage functionality of Mobile TruWallet
on top of ObC.

4.2 ObC Architecture

Figure 5 illustrates the ObC architecture. The core component of the ObC platform
– which resides in the dedicated RAM and can be executed in secure environment –
is an interpreter. The interpreter provides a virtualized environment where “credential
programs”, i.e., scripts developed by third parties, can be executed. The credential pro-
grams are written using (a subset of) Lua scripting language [26] or in assembler. When
a credential program is executed, the interpreter isolates it from secrets that are stored
within the TrEE and from the execution of other credential programs.

The interpreter makes use of a Crypto Library which provides an interface for com-
monly used cryptographic primitives. It provides a sealing/unsealing function for ObC
programs, which can be used to protect secret data stored persistently outside the secure
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environment. Sealed data is encrypted with a key which is protected by the TrEE, and
the ObC platform controls the usage of this key. A device-specific symmetric key called
ObC platform key (OPK) is used for the sealing/unsealing functionality.

Credential Manager is a mediator between OS side applications and components
that reside within the TrEE. It provides an API for third-party developed applications.
Using the API the applications can execute credential programs, and create and use new
asymmetric keys. The credential manager maintains a database, in which credentials
and credential programs are stored in a cryptographically sealed way.

A more detailed description of the ObC architecture can be found in [23,22].

4.3 Implementation

In our prototype, the wallet is implemented in the C programming language, contains
about 2600 lines of code, and runs as separate process with a unique UserID. For the
SSL/TLS proxy, we use Paros [30], which is an open-source implementation in Java,
and it executes as a process with the same UserID as the wallet. We define restrictive
access rights on this UserID so that other processes cannot access the data or code of
the wallet.

Accessing Health Records. The wallet uses the libxml library to parse web sites and
web forms in order to search for password fields. Whenever it finds such fields, these
forms are put into a cache and are disabled before they are shown in the web browser.
This prevents the user from accidentally typing passwords into a potentially malicious
or faked web site. Instead users just provide their user name and simply click the submit
or login button in the mobile web browser.

Hence, when physicians want to access a health record from the e-health server, they
simply open the EHR viewer browser on the phone and click the login button. The
wallet replaces then automatically the disabled password field with the actual password
of the physician’s account on the e-health server. This process runs transparently, so the
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physician just sees the EHR viewer application, and when the login is completed he can
access the health records on the server.

Registration. Before physicians can use the wallet to login to websites like the e-health
server, they have to register their account in the wallet on the phone. Therefore, the
wallet also looks for registration forms. When the user tries to access a website with
the browser for the first time, the wallet asks the user for an existing password or it can
create a new one.

Once the password has been provided (or newly created), the wallet stores the cre-
dentials in a specific file. During runtime, the access to this file is only granted to the
UserID of the wallet. Hence, other programs cannot read or modify the stored creden-
tials. When the device is going to be shut off, this file is sealed using the ObC platform
as mentioned before.

Users can view a list of the stored accounts in wallet. We realized the user interface
based on the Hildon GUI framework [18] on Maemo.

Interoperability. We have tested our wallet implementation with several public web-
sites, like web e-mail services, eBay, Amazon, etc. Registration and login work trans-
parently and without noticeable performance overhead for the user. Hence, it should be
easy to integrate web-based e-health services on our platform. Special-purpose EHR
viewers or other medical applications can be supported as well as long as they use
SSL/TLS and web-based login procedures. Other authentication protocols could also
be integrated, but may require some effort to adapt the wallet.

5 Related Work

Previous works on secure operating systems, e.g., [13,20,33], have shown how to
achieve strong isolation for secure execution and to have less complexity for the trusted
computing base, i.e., the code that all security relies upon. The concept of a security
kernel [5] incorporates all relevant functionality needed to enforce the security into a
kernel that is isolated and protected from tampering by other software and small enough
to be verifiable for its correctness and security. While earlier systems suffered mostly
from poor performance in those days, recent CPU hardware technology, especially their
virtualization support, and the development of efficient microkernel software architec-
tures [24] allow for the realization of security kernels with low performance overhead
while maintaining compatibility to existing applications. For example, Turaya [12] and
the OpenTC security architecture [36] are research efforts that take advantage of these
technologies to develop a security kernel on modern CPU hardware.

The Turaya Trusted Mobile Desktop [32] implements a security kernel with a se-
cure user interface for mobile devices. Its TCB consists of a hypervisor layer and a
trusted software layer. The hypervisor layer is implemented on top of an L4 microker-
nel, which has been ported to the Nokia N900 mobile phone. The Trusted Software
Layer contains a number of security services, such as a secure graphical user interface
(called TrustedGUI), a virtual private network (VPN) client, and a file encryption ser-
vice. An implementation such as the Turaya Trusted Mobile Desktop can be used as an
underlying security kernel for our architecture.
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The protection of health records on smartphones has been addressed in other works
[3,15]. However, the focus of these works is the encryption of the health records and
storing the encrypted records directly on the mobile device. This approach is orthogonal
to ours, as we do not consider to store the health records on the phone, but rather to pro-
tect the viewing and the access to them. In both cases, health records have to be shown
in plaintext on the device at some point of time. Our architecture ensures their runtime
protection by executing the EHR viewer in a separate application environment. In addi-
tion, our approach protects the credentials by leveraging trusted hardware functionality,
whereas the approaches of [3,15] employ a software-only solution.

6 Conclusions and Future Work

Mobile access to electronic medical data is an emerging application scenario with strong
security and privacy requirements that is rapidly gaining practical importance. Existing
systems suffer from a lack of appropriate protection for security- and privacy-critical
data and applications. Moreover, standard operating systems do not use existing hard-
ware security features of mobile platforms to their full extent.

To enable secure mobile access to electronic health records containing privacy-
sensitive data, we propose an e-health security architecture which protects the user’s au-
thentication credentials as well as the sensitive medical data. Our architecture is based
on commonly available trusted hardware components, a security kernel, and a trusted
wallet. In this paper, we introduce our comprehensive security architecture, discuss se-
curity building blocks on mobile phones, and present our implementation of Mobile
TruWallet on a commodity smartphone.

Since our Mobile TruWallet prototype demonstrates the feasibility of the architecture
on mobile phones, future work includes the integration of all security building blocks
(i.e., the use of hardware security features, a security kernel consisting of a secure hy-
pervisor and a trusted software layer, and the Mobile TruWallet authentication solution)
into one system.
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Abstract. Characterizing variations in sleep stage composition is important in
the scientific study of sleep. We use clustering, a form of unsupervised machine
learning, to seek naturally occurring types within a collection of records that de-
scribe the sleep stage composition of 244 all-night human sleep studies. The re-
sults uncover a hierarchy of sleep composition types differentiated primarily by
sleep efficiency or total sleep time and by the relative proportion of slow-wave
sleep. The potential significance of these sleep type clusters for sleep medicine is
suggested by associations between sleep type and health-related variables such as
body-mass index, smoking frequency, and heart disease. EEG and ECG features,
including spectral power distribution and measures of heart-rate variability, differ
significantly among sleep types. The EEG signal provides sufficient information
for an approximate reconstruction of the sleep type clusters, while ECG alone is
found to be insufficient.

Keywords: Sleep architecture, Hypnogram, Clustering, Machine learning.

1 Introduction

The work of Loomis et al in the 1930’s [19] showed that human sleep may be seg-
mented into identifiable stages based on electrical potentials measured on the surface of
the scalp. Contemporary all-night human sleep studies follow a similar approach, but
employ a larger set of physiological signals. This approach, polysomnography, uses not
only electroencephalography (EEG), which records electrical brain potentials, but also
electrocardiography (ECG), which records heart potentials, electrooculography (EOG),
which records eye movements, and electromyography (EMG), which records chin mus-
cle movements [16]. Following standard rules of sleep scoring, a sleep technician scores
these polysomnographic recordings into sleep stages one epoch (typically 30 sec) at a
time, resulting in a sequence of sleep stage labels known as a hypnogram. Fig. 1 shows
a hypnogram, from one of the polysomnographic recordings used for the present pa-
per, that is labeled according to the classical Rechstchaffen and Kales (R&K) staging
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standard [29]. A distinction is made between Rapid Eye Movement (REM) sleep [1],
which is associated with dreaming [6], and non-REM (NREM) sleep. The latter is fur-
ther subdivided into stages corresponding to light sleep (NREM 1 and 2) and deep, or
slow-wave sleep (NREM 3, 4). As illustrated in Fig. 1, sleep typically follows an over-
all temporal pattern of stages, with several cycles involving alternation between REM
and NREM sleep during the night, with a greater fraction of slow-wave sleep during
the first half of the night, and a greater fraction of lighter stage NREM 2 sleep dur-
ing the second half of the night. Occasional stage fragmentations, including periods of
wakefulness after the beginning of sleep, are also observed.
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Fig. 1. Hypnogram from the present study, staged by Rechstchaffen and Kales standard

1.1 Scope of the Paper

The present paper considers the grouping of staged sleep studies by similarity, and the
characterization of such groups in terms of features of the EEG and ECG time signals.
Work by the authors is described that shows that staged human sleep studies may be
grouped naturally into a small number of distinct clusters, or sleep types, each of which
is characterized by a different sleep stage composition. Sleep efficiency and time in
slow wave sleep are particularly important in differentiating among sleep types. As-
sociations are found between sleep type and health-related factors such as age, Body-
Mass Index (BMI), and smoking, which supports the objectivity and medical relevance
of these sleep types. Previous work by the authors [13] only considers all-night sum-
maries of staged sleep studies, while full polysomnographic recordings comprise more
detailed electroencephalogram (EEG) and electrocardiogram (ECG) time series data.
The present paper also addresses the underlying EEG and ECG data, focusing on vari-
ations in summary statistics of the EEG and ECG signals among sleep composition
types. It is found that heart rate, Hjörth activity and mobility, and normalized low fre-
quency content of ECG all differ significantly among sleep types. These results provide
further evidence that sleep types constitute objective and medically relevant concepts.
Furthermore, it is found that analysis of EEG signals alone, in the absence of ECG data,
is sufficient for approximate reconstruction of sleep type based on unstaged sleep data.
On the other hand, ECG data alone does not provide accurate sleep type classification.
This paper is a revised version of the authors’ work [14].

1.2 Related Work

There has been substantial interest in studying the effects on sleep architecture of var-
ious health-related and lifestyle factors. Previous works consider variations in sleep
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composition associated with factors such as medication [32], smoking [36], the practice
of yoga [34], body composition [28], handedness [27], autism spectrum conditions [18],
and psychiatric disorders [30]. Work that relates sleep stage structure to subjective as-
sessments of sleep quality include [3] and [12]. In contrast with the present paper, these
works use groupings in sleep structure that are explicitly guided by existing sleep mea-
sures, such as the Pittsburgh sleep quality index [4], or measures extracted from the
Karolinska Sleep Diary [12]. The work described in the present paper is the only one of
which we are aware that addresses a general description of intrinsic sleep types based on
sleep architecture itself. Employing unsupervised clustering, the present work uncov-
ers a natural hierarchy of sleep types based on differences in measures of overall sleep
stage composition, particularly sleep efficiency and time in slow wave sleep. These
sleep types also exhibit characteristic differences in several features of the EEG and
ECG time signals. Statistically significant associations between sleep type and health-
related indicators, including age and BMI, support the medical objectivity of the sleep
types described.

2 Methodology

2.1 Data

Study data were extracted from 244 recorded polysomnographic overnight sleep studies
performed in the Sleep Disorder Center at Day Kimball Hospital in Putnam, CT. Data
were anonymized prior to analysis. Summary statistics for patients associated with the
dataset appear in Table 1. A total of 122 male and 122 female adult subjects are repre-
sented. It should be noted that the mean Body Mass Index (BMI) of the subjects in the
present study is in the obese range according to international standards [26]. This point
is important in interpreting some of the results obtained (e.g., section 3.3).

Table 1. Summary statistics of the sleep dataset used in this paper

Age BMI ESS BDI Mean SaO2 Heart rate
(years) (kgm−2) (score) (score) (%) (bpm)

Male (n=122) µ±σ 47.4±15.1 33.7±8.1 7.6±5.4 11.5±8.8 93.5±2.9 68.5±11.3
Female (n=122) µ±σ 48.4±14.5 33.7±8.3 7.1±4.8 13.0±7.8 94.6±1.9 70.8±9.6
Overall (n=244) µ±σ 47.9±14.8 33.7±8.2 7.4±5.1 12.2±8.3 94.1±2.5 69.7±10.5

min–max 20–85 19.2–64.6 0–23 0–48 70.2–97.9 46–99

Staging. The available staging information for the sleep studies used in the present
study follows the Rechstchaffen and Kales (R&K) recommendations [29], which were
the standard at the time that these studies were conducted, prior to 2007. In 2007, the
American Academy of Sleep Medicine (AASM) revised their staging recommenda-
tions [9]. The rationale for the new staging recommendations is discussed in [31]. We
briefly discuss the relationship between the two standards below.

A recognizable feature of the AASM system as compared with the R&K system is
the use of only three non–REM stages N1, N2, N3 instead of four. A new AASM N3
stage essentially replaces R&K NREM stages 3 and 4 and corresponds to slow wave
sleep (SWS). The AASM system also revises the rule for scoring stage N2, by elimi-
nating the “3 minute rule” that allowed continuation of NREM stage 2 labeling for up
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to three minutes in the absence of the K–complex and sleep spindle EEG features that
characterize stage 2. The AASM standard also includes clarified specifications for elec-
trode placement. The variation in stage content between the AASM and R&K systems
is studied in [24]. Because of the new guidelines for scoring stage 2, AASM N2 content
in a given sleep recording, as a fraction of total sleep time, is found to be 4.9% less
than R&K NREM2 content, with the increase balanced by greater AASM N1 and N3
content: N1 content is 2.8% greater than NREM 1, and N3 content is 2.4% greater than
NREM 3, 4 combined [24]. No statistically significant differences are found in [24] be-
tween R&K and AASM stagings in total sleep time, sleep efficiency, or REM duration.

The relatively small differences between the AASM and R&K systems in terms of
relative time spent in each stage (with combined time in R&K stages NREM 3, 4 cor-
responding to time in AASM stage N3) suggest that the results of this work will be
similarly relevant to sleep studies staged by the AASM system.

Descriptive Variables for Clustering. In order to group sleep studies by similarity, we
first develop a concrete representation of sleep studies as points in a seven-dimensional
space, the dimensions of which correspond to different summary measurements of sleep
stage composition. These measurements are listed in Table 2. Total sleep time in min-
utes, fraction of time in bed spent sleeping, fraction of time in bed awake, and fraction
of sleep period time in each of the sleep stages NREM 1,2, in SWS (NREM3+ 4),
and REM, are used. See Fig. 2 for an illustration. Only the variables described in Ta-
ble 2 are used for clustering. A dataset is constructed in which each polysomnographic
sleep study is summarized as a feature vector consisting of the values of the variables
in Table 2 for that study. Clustering is performed over this dataset as described in sec-
tion 2.2. Additional descriptive variables are used to study associations of other factors
with sleep stage composition. These variables describe health history information such
as age, Body Mass Index (BMI), and habitual smoking.

Physiological Signal Variables. We use the C3-A2 EEG time signal, sampled at a rate
of 200 Hz. The signal is first bandpass-filtered (0.5 − 40 Hz). EEG spectral variables
are obtained by applying a short-time Fourier transform on overlapping 30-second win-
dows. EEG spectra are then binned into δ (0.5−4 Hz), θ (4−7 Hz), α (8−12 Hz) and
β (12− 30 Hz) ranges. Summary descriptors of the EEG spectral variables are gener-
ated by taking the all-night mean, median, and standard deviation of the collection of
epoch-specific spectra for each spectral band, as well as by computing other measures
such as spectral entropy and Hjörth activity, mobility, and complexity.

For the ECG-related variables, RR intervals, the time durations between consecutive
R peaks in the QRS complexes of the ECG time signal, are extracted and likewise
described in terms of all-night summary variables including the mean RRm, standard
deviation SDRR, entropy RRentr, autocorrelation RRxcorr, and mean absolute linear
predictability error LPCerror of the sequence of RR interval durations, Hjörth activity,
mobility, and complexity measures, the standard deviation SDSD of the sequence of
differences between successive RR intervals, the root mean squared difference RMSSD
of successive RR intervals, the fraction pNNx of consecutive RR intervals that differ
by more than x milliseconds [22] for x = 10,20,30,40,50, and the lengths SD1, SD2
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of the principal axes of the Poincaré plot, which provides graphical information on
parasympathetic nervous system activity and sympathovagal balance [10]. The Lomb-
Scargle method [23] is used to compute spectral content of the RR interval sequence,
and normalized RR spectral components within low frequency (0.04− 0.15 Hz) and
high frequency (0.15−0.4 Hz) bands are extracted. See [20] for further information on
the above and other commonly used measures of Heart Rate Variability (HRV).

Table 2. Summary descriptors of sleep composition

Variable name range of values
Total sleep time (TST) 0−500 min

Sleep efficiency (TST / Time-in-bed) 0−1
Percentage of sleep period time (SPT)

0−100 %in each of the stages NREM1, NREM2,
SWS (NREM3+4), REM, wake

Fig. 2. Summary-level descriptors of sleep composition. NREM sleep lightly shaded.

2.2 Clustering

We consider whether sleep stage composition may be described in terms of a small
number of groups, each defined by a mixture of Gaussian distributions. Unsupervised
clustering is employed for this purpose. Expectation-maximization (EM) [7,25] is used
to compute maximum likelihood estimates of the mixture parameters. Experiments
are carried out with the EM clustering implementation in the Weka machine learning
toolkit [8], version 3.7.1. This implementation initializes the Gaussian mixture param-
eters by k-means clustering. Unsupervised EM clustering is applied to the set of sleep
composition feature vectors consisting of the values of the summary variables of Table 2
for the available staged PSG studies, yielding a predetermined number, k, of clusters.
The values k = 3,4,5 are considered in the present paper. Consistency of clustering
results is evaluated by using two metrics, the cluster purity and the normalized mu-
tual information (NMI) [21,33]. Each of these measures the agreement between two
clusterings on a scale of 0 to 1, with higher values indicating better agreement.

2.3 Statistical Significance

Statistical significance is assessed by using a χ2 test for independence in the case
of nominal variables; for continuous variables, a t-test or Wilcoxon signed rank test
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are used for pairwise comparisons, and ANOVA or a Kruskal-Wallis test for mul-
tifactor comparisons. Control of the increased risk of false positives that is associ-
ated with simultaneous multiple tests of significance is accomplished by using the
Benjamini-Hochberg method [2]. Given n individual findings with corresponding p-
values p1 < p2 < · · ·< pn, and given a desired overall level of significance (p-value) p,
the Benjamini-Hochberg procedure declares as significant the first k findings, where k
is the largest index i, 1 ≤ i ≤ n, for which pii/n < p. The Benjamini-Hochberg method
provides a rigorous bound on the false discovery rate (FDR), the fraction of predicted
positives that are actually negatives. Indeed, the procedure as described here guarantees
an overall FDR below the desired level p [2]. The FDR is distinct from the traditional
type I error rate, or familywise error rate (FWR), which is the probability of one or more
false positives, regardless of the number of positive predictions. The FDR is generally
considered to be a better choice of significance criterion than the FWR for exploratory
data analysis tasks in which there are a large number of findings to evaluate.

3 Results

We discuss the results of EM clustering of the sleep composition instance data as de-
scribed in section 2, beginning with a summary of the authors’ prior work [13], and
show that the clusters found are stable, that they can be described by sleep efficiency
and fraction of sleep time in slow wave sleep, and that the family of clusterings for
k = 3,4,5 has a hierarchical structure. Health-related association results suggest that
the clusters represent medically meaningful groups of distinct sleep behaviors. We then
proceed to describe new results involving differences in EEG and ECG variables among
the sleep type clusters. We find significant differences among clusters in EEG spectral
band content, mean heart rate, Hjörth activity and mobility of both the EEG and ECG
signals, and ECG normalized low frequency content, among others.

3.1 Salient Properties of Sleep Type Clusters

Stability. As with any hill-climbing algorithm, the EM clustering algorithm may con-
verge to a non-global local maximum of the likelihood of the input data. Therefore, it
is important to determine the variation of the clustering results with the choice of ini-
tial values for the mixture parameters. Randomization of these parameter values was
performed, repeating the clustering procedure 10 times. The results show high means
and low standard deviations of standard measures of clustering agreement (0.95±0.11
(purity), 0.93±0.16 (NMI)), indicating very little variation with initial conditions [13].

Cluster Summary Statistics. Kruskal-Wallis multiway comparison analysis of the
clusters found by the EM algorithm for k = 3,4,5 clusters indicate significant differ-
ences among clusters in the means of all sleep composition variables used for clustering
(Benjamini-Hochberg FDR p < 0.01, cf. section 2.3). Because of these differences in
sleep composition, the clusters are referred to as sleep types. Wilcoxon pairwise test
results confirm that the mean values of total sleep time, sleep efficiency, and fraction
of sleep period time in NREM stages 2 and SWS, and in stages REM and wake, differ
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significantly (FDR p < 0.01) between all pairs of the three clusters in the case k = 3.
However, the only variables found to be significantly different among all pairs of clus-
ters for k = 4,5 are sleep efficiency and fraction of time in SWS.

Visualization of Sleep Types in Sleep Composition Space. Exploratory data analysis
was carried out, comparing different combinations of the descriptive summary variables
to visualize the clustering. Sleep efficiency and fraction of sleep period time in SWS
were found to provide good results. Fig. 3 displays sleep types in terms of these two
variables, for three prespecified numbers of EM clusters: k = 3 (left), k = 4 (center), and
k = 5 (right). Classification models were constructed to predict the cluster label based
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Fig. 3. Sleep types in terms of sleep efficiency and fraction of SWS, k = 3,4,5

on sleep efficiency and SWS. Pruned decision trees achieved a classification accuracy
of at least 0.91 for k = 3,4,5, confirming that these variables provide good separation
among clusters in all cases. The classification results have implications discussed below.

Hierarchical Structure of Sleep Types. Fig. 3 suggests that the family of clusterings
for k = 3,4,5 has an approximately hierarchical structure: clusters 1 and 2 are relatively
stable across the family, while the cluster labeled 3 in the leftmost image (k = 3) splits
into the two clusters labeled 3 and 4 in the middle image (k = 4); in turn, the cluster
labeled 4 in the middle image (k = 4) splits into the two clusters labeled 4 and 5 in the
rightmost image (k = 5). Further evidence of the existence of this hierarchical structure
is provided by a visualization of the decision boundaries between cluster regions that are
found using Linear Discriminant Analysis (LDA). See Fig. 4. Classification accuracies
are 90%, 86%, and 86% for k = 3,4,5, respectively. Use of alternative classifiers, such
as naive Bayes or decision trees, yields a very similar structure. Despite some variation
in the sizes and boundaries of the clusters for k = 3,4,5, support for the hierarchical
structure of sleep types, including the stability of clusters 1 and 2 as conceptual entities
across different values of k, derives from the summary statistics of the clusters [13].
Sleep efficiency and stage composition of clusters 1 and 2 are seen to remain nearly
constant across the values k = 3,4,5. Cluster 2 has the lowest sleep efficiency across
values of k, followed by cluster 1. The remaining clusters, which we loosely associate
with subgroups of cluster 3 for k = 3, consistently have higher sleep efficiency than
clusters 2 and 1. The transition from k = 3 to k = 4 produces an approximate subdivision
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of cluster 3 into a new cluster 3 that is SWS–heavy, and a cluster 4 that is stage NREM2–
heavy. Stage composition of these two clusters is similar in other regards. Likewise, the
transition from k = 4 to k = 5 generates a new cluster, 5, characterized by higher sleep
efficiency and SWS content than cluster 4, but similar NREM2 content.
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Fig. 4. LDA decision boundaries in stage composition space. Classification accuracies along top.

Relationships between Sleep Type and Health History Factors. For k = 3, Kruskal-
Wallis multiway analysis reveals significant differences among clusters in mean patient
age, collar size, BMI, smoking habit, and heart disease, at the Benjamini-Hochberg
FDR level p < 0.05. These results show that sleep types are meaningfully connected
with overall health.

Pairwise Significant Health History Differences. A Wilcoxon test shows that the cluster
with highest sleep efficiency (cluster 3 on the left in Fig. 3) has significantly lower
mean patient age (42.2± 12.7 vs 52.0± 14.3 and 57.0± 15.2), collar size (15.5± 2.1
vs 16.3± 2.1 and 16.5± 1.6), and habitual smoking than clusters 1 and 2, respectively.
Body Mass Index (BMI) differs significantly between the two clusters at opposite ends
of the sleep efficiency scale (2 and 3). Heart disease is significantly more frequent in
cluster 2 than in the two clusters with higher sleep efficiency.

Pairwise comparison tests for k = 4 refine the above results. The mean ages in cluster
3 (47.0± 14.7) and 4 (42.0± 12.0), the clusters into which cluster 3 for k = 3 approxi-
mately splits, are significantly lower than in cluster 2 (57.5±15.2), the cluster with low-
est sleep efficiency. Age is also significantly lower in cluster 4 than in the cluster with
second lowest sleep efficiency, cluster 1 (age 52.1± 14.7). Collar size is significantly
lower in cluster 4 (15.6± 2.1) than in cluster 2 (16.5± 1.6). Smoking is significantly
less frequent in cluster 4 than in cluster 2. Heart disease is significantly more frequent
in cluster 2 than in any other cluster.

3.2 EEG Characteristics of Sleep Type Clusters

EEG Summary Statistics. For k = 3, ANOVA / Kruskal-Wallis multiway comparison
finds significant differences among clusters in the variables listed in Table 3. Given the
stage composition differences among clusters described in section 3.1, the correspond-
ing differences in spectral content seen in table 3 are not entirely unexpected. For ex-
ample, SWS content increases from cluster 2 to cluster 3 to cluster 1, which is the same
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cluster ordering obtained according to δ band (slow wave) spectral content. Likewise,
α band spectral content is highest in cluster 2, which corresponds to the fact that cluster
2 has the lowest sleep efficiency, and hence the highest occurrence of wakefulness after
sleep onset. Hjörth activity indicates overall signal amplitude, and, accordingly, Hjörth
activity and total power similarly vary according to the proportion of wakefulness and
light sleep during the night.

EEG Summary Statistics for k=4,5. The EEG results for k = 4,5 are qualitatively sim-
ilar to those for k = 3, but with a smaller number of variables that differ significantly
among clusters. Relative low-frequency (δ band) power is lowest in cluster 2, while
high-frequency (β band) and total power are both highest in cluster 2. However, the
level of statistical significance of the differences among clusters is reduced as k in-
creases, and in one case the threshold p = 0.05 is crossed: for k = 4 and k = 5, the
difference in mean β power between cluster 2 and cluster 1 is no longer significant at
the level p < 0.05.

Table 3. EEG variables that differ significantly among sleep types, k = 3

Cluster 1 Cluster 2 Cluster 3 Kruskal-Wallis p-value
No. instances 87 36 121 to 3 digits:
mu deltaRelPower 0.550±0.079 0.438±0.112 0.634±0.069 0.000*
mu thetaRelPower 0.100±0.022 0.088±0.026 0.106±0.028 0.000*
mu alphaRelPower 0.110±0.045 0.141±0.073 0.084±0.026 0.000*
mu betaRelPower 0.115±0.041 0.135±0.042 0.092±0.036 0.000*
mu spectralEntropy 0.568±0.049 0.611±0.081 0.516±0.048 0.000*
sd deltaRelPower 0.211±0.032 0.226±0.037 0.184±0.027 0.000*
sd alphaRelPower 0.081±0.037 0.091±0.042 0.064±0.025 0.000*
sd totalPower 2.076E5±12.530E5 2.489E5±9.980E5 0.603E5±2.429E5 0.000*
sd medianFrequency 6.777±0.422 7.215±0.414 6.286±0.445 0.000*
sd spectralEntropy 0.136±0.025 0.146±0.026 0.125±0.021 0.000*
md deltaRelPower 0.575±0.094 0.414±0.141 0.654±0.082 0.000*
md alphaRelPower 0.089±0.037 0.125±0.077 0.071±0.023 0.000*
md betaRelPower 0.105±0.044 0.134±0.045 0.080±0.040 0.000*
md spectralEntropy 0.567±0.053 0.629±0.091 0.520±0.056 0.000*
mu hjorthMobility 0.230±0.035 0.265±0.049 0.197±0.032 0.000*
mu hjorthComplexity 2.524±0.384 2.407±0.762 2.714±0.353 0.000*
sd hjorthActivity 5.315E5±34.771E5 5.816E5±25.234E5 1.434E5±6.339E5 0.000*
sd hjorthMobility 0.084±0.019 0.090±0.023 0.073±0.014 0.000*
md hjorthMobility 0.218±0.039 0.269±0.055 0.189±0.036 0.000*
md hjorthComplexity 2.360±0.390 2.134±0.776 2.544±0.352 0.000*
md thetaRelPower 0.097±0.023 0.084±0.028 0.102±0.030 0.004*
md hjorthActivity 0.197E5±0.173E5 0.219E5±0.346E5 0.258E5±0.429E5 0.005*
sd betaRelPower 0.071±0.021 0.073±0.021 0.064±0.017 0.010*
mu totalPower 0.388E5±2.102E5 0.573E5±2.333E5 0.150E5±0.267E5 0.042*

Sleep Type Classification based on EEG Alone. MultiDimensional Scaling (MDS)
reveals considerable separation among clusters in the space described by the EEG vari-
ables, though less so than for the stage composition attributes used by EM to produce
the clusters originally (see section 3.1). In order to determine if EEG provides enough
information to characterize the sleep type clusters, we apply Linear Decision Analysis
(LDA) to the δ band power and spectral entropy attributes for k = 3,4,5 clusters. The
result exhibits the characteristic hierarchical structure discussed in section 3.1, as shown
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in Fig. 5. Classification accuracies for k = 3,4,5 are 62%, 50%, and 42%, respectively.
Slightly higher LDA classification accuracies (75%, 59%, and 54%, respectively) are
obtained for the attribute pair consisting of mean δ relative power and median Hjörth
complexity (not shown). These results confirm that the EEG attributes allow relatively
accurate sleep type labeling if full polysomnography is not available.
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Fig. 5. LDA decision boundaries in EEG space. Classification accuracies along top.

3.3 ECG and Heart Rate Variability (HRV)

ECG Summary Statistics. In the case k = 3, ANOVA / Kruskal-Wallis multiway com-
parison finds significant differences among clusters in the variables listed in Table 4.
The mean duration of RR intervals, that is, the time lapse between successive R peaks
in the ECG signal (corresponding to overall heart rate), occupies the top position on
this list. However, many of the remaining variables with the greatest significance, that
is, with lowest p-values in Table 4, represent measures of the difference between con-
secutive RR intervals. Examples include SD2, SDRR, and S. In contrast, the values of
variables such as SD1 that measure longer term variation in RR interval duration, do
not differ significantly among sleep types. Consistent with this, the variables pNNx that
measure the fraction of consecutive RR intervals that differ by more than x milliseconds
are more significant the smaller the value of x, and the variable pNN50 with the largest
value of x does not even meet the significance threshold p < 0.05.

The mean duration of RR intervals is found by a t test to be significantly higher in
cluster 3 than in both cluster 1 and cluster 2. Recall that the latter two clusters are the
ones with lower sleep efficiency. Note also that mean RR interval duration increases
with sleep efficiency across the three clusters. Hjörth activity likewise is significantly
higher in cluster 3 than in both cluster 1 and cluster 2. Overall heart rate variability as
measured by the standard deviation SDRR of the sequence of RR intervals, is lowest in
cluster 2, intermediate in cluster 1, and highest in cluster 3, that is, it increases with sleep
efficiency (although the difference in SDRR between clusters 1 and 2 is not significant
at the level p< 0.05). Also, RRxcorr, the autocorrelation of the RR interval sequence, is
significantly lower in cluster 3 than in cluster 2, and linear prediction error LPCerror is
correspondingly higher. Significance statements are at an overall Benjamini-Hochberg
FDR level p < 0.05. Decreased heart rate variability is known to be associated with an
increased risk of coronary heart disease and mortality from multiple causes [5]. Thus,
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Table 4. ECG variables that differ significantly among sleep types, k = 3

Cluster 1 Cluster 2 Cluster 3 Kruskal-Wallis p-value
No. instances 87 36 121 to 3 digits:
heartrate mean 72.046 ± 9.749 74.722 ± 14.561 66.438 ± 8.507 0.000*
RRm 0.852 ± 0.123 0.840 ± 0.179 0.924 ± 0.125 0.000*
pNN10 70.565 ± 18.404 68.674 ± 17.588 77.529 ± 12.783 0.003*
SD2 0.101 ± 0.041 0.087 ± 0.039 0.111 ± 0.040 0.004*
SDRR 0.075 ± 0.031 0.065 ± 0.028 0.083 ± 0.030 0.004*
hjorthActivity 0.007 ± 0.006 0.005 ± 0.004 0.008 ± 0.006 0.004*
SDNNindex 0.053 ± 0.027 0.046 ± 0.022 0.058 ± 0.025 0.008*
S 0.009 ± 0.008 0.008 ± 0.007 0.012 ± 0.010 0.008*
SDANNindex 0.048 ± 0.022 0.043 ± 0.023 0.054 ± 0.021 0.009*
pNN20 47.104 ± 22.316 45.909 ± 22.383 55.495 ± 19.315 0.010*
nLF 33.031 ± 7.146 30.938 ± 7.788 34.781 ± 7.402 0.017*
pNN30 32.744 ± 21.494 32.761 ± 20.596 40.317 ± 20.122 0.018*
hjorthMobility 0.482 ± 0.190 0.590 ± 0.241 0.508 ± 0.161 0.022*
RRentr 5.080 ± 0.590 4.828 ± 0.688 5.169 ± 0.379 0.030*
LPCerror 0.025 ± 0.017 0.024 ± 0.014 0.028 ± 0.016 0.032*
FreqRatio 1.944 ± 1.308 1.514 ± 1.167 1.920 ± 1.141 0.034*
pNN40 23.671 ± 19.357 24.008 ± 17.906 29.595 ± 18.917 0.034*
RRxcorr 0.996 ± 0.005 0.997 ± 0.003 0.997 ± 0.003 0.046*

our HRV findings are consistent with the distribution of heart disease among the clusters
described in section 3.1. These results support the view that, for k = 3, the sleep type
clustering is linearly ordered by overall health and sleep quality.

Relationship between Frequency Ratio Behavior and Study Population. It is interesting
that FreqRatio, the ratio between low and high frequency power, is significantly lower
in cluster 2, which has the lowest sleep efficiency among the three clusters, than in the
other two clusters. This is surprising at first sight, since cluster 2 has the greatest pro-
portion of wakefulness after sleep onset, and hence one would expect increased sympa-
thetic nervous system activity in this cluster than in the others, and hence a higher ratio
of low to high frequency power. However, as found in [35], this expected behavior is
reversed in patients that have suffered a myocardial infarction. Since cluster 2 contains
the greatest incidence of heart disease among the clusters as discussed in section 3.1,
this reversal is likely to contribute to the lowered FreqRatio in cluster 2. It has also been
found that body fat mass is negatively correlated with low frequency ECG content in
obese populations [15]. This may be an additional contributing factor to the lowered
FreqRatio values in cluster 2, as many of the patients in our study are obese (Table 1).

Significant Differences among Clusters for k = 4,5. For k = 4, mean RR interval du-
ration, standard deviation of the RR interval sequence, ratio of low to high frequency
power, and ECG Hjörth activity are again significantly higher in the cluster with the
highest sleep efficiency, cluster 4, than in the two clusters with the lowest sleep effi-
ciency, 1 and 2. The findings for k = 3,4 persist for k = 5, as mean RR interval dura-
tion, standard deviation of the sequence of RR intervals, ratio of low to high frequency
power, and ECG Hjörth activity are significantly higher in cluster 5, which has the high-
est sleep efficiency, than in the three clusters with the lowest sleep efficiency, clusters
2,1,3. Autocorrelation of the RR sequence is significantly lower in cluster 5 than in
clusters 2,1,3.
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Sleep Type Classification based on ECG. An attempt to discriminate among the sleep
type clusters in terms of ECG-related variables yields poor results, with considerable
overlaps between clusters. An assignment of cluster labels by LDA classification, us-
ing mean RR interval duration and Hjörth mobility as predictive variables, results in a
classification accuracy of 47% for k = 3 clusters, decreasing to 32% for k = 5. Equally
significantly, while the hierarchical structure of the clustering family is reflected in the
relationship between the cases k = 3,4, the structure breaks down for k = 5. See Fig. 6.
As expected based on the discussion in section 3.1 and section 3.2, the LDA-predicted
cluster that is most closely associated with intermediate sleep efficiency in the case
k = 3 persists relatively unchanged for k = 4, while the cluster with the highest sleep
efficiency splits into two clusters from k = 3 to k = 4. However, in the transition from
k = 4 to k = 5, the LDA-predicted cluster with intermediate sleep efficiency changes
substantially. Comparable results are obtained using other pairs of ECG variables as
predictors. In view of these results, it is apparent that the existing ECG data alone is
insufficient to fully characterize the family of sleep composition types.
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Fig. 6. LDA decision boundaries in ECG space. Cluster discrimination is poor.

Since sleep type classification relies on staged sleep recordings, a natural route to-
ward ECG-based sleep type classification is to first construct a sleep stager that uses
ECG signals only, with neither EEG nor EMG. Classification of ECG time signals into
the two classes sleep and wake has been addressed without additional data [17] and
with the aid of respiratory signals [11]. However, we are not aware of techniques that
successfully perform full sleep staging based only on ECG. The classification results
based on ECG variables described in the preceding paragraph are therefore consistent
with the current state of the art. It is an open problem whether alternative descriptions
of ECG time series will allow accurate sleep type predictions from ECG data alone.

4 Conclusions and Future Work

This paper has described the results obtained through unsupervised clustering of a col-
lection of all-night human polysomnographic studies. A hierarchy of sleep composition
types has been revealed, determined primarily by sleep efficiency, and subordinately
by time in SWS. Associations of the sleep type clusters with health-related variables
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have been described, as have some of the differences in EEG and ECG signals among
clusters. Statistically significant differences have been found among clusters in BMI,
age, and heart disease incidence, supporting the medical objectivity of sleep types. A
comparative analysis of sleep types in control populations would be of interest for fu-
ture work. Significant differences have also been found in δ, θ, α, and β EEG spectral
band content, and it has been shown that relatively accurate prediction of sleep type
is possible based on EEG alone. Analysis of the ECG signals has revealed significant
differences among sleep types in RR interval duration, Hjörth activity and mobility,
and in overall heart rate variability as measured for example by the standard deviation
of the sequence of RR intervals. These findings are consistent with the health-related
associations described above, in particular with heart disease and obesity. Despite the
ECG findings, we have found that only limited information about sleep type may be ex-
tracted from ECG recordings alone based on the variables considered in the present pa-
per. Future work should further explore the possibility of determining sleep type based
on alternative descriptions of the ECG signals. Work in progress by the authors of the
present paper involves modeling the dynamics of sleep stage transitions, and in partic-
ular studying the differences in dynamics among sleep type clusters.
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