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Preface

The CAiSE 2011 conference theme was linked with the coming Olympic and
Paralympic Games, which bring together athletes from all continents to celebrate
sporting excellence but also human diversity. Diversity is an important concept
for modern information systems. Information systems (IS) are diverse by nature,
as are the processes for constructing such systems, their developers, their users.
It is therefore the responsibility of the IS engineering community to engineer
information systems that operate in such a diverse world. During the two last
decades, essential challenges have made their appearance in the area of IS related
to engineering, quality and interconnectivity of IS.

The CAiSE 2011 Forum was a place within the CAiSE conference for pre-
senting and discussing new ideas and tools related to IS engineering. Intended
to serve as an interactive platform, the forum aimed at the presentation of fresh
ideas, emerging new topics, controversial positions, as well as demonstration
of innovative systems, tools and applications. The forum session at the CAiSE
conference facilitated the interaction, discussion, and exchange of ideas among
presenters and participants.

Two types of submissions were invited to the forum:

(1) Visionary short papers that present innovative research projects, which are
still at a relatively early stage and do not necessarily include a full-scale
validation.

(2) Demo papers describing innovative tools and prototypes that implement the
results of research efforts. The tools and prototypes were presented as demos
in the forum.

The 15 papers presented in this volume were carefully reviewed and selected
from 46 submissions.

The CAiSE 2011 Forum received a record number of 46 submissions from 24
countries (Argentina, Australia, Austria, Brazil, Bulgaria, Canada, France, Ger-
many, Hungary, Ireland, Israel, Italy, Japan, Latvia, Luxembourg, The Nether-
lands, Norway, Portugal, South Africa, Spain, Sweden, Switzerland, UK, USA).
Among the submissions, 25 are demo papers and 21 are visionary papers.

The management of paper submission and reviews was supported by the
EasyChair conference system. Selecting the papers to be accepted was a worth-
while effort. All papers received three reviews from the members of the Program
Committee and the Program Board. Eventually, 23 high-quality papers were se-
lected; among them 16 demo papers and 7 visionary papers. All of them were
presented during the forum session in London, which attracted a big audience.

After the CAiSE 2011 Forum, authors of forum papers were invited to submit
an extended version of their papers for the proceedings published as a Springer
LNBIP volume. In all, 17 full papers were submitted. All papers again received
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three reviews from the members of the CAiSE 2011 Forum LNBIP Proceed-
ings Editorial Committee. At the end of a two-round review process supported
by EasyChair, this LNBIP volume presents a collection of 15 extended papers;
among them 6 visionary papers that present innovative research projects, which
are still at a relatively early stage and do not necessarily include a full-scale
validation; and 9 demo papers describing innovative tools and prototypes that
implement the results of research efforts.

As the CAiSE 2011 Forum Chair, I would like to express again my gratitude
to the forum Program Board and the Program Committee for their efforts in
providing very thorough evaluations of the submitted papers.

As the volume editor of the CAiSE 2011 Forum LNBIP proceedings, I would
like to express my gratitude to the Proceedings Editorial Committee members for
their sustainable efforts in providing very thorough evaluations of the submitted
extended forum papers. I wish also to thank all authors who submitted papers
to the forum LNBIP proceedings for having shared their work with us.

Last but not least, I would like to thank the CAiSE 2011 Program Committee
Chairs and the Local Organizing Committee for their support.

February 2012 Selmin Nurcan
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Gábor Bergmann, Fabio Massacci, Federica Paci, Thein Than Tun,
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A Tool for Automatic Enterprise Architecture
Modeling

Markus Buschle, Hannes Holm, Teodor Sommestad,
Mathias Ekstedt, and Khurram Shahzad

Industrial Information and Control Systems, KTH Royal Institute of Technology,
Osquldas v. 12, SE-10044 Stockholm, Sweden

{markusb,hannesh,teodors,mathiase,khurrams}@ics.kth.se

Abstract. Enterprise Architecture is an approach which aims to pro-
vide decision support based on organization-wide models. The creation
of these models is however cumbersome as multiple aspects of an orga-
nization need to be considered. The Enterprise Architecture approach
would be significantly less demanding if data used to create the models
could be collected automatically.

This paper illustrates how a vulnerability scanner can be utilized for
data collection in order to automatically create Enterprise Architecture
models, especially covering infrastructure aspects. We show how this
approach can be realized by extending an earlier presented Enterprise
Architecture tool. An example is provided through a case study applying
the tool on a real network.

Keywords: Enterprise Architecture, Automatic data collection, Auto-
matic instantiation, Software tool, Security Analysis.

1 Introduction

Enterprise Architecture (EA) is a comprehensive approach for management and
decision-making based on models of the organization and its information sys-
tems. An enterprise is typically described through dimensions such as Business,
Application, Technology and Information. [12]. These pictographic descriptions
are used for system-quality analysis to provide valuable support for IT and busi-
ness decision-making [6].

As these models are intended to provide reliable decision support it is imper-
ative that they capture all the aspects of an organization which are of relevance.
Thus, they often grow very large and contain several thousands of entities and an
even larger number of relationships in between them. The creation of such large
models is both time and cost consuming, as lots of stakeholders are involved and
many different pieces of information have to be gathered. During the creation
process the EA models are also likely to become (partly) outdated [1]. Thus, in
order to provide the best possible decision support it needs to be ensured that
EA models both are holistic and reflect the organizations current state.

S. Nurcan (Ed.): CAiSE Forum 2011, LNBIP 107, pp. 1–15, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Automatic data collection and model creation would be useful as this would
decrease the modeling effort and increase the quality of the collected data.

In this paper we present how the Enterprise Architecture Analysis Tool [6]
has been extended in order to automatically instantiate elements in EA models
based on results from network scans. In comparison to other tools our imple-
mentation focuses on the Application and Technology layer of the organization.
This information is gathered through an application of a vulnerability scanner
that evaluates the network structure of an enterprise. Thereby attached network
hosts and the functionality they provide can be discovered. Another difference
is that the presented tool uses EA models for system-quality analysis, whereas
commercial applications focus on modeling. As a running example we illustrate
how a meta-model designed for cyber security analysis [16] can be (partly) au-
tomatically instantiated. The presented implementation is generic and can be
used to support any kind of EA analysis.

The remainder of this paper is structured as follows. Related work is discussed
in section two. Section three describes the components used to realize the imple-
mentation and introduces into the meta-model that is used as running example.
Section four describes how the information, which was automatically collected, is
used to instantiate the meta-model for security evaluation. Section five exempli-
fies the tool application on real data collected by scanning a computer network
used for security exercises. In section six the presented tool and the underlying
approach are discusses as well as future work is described. Finally section seven
concludes the paper.

2 Related Works

In the EA community there are few initiatives focusing on the data collection
process for model instantiation and maintenance. Among the most well-known
frameworks data collection is almost completely left to the modeler to handle.
There are a couple of tool vendors providing some support. However, it is re-
quired in most cases that the needed information is available somewhere else,
implying that the data must be collected by someone at some point in time. In
the academic EA community most researchers have put their focus on deriving
principles and designing methods for model creation and maintenance. Few have
implemented their ideas in working software tools. None claims to have the focus
on automatic data collection.

2.1 EA Frameworks

There are many frameworks covering EA modeling e.g. [21,12,19]. However, few
(none) of these describe and discuss the data collection process used when creat-
ing the architecture models. No practical help is presented in these frameworks
regarding the data collection for As-is models or for checking the consistencies
in continuously updated architecture models (maintaining the architecture).
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2.2 EA Tools

In current EA tools some approaches addressing automatic data collection can be
found. The most common way is to import models that are made in third party
software. For example, BizzDesign Architect [3] can import data from office ap-
plications and with this data instantiate models. Thereby the automation aspect
actually means that data is reused and does not need to be manually entered if
it is already available. The interpretation of data documented in the third party
software can however be resource- and time consuming, thus contradicting parts
of the purpose with automatic data collection.

Other tools, such as for example Troux [20], allow the usage of SQL queries
in order to load information from data bases. This approach focuses on the
extraction of the data model and process descriptions, thereby the automatic
creation of the information architecture as well as the business architecture.

Both approaches assume that the data entered, in the third party applications
or data bases, is already available and updated. However, this data still needs
to be manually collected in the first place before it can be used.

ARIS Business Architect for SAP [15] supports the reuse and import of SAP
process models out of the SAP Solution Manager. Thereby modeling costs are
reduced. The SAP process model does only cover certain parts of the complete
EA. While other aspects of EA, such as infrastructure, are not considered.

[18] presents a software tool and methodology used for collecting architec-
ture information. The tool collects data from project management systems and
operational systems, and users can upload documents containing architecture
information. This approach thus aims to provide automatic data collection for
architecture models. The approach is however still time consuming. Since the
tool proposed use .cvs-files the data documentation process still needs to be
formalized.

2.3 EA Methods and Principles

[5] presents a Wiki-based approach to EA documentation and analysis. Accord-
ing to Buckl et al. companies who start an EA initiative usually do not have
a pre-defined information model for this. Many companies start with regular
spreadsheets or similar. Instead, Buckl et al. propose a Wiki-based approach for
collecting and sorting the information needed for EA management. The main
benefit with the Wiki-approach is that the data collection is distributed but still
managed by a formal set up. Although the Wiki-based approach proposed seems
interesting there is still a need for data collection to provide input to the Wiki.

In [4] an approach for handling change is proposed. The approach is called
Living Models and it is based on theories of model based software development
and EA management. The idea is to connect IT management, System Opera-
tion, and Software Engineering. According to the author three major research
challenges have to be met in order to materialize this: 1) Provide a coherent
view of the quality status of the systems. 2) Keep track of the quality status as
the systems evolve over time. 3) Support the collaboration of stakeholders for
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achieving the necessary quality level. EA models can be used to achieve number
one of the three challenges. Automatic data collection would be appropriate for
challenge number two. In the paper Breu presents ten principles that are crucial
for Living Models. Principle no 2 - Close Coupling of Models and Code states:
"Models are generated out of the code (e.g. architecture models)". This would
mean automatic generation of models at some architecture levels. Furthermore,
Principle no 3 - Bidirectional Information Flow between Models and Code, focus
on the idea that information from code can be used to build models as well as
information in models can be used to generate code. Throughout the ten prin-
ciples patterns and meta-model elements are discussed supporting these ideas.
However, there is no tool today that can implement and use these principles yet.

[9] states that: "Architecture management should produce methodological re-
sults in the form of architecture artifacts such as models, standards, etc." Further
they state that: "Obviously, it is not possible to assume a consistent EA at a
specific point in time, which means there should be a prime focus on dealing with
inconsistencies." The authors conclude that architecture models will drift and
become inconsistent. They spend some effort on trying to address this problem
as it has occurred. What they do not describe is how to collect the information
needed to actually compare the real world with the as-is models or update the
models with the correct data.

In [2] the focus is on the design of the EA. The main result is a framework for
engineering driven EA design and a software tool implementation of this frame-
work. There is no description of the data collection process for the instantiation
of models. The design of an EA here basically means deriving the meta-model
needed for an enterprise. The software tool implementation proposed is a tool
incorporating the framework and meta-model. In [7] the focus is on model main-
tenance and the main finding reported in this publication is a discussion of the
shortcomings of existing model maintenance approaches. The authors present a
federated approach to deal with these shortcomings. However, there is no dis-
cussion regarding the data collection part of model maintenance.

2.4 Summary

There are few initiatives describing and discussing data collection for EA mod-
eling. There are even less initiatives proposing an automatic data collection
process. Most research publications related to the topic provide evidence that
the topic is important and needs to be addressed.

3 Preliminaries

This section describes the three components that were combined in order to auto-
matically create EA models that can be used for security analysis. In subsection
3.1 the vulnerability scanner NeXpose [14], which is used for data collection, is
explained. Subsection 3.2 describes the Enterprise Architecture Analysis Tool
that is used to generate the models and evaluate them with regards to secu-
rity aspects. Subsection 3.3 briefly introduces CySeMoL, the used meta-model
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which is partly instantiated using the automated data collection. The overall
architecture can be seen in figure 1.

Conforms to Conforms to

Enterprise Architecture Analysis Tool NeXpose

EA analysis
CySeMol

meta model

NeXpose- XML 
Schema

EA analysis 
CySeMol

model
NeXpose- XML

Instantiates

Mapped to

1

2

3

4
6

5

Fig. 1. The used architecture

3.1 NeXpose

The vulnerability scanner NeXpose was chosen in this project as it has demon-
strated good results in previous tests [10]. A vulnerability scanner is a software
tool which probes a network architecture for various vulnerabilities, for exam-
ple, poor passwords and software flaws (e.g. unpatched software with known
vulnerabilities).

NeXpose [14] is an active (i.e. it queries remote hosts for data) vulnerability
scanner capable of both authenticated and unauthenticated scans. Authenti-
cated scans involve providing the scanner with user accounts to hosts. They are
typically less disturbing to normal operations and providing a higher degree of
accuracy. However, it is not always the case that credentials are readily available
for the individual(s) performing a scan.

NeXpose provides information regarding the network architecture in terms of
all devices which are communicating over TCP or UDP, e.g. computers, firewalls
and printers. The scanner identifies the operating systems or firmware that is
running on the scanned devices and any services that are running. If the scanner
is given credentials it is also able to assess all applications (and versions thereof)
installed on a device and all user/administrator accounts on that device.

More security related functions of the scanner include that it can check for
both software flaws and configuration errors. It is also capable of performing
web application scans. NeXpose has approximately 53000 current signatures in
its engine, with every signature corresponding to a certain vulnerability. NeXpose
is also SCAP-compliant [11] and thus compliant with a suite of six commonly
used protocols developed by the National Institute of Standards and Technology
(NIST): i) Extensible Configuration Checklist Description Format (XCCDF),
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ii) Open Vulnerability and Assessment Language (OVAL), iii) Common Plat-
form Enumeration (CPE), iv) Common Configuration Enumeration (CCE), v)
Common Vulnerabilities and Exposures (CVE) and vi) Common Vulnerability
Scoring System (CVSS).

3.2 Enterprise Architecture Analysis Tool

In [6] we presented a tool for EA analysis. This tool consists of two parts to
be used in succession. The first component allows the definition of meta-models
to describe a certain system quality of interest (1 in Figure 1). This is done
according to the PRM formalism [8] in terms of classes, attributes, and relations
between them. Thereafter an execution of the second component is done in order
to describe an enterprise as an instantiated model (2 in Figure 1), which is com-
pliant to the previously defined meta-model. As the PRM formalism supports
the expression of quantified theory the described enterprise can be analyzed with
regards to the considered system quality described in the first component.

To use the results gained from NeXpose scans an extension of the tool was
necessary. The result of NeXpose’s scans can be exported to XML files (4 in
Figure 1), which are structured according to a schema definition file (XSD)1 (3
in Figure 1). We added the possibility to create mappings between XSD files
and meta-models (5 in Figure 1) in order to automatically instantiate the meta-
model based on NeXpose’s XML files (6 in Figure 1). The used mapping is
discussed in section 4.

3.3 CySeMoL

This paper exemplifies the mapping functionality by instantiating a subset of
the meta-model of the Cyber Security Modeling Language (CySeMoL) [17]. This
modeling language follows the abstract model presented in [16] and uses the PRM
formalism to estimate the value of security attributes from an architecture model.
Its meta-model covers both technical and organizational aspects of security and
can be seen in Figure 2 (without any attribute relationships shown). CySeMoL
includes 22 entities, each with various attributes and relations to other entities.
It can require a lot of effort to model a scenario using the CySeMoL as a typical
network contains multiple components e.g. computer systems, operating systems,
services, password accounts, and application clients. Furthermore, each of these
entities have security related aspects (i.e. attribute states) that needs to be
modeled in order to achieve satisfactory prediction quality. The states of most
of the attributes in the meta-model are defined by the states of their parents.
However, the states of some variables need to be defined by the user of the model.
For example whether there are vulnerabilities available for an operating system
or a service. The required modeling effort could result in errors caused by the
individual(s) performing the modeling.
1 The XSD file (Report_XML_Export_Schema.xsd) is part of the NeXpose Commu-

nity Edition that can be downloaded from http://www.rapid7.com
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As such, it would be very valuable if parts of the CySeMoL meta-model could
be automatically generated - it would save both modeling time and likely in-
crease the accuracy of the resulting prediction model. Four entities, three entity
relationships and the states of four attributes can be mapped to elements pro-
duced by NeXpose. These concepts, and the mapping as such, are discussed in
section 4. While only a subset of the total number of entities and relations could
be instantiated, this subset includes entities, relations and attributes which are
of high multiplicity in enterprises, and thus require lots of effort to model.
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Fig. 2. An overview of CySeMoL without attribute relations shown
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4 The Mapping

This section describes the concepts of CySeMoL that were possible to map to
the output of NeXpose, and how these concepts are defined by NeXpose. This
mapping was done based on the XSD file that describes the structure of the
vulnerability scanning reports produced by NeXpose. Furthermore, the mapping
is based on the viewpoint of CySeMoL as this is the focus of the study – to see
how much of its contents that can be automatically generated. All of the entities
described in this chapter were possible to relate as shown in Figure 2.

4.1 Operating System

The CySeMoL entity OperatingSystem and three of its attributes are possible
to automatically instantiate (cf. Figure 3. These concepts are described below.
As can be seen, all information required by CySeMoL regarding these aspects
are fulfilled.
OperatingSystem. CySeMoL: The software system which other software is
deployed on. Examples include Windows XP SP2 (with a specific set of patches),
VMware vSphere 5.1.0 and printer firmwares (and versions thereof). NeXpose:
The same definition as CySeMoL, abstractly described as the Operating System
of a Node. Gathered information includes e.g. OS type and version, and the IP
adress of the system.

It is also possible to gather data for three of the attributes for the Operat-
ingSystem class: Whether the operating system has any low, medium or high
severity vulnerabilities as defined by the Common Vulnerability Scoring System
[13] (HasAll(Low/Medium/High)SeverityPatches). The CVSS is a quan-
titative metric on a scale from 0.0-10.0 which grades IT security vulnerabilities
according to their criticality. A low severity vulnerability corresponds to 0.0-3.9,
a medium severity vulnerability to 4.0-6.9, and a high severity vulnerability to
7.0-10.0. NeXpose detects any vulnerabilities present in the probed operating
system(s) and presents them with their corresponding CVSS score.

4.2 Software Service

The CySeMoL entity Service and three of its attributes are possible to automat-
ically instantiate (cf. Figure 4. These concepts are described below. As can be
seen, all information required by CySeMoL regarding these aspects are fulfilled.
Service. CySeMoL: A software that functions to service software clients. A
Service listens on one or several ports for requests by software clients NeXpose:
All relevant overall aspects can be captured, e.g. port number, software name
and software version.

It is, as for the OperatingSystem class, also possible to gather data for three
of the attributes of the Service class: Whether the service has any low, medium or
high severity vulnerabilities (HasAll(Low/Medium/High)SeverityPatches)
as defined by the CVSS. NeXpose detects any vulnerabilities present in the
probed software service(s) and presents them with their corresponding CVSS
score.
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OperatingSystem: IP adress and information

HasAllLowSeverityPatches
HasAllMediumSeverityPatches
HasAllHighSeverityPatches

Fig. 3. Mapping of OperatingSystem to NeXpose XML

4.3 Network Zone

The CySeMoL entity NetworkZone was possible to map to the output of NeXpose
(cf. Figure 5). This is detailed below.

NetworkZone. CySeMoL: A network which enables connected systems to com-
municate. NeXpose: The IP of each scanned node. As such, it is possible to
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Service: Information

HasAllLowSeverityPatches
HasAllMediumSeverityPatches
HasAllHighSeverityPatches

Fig. 4. Mapping of Service to NeXpose XML

group all systems (OperatingSystems) that have IPs on the same subnet (e.g.
172.168.2.x).

4.4 Software Product

The CySeMoL entity SoftwareProduct was possible to map to the output of
NeXpose (cf. Figure 6). This is described below.

SoftwareProduct. CySeMoL: The type of software. For example, Windows
XP SP2 or Apache Webserver. This is also the main difference from a Software-
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NetworkZone: Subnet IP

OperatingSystem: IP adress and info

Fig. 5. Mapping of NetworkZone to NeXpose XML

Installation (e.g. Service or OS) – a common computer network could include
30 systems which all use Windows XP SP2, but with different security patches
installed. This would in CySeMoL correspond 30 instances of the entity Operat-
ingSystem, all related to a single SoftwareProduct (Windows XP SP2). NeXpose:
All general information needed by CySeMoL to generate the entity.

SoftwareProduct: Operating system information

SoftwareProduct: Service information

Fig. 6. Mapping of SoftwareProduct to NeXpose XML

5 Example

In this section we describe how we tested the implementation on a real network.
We give a brief introduction to the background of the collected data. Afterwards
we depict how the resulting auto-generated model looks like.
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5.1 The Setup

The main experimental setup was designed by the Swedish Defence Research
Agency (FOI), with the support of the Swedish National Defence College
(SNDC). Also, a group of computer security specialists and computer security
researchers originating from various European governments, military, private sec-
tors and academic institutions were part of designing the network architecture.

The environment was set to describe a simplified critical information infras-
tructure at a small electrical power utility. The environment was composed of
20 physical PC servers running a total of 28 virtual machines, divided into four
VLAN segments. Various operating systems and versions thereof were used in the
network, e.g. Windows XP SP2, Debian 5.0 and Windows Server 2003 SP1. Each
host had several different network services operating, e.g. web-, mail-, media-,
remote connection- and file sharing services. Furthermore, every host was more
or less vulnerable through software flaws and/or poor configurations.

5.2 The Result

We performed an authenticated NeXpose scan on the setup environment and
thereafter applied the mapping presented in chapter 4. The auto generated
model consists of four instances of CySeMol’s NetworkZone and 28 instances
of CySeMol’s OperatingSystem class. Furthermore 225 instances of the Service
class and 141 instantiations of the SoftwareProduct class were automatically
generated. The components were related based on the relations of CySeMol.

Figure 7, 8, and 9 show subsets of the resulting model, exemplary for one
computer of the environment as the full model is too large to be shown here. In
figure 7 the network zone that the computer belongs to is shown, followed by a
consideration of the software and services that can be found on that machine.
Finally figure 9 shows the computer and some of its attributes according to
CySeMol, as well as the evidence that was set automatically.

Fig. 7. Resulting model of one network zone
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Fig. 8. One selected node

Fig. 9. The considered attributes of the node

6 Discussion and Future Work

This paper shows that vulnerability scanners can provide support for the creation
of EA models. As mentioned earlier, scanners do not deliver complete EA mod-
els, but require some completion work. Their application however significantly
reduces modeling effort and creates a model stub that can be complemented.
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The validity and reliability of the approach can be discussed from two different
viewpoints: i) how much of the meta-model that can be captured, both in scope
(i.e. how much of the meta-model that can be instantiated) and context (i.e.
if the scanner provides all the information needed to accurately capture the
context of a variable), and ii) how accurate a vulnerability scanner is at assessing
the instantiated variables. Regarding i), most of the more modeling intensive
concepts of CySeMoL are captured and all context are accurate. That is, the
scanner provides e.g. all the information regarding vulnerabilities that CySeMoL
requires. Regarding ii), the scanning accuracy in terms of assessing vulnerabilities
is studied in [10]. The accuracy in terms of assessing software, operating systems
and such is something that will be examined in future works.

It would also be interesting to look at other variables provided by automated
vulnerability scanning, e.g. user accounts of systems and software clients (such
as Adobe Reader). Furthermore, automated scanning could be mapped to more
commonly used EA frameworks such as [12] to increase the usage of the method.

Additionally in future work it might be investigated how other data sources
can be used to further reduce the manual tasks. Examples of such sources are
access control lists, ERP systems, and UDDI registries. Especially how automatic
data collection for the domains that so far not have been considered (the Business
Layer and the information architecture) can be done, needs to be investigated.
The goal is to minimize the manual effort to generate EA models.

Enterprises are changing permanently. Periodic scans leading to an automatic
model update might therefore be implemented in the present tool as well.

It is also possible to collect information on vulnerabilities of services and
software. This is something that we aim to incorporate in a future project.

7 Conclusion

In this paper we presented an extension of our previously developed tool that
allows the automatic generation of elements for EA models. The input is provided
by a vulnerability scanner, which was used to identify elements that were part
of a computer network. Our implementation is generic even though CySeMol,
a meta-model for security analysis, was used as a running example. The data
gained from the vulnerability scanner can be used to instantiate any meta-model,
once a mapping has been defined. The scan with NeXpose took less than an hour
and the creation of the EA model using that data was next to instantaneous.
Thus, it should be a viable option for EA architects. We have also illustrated
the architecture of our implementation and described used components in detail.
Finally, we have presented a practical application based on real data of our
implementation. Thereby we have shown the feasibility of our approach.

References

1. Aier, S., Buckl, S., Franke, U., Gleichauf, B., Johnson, P., Närman, P., Schweda,
C., Ullberg, J.: A survival analysis of application life spans based on enterprise
architecture models. In: 3rd International Workshop on Enterprise Modelling and
Information Systems Architectures, Ulm, Germany, pp. 141–154 (2009)



Semi-Automatic Security Modeling 15

2. Aier, S., Kurpjuweit, S., Saat, J., Winter, R.: Enterprise Architecture Design as an
Engineering Discipline. AIS Transactions on Enterprise Systems 1(1), 36–43 (2009)

3. BiZZdesign: BiZZdesign Architect (March 2011) http://www.bizzdesign.com
4. Breu, R.: Ten principles for living models - a manifesto of change-driven software

engineering. In: International Conference on Complex, Intelligent and Software
Intensive Systems, pp. 1–8 (2010)

5. Buckl, S., Matthes, F., Neubert, C., Schweda, C.M.: A wiki-based approach to
enterprise architecture documentation and analysis. In: 17th European Conference
on Information Systems, pp. 1–13 (2009)

6. Buschle, M., Ullberg, J., Franke, U., Lagerström, R., Sommestad, T.: A Tool for
Enterprise Architecture Analysis Using the PRM Formalism. In: Soffer, P., Proper,
E. (eds.) CAiSE Forum 2010. LNBIP, vol. 72, pp. 108–121. Springer, Heidelberg
(2011)

7. Fischer, R., Aier, S., Winter, R.: A federated approach to enterprise architec-
ture model maintenance. Enterprise Modelling and Information Systems Archi-
tectures 2(2), 14–22 (2007)

8. Friedman, N., Getoor, L., Koller, D., Pfeffer, A.: Learning probabilistic relational
models. In: Proc. of the 16th International Joint Conference on Artificial Intelli-
gence, pp. 1300–1309. Morgan Kaufmann (1999)

9. Hafner, M., Winter, R.: Processes for enterprise application architecture manage-
ment. In: Proceedings of the 41st Hawaii International Conference on System Sci-
ences, pp. 396–406 (2008)

10. Holm, H., Sommestad, T., Almroth, J., Persson, M.: A quantitative evaluation
of vulnerability scanning. Information Management & Computer Security 19(4),
231–247 (2011)

11. Johnson, C., Quinn, S., Scarfone, K., Waltermire, D.: The technical specification
for the security content automation protocol (SCAP). NIST Special Publication
800, 126 (2009)

12. Lankhorst, M.M.: Enterprise Architecture at Work: Modelling, Communication
and Analysis, 2nd edn. Springer, Heidelberg (2009)

13. Mell, P., Scarfone, K., Romanosky, S.: A complete guide to the common vulnerabil-
ity scoring system version 2.0. In: Published by FIRST-Forum of Incident Response
and Security Teams (2007)

14. Rapid7: NeXpose (March 2011), http://www.rapid7.com/
15. Software AG: ARIS for SAP (2011), http://www.softwareag.com/corporate/

products/aris_platform/aris_implementation/aris_sap
16. Sommestad, T., Ekstedt, M., Johnson, P.: A probabilistic relational model for

security risk analysis. Computers & Security 29(6), 659–679 (2010)
17. Sommestad, T., Ekstedt, M., Nordström, L.: A case study applying the Cyber

Security Modeling Language (2010)
18. Sousa, P., Lima, J., Sampaio, A., Pereira, C.: An Approach for Creating and Man-

aging Enterprise Blueprints: A Case for IT Blueprints. In: Albani, A., Barjis, J.,
Dietz, J.L.G. (eds.) CIAO! 2009. LNBIP, vol. 34, pp. 70–84. Springer, Heidelberg
(2009)

19. The Open Group: The Open Group Architecture Framework (TOGAF) - version
9. The Open Group (2009)

20. Troux Technologies: Metis (March 2011), http://www.troux.com/products/
21. Zachman, J.A.: A framework for information systems architecture. IBM Systems

Journal 26, 276–292 (1987)

http://www.bizzdesign.com
http://www.rapid7.com/
http://www.softwareag.com/corporate/products/aris_platform/aris_implementation/aris_sap
http://www.softwareag.com/corporate/products/aris_platform/aris_implementation/aris_sap
http://www.troux.com/products/


Creating Declarative Process Models

Using Test Driven Modeling Suite

Stefan Zugal, Jakob Pinggera, and Barbara Weber

University of Innsbruck, Austria
{stefan.zugal,jakob.pinggera,barbara.weber}@uibk.ac.at

Abstract. Declarative approaches to process modeling promise a high
degree of flexibility. However, current declarative state-of-the-art model-
ing notations are, while sound on a technical level, hard to understand.
To cater for this problem, in particular to improve the understandabil-
ity of declarative process models as well as the communication between
domain experts and model builders, Test Driven Modeling (TDM) has
been proposed. In this tool paper we introduce Test Driven Modeling
Suite (TDMS) which provides operational support for TDM. We show
how TDMS realizes the concepts of TDM and how Cheetah Experimen-
tal Platform is used to make TDMS amenable for effective empirical
research. Finally, we provide a brief example to illustrate how the adop-
tion of TDMS brings out the intended positive effects of TDM for the
creation of declarative process models.

Keywords: Declarative Business Process Models, Test Driven Model-
ing, Test Driven Modeling Suite.

1 Introduction

In today’s dynamic business environment the economic success of an enterprise
depends on its ability to react to various changes like shifts in customer’s atti-
tudes or the introduction of new regulations and exceptional circumstances [1].
Process-Aware Information Systems (PAISs) offer a promising perspective on
shaping this capability, resulting in growing interest to align information systems
in a process-oriented way [2]. Yet, a critical success factor in applying PAISs is
the possibility of flexibly dealing with process changes [1]. To address the need
for flexible PAISs, competing paradigms enabling process changes and process
flexibility have been developed, e.g., adaptive processes [3], case handling [4],
declarative processes [5] and late binding and modeling [6] (an overview is pro-
vided in [7]).

Although declarative processes promise a high degree of flexibility, avoid over-
specification and provide more maneuvering for end-users [8], [5], they are not
widely adopted in practice yet. In particular, as pointed out in [8], [9], [10],
understandability problems hamper the usage of declarative process models.
For instance, checking whether a process instance is supported by a process
schema, is far from trivial. An approach tackling these problems, the Test Driven

S. Nurcan (Ed.): CAiSE Forum 2011, LNBIP 107, pp. 16–32, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Modeling (TDM) methodology, is presented in [10]. TDM aims at improving the
understandability of declarative process models as well as the communication
between domain experts [11] and model builders [11] by adopting the concept
of test cases from software engineering. The contribution of this paper is to
describe Test Driven Modeling Suite (TDMS)1, i.e., the software that provides
operational support for TDM.

The remainder of this paper is structured as follows: Section 2 briefly intro-
duces declarative business process models, Section 3 shortly discusses TDM.
Then, Section 4 describes the software architecture and features of TDMS,
whereas Section 5 illustrates the usage of TDMS by an example. Finally, Sec-
tion 6 deals with related work and Section 7 concludes with a summary and an
outlook.

2 Declarative Process Models

There has been a long tradition of modeling business processes in an imperative
way. Process modeling languages supporting this paradigm, like BPMN, EPC
and UML Activity Diagrams, are widely used. Recently, declarative approaches
have received increasing interest and suggest a fundamentally different way of
describing business processes [8]. While imperative models specify exactly how
things have to be done, declarative approaches only focus on the logic that
governs the interplay of actions in the process by describing the activities that
can be performed, as well as constraints prohibiting undesired behavior. An
example of a constraint in an aviation process would be that crew duty times
cannot exceed a predefined threshold. Constraints described in literature can be
classified as execution and termination constraints. Execution constraints, on the
one hand, restrict the execution of activities, e.g., an activity can be executed at
most once. Termination constraints, on the other hand, affect the termination of
process instances and specify when process termination is possible. For instance,
an activity must be executed at least once before the process can be terminated.
Most constraints focus either on execution or termination semantics, however,
some constraints also combine execution and termination semantics (e.g., the
succession constraint [8]).

To illustrate the concept of declarative processes, a declarative process model
is shown in Fig. 1 a). It contains activities A to F as well as constraints C1 and
C2. C1 prescribes that A must be executed at least once (i.e., C1 restricts the
termination of process instances). C2 specifies that E can only be executed if
C has been executed at some point in time before (i.e., C2 imposes restrictions
on the execution of activity E). In Fig. 1 b) an example of a process instance
illustrates the semantics of the described constraints. After process instantiation,
A, B, C, D and F can be executed. E, however, cannot be executed as C2
specifies that C must have been executed before. This is indicated by the grey bar
in Fig. 1 b) below “E”. Furthermore, the process instance cannot be terminated
as C1 is not satisfied, i.e., A has not been executed at least once. This is indicated

1 Freely available from: http://www.zugal.info/tdms

http://www.zugal.info/tdms
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by the grey area in Fig. 1 b) below “Termination”. The subsequent execution of B
does not cause any changes as it is not involved in any constraint. However, after
A is executed, C1 is satisfied, i.e., A has been executed at least once and thus the
process instance can be terminated (cf. Fig. 1 b). Hence, after e4 the box below
“Termination” is white. Then, C is executed, satisfying C2 and consequently
allowing E to be executed (the box below “E” is white after e6 occurred). Finally,
the execution of E does not affect any constraint, thus no changes with respect
to constraint satisfaction can be observed. As all termination constraints are still
satisfied, the process instance can still be terminated.

B

A B C D E F

Execution
Termination
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Instantiation
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Termination

e1 B started

e2     B completed

e3     A started

e4     A completed
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e6    C completed
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e8    E completed
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C2
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Constraints

1..*

a) b)
Process Instance I

Execution Trace of I: <B started, B completed, A started, A 

completed, C started, C completed, E started, E completed>

Fig. 1. Executing a declarative process

As illustrated in Fig. 1 b), a process instance can be specified through a list
of events that describe changes in the life-cycle of activity instances, e.g., “e1:
B started”. In the following, we will denote this list as execution trace, e.g., for
process instance I: <e1, e2, e3, e4, e5, e6, e7, e8>. If events are non-overlapping,
we merge subsequent start events and end events, e.g., <B started, B completed,
A started, A completed> is abbreviated by <B, A>.

3 Test Driven Modeling

In the following, we briefly introduce TDM, the conceptual basis of TDMS. In
particular, in Section 3.1 we will draw on concepts from cognitive psychology to
shed light on possible causes of understandability problems related to declarative
models. Subsequently, in Section 3.2, we discuss the most relevant concepts of
TDM.
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3.1 Cognitive Backgrounds

Declarative process models allow for the specification of flexible business pro-
cesses [8], [12]. Still, as argued in [8], [9], [10], the understandability of respective
models appears to be a hurdle for practical usage. Understandability thereby
refers to how difficult it is to extract information from a process model. As de-
tailed in [13], understandability is usually operationalized by asking questions
about a process model. The more questions are answered correctly on average,
the higher the understandability. Currently, it is still unclear for which reasons
declarative models are harder to understand than imperative models. To pro-
vide a possible explanation, we would like build upon concepts from cognitive
psychology. In particular, we identified that computational offloading [14], [15],
[16] seems to play an essential role. In short, computational offloading allows the
reader to “offload” computations to a diagram. In other words, the way how the
diagram represents information allows the reader to quickly extract certain in-
formation. For instance, in a BPMN model control flow is explicitly represented
by sequence flows (i.e., control edges) and gateways (e.g., AND gateway, OR
gateway). Assume the reader wants to check whether a certain process instance
is supported by an imperative process model. To this end, she may use the con-
trol edges to simulate the process instance by tracing through the process model.
In this way, the model allows to offload the computation of the process instance.
Contrariwise, one might describe the process model textually. Both representa-
tions (text and diagram) are information equivalent, i.e., the same information
is present, however, the text does not allow the reader to quickly identify pro-
cess instances, the reader has to simulate the process instance entirely in her
head. Similarly, declarative process models do not provide explicit mechanisms
to offload the computation of execution traces. Rather, as discussed in Section 2,
the reader has to interpret the constraints in her mind. For a detailed discussion
about computational offloading and related cognitive concepts, we refer to [17].

Assuming that computational offloading of computing process instances is not
present in declarative models, i.e., reading imposes a high mental effort, reper-
cussions on understandability, validation and maintainability can be expected.
Since model understandability, as defined in [18], directly relates to reading and
answering questions about a process model, as discussed above, a negative impact
can be expected. Regarding validation, i.e., to check whether the model prop-
erly reflects the real-world business, an interesting insight is provided in [19].
The authors state that “programmers rely heavily upon mental simulation for
evaluating the validity of rules”. Seen in the context of business process model-
ing, “mental simulation” refers to the “mental execution” of process instances.
In other words, the person who validates the process model checks via “men-
tal simulation” whether certain process instances, i.e., scenarios, are supported
by a process model. As discussed, for a declarative business process model, the
computation of process instances is far from trivial, hence a negative impact on
validation can be expected. In further consequence, also the maintainability of
declarative process models may be compromised, as argued in [10]. It is known
that every change operation requires a sense-making task, i.e., determining what
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to change, as well as an action task, i.e., performing the change [20]. Compro-
mised understandability supposedly compromises the sense-making task, which
in turn impairs the change operation.

Basically, the idea of TDM is to provide computer-based support to compen-
sate for the lack of computational offloading. In particular, test cases allow to
capture and automatically validate scenarios, i.e., process instances, that should
be supported by the process model. Likewise, test cases provide the option to
specify anti-scenarios, i.e., behavior that should be forbidden by the process
model.

3.2 Test Driven Modeling

Constraints, as introduced in Section 2, focus on forbidden behavior. TDM,
however, introduces the concept of test cases to test for desired behavior of the
process model. In particular, as illustrated in Fig. 2, TDM’s meta model can be
divided into two main parts: the specification of test cases (upper half) as well
as the specification of the business process model (lower half). A Test Driven
Model consists of exactly one Declarative Process Model and an arbitrary amount
of Test Cases. A Declarative Process Model, as already discussed in Section 2,
consists of at least one Activity as well as an arbitrary amount of Constraints.
For the sake of brevity, Fig. 2 shows three constraints only, i.e., the Response
Constraint, the Precedence Constraint and the Coexistence Constraint. TDMS
actually supports all constraints described in [8], for a detailed description of
the constraints we refer to [12]. Besides the specification of a Declarative Pro-
cess Model, the meta model in Fig. 2 describes how Test Cases can be specified.
In particular, a Test Case is built-up by a Process Instance (subsequently also
referred to as execution trace) and an arbitrary number of Assertions. The Pro-
cess Instance, in turn, consists of an arbitrary number of Activity Instances. For
each Activity Instance a start event (i.e., when the activity instance enters the
state started in its life-cycle) as well as and an end event (i.e., when the activity
instance is completed) are defined. Similarly, each Assertion is defined for a cer-
tain window by its start- and end event. Within this window, a condition that
is specified by the Assertion must hold. TDM thereby differentiates between
two types of Assertions : an Execution Assertion can be used to verify whether
a certain Activity is executable. The positive flag in Assertion thereby defines
whether an Activity is expected to be executable or if the Activity is expected
to be non-executable. Similarly, a Termination Assertion can be used to test
whether the Process Instance can be terminated within a specified window.

In short, TDM allows for the specification of declarative process models and
test cases. Each test case defines a certain scenario, i.e., process instance, that
must be supported by the process model. Assertions can thereby be used to
test for specific conditions, namely whether an activity is executable as well as
whether the process instance can be terminated.

Consider, for illustration, the testcase depicted in Fig. 3. It contains the ex-
ecution trace <A, B> (1) as well as an assertion that specifies that A cannot
be executed between e2 and e3 (2) and assertions that specify that the process
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Fig. 2. Meta model of TDM

instance cannot be terminated before e2 (3), however, it must be possible to
terminate after e2 (4). For the reason of simplicity, the example shows subse-
quent executions only. However, testcases can also be used to simulate parallel
executions of activity. In this vein, also several different instances of the same
activity may run at the same time—given that no constraint prohibits such be-
havior. The times in Fig. 3 do not necessarily constitute real times, but rather
provide a timeline to test for control-flow behavior, i.e., define whether activities
can be executed subsequently or in parallel. Furthermore test cases are validated
automatically, i.e., no user interaction is required to check whether the specified
behavior is supported by the process model.

Fig. 3. A simple testcase
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To illustrate how a test case may help to improve the understandability of a
declarative process model, consider the test case illustrated in Fig. 4. The pro-
cess model to the right (2) can be described in the following way: A must be
executed exactly once (cf. cardinality constraint on A). After A has been exe-
cuted, B must be executed (cf. response constraint between A and B). Thus,
also B must be executed at least once for every process instance. However, this
information is present in the process model implicitly only. Hence, the person
who reads to model has to inspect the model carefully for such dependencies in
order to properly understand the models’ semantics—computational offloading
is missing. According to [20], connections that are not directly visible in a model
are referred to as hidden dependencies. As the name suggests, such dependen-
cies are hard to see and detect, potentially misleading the reader and causing
understandability problems. TDM allows the process modeler to actively resolve
hidden dependencies by specifying a respective test case, thereby making the
dependency explicit. To illustrate how this could be done for the given example,
consider Fig. 4 (1): the test case specifies that the process instance can only be
terminated if B has been executed at least once, making the hidden dependency
explicit. As soon as the modeler conducts changes to the process model that vio-
late the test case, the automated validation of TDMS (cf. Section 4) immediately
informs the modeler, making her aware of the hidden dependency.

Fig. 4. Hidden dependency

So far we have introduced the concept of test cases and the intended impact
on model understandability, in the following we will sketch how their adoption
intends to improve the communication between domain expert (DE) and model
builder (MB). First, it is worthwhile to note that test cases and process model
are not meant to be created in isolation. Rather, as inspired by Test Driven
Development [21], test cases and process model should be created interwoven (for
a detailed discussion we refer to [10]). Thereby, test cases provide information
in a form that is not only understandable to the MB, but also understandable
to the DE, who normally does not have the knowledge to read formal process
models [11]. Usually the DE needs the MB to retrieve information from the
model, cf. Fig. 5 (2) and (3). Since test cases are understandable to the DE,
they provide an additional communication channel to the process model, cf.
Fig. 5 (4) and (6). It is important to stress that TDM’s intention is not to make



Creating Declarative Process Models Using Test Driven Modeling Suite 23

the DE specify the test cases in isolation. Rather, test cases should be created
by the DE and the MB together and provide a common basis for discussion.

Domain Expert (DE)

Model Builder (MB)

Domain

(1)

Test 1

Test 2

Test 3
(4)

(2)

(6)

(3)

(5)

Fig. 5. Communication flow

4 Test Driven Modeling Suite

Up to now we have introduced the concept of TDM. This section deals with Test
Driven Modeling Suite (TDMS) that provides operational support for TDM. In
particular, Section 4.1 discusses the features of TDMS in detail. Subsequently,
Section 4.2 describes how TDMS is integrated with existing frameworks for em-
pirical research and business process execution.

4.1 Software Components

To give an overview of TDMS’ features, a screenshot is provided in Fig. 6;
each component will be described in detail in the following. On the left hand
side TDMS offers a graphical editor for editing test cases (1). To the right, a
graphical editor allows for designing the process model (2). Whenever changes
are conducted, TDMS immediately validates the test cases against the process
model and indicates failed test cases in the test case overview (3). In this case,
it lists three test cases from which one failed. In addition, TDMS provides a
detailed problem message about failed test cases in (4). In this example, the MB
defined that the trace <A,B,B,B,A,C> must be supported by the process model.
However, as A must be executed exactly once (cf. the cardinality constraint on
A), the process model does not support this trace. In TDMS the failed test case
is indicated by the activity highlighted in (1), the test cases marked in (3) and
the detailed error message in (4).
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Fig. 6. Screenshot of TDMS

Testcase Editor. As discussed in Section 3, test cases are a central concept of
TDM, have precise semantics for the specification of behavior and still should be
understandable to domain experts. To this end, TDMS provides a calendar-like
test case editor as shown in Fig. 6 (1). Whether the user interface is indeed as
intuitive, i.e., self-explanatory, is not entirely clear yet. So far we know that a
group of students was able to use it after a short introduction [22]. In addition,
further investigations into its usability are planned, cf. Section 7.

Declarative Process Model Editor. The declarative process model editor,
as shown in Fig. 6 (2), provides a graphical editor for designing models in Dec-
SerFlow [8], a declarative process modeling language.

Testcase Creation and Validation. In order to create new test cases or to
delete existing ones, Fig. 6 (3) provides an outline of all test cases. Whenever a
test cases is created, edited or deleted, or, on the other hand, the process model
is changed, TDMS immediately validates all test cases. For the case a test case
fails, TDMS provides a detailed problem message in Fig. 6 (4). It is important
to stress that the validation procedure is performed automatically, i.e., no user
interaction is required to validate the test cases. To this end, TDMS provides a
test engine in which test cases are executed, as shown in Fig. 7. Basically, the
test engine consists of a declarative process instance that is executed on a declar-
ative workflow engine within a test environment. Thereby, TDMS’ process model
provides the basis for the process instance. The test cases steer the execution of
the process instance, e.g., instantiating the process instance, starting activities
or completing activities. In addition, test cases may also check the state of the
process instance in the course of evaluating execution- or termination assertions.
For a detailed description of test case validation, we refer to [10].

As pointed out in Section 3, the TDM methodolog is iterative, hence TDMS
must also provide respective support. In particular, the iterative creation of
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TDMS Model

Declarative Process Model

Testcases

Test Engine

Declarative Process Instance

Declarative Workflow Engine

defined by

steer

check state

Fig. 7. Testing framework

the process model poses a significant challenge, as any relevant change of the
process model2 requires the validation of testcases. However, existing declara-
tive approaches either lead to exponential runtime for schema adaptations [8]
or do not support workflow execution [12]. In order to tackle these problems,
TDMS provides an own declarative workflow engine. Similar to Declare, where
constraints are mapped to LTL formulas [23], TDMS’ workflow engine maps
constraints to Java3 objects. In addition, for each process instance, the work-
flow engine keeps a list of events to describe its current state, as described in
Section 2. The enablement of an activity can then be determined as detailed
in the following. Based on the current process instance, a constraint is able to
determine whether it restricts the execution of an activity. The workflow engine
consults all defined constraints and determines for each constraint whether it
restricts the execution. If no constraint vetos, the activity can be executed. For
determining whether the process instance can be terminated, a similar strategy
is followed. However, in this case constraints are asked whether they restrict the
termination of the process instance instead.

Whenever a constraint should be added to the process model it is then suffi-
cient to add this constraint to set of constraints to be checked. Similarly, when
removing a constraint, the workflow engine does not consider the respective con-
straint anymore. While such an approach allows for efficient schema adaptations,
it does not support verification mechanisms as provided in, e.g., Declare [23]. To
compensate for this shortcoming, TDMS provides an interface to integrate third
party tools for verification (cf. Section 4.2).

In order to ensure that all components work properly, TDMS has been de-
veloped using Test Driven Development [21], where applicable. In addition, re-
searchers with different backgrounds, e.g., economics and computer science, have
been included to develop an intuitive, i.e., self-explanatory, user interface. To val-
idate whether our efforts succeeded, we used TDMS to teach declarative process
modeling. In particular, we made use of TDMS’ validation of test cases to allow
students to interactively explore the semantics of a declarative process model.
After a short introduction, students were able to work independently, indicating
that operating TDMS, i.e., using the software, is easy to learn. Regarding the
quality of TDMS, we would like to refer to a controlled experiment we recently

2 Layouting operations, for instance, can be ignored here as they do not change the
semantics of the process model.

3 http://java.sun.com
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performed [22]. Thereby, 12 students used TDMS for about 2 hours to adapt
2 declarative process models, i.e., a total of 24 process models were adapted.
Throughout the experiment, no abnormal program behavior was observed. Ap-
parently this does not mean that TDMS has industrial quality, however, TDMS
meets the requirement for academic purposes as intended.

4.2 Integration of Test Driven Modeling Suite

TDM, as introduced in Section 3, focuses on the modeling of declarative pro-
cesses, TDMS provides the necessary operational support, i.e., tool support.
To this end, TDMS makes use of Cheetah Experimental Platform’s (CEP) [24]
components for empirical research and integrates Declare [23] for workflow exe-
cution and process model verification, as illustrated in Fig. 8 and detailed in the
following.

Test Driven Modeling 

Suite

Cheetah Experimental 

Platform

Tests

+

Model
Declare Framework 

(Worfklow Engine)

Declare Worklist 

(Worfklow Client)

Export

and 

Deploy

Execute Process 

Instance

Process Modeling Process Execution

Fig. 8. Interplay of TDMS, CEP and Declare

Cheetah Experimental Platform as Basis.One of the design goals of TDMS
was to make it amenable for empirical research, i.e., it should be easy to employ
in experiments. In addition, data should be easy to collect and analyze. For this
purpose, TDMS was implemented as an experimental workflow activity of CEP,
allowing TDMS to be integrated in any experimental workflow (i.e., a sequence
of activities performed during an experiment, cf. [24]). Furthermore, we use CEP
to instrument TDMS, i.e., to log each relevant user interaction to a central data
storage. This logging mechanism, in combination with CEP’s replay feature,
allows the researcher to inspect in detail how TDMS is used to create process
models and test cases step-by-step. Or, even more sophisticated, such a fine-
grained instrumentation allows researchers and practioners to closely monitor
the process of process modeling, i.e., the creation of the process model, using
Modeling Phase Diagrams [25].

To illustrate how using CEP as basis for TDMS is beneficial for empirical re-
search, we would like to refer to a recently performed experiment [22]. Therein,
we investigated the impact of testcases on the maintainability of declarative pro-
cess models. To this end, we provided students with two modeling assignments.
For one of the modeling assignments, the full support of TDMS was available.
For the other modeling assignment, only the process model editor was available.
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In addition, we used a survey to assess demographic data such as modeling ex-
perience or education (for details we refer to [22]). The first benefit of CEP is
that all these tasks are automatically presented to the students. Hence, no stu-
dent could accidentally forget to fill out the demographic survey or to perform
a modeling task. In other words, TDMS can seamlessly be integrated in such an
experimental workflow. Thereby, all data is automatically collected and stored
in a database. The second benefit of CEP comes out when evaluating the data
gathered during the experiment. On the one hand, data can be exported in an
automated way to comma-separated value files, which can then directly be ana-
lyzed using statistics software. On the other hand, collected data is fine-grained
and therefore allows for in-depth evaluation. In this sense, we could show that
with testcases at hand, twice as many constraints were added or deleted [22].

Process Model Verification and Execution. As discussed, the internal
workflow engine of TDMS does not support the verification of declarative pro-
cess models. However, it is known that the combination of constraints may lead
to activities that can not be executed [8]. In order ensure that the process model
is free from such dead activities, we make use of the verification provided in De-
clare [23]. In particular, as illustrated in Fig. 8, the process model is iteratively
created in TDMS. For the purpose of verification, the process model is then
converted into a format that can be read by the Declare framework. Similarly,
this export mechanism can be used to execute the process model in Declare’s
workflow engine.

5 Example

A preliminary empirical evaluation shows a positive influence of TDM during
model maintenance [22]. First, mental effort decreased, i.e., less cognitive re-
sources were needed to conduct the change. Second, perceived quality increased,
i.e., modelers were more confident about their changes—even though the quality
of changes did not differ significantly. To illustrate the influence of TDMS on
process modeling, we provide an example that shows how a DE and a MB could
use TDMS to create a process model and respective test cases describing of how
to supervise a master thesis (cf. Fig. 9–11). For the sake of brevity, the example
is kept on an abstract level and the following abbreviations are used:

D: Discuss topic P: Provide feedback G: Grade work

Starting from an empty process model, the DE lines out general properties
of the process: “When supervising a master thesis, at first the topic needs to be
discussed with the student. While the student works on his thesis, feedback may
be provided at any time. Finally, the thesis needs to be graded.”. Thus, possibly
with help of the MB, the DE inserts activities D, P and G in the test case’s
execution trace (cf. Fig. 9). TDMS automatically creates respective activities
in the process model and the DE and MB run the test case. As the specified
execution trace is supported by the process model, the test case passes.
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Fig. 9. Testcase 1: <D,P,G> proposed by the DE

Subsequently, the DE and MB engage in a dialogue of questioning and answer-
ing [26]—the MB challenges the model: “So every thesis must start by discussing
the topic?”. “Yes, indeed—you need to establish common knowledge first.”, the
DE replies. Thus, they create a new test case capturing this requirement and
run it. Apparently, the test case fails as there are no constraints in the model
yet. The MB inserts an init constraints on D (i.e., D must be the first activity
in every process instance); now the test case passes (cf. Fig. 10).

Fig. 10. Testcase 2: Introduction of Init on D

Again, the MB challenges the model and asks: “Can the supervisor grade a
thesis multiple times?”. The DE replies: “No, of course not, each thesis must be
graded exactly once.” and together they specify a third test case that ensures that
G must be executed exactly once. By automatically validating this test case, it
becomes apparent that the current model allows G to be executed several times.
Thus, the MB introduces a cardinality constraint on G (cf. Fig. 11).

Fig. 11. Testcase 3: Introduction of Cardinality on G
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While this example is kept small for the sake of brevity, it illustrates the
benefits of using TDMS for modeling. First, the DE, who is usually not trained
in reading or creating formal process models [11], is not required to modify the
model itself, rather he defines behavior through the specification of test cases
(possibly with the help of the MB). Second, test cases provide a common basis
for understanding, thus supporting communication between the DE and MB.
Third, behavior that is specified through test cases is validated automatically
by TDMS, thereby ensuring that model changes do not violate desired behavior.
In this sense, test cases can be seen as a computer-supported kind of modeling
minutes [27] that can be automatically validated against the process model.

6 Related Work

TDMS, as described in this work, allows for the interweaved creation of test cases
and process models. The combination of conceptual models and test cases is far
from new. For instance, in [28], [29], a language supporting automated test cases
for conceptual schemas is presented. In contrast to this work, the language is
not designed to be understood by the DE. In so-called scenario-based approaches
the goal is to synthesize a conceptual model from a set of scenarios, i.e., test
cases. The main difference to this work is the way how models are created.
In our work, it is the responsibility of the MB to create the model. In the
approaches described in the following, the model is automatically synthesized
from scenarios. This way of synthesizing models is applicable to a variety of
modeling languages and domains, as shown in [30], [31]. For instance, scenarios
may be specified in Message Sequence Charts, Sequence Diagrams, Collaboration
Diagrams [31] or Petri nets [32], [33]. Scenarios can then be synthesized to, e.g.,
Statecharts, Automatons [31] or Petri nets [32]. In principle, such approaches
may be also applied to declarative process modeling. In this vein, Lamma et
al. [34] describe how to extract declarative process models from process logs.
While automated synthesis of declarative process models is certainly a viable
approach to follow, as pointed out in [35], it is questionable in how far models
that have been synthesized automatically are readable.

7 Summary and Outlook

In this work we started by introducing declarative business process models and
associated problems. In particular, we lined out how the lack of computational
offloading as well as the presence of hidden dependencies compromises model
understandability, validation and maintainability. Subsequently, we sketched the
most important concepts of TDM and discussed how it intends to improve the
understandability of declarative process models and supports the communica-
tion between DE and MB. Then, we described TDMS that provides operational
support for TDM. Thereby, we sketched how we employ CEP as basis to make
TDMS amenable for empirical research and showed how Declare is employed for
the execution of declarative processes modeled in TDMS. Finally, we illustrated
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the intended usage of TDMS, in particular the iterative development of test cases
and process model, with the help of a small example.

We acknowledge that it is not yet entirely clear whether TDM and TDMS
in particular help to foster the communication between DE and MB as well as
improve the understandability and maintainability of declarative process models.
Still, regarding maintainability, we would like to briefly sketch the findings from
a controlled experiment [22]. The results show that test cases are able to lower
mental effort during model adaptations and to improve perceived quality of the
resulting models. For the quality of resulting models, however, no effects could
be observed. As we argue, this does not necessarily imply that test cases are not
able to improve quality. Rather, a certain model complexity is required for test
cases to be beneficial.

In order to investigate whether test cases are indeed beneficial above a certain
model complexity, we are currently preparing a replication of the experiment
described in [22]. In addition, we are preparing a case study in which TDMS will
be applied in real-world modeling scenarios. Therein, we will investigate in how
far the adoption of TDMS influences the communication between DE and MB.
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Abstract. Process models can be seen as “maps” describing the opera-
tional processes of organizations. Traditional process discovery algorithms
have problems dealing with fine-grained event logs and less-structured pro-
cesses. The discovered models (i.e., “maps”) are spaghetti-like and are dif-
ficult to comprehend or even misleading. One of the reasons for this can
be attributed to the fact that the discovered models are flat (without any
hierarchy). In this paper, we demonstrate the discovery of hierarchical pro-
cess models using a set of interrelated plugins implemented in ProM.1 The
hierarchy is enabled through the automated discovery of abstractions (of
activities) with domain significance.

Keywords: process discovery, process maps, hierarchical models,
abstractions, common execution patterns.

1 Introduction

Process discovery is one of the three main types of process mining [1]. A discovery
technique takes an event log and produces a model without using any apriori
information e.g., the α-algorithm discovers a Petri net based on sequences of
events [2]. We have applied process mining techniques in over 100 organiza-
tions. These practical experiences revealed two problems: (a) processes tend to
be less structured than what stakeholders expect, and (b) events logs contain
fine-grained events whereas stakeholders would like to view processes at a more
coarse-grained level. As a result, the discovered models are often incomprehensi-
ble (spaghetti-like) and add little value. This can be attributed to the fact that
the majority of techniques pertains to the discovery of control-flow models that
are “flat” [2,3,4,5]. A notable exception is the Fuzzy miner [6]. Flat models have
inherent limitations and are one of the primary sources of incomprehensibility.
For a log with |A| event classes (activities), a flat model can be viewed as a graph
containing |A| nodes with edges corresponding to the dependency between ac-
tivities defined by the execution behavior in the log. Graphs become quickly

1 ProM is an extensible framework that provides a comprehensive set of
tools/plugins for the discovery and analysis of process models from event logs. See
http://www.processmining.org for more information and to download ProM.

S. Nurcan (Ed.): CAiSE Forum 2011, LNBIP 107, pp. 33–48, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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overwhelming and unsuitable for human perception and cognitive systems even
if there are a few dozens of nodes [7].

In [8], we showed that common execution patterns (e.g., tandem arrays, max-
imal repeats etc.) manifested in an event log can be used to create powerful
abstractions (the abstractions uncovered have strong domain significance from
a functionality point of view). These abstractions are used in our two-phase ap-
proach to process discovery [9]. The first phase comprises of pre-processing the
event log based on abstractions (bringing the log to the desired level of gran-
ularity) and the second phase deals with discovering the process maps while
providing a seamless zoom-in/out facility. The two-phase approach to process
discovery has been implemented as a set of interrelated plugins in the ProM
framework. In this paper, we demonstrate the discovery of hierarchical process
models using a chain of these plugins.

Running Example. We use the workflow of a simple digital photo copier as
our running example. The copier supports photocopying, scanning and printing
of documents in both color and gray modes. The scanned documents can be sent
to the user via email or FTP. Upon receipt of a job, the copier first generates
an image of the document and subsequently processes the image to enhance its
quality. Depending on whether the job request is for a copy/scan or print job,
separate procedures are followed to generate an image. For print requests, the
document is first interpreted and then a rasterization procedure is followed to
form an image. The image is then written on the drum, developed, and fused on
to the paper. Fig. 15 in Appendix A depicts the high-level workflow of the dig-
ital photo copier represented as an YAWL [10] model. This high-level workflow
contains the composite tasks (sub-processes) capture image, rasterize image, im-
age processing and print image. Fig. 16 in Appendix A depicts the workflow of
the image processing sub-process. This sub-process contains another composite
task, viz., half toning, which is depicted in Fig. 17 in Appendix A. Fig. 18 in
Appendix A depicts the fusing sub-process within print image.

We have modeled this workflow of the copier in CPN tools [11] and generated
event logs by simulation [12]. CPN tools lets the users model processes and have
more control about the properties of the event logs. This is achieved by varying
the parameters of the model and the parameters for simulation. The advantage of
using synthetic event logs is that we can conduct various controlled experiments.
We also applied the approach presented in this paper to several real-life event
logs. These experiments confirm our findings based on the simulated model used
in this paper. To illustrate our approach we use one event log generated for
the copier. The event log consists of 100 process instances, 76 event classes and
40, 995 events2. The event log contains fine-grained events pertaining to different
procedures (e.g., image processing, image generation etc.) mentioned above. An
analyst may not be interested in such low level details. We demonstrate the
discovery of the workflow at various levels of abstractions for this event log.

2 The event log is available at:
http://www.win.tue.nl/~jcbose/DigitalCopier.xes.gz.

http://www.win.tue.nl/~jcbose/DigitalCopier.xes.gz
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The remainder of this paper is organized as follows. Section 2 presents an
overview of the two phase approach to process discovery. Section 3 describes how
the two-phase approach can be used to discover hierarchical processes. Section 4
explains the pattern abstractions plugin in ProM that assists in the abstraction
of events and the transformation of an event log to a desired level of granularity.
Section 5 explains the enhanced fuzzy miner plugin in ProM that enables the
discovery of process maps. We present the experimental results in Section 6.
Section 7 concludes the paper.

2 Two-Phase Approach to Process Discovery

The first phase in the two-phase approach to process discovery involves the sim-
plification of the log to a desired level of granularity. The second phase involves
the discovery of models from this simplified log.

Phase-1: Preprocessing Log

In this phase, the log is simplified based on the desired traits of the context
of analysis. Some notion of abstraction of the low-level events to a desired
level of granularity needs to be defined. In some applications and contexts,
this can be provided by analysts based on domain knowledge e.g., there can
be certain activities that demarcate the execution of a particular medical pro-
cedure on an X-ray machine. A sequence of events between these activities per-
tains to an execution sequence of this procedure e.g., the sequence of activities
between Start Fluoroscopy and Stop Fluoroscopy define an instance of a
Fluoroscopy procedure applied to a patient on an X-ray machine. Alterna-
tively, abstractions can be defined by uncovering common execution patterns in
the log and establishing relationships between them as discussed in [8]. These
common execution patterns typically capture a sub-process/functionality. Such
subprocess behavior in its totality can be captured as an abstract activity. Ab-
stractions can be considered as a mapping, M ⊆ 2Σ ×A, between the original
alphabet, Σ, of the event log, and an abstract alphabet A. An example mapping
is M = {({a, b}, x), ({b, c, d}, y), ({e}, z), ({d}, z)}. This mapping is analogous
to the grouping and tagging of streets as a town/city in cartography and to the
selection of a desired perspective of viewing maps (restaurant maps vs. fuel sta-
tion maps)3. Each (B, a) ∈ M may reflect a set of sequences s ∈ B+ capturing
the set of patterns defined by the alphabet B for the abstraction a.

Using this mapping, the original event log L, is transformed into an abstract
log L′. Each trace t ∈ L is transformed into a corresponding trace t′ ∈ L′. At
the same time, we create one sub-log for each abstract activity a ∈ A. The basic

3 One can also take the analogy of atoms andmolecules from chemistry. The individual
activities in the original event log are atoms while the mapping associates groups of
atoms (activities) to molecules (abstract activities).



36 R.P. Jagadeesh Chandra Bose et al.

idea of the transformation algorithm is to scan each trace from left to right
and in the process determine whether there exists a pattern in the trace for
which an abstraction is defined. If such a pattern exists, the manifestation of the
pattern in the trace is replaced by its abstract activity and simultaneously the
manifestation of the pattern that is replaced is added as a trace (process instance)
in the sub-log corresponding to that abstract activity. It could be the case that
the manifestation of patterns is disturbed by the presence of concurrent activities
and/or noise in a trace. Therefore, we consider not just exact but also inexact
(non-continuous and approximate) manifestations of patterns to deal with such
scenarios. Fig. 1 depicts the general idea of the event log transformation.

D =
⋃

(B,a) ∈M B denotes the set of activities in Σ for which a mapping is

defined. The activities in Σ \ D being not involved in the definition of mapping
indicate activities that are insignificant from the context of analysis and are
filtered from t during this transformation. The transformation of logs can be
associated to the concept of artifacts [13] or proclets [14] in business processes.
Artifact-centric process models partition a monolithic process model into smaller
loosely-coupled process fragments, each describing the life-cycle of a concrete and
identifiable artifact.

(a) original log with common exe-
cution patterns

W Y Y Y

W W W

Z

W Z

W

YW Z

(b) transformed log and the sub-logs for each ab-
straction

Fig. 1. Transformation of the original log into an abstracted log. Also, one sub-log is
created for each abstract activity. W, Y, and Z are abstract activities.

Phase-2: Mining Maps

The second phase is to mine a process model on the abstracted (transformed) log.
The mapping defined in Phase-1 induces a hierarchy over the abstract activities.
Upon zooming into an abstract activity, a process model depicting the subprocess
captured by this abstract activity can be shown. The sub-log for the abstract
activity is used to create this sub-process model. Multiple levels of hierarchy
can be obtained by a repetitive application of Phase-1 i.e., abstractions are
defined over the transformed log (pre-processed log with abstractions) obtained
in iteration i in iteration i + 1. This results in new abstractions to be defined
over existing abstractions, thus inducing a hierarchy.
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Fig. 2 illustrates the difference between the traditional approach to process
discovery and our two-phase approach. Note that the process model (map) dis-
covered using the two-phase approach is much simpler.

Filtering

Filter Plugins

Event Log
s a m b c u d n j e
s a m q f h l l h g i k e
s a m f g h l h i k q e
s a m b c d n u j e
s a m f h l g i h l h k q e
s a m q f g i h l h k e
s a m q f g h l h i k e
s a m p c u d n r e
s a m b d n c u j e
s a m p d n c u r e

Traditional
Approach

Two-phase
Approach

Abstractions de-
fined over common
execution patterns

Transformed
Log
X b Z j e
X q Y Y e
X Y Y q e
X b Z Z j e
X Y Y Y q e
X q Y Y Y e
X q Y Y Y e
X p Z r e
X b Z j e
X p Z r e

Abstractions de-Ab d
fined over common
execution patterns

Transformed
Log
X b Z j e
X q Y Y e
X Y Y q e
X b Z Z j e
X Y Y Y q e
X q Y Y Y e
X q Y Y Y e
X p Z r e
X b Z j e
X p Z r e

Pattern
Abstractions

Fuzzy Miner

Fig. 2. Traditional approach versus our two-phase approach to process discovery. ProM
plugins are used to filter the event log. ProM’s Pattern Abstractions plugin and the
Fuzzy Miner plugin are used to realize simple and intuitive models.

3 Discovering Hierarchical Processes

The two-phase approach to process discovery described in Section 2 enables the
discovery of hierarchical process models [9]. In this paper, we demonstrate this
using a chain of plugins implemented in ProM. The chain of plugins and their
order of application is illustrated in Fig. 3. The event log may first be cleansed
using some simple filters (e.g., adding artificial start/end events, filtering events
of a particular transaction type such as considering only ‘complete’ events, etc.).
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Simple
Filter(s)

Pattern
Abstractions

Fuzzy Miner

Fig. 3. The chaining of plugins that enables the discovery of hierarchical process models

The Pattern Abstractions plugin is then applied on this filtered log one or several
times. The Pattern Abstractions plugin has been implemented as a log visualizer
in ProM and caters to the discovery of common execution patterns, the definition
of abstractions over them, and the pre-processing of the event log with these ab-
stractions. The transformed log (pre-processed log with abstractions) obtained
in iteration i is used as the input for the Pattern Abstractions plugin in iter-
ation i + 1. It is this repetitive application of the Pattern Abstractions plugin
that enables the discovery of multiple levels of hierarchy (new abstractions can
be defined over existing abstractions). During the pre-processing phase, for each
defined abstraction, the Pattern Abstractions plugin generates a sub-log that
captures the manifestation of execution patterns defined by that abstraction as
its process instances. The Fuzzy Miner plugin [6] is then applied on the trans-
formed log obtained after the last iteration. The Fuzzy Miner plugin in ProM has
been enhanced to utilize the availability of sub-logs for the defined abstractions.
Process models are discovered for each of the sub-logs and are displayed upon
zooming in on its corresponding abstract activity.

In the next two sections, we explain the functionality and features of the
Pattern Abstractions and the (Enhanced) Fuzzy Miner plugins.

4 Pattern Abstractions Plugin

The basic building blocks of the Pattern Abstractions plugin are shown in Fig. 4.
Figures 5 and 6 illustrate these building blocks.

Discover
Common
Execution
Patterns

Compute
Pattern
Metrics

Filter
Patterns

Form &
Select

Abstractions

Transform
Log

Fig. 4. Building blocks of the Pattern Abstractions plugin

– Discover Common Execution Patterns: The Pattern Abstractions plugin sup-
ports the discovery of tandem arrays (loop patterns) and maximal repeats
(common subsequence of activities within a process instance or across pro-
cess instances) [8]. These can be uncovered in linear time and space with
respect to the length of the traces.
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Discover Common
Execution Patterns

Compute
Pattern Metrics

Filter Patterns

Uncovered Patterns
Pattern

Metric Values

Fig. 5. The discovery of common execution patterns, computation of pattern metrics,
filtering and inspection of patterns in the Pattern Abstractions plugin

– Compute Pattern Metrics: Various metrics (e.g, overlapping and non-over-
lapping frequency counts, instance count, etc.) to assess the significance of
the uncovered patterns are supported.

– Filter Patterns: It could be the case that too many patterns are uncovered
from the event log. To manage this, features to filter patterns that are less
significant are supported.

– Form and Select Abstractions: Abstractions are defined over the filtered pat-
terns. Patterns that are closely related are grouped together to form ab-
stractions. The approach for forming abstractions is presented in [8]. Fur-
thermore, various features to edit/select abstractions such as merging two or
more abstractions and deleting activities related to a particular abstraction
are supported. Fig. 6 depicts a few abstractions defined over loop patterns
for the copier event log e.g., half-toning, a procedure for enhancing the image
quality, is uncovered as an abstraction.

– Transform Log: The event log is pre-processed by replacing activity subse-
quences corresponding to abstractions. A replaced activity subsequence is
captured as a process instance in the sub-log for the corresponding abstract
activity.

At any iteration, if n abstractions are selected, the Pattern Abstractions plu-
gin generates a transformed log, and n sub-logs (one for each of the n chosen
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abstractions). We recommend to process for loop patterns in the initial iterations
and maximal repeats in the subsequent iterations. For the example event log, we
have performed three iterations. The transformed log after the third iteration
has 19 event classes and 1601 events. In the process, we have defined various
abstractions such as half-toning, image processing, capture image, etc.

Form AbstractionsSelect Abstractions

Transform Log

Fig. 6. The generation and selection of abstractions in the Pattern Abstractions plugin

The Pattern Abstractions plugin supports additional features such as visual-
izing patterns and exporting the traces that contain the patterns.

5 (Enhanced) Fuzzy Miner Plugin

The Fuzzy Miner [6,15] is a process discovery technique that mines an event
log for a family of process models using a “map” metaphor. As many maps
exist that show the city of Amsterdam at different levels of abstraction, also
different maps exist for a process model mined from an event log. In this map
metaphor, an object of interest in Amsterdam (like the Rijksmuseum or the
Anne Frank House) corresponds to a node in the process model, where streets
(like the Kalverstraat or the PC Hooftstraat) correspond to edges in the model.
For sake of convenience, we call a single map a fuzzy instance whereas we call a
family of maps (like all Amsterdam maps) a fuzzy model.

Like high-level maps only show major objects of interest and major streets,
high-level fuzzy instances show only major elements (nodes and edges). For this
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purpose, the Fuzzy Miner computes from the log a significance weight for every
element and an additional correlation weight for every edge. The higher these
weights are, the more major the element is considered to be. Furthermore, the
Fuzzy Miner uses a number of thresholds: only elements that meet these thresh-
olds are shown. As such, these thresholds correspond to the required level of
abstraction: the higher these thresholds are, the higher the level of abstraction
is. For sake of completeness we mention here that a fuzzy instance may contain
clusters of minor nodes: If some objects of interest on the Amsterdam map are
too minor to be shown by themselves on some map, they may be shown as a
single (and major) object provided that they are close enough. For this reason,
the Fuzzy Miner first attempts to cluster minor nodes into major cluster nodes,
and only if that does not work it will remove the minor node from the map.

Fig. 7. Fuzzy model and instance

Fig. 7 shows an example fuzzy model (left-hand side) and fuzzy instance
(right-hand side). Note that both views show a fuzzy instance, but the fuzzy
model view allows the user to change the thresholds (by changing the sliders)
whereas the fuzzy instance view does not. The significance of a node is displayed
as part of its label (for example, the node “Transfer Image” has a significance of
0.253), the significance of an edge is visualized using its wideness (the wider the
edge, the more significant it is), and the correlation of an edge is visualized using
its color contrast (the darker the edge is, the more correlated its input node and
its output node are). The octagonal shaped nodes in the right-hand side view
correspond to the cluster nodes (one of the cluster nodes contain 4 activities
and the other contains 11 activities). All activities on the left hand side except
“Job Complete” are contained in a cluster node on the right. Apparently, the
significance weights for these nodes (0.262, 0.253, 0.250, 0.296 and 0.403) were
too low to be shown, which indicates that the corresponding threshold was set
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to at least 0.403. Furthermore, the node “Interpret” (on the right) is highly self-
correlated, whereas the nodes “Transfer Image” and “Send SMTP” (on the left)
are moderately correlated.

The Fuzzy Miner has been enhanced (called as the Fuzzy Map miner) to utilize
the availability of sub-logs obtained from the Pattern Abstractions plugin for the
chosen abstractions. Fuzzy models are discovered for each of the sub-logs and
are displayed upon zooming in on its corresponding abstract activity. Abstract
activities are differentiated from other activities by means of a distinct color (a
darker shade of blue, see also Fig. 7). Thus, the enhanced fuzzy miner gives the
user more control over the discovery process than the classical fuzzy miner [6].

6 Experimental Results and Discussion

In this section, we demonstrate the discovery of hierarchical processes using the
concepts presented in this paper firstly on the synthetic log of the digital copier
example and later on a real-life case study. We contrast the process models
discovered using the proposed approach with the models uncovered using the
classical Fuzzy miner. Fig. 8(a) depicts the process model mined on the digital
copier event log using the classical Fuzzy miner [6]. As discussed in Section 5,
the Fuzzy miner plugin groups activities into cluster nodes (blue colored nodes
in Fig. 8(a)) based on their significance. Fig. 8(b) depicts the process model
obtained upon zooming one of the cluster nodes containing 55 activities. As we
can see, the model is Spaghetti-like and hard to comprehend. The cluster nodes
formed by the classical fuzzy miner do not have any semantic significance with
respect to the domain/application. In other words, the classical fuzzy miner
poses the risk of aggregating unrelated nodes together in a cluster (using the
map metaphor, this is similar to streets in Eindhoven being clustered along with
streets in Amsterdam).

Fig. 9 depicts the top-level process model of the copier example discovered
using the chain of plugins proposed in this paper. This model is generated from
the transformed log obtained after the third iteration of Pattern Abstractions
plugin. The upper branch of the process model corresponds to the creation of
the document image for print requests while the lower branch corresponds to
image creation for copy/scan requests. The two branches meet after the image is
formed and the image is subjected to some image processing functionality. The
document is then printed or sent to the user via email or FTP. The lower level
details of image creation, image processing, print image have been abstracted
in this model. The Pattern Abstractions plugin enables the discovery of such
abstractions with strong domain (functional) significance. Note the similarity of
this discovered model with the original model in Fig. 15. The Interpret and Ren-
der and Screen abstractions in Fig. 9 are within the Rasterize Image composite
task of Fig. 15.

Upon zooming in on the Image Processing abstraction, the process model
depicted in Fig. 10 is shown. Note the similarity of this discovered model with
that of the original model in Fig. 16. This sub-process in turn contains another
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(a) top-level model (b) process model upon zooming the cluster node ‘cluster
90’

Fig. 8. Process model mined using the classical fuzzy miner

abstract activity viz., Half Toning (the level of hierarchy is two). Zooming in on
this abstract activity displays the sub-process defining it as depicted in Fig. 10.
Note the similarity of this discovered model for half toning with that of the
original model in Fig. 17. Fig. 11 depicts two other abstractions viz., Interpret
and Fusing. Note the similarity of the discovered model for Fusing with that of
the original model in Fig. 18.

In this fashion, using the chain of plugins presented in this paper, one can dis-
cover hierarchical process models. We next present the results of applying this
approach in a real-life case study. The case study was performed in close collabo-
ration with Philips Healthcare and pertains to the analysis of event logs generated
by the X-ray machines. More specifically, we considered an event log capturing

Interpretation of
pages in a document
to print

Rendering and
Screening of the
document

Capturing the ImageC i h I
of the Document to
Copy/Scan

Image Processing

Printing
the Image

Fig. 9. The top level process model of the copier event log. Blue (dark colored) nodes
are abstract activities that can be zoomed in. Upon zooming in, the sub-process defining
the abstraction is shown.
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Image Processing

Half Toning

Fig. 10. The sub-process captured for the abstraction ‘Image Processing’ (in the top-
level model). This sub-process in turn contains another abstraction viz., ‘Half Toning’.
Upon zooming in on ‘Half Toning’, the sub-process defining that is shown.

Interpret Fusing

Fig. 11. The sub-processes for the abstractions ‘Interpret’ and ‘Fusing’. ‘Interpret’ is
an abstract activity at the top-level of the process model while ‘Fusing’ is an abstract
activity underneath the ‘Print Image’ abstraction.

the activities performed by field service engineers during one of the part replace-
ments on X-ray machines. The event log contains 113 cases and 76, 754 events
referring to 92 activities. Fig. 12 depicts the process model uncovered on this log
using the classical Fuzzy miner. Again, we see an incomprehensible spaghetti-
like model. We uncover common execution patterns, define abstractions, and use
our two-phase approach to alleviate this problem. The transformed log (with ab-
stractions) contains 113 cases and 10, 387 events referring to 20 activities. Fig. 13
depicts the top-level process model discovered using the Fuzzy map miner on this
transformed log. We can see that the model discovered using our two-phase ap-
proach is simpler and more comprehensible. Fig. 14(a) depicts the sub-process for
the abstract activity Fluoroscopy, Exposure, and Viewing while Fig. 14(b) depicts
the sub-process for the abstract activity Beam Limitation.

We have used this approach on several other real-life event logs as well (e.g.,
see [16]). Our experiences show that the automated abstractions uncovered by
the Pattern Abstractions plugin have strong domain (functional) significance.
This can be attributed to that fact that these abstractions are obtained by ex-
ploiting the common execution patterns in the event log. Common subsequences
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Fig. 12. Process model discovered using the classical Fuzzy miner on the event log
capturing the activities of field service engineers during one of the part replacements
in X-ray machines

y p g

Fl

Fig. 13. The top-level of the hierarchical process model using the approach proposed
in this paper on the event log capturing the activities of field service engineers during
one of the part replacements in X-ray machines

(a) Fluoroscopy, Exposure and Viewing

(b) Beam Limitation

Fig. 14. The sub-processes corresponding to the abstract activities Fluoroscopy, Expo-
sure and Viewing and Beam Limitation
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of activities in an event log that are found to recur within a process instance
or across process instances tend to have some domain (functional) significance.
One of the limitations of our approach is the semi-automated means of defin-
ing abstractions. Currently, the plugin requires the manual merging/pruning of
patterns. In the future, we would like to automate some of these functionalities.

7 Conclusions

We demonstrated the discovery of hierarchical process models using a chain of
plugins implemented in ProM. The repetitive application of Pattern Abstrac-
tions plugin enables the discovery of multiple levels of hierarchy. We can use this
approach to create comprehensible process maps.

Acknowledgments. R.P.J.C. Bose and W.M.P. van der Aalst are grateful to
Philips Healthcare for funding the research in process mining.
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A YAWL Models of the Digital Photo Copier

Fig. 15. High-level model of the digital photo copier. The digital copier supports two
functionalities viz., copy/scan and print. Documents are interpreted and converted into
an image before they are printed. Scanned images of the copy/scan jobs are sent to the
user via email or ftp.

Fig. 16. The image processing sub-process. This subprocess supports operations such
as zooming, rotating and overlay and attempts at improving the quality of images.

http://bpmcenter.org/wp-content/uploads/reports/2011/BPM-11-18.pdf
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Fig. 17. The half-toning sub-process for image representation. Half toning is a tech-
nique that simulates continuous tone imagery through the use of equally spaced dots
of varying size.

Fig. 18. The fusing sub-process within print image
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Maria José Villanueva, Francisco Valverde, Ana M. Lev́ın,
and Oscar Pastor Lopez

Software Production Methods Research Center
Universitat Politècnica de València
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Abstract. Nowadays, the diagnosis of disease based on genomic infor-
mation is feasible by searching genetic variations on DNA sequences.
However, geneticists struggle with bioinformatic tools that are supposed
to simplify DNA sequence analysis. As a universal tool to support ev-
ery requirement is far from be implemented, geneticists themselves must
solve the data exchange among several tools. Due to the fact that there
are no standards to support this integration task, it must be managed
in every analysis. This paper addresses this integration by means of a
model-driven framework. The Diagen framework is a software imple-
mentation based on conceptual modeling principles that formalizes data
exchange and simplifies bioinformatic tool integration. First, we analyze
how conceptual modeling can be used to deal with data exchange among
tools. Then, the presented framework is used to search for variations on
the BRCA2 gene using real DNA samples and a set of specific bioinfor-
matic tools.

Keywords: Model-Driven Development, Tool Integration, DNA sequence
analysis.

1 Introduction

Recent genetic discoveries have opened the door to personalized disease diagno-
sis based on DNA sequence analysis. A DNA sample, extracted from i.e. blood,
is treated by sequencing machines and, then, a DNA sequence is obtained. After-
wards, the resulting sequence is compared against a reference sequence in order
to obtain the differences between them. Geneticists name these differences as
genetic variations and use them to assess their effects in the humans’ health.
Nowadays, it is possible to predict the risk of getting a certain disease by search-
ing for specific genetic variations on the DNA sequence [1].

Geneticists perform DNA sequence analysis aided by bioinformatic tools. Even
though these tools are functional and useful for reducing time and complexity,
none of them completely fulfill all the geneticists’ requirements [2]. As a con-
sequence, geneticists are forced to use several tools in order to gather all the
functionality and, eventually, accomplish the complete DNA sequence analysis.
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One important issue regarding these tools is that data exchange among them
is required. The problem lies in the fact that each of these tools is isolated and
uses its own data format to report the computed information. For this reason,
data exchange among tools is a non-trivial task that geneticists must address in
each analysis. An example procedure to fulfill this task is described as follows:

1. Data exportation: After the tool task is completed, the results are exported
into a file following one of the available export formats.

2. Format comprehension: It is required to understand the semantics and the
syntax of the tool-specific data formats. The concepts related with the in-
formation that has to be exchanged should be identified in both involved
formats.

3. Format manipulation: A relation between both formats is established for each
required concept. Then, all the data is translated from the source format into
the target format.

4. Data importation: Once all the information is expressed using one of the
available import formats, it can be imported in the target tool.

As geneticists usually lack Software Engineering knowledge, most of them per-
form this task manually or by means of programming scripts. Although these
specific scripts are useful in solving minor problems, they are far from being com-
pliant with good practices of Software Engineering. The implemented scripts to
support data exchange are often coupled solutions that integrate only two spe-
cific tools. In the end, these solutions cannot be reused and compromise the
geneticists flexibility for using other tools.

In order to achieve a higher effectiveness in the execution of DNA sequence
analysis tasks, the availability of structured genomic information systems, and
software tools to exploit them, is very important. The work presented in this
paper is part of the Diagen Project, a research project created to address these
goals. The Diagen Project is a collaborative project among experts of different
domains: 1) Geneticists from the Instituto de Médicina Génomica (IMEGEN),
experts in DNA sequence analysis; 2) Software Engineers from the Centro de
Investigación en Métodos de Producción de Software (ProS), experts in the
application of Model-Driven Software Development in different domains; and
3) Computer Scientists from the Grid y Computación de Altas Prestaciones
(GryCap), experts in parallel computation and supercomputation.

The first objective of the project (Figure 1) was the design of the Conceptual
Schema of the Human Genome (CSHG) [3], a conceptual schema whose main
aim is the formalization of the concepts related with the human genome.

The second objective of the project was the development of an Informa-
tion System based on the CSHG, the Human Genome Database (HGDB). This
database has been populated with structured genomic information by means of
loading routines that understand, transform and load the genetic data obtained
from different heterogeneous genomic databases.

The last objective of the project, explained in this paper, was the identification
of the effectiveness problems of current software tools available for DNA sequence
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Fig. 1. Diagen Research Project

analysis and the elaboration of a tool that overcomes these problems. This study
revealed that the problems were not in the tools functionality itself, but in the
lack of support for data exchange among them.

As a solution, this paper proposes the application of conceptual modeling to
develop a model-driven framework that formalizes data exchange and simplifies
tool integration. The Diagen framework gathers the required conceptual models
with the aim to establish a common domain specification for expressing genetic
data precisely and unambiguously. Moreover, it provides a suitable mechanism
to manage data flow among tools to achieve the tool integration. As a proof
of concept, the proposed framework integrates several tools that are used by
IMEGEN geneticists in their daily routine to search for genetic variations, using
real DNA samples of the BRCA2 gene (a gene related to Breast Cancer).

The rest of the paper is organized as follows: Section 2 presents a brief sum-
mary of other proposed solutions to solve the tool integration problems in DNA
sequence analysis. Section 3 explains the proposed model-driven framework for
integrating bioinformatic tools. Section 4 presents how the framework is used
for disease diagnosis support using samples of the gene BRCA2 and a set of
bioinformatic tools. And finally, section 5 presents the conclusions and future
work.

2 Related Work

Several works have attempted to overcome current DNA sequence analysis tool
issues. These proposals follow two different approaches.

Several sequence file formats for expressing bioinformatic tools results have
emerged. Examples of these formats are: 1) Variant calling formats, such as the
Variant Call Format (VCF) proposed for the 1000 Genomes Project [4]; and,
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2) Alignment results formats, such as the Genome Variation Format (GVF) [5],
which provides a textual format using the Sequence Ontology [6] or the Se-
quence Alignment/Map Format (SAM) [7], which provides a compressed textual
representation of read alignments against a reference. The SAM authors already
proposed a set of utilities, named SAM tools, to provide post-procesing func-
tionality to the SAM format (such as viewers). The SAM format expresses large
amounts of alignments in small size and allows an efficient access to them. How-
ever, the interpretation of this format is not easy and requires a good knowledge
of the format in order to identify the configuration and codification of their
different fields.

All these formats have been defined for the purpose to provide interoperability
among different DNA sequence analysis tools. The implementation of decoupled
data exchange mechanisms is feasible using any of the above examples as a
standard format. However, their main drawbacks are the complexity of each
textual format and the mandatory implementation of a low-level mechanism
to extract the data. As a consequence, none of them have become a widely
applied standard and are only used in the research context where they have
been proposed.

Several bioinformatic development frameworks have also been implemented
that address the integration issue. Some examples of these frameworks are Bio-
java [8], BioPython [9], or BioPerl [10]. These frameworks provide an API that
supports common functionality for DNA analysis tasks. These frameworks have
been defined to provide geneticists with the freedom to implement their person-
alized tools. All of them allow geneticists to develop programs written in differ-
ent programing languages (Java, Python or Perl) offering implemented methods
that can be called inside their programs. Additionally, as the sequencing do-
main lacks of standard nomenclature to express the output results, they provide
several format conversion operations to transform file formats among different
tools. However, although geneticists are able to customize their programs for
DNA sequence analysis, they still have to worry about low-level programming
details and integration issues.

Another example of a development framework is the Taverna Tool [11], a
framework for the design, edition and execution of workflows based on the in-
tegration of web services. Taverna is specially focused on the biological domain,
providing the interoperability with biological resources such as myExperiment or
the BioCatalogue. The Taverna tool is a very well-known tool among biologist
to design in-silico experiments. However, geneticists still have to worry about
the inputs and outputs that each web service produces, that is, they must map
which output is required as input for the next task.

Concerning the academic environment, some approaches have considered the
use of conceptual modeling to improve the quality of software tools for DNA se-
quence analysis. On the one hand, the framework Pierre [12] is used for the par-
tial generation of user interfaces for browsing through genomic repositories.This
automatic generation is based on the specification and composition of different
genomic services. On the other hand, the framework MEMOPS [13] presents an
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architecture for the retrieval and storage of biological information. This frame-
work uses UML as modeling language in order to define a data model that is
used to generate automatically the documentation, the programing interfaces
and the storage code. Both approaches follow model-driven principles in order
to create usable interfaces, but they addressed how to present and retrieve ge-
nomic information, instead of processing tasks to obtain additional analytical
information or integration with another bioinformatic tools.

The Diagen framework allows the integration of bioinformatic tools in order
to design computational processes to obtain new genetic knowledge from their
data. Moreover, the framework is designed to implement high-level services to
avoid specific tasks and input/output formats issues.

3 An Integrative Framework for Bioinformatics

This work presents a model-driven framework for the integration of DNA se-
quence analysis tools and the retrieval of genetic information. Diagen is classi-
fied as a model-driven framework because each of its components (classes, data
entities, and operations) is a projection of the Conceptual Schema of the Human
Genome (CSHG).

The CSHG is a conceptual model created in close collaboration with geneti-
cists, where biological concepts related to the human genome have been precisely
addressed and defined. The CSHG has been designed through the definition of
four views: 1) The structural view, which defines the internal composition of
different genetic elements; 2) The variation view, which defines the knowledge
related to the differences in DNA sequences among individuals; 3) The transcrip-
tion view, which defines the functional effects through the production of proteins;
and 4) The pathway view, which defines the metabolic reactions that occur in-
side the cell. These views contain the concepts related to different perspectives
of the human genome properties.

The Diagen framework uses three views (structural, transcription and varia-
tion) of this conceptual model to support the following DNA sequence analysis
tasks (Figure 2):

1. Sequence Treatment (T1): Due to technological limitations of sequencing
techniques, the process is fragmented and error prone. As a consequence, the
final DNA sequence is made up of small and redundant fragments that have
to be assembled by a specific program using a reference sequence; eventually
a consensus sequence is derived.

2. Sequence Alignment (T2): The resulting DNA sequence is aligned to a ref-
erence sequence in order to determine the differences between them. Each
difference is classified according to the change that has occurred in the DNA
sequence.

3. Variation Knowledge (T3): Each difference is characterized as a genetic vari-
ation. Moreover, using data gathered in genomic databases, each variation is
associated with complementary information and reported if it is associated
to a disease.
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Fig. 2. General View of the Framework

In order to accomplish a complete DNA sequence analysis, these tasks must
be executed sequentially and exchange information among them. Taking into
account that data exchange is required when a tool calculates data that another
tool requires, it can be assumed that both tools must share a set of common
concepts. Therefore, it is possible to define a conceptual model that represents
those shared concepts and establishes well-defined boundaries and vocabularies.
These conceptual models are called Reports in the framework context, as they
gather all the concepts related to the information that is reported in each task.

Diagen establishes a common context to guide data exchange among tools
defining a conceptual model for each task transition. Focusing on the DNA
sequence analysis process, three conceptual models have been defined:

1. The Sample Treatment Report conceptual model (Figure 3): This conceptual
model defines all the concepts related to the reconstructed sequence obtained
after the sequence treatment task (T1). This sequence is analyzed in the
sequence alignment task (T2).
The entity Gene represents the DNA region that is sequenced by geneticists.
A Gene is identified by the id, that is a well known term in the genetics com-
munity. The attribute transcript id identifies the transcription sequence that
has been used to determine the set of exons to be sequenced. On the one
hand, a Gene has a set of Exons, the regions of the genes that codify for
proteins. An Exon is identified by a number num, that locates its position
inside the Gene. The attribute consensus contains the validated DNA se-
quence of the Exon after the sample treatment process. On the other hand,
a Gene is made up by Segments that are the fragments obtained by the
sequencing machines. A Segment is identified by the attribute id, that differ-
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entiates one from another. The attribute electropherogram contains the result
obtained directly from sequencing machines and the attribute sequence con-
tains the interpretation of this electropherogram into nucleotides (A,T,G,C).
The startpos and endpos indicate the range of the fragment inside the Gene.
Finally, the Reference entity represents the sequence used by geneticists as
a reference to carry out different analysis. In this task, the Reference is used
for the assembly of all the Segments of the Gene in order to obtain the con-
sensus sequences. The attribute id identifies the entity using a well known
nomenclature in the genetics community. The attribute sequence contains a
general sequence, that is a computed representation of all the sequences of
the human beings. This conceptual model uses a few concepts of the struc-
tural and transcription views, such as the Gene entity, the Exon entity, or
the transcript id attribute. Other concepts are related with technological
details, such as the Segment entity or the attribute electropherogram.

SampleTreatmentReport
-geneId

1 1

-id
-transcript_id

Gene

-sequence
Reference

-id
-electropherogram
-sequence
-starpos
-endpos

Segment

1
*

1 1

-num
-consensus

Exon

1
*

Fig. 3. Sample Treatment Report Conceptual Model

2. The Alignment Report conceptual model (introduced in [14], Figure 4): This
conceptual model defines all the concepts related to the differences found
in the sequence alignment task (T2) to be characterized in the variation
knowledge task (T3).
Gene and Reference are the entities that are compared in the Alignment
task. A Gene represents the DNA sequence that geneticists want to analyze,
and is the generalization of the Gene and Exon entities from the Sample
Treatment conceptual model. The Reference is the reference sequence used
for comparison and is the same as the one described in the Sample Treat-
ment conceptual model. As geneticists are only interested in differences, the
Alignment Report contains a list of the Differences found. A Difference is
identified by startPos and endPos that locates it according to the Refer-
ence’ sequence. Moreover, a Difference may be identified as well using their
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flanking sequences: 20 nucleotides that are delimiting both sides of the dif-
ference, the fsright and fsleft attributes. The attribute isHeterozygous is a
biological concept that indicates if the difference has occurred in one (ho-
mozygous) or both DNA strands (heterozygous). A Difference is categorized
in three types: Insertion, Deletion or Substitution if some characters have
been introduced, deleted or substituted in the sequence in comparison with
the reference. This conceptual model uses a few concepts of the structural
view, such as the entities Gene and Reference. Other concepts are related
with string sequences comparison, such as the entities Insertion, Deletion or
Substitution, and the attribute characters.

-geneId : string
AlignmentReport

-startPos : int
-endPos : int
-fsright
-fsleft
-isHeterozygous : bool

Difference

-characters : string
Insertion

-length : int
Deletion

-characters : string
Substitution

-id
-sequence

Reference

-id
-sequence

Gene

1*

1..*

1

1..*

1

Fig. 4. Alignment Report Conceptual Model

3. The Knowledge Report conceptual model (Figure 5): This conceptual model
defines all the concepts related to the characterized variations in the knowl-
edge task (T3) to be used for another task, for example, to visualize a diag-
nosis report.

Reference and Gene are the entities that have been analyzed in order to cre-
ate a disease diagnosis report. From this analysis a list of genetic variations
have been detected. Each difference described in the Alignment conceptual
model becomes a Variation when it has some genetic knowledge associated.
A Variation is characterized by the same attributes than the differences:
startPos and endPos according to the Reference; the fsright and the fsleft
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flanking sequences of the Variation; and the isHeterozygous attribute indi-
cating the affected strands of the variation. Additionally, a Variation is char-
acterized by the attributes HGVSGenomic, HGVSCoding and HGVSProtein
that represent the standard nomenclature for expressing genetic variations
[15]. A Variation can be categorized in three types: Insertion, Deletion or
Indel if some nucleotides have been inserted, deleted or changed. The en-
tity Knowledge retrieves the additional information that has been found in
genetic databases.The attribute phenotype expresses the external feature as-
sociated to the variation. The attribute isSNP means that is a common
variation present in at least 2% of the population. The attribute certainty
offers an assessment of the veracity of the information. Finally, the source
refers to the data origin. Sometimes, this information is claimed to be true by
a research publication. The entity Bibliography shows the information about
this publication: the title of the paper, the authors involved, the abstract or
summary of the contents, the media of publication (for example, a conference
or a journal), and the URL where it can be found. This conceptual model
uses a few concepts of the structural view, such as the entities Gene and
Reference; the variation view, such as the Variation entity, or the attributes
phenotype and isSNP ; and the transcription view, such as the attributes
HGVScoding and HGVSprotein.

-geneId
KnowledgeReport

-nucleotide
Insertion

-length
Deletion

-nucleotide
Indel

-id
-sequence

Reference

-id
-sequence

Gene
1
*

1..* 1

1..*

1
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documentation 0..*

1..1

paper

Fig. 5. Variation Knowledge Conceptual Model

Data exchange among tools that perform these tasks, usually requires the
implementation of a translation mechanism to understand each other. In that
case, data expressed in a concrete format needs to be translated into a different
format. The implementation of this translation mechanism is a highly consuming
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task, and the solution is not flexible enough if some tool has to be introduced or
changed in the process.

Instead, Diagen avoids coupled implementations thanks to the use of concep-
tual models, in a higher level of abstraction. A tool can be completely integrated
in the process incorporating a simple translator in the framework. This trans-
lator is easier to implement since it only requires establishing the relationships
between the output and the conceptual model. This translator should express
the outputs of the tool in terms of the underlying conceptual model. Hence, the
implementation of this translator is completely independent of other tools and
formats.

The Diagen framework has been implemented using the Java language. Ad-
ditionally, each conceptual model involved in data exchange has software cor-
respondence with a set of Java classes and a XML representation. In order to
manage both representations (Java and XML) JAXB (Java Architecture for
XML bindings) [16] has been used. This is a specific API that allows Java ob-
jects to be parsed in XML data and vice versa. The implementation of both
configurations provides a better flexibility to use each of the components into
another environments.

Each task that is supported by the framework has been implemented to be
independent from the others, therefore it can be used separately. Thanks to
this modularity, it is possible, for example, to use the alignment task in an-
other environment (Figure 6). In this case, the input data must be provided in
terms of the input conceptual model (Sample Treatment Report) and the out-
put report must be read in terms of the output conceptual model (Alignment
Report). Both conceptual models can be expressed using the Java language or
the XML representation. In the case of XML, the JAXB framework manages to
the correspondence with the Java language.

Conceptual Model

SampleTreatment 
Report

Alignment 
Report

Conceptual Model

Alignment

JAXB

Java 
objects

XML 
file JAXB

Diagen FRAMEWORK 

External Environment
DNA

sample
data

Java 
objects

XML 
file

Alignment
data

Fig. 6. Integration Mechanism for Alignment Task
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4 Using Diagen for Disease Diagnosis: The BRCA2 Case

As a proof of concept, the framework has been used to develop a prototype
for disease diagnosis of Breast Cancer. The prototype has been designed as a
web application in order to offer geneticists a higher flexibility and avoid them
installation issues. This specific framework configuration integrates several bioin-
formatic tools that are used daily by the geneticists of IMEGEN.

The prototype architecture consists of four layers (Figure 7):

Conceptual Model

Translator

Conceptual Model Conceptual Model

SampleTreatment 
Report

Alignment 
Report

Conceptual Model

Treatment

Conceptual Model

Alignment

Conceptual Model

Knowledge

Knowledge 
Report

Diagen FRAMEWORK 

Sequencher BLAST

SW

ENSEMBL HGDBFlanking

Genetic Tools

Translator Translator

Diagen Services 
Facade 

DiaWeb: 
Web User Interface

Fig. 7. IMEGEN Prototype using Diagen

1. DiaWeb: This layer is responsible of the interaction with geneticists through
several web pages that capture data (such as the sequencing machine output
or the selection of the algorithm for aligning the sample) and offer a diagnosis
result.

2. Diagen Facade: This layer offers to upper layers the Diagen functionality
through an API. This interface is defined as several methods that encapsulate
the available services of Diagen.

3. Diagen Framework: This layer includes the presented framework and the tool
translators. These translators are responsible of translating the tool format
into the conceptual model, and vice versa.
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4. Genetic Tools: This layer collects the tools that geneticists from the Diagen
research project usually use in order to accomplish the DNA sequence anal-
ysis. It also includes some additional tools designed in the context of this
project with the aim of improving the efficiency of these tasks. Hence, the
framework has been applied to integrate:

(a) Sequence treatment task: The Sequencher tool [17] is used to rebuild the
sequence from the segments provided by sequencing machines. A trans-
lator, which expresses the calculated consensus sequences in terms of the
Sample Treatment Report conceptual model, has been implemented and
incorporated inside the framework.

(b) Sequence Alignment task: The implementation of the BLAST algorithm
from NCBI [18] is used to search for differences in the sequence. In
this case, the incorporated translator expresses the found differences in
terms of the Alignment Report conceptual model. Due to the fact that
BLAST is an heuristic algorithm, it does not always detect the best
solution to the alignment problem. Hence, an algorithm based on the
Smith-Watterman has been implemented (SW Tool). This algorithm,
although is more accurate than BLAST, it is still not efficient enough to
be used in practice. For these reasons, another alignment approach has
been proposed: to look for known-variations in the sequence by align-
ing the flanking sequences of each variation against the DNA sequence
(Flanking Tool). Regarding both tools, the integration does not required
the implementation of an additional translator because both use the pro-
posed conceptual model and their results are already expressed using the
Alignment Report conceptual model.

(c) Variation Knowledge task: Variation characterization is performed man-
ually by geneticists searching in several databases. As a better solution,
the Diagen framework integrates two mechanisms for genetic knowledge
retrieval. The first mechanism obtains some genetic data (such as struc-
tural information about genes or transcription data required to calculate
the HGVS notation) from the ENSEMBL database [19]. In this case, a
translator has been included to express this data using the conceptual
model. However, the information retrieved by ENSEMBL is not enough
to execute the complete variation knowledge task. The second mecha-
nism retrieves genetic information (such as phenotype information or
bibliographic references) from the HGDB database [20]. As the HGDB
gathers information from different genomic repositories that geneticists
usually check, it is possible to execute the variation knowledge task suc-
cessfully. Moreover, as HGDB is based on the Conceptual Schema of the
Human Genome (CSHG) [3] it does not require an additional translator.

The prototype supports the three defined tasks to perform a DNA sequence
analysis. As a result, it retrieves a personalized report containing the genetic
variations and the potential diseases according to an individual sample.

The use of the framework provides two main advantages: 1) The development
time of specific translators decreases because the core functionality can be reused
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among them; 2) The framework also provides common functionality for manag-
ing DNA sequences (comparison, retrieval of reference sequences, nomenclature
and so on). Moreover, regarding the use of the IMEGEN tool itself the main
advantages are: 1) A reduction in the efforts needed for data exchange among
tools, as the Diagen framework manages data flow transparently for geneticists;
2) The elimination of the need to search for variation data in the huge set of
databases spread around the Web, as the information system HGDB gathers
this data in a structured way and the genetic data retrieval is easily performed;
and 3) A decrease in the execution time, as manual data flow and manual search
are avoided.

The prototype has been tested with real samples of the BRCA2 gene (Table
1). The test was carried out analyzing the BRCA2 gene sample from ten different
patients (P1-P10). For each patient, the table shows the number of variations
characterized by IMEGEN, the number of variations characterized by Diagen,
and the accuracy that Diagen offers compared with the IMEGEN manual pro-
cess. IMEGEN performs the analysis in approximately four hours (depending on
the success achieved while searching for a difference in the genetic repositories).

The preliminary test showed that Diagen offers the results almost instantly
and with an accuracy rate of between 60-90%. It is also important to emphasize
that the variations not characterized by Diagen were always the same variations
(7 variations in total) that appeared repeatedly in all the analyses.

Table 1. Preliminary BRCA2 tests

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

Characterized Var. IMEGEN 7 10 8 8 8 13 9 10 9 8

Characterized Var. Diagen 6 6 7 6 5 8 6 7 6 5

Accuracy rate % 86 60 88 75 63 62 67 70 67 63

5 Conclusions and Future Work

This work proposes a model-driven framework that is based on a well-defined
conceptual model of the human genome in order to address DNA sequence anal-
ysis. As a proof of concept, the Diagen framework is configured for the develop-
ment of a disease diagnosis support and is tested by means of real DNA samples
of the BRCA2 gene.

We have realized that the available tools actually accomplish some of the
geneticists’ goals. The problem lies in the fact that geneticists’ activities, specif-
ically in the DNA analysis domain, lack standard methodologies, well-defined
processes, fixed vocabularies, and unified knowledge sources. As a consequence,
the execution of a DNA sequence analysis cannot be performed efficiently or
without geneticists’ intervention.

The solution to these problems is not to reinvent new DNA sequence analysis
tools but to integrate the most suitable tools according to geneticists’ needs. The
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presented framework applies conceptual modeling to integrate different bioin-
formatic tools and to provide a common context to exchange data with each
other. The main advantage of the presented framework, over other integration
approaches, is that Diagen is a high-level abstraction framework that provides
concise and significant tasks to geneticists (such as ”sequence treatment”, ”align-
ment” or ”variation knowledge retrieval”) instead of low-level tasks (such as ”run
Blast algorithm”, ”translate format to Fasta”, or ”obtain HGVS nomenclature”).
Moreover, with this framework, geneticists can perform a DNA sequence analysis
and forget about the data formats of different tools.

As genetics is a very innovative field that is constantly evolving with new
discoveries, all concepts must be well-defined without ambiguity. The CSHG
was the first step in order to establish the domain specification of the different
human genome concepts. Thanks to this conceptual schema is possible to specify
the concepts related to DNA sequence analysis. Thus, the involved concepts in
the different tasks have been precisely formalized. As a consequence, it is easier
to adapt the tasks to changes or to support new concepts.

The preliminary results are promising, but there is room for improvement. The
low accuracy detected is because the missed variations were not described in the
integrated sources. As these sources are constantly improving, it is expected that
future versions of the IMEGEN prototype will solve these issues.

As future work, the framework will be extended to support other bioinformatic
tasks. The main goal of this extension is to design a complete framework that
supports other functionality besides DNA sequence variation analysis.

Additionally, the next step is to apply the service-oriented paradigm to provide
a more flexible development environment. With this approach, geneticists could
select only the required functionality, defined as services, and easily create a
personalized tool.
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Abstract. Schematic Maps are mainly used for depicting transportation
networks. They are generated through a schematization process where
irrelevant details are eliminated and important details are emphasized.
This process, being manually performed by teams of expert designers,
is expensive and time consuming. Such manual execution is unsuitable
for the production of schematic maps for location-based services or on-
demand schematic maps, as near real-time and user-centered properties
are needed. This work proposes GeneX, a framework that can support
the automated generation of schematic maps. The framework and a new
algorithms developed were able to completely eliminate erroneous map
point placement, and to decrease by 33% the contention for map point
placement, producing schematic maps without human intervention in
soft real time.

Keywords: Schematic Maps, Software Framework, Public
Transportation.

1 Introduction

Maps are part of the communicative process intended to communicate space in-
formation: the producer of maps (the sender) communicates to the receiver the
message (map). The making of maps was only possible through the use of sym-
bols and abstraction (which serve as a language), as maps are mainly intended
to communicate space information. Schematic maps have been increasingly used
in response to the need of better and simpler maps to describe complex trans-
port networks, and they take the abstraction of space to a higher level, reducing
the amount of information in comparison with traditional maps. This apparent
simplicity is achieved through a simplification process called “schematization
process” where choices are made regarding the level of detail and simplification.
A special type of schematic map, called spider map, has also appeared recently.
It presents innovative features such as a spider structure to improve visual pre-
sentation, user learning and spatial context communication. Schematic maps, by
their inherent simplicity and symbolic meaning are good maps for being used in
the transportation area as they are far more intuitive than conventional maps [1].
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In fact as people travel more often, they need flexible and easy to understand
maps which may take in account their context [2]. Automation in the production
of maps is a key factor to achieve flexibility to tailor maps to user context, as it
happens with Location-Based Services [3] where “information services accessible
with mobile devices through the mobile network which have the ability to make
use of the location of the mobile device” [4]. There is the need, then, to develop
a software framework which could support efficiently and comprehensively the
automated generation and test of schematic maps. In this paper we propose and
describe a software framework which serves as an engine to the automated gen-
eration and test of schematic maps. The structure of the paper is as follows. The
main concepts regarding the definition of a schematic map and in particular,
of a special type of context based schematic maps that we have called Spider
Maps, are presented in Section 2. In Section 3 we present the related work con-
cerning the schematization algorithms. In Section 4 we present the framework
and discuss its development, architecture, and its enhancements. In section 5 we
discuss the results obtained so far. Section 6 provides concluding remarks and
clues about future work.

2 Spider Maps

2.1 Schematic Maps

Since the begining of the industrial revolution, the need of highly efficient, eas-
ily understandable transportation maps pushed the evolution of the traditional
maps, and new forms of cartographic representation have emerged. Among the
new forms of cartographic representation that have emerged, the schematic maps
were probably the most bold. One remarkable schematic map applied to a trans-
portation network was the Harry Beck’s London Underground diagram, depicted
in figure 2. As it is possible to observe, it presents radical changes with former
London underground maps presented in figure 4.

Beck’s map was considered both bold and innovative, as for the first time lines
were drawn either horizontally, vertically or diagonally at 45. This map also uses
a non-linear scale, so the central area of the diagram is shown at a larger scale
than the extremities. It shall be noted that although it does not mimic the
geography of London, this map gives the traveler some clues about the terrain
features (ex: river) and his/her location. Some authors define schematic map as
“an easy-to-follow diagrammatic representation based on highly generalized lines
which is in general used for showing routes of transportation systems, such as
subways, trams and buses, or for any scenario in which streams of objects at
nodes in a network play a role” [5]. The most important advantage of schematic
maps is that they provide a quick view of the layout of the network by removing
unimportant information like the detailed shape of the connections.

2.2 Spider Maps

Schematic spider maps are a special type of schematic maps. As with traditional
schematic maps, the stops and lines of the transportation network correspond to
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Fig. 1. London Underground Map
prior to Beck’s map. Source:
http://www.chadsayshello.com

Fig. 2. Harry Beck’s Lon-
don underground map. Source:
http://britton.disted.camosun.bc.ca

vertices and edges, respectively, in the spider map. However, they have enhanced
features such a spider architecture, thus having a specific set of characteristics
which sets them apart from the traditional schematic maps. Spider maps pay
special attention to the context in order to enhance its learning by the users and
it ease of use. While a schematic map is mainly used for the representation of
metropolitan networks which remain fixed for several years, a spider map can be
used (in London, for example) to represent bus transportation networks which,
by its nature, are much more complex and unstable. In fact, if an underground
transportation network can be represented with a single schematic map, it would
not be feasible to represent a relatively complex bus transportation network us-
ing a single schematic map, due to the large number of bus stops and lines.
To overcome this problem, spider maps allow the depiction of a schematic map
for a particular geographic area. Hence, in order to represent a bus transporta-
tion network within a city, several spider maps can be produced (similar to the
one depicted in Figure 1). The spider map architecture, depicted in figure 3,
comprehends three main components:

– Hub: The hub is the main part of the map. Describes the area in which
the user is, as well as the surrounding area with a higher degree of detail
(buildings, roads, etc). The hub, as it is the central part of the spider map,
is the first component the user will look at, as it makes uses of “focus and
context” [6] and detail focusing [7] techniques. The hub is the only part of the
spider map which does not comply with the 0/45/90 degrees line orientation.
It can also include landmarks to allow the user to know important details
about the place he currently is.

– Lines: The lines follow the orthogonal orientation of the traditional
schematic maps, and describe the paths of the transport network where
the user can go through while being at the zone depicted by the hub.

– Stops: The stops are the main destinations accessible to the user from the
hub.
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Fig. 3. Spider Map structure sketch

Figure 4 shows a spider map bus transportation network at a specific location,
in this case, Victoria Station. It is possible to observe the spider map innovations
in comparison with London underground maps of figures 1 and 2.

Fig. 4. London Bus Spider Map Source: http://www.tfl.gov.uk
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3 Related Work

Schematic maps have been increasingly used in response to the need of better
and simpler maps to describe complex transport networks. This visual simplic-
ity is achieved through a sequential decision process regarding the level and
nature of detail and schematization. In practice, this “schematization process”
is still a manual process carried away by teams of experts, such as designers and
cartographers, despite the efforts in automating the process through the use of
computers. The use of computers to execute the schematization process requires
effective and efficient algorithms, to achieve in one hand high quality schematic
maps which can be understood by people and, in the other hand, a time efficient
process. Through schematization, certain map details are emphasized while oth-
ers are deemphasized. It is fundamental, however, to present the smallest amount
of information the user needs to learn the map: the more information presented,
the higher the learning time will be. Latto defends that information shall be
reduced to its basic components to achieve that goal [7].

There are some studies regarding research on the automated drawing of
schematic maps. Some studies [8] [9] focus on the rectification of lines while
others focus on the optimization of schematic maps [10]. Barkowsky et al stud-
ied the application of the Discrete Curve Evolution to the schematization of
maps [11]. Nevertheless these studies do not analyze the schematic map genera-
tion as a wide multidisciplinary problem as they tend to focus only on some areas
of the problem. The automatic approaches for the generation of schematic maps
mostly focus on the schematization process [12]. Nollenburg [13] [14] makes an
extensive research on the discrete mathematical foundations which are the basis
of the algorithms used in the drawing of schematic maps and makes some brief
considerations about their implementation. Nevertheless, his studies do not cover
the human perception factors nor a concrete computer framework for drawing
schematic maps. Silvana Avelar [1] [5] presents a wider study, by including some
human perception factors and makes a complete research on the schematic maps
on demand, one of the components to be integrated in the new paradigm. She
goes further on by presenting a framework for electronic schematic maps which
can answer user queries and studies the automated generation of schematic maps.
Nevertheless, the study of the human perception factors is limited to what she
calls the “aesthetic factors”.

Most of the algorithms to design schematic maps retain a common struc-
ture [15]. They use a graph to model the transportation network, in which the
vertices represent stops or turning points and the edges represent the paths be-
tween two turning points. In fact, the automated generation of schematic maps
is truly a multidisciplinary problem, which involves integrating knowledge from
several science fields. Isolated studies of different areas of knowledge, such as
cognitive psychology show that user centered maps have a better performance
and allow users to commit less errors [2]. Hochmair, for example [16] studied the
effectiveness in the context on route planning, more specifically, as a measure of
how well the map information supports the map reader in planning the fastest
route between trip origin and destination on a public transportation map.
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4 The GeneX Framework

In this section, we present the GeneX framework which was developed through a
collaboration research performed by a team involving collaborators from FEUP1,
OPT 2, STCP3 , FWT 4, INEGI 5, and that was funded by INEGI.

4.1 Overview

The GeneX framework is a software application designed to support the following
objectives:

1. The automatic generation of electronic schematic maps for complex trans-
portation networks in bounded time, through the flexible use and parame-
terization of schematization algorithms

2. To serve as a test lab to support the research of schematic maps.

By merging and processing different kinds of external information (transporta-
tion networks, geographic/topological and constraint information) through the
use of state-of-the-art algorithms, the framework generates schematic maps au-
tomaticaly. It is possible for the user to choose the desired algorithm and the
parameters which will influence the map schematization. The framework pro-
duces an output SVG 6 (Scalable Vectorial Graphics) file which can be used
directly in an electronic way, printed in paper or further processed (e.g. man-
ual changes). The framework may also produce a statistics file which measures
several parameters about the framework functioning.

4.2 Software Engineering Life Cycle model

The requirements elicitation and validation was performed together with the
project stakeholders, as part of a Joint Application Development (JAD) model
[17]. The contributions provided by the partners were highly regarded: from
the experts in information systems for transportation services (OPT) which
provided real transport network data and expertise in automated solutions for
transportation network systems, in optimization algorithms (INEGI) and map
design (FWT), to the final users of the system (STCP). The development of
this framework was considered, since the begining, an interdisciplinar subject
in which knowledge from several areas of the science need to be integrated.

1 Faculty of Engineering of University of Porto http://www.fe.up.pt
2 OPT is an company based in Porto which develops IT infrastructures for Trans-
portation Services. http://www.opt.pt

3 STCP is a public transportation company operating in Porto. http://www.stcp.pt
4 FWT is a company based in London which produces maps for transportation net-

works. http://www.fwt.co.uk
5 INEGI is a research institute based in Porto.
6 The Scalable Vectorial Graphic is XML language to describe vectorial bidimentional
graphics. It is an open format created by the World Wide Web Consortium.
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Regarding functional requirements, the framework should be capable of produc-
ing schematic and spider maps in a fully automated way, about any location
the user may select, using several schematization algorithms. The framework
should be able to obtain data through the use of a common standard proto-
col data schema shared by the stakeholders. Another requirement was that the
producton of schematic maps should be time-bounded (by setting deadlines or
iterations number), to make it able to support Location-based services. In order
to serve as a test lab, the framework should allow the choice of the algorithm
and its parameters. The framework should also support different schematization
algorithms (genetic, linear, tabu search, GRASP, etc) and provide a common
protocol to implement them. This set of functional requirements needs to be
supported by a set of non-funcional requirements, which comprehends usabil-
ity, performance and interoperability. Usability is fundamental as the schematic
maps produced by the framework have a strong user learning component: the
maps produced, as well all possible interactions should be as intuitive as possi-
ble to be quickly learned and understood by their users. The designers and the
final user team members provide insightful highlights in this area. To be able
to support location-based services, the framework should execute the algorithm
and produce the correspondent schematic map in near real time. Therefore, the
framework was designed to perform as a soft real-time system [18]. The idea of
a real-time approach is to answer queries within time constraints [18]. One way
of looking at a real-time system is through the metaphor of a stimulus/response
system, where to each stimulus the system is supposed to produce an adequate
response in an adequate time (deadline). If a specific system fails to produce a
response to a stimulus until the deadline time and that means the value of the
system is zero or negative (i.e. it causes cost, damage or negative profit), then
that system is a hard real-time system. If a specific system fails to produce a
response to a stimulus until the deadline and that means the value of the system
is still positive after the deadline, then the system is a soft real-time system.
This difference is depicted in figure 5.

The figure depicting the hard real-time system shows two possible value func-
tions after the deadline time, the red line depicting a system in which the failure
to meet the deadline implies losses or damages (ex: safety critical system). As
it is possible to observe, if there is any kind of tolerance after the deadline (i.e.
the value, although may not be at its maximum value, is still positive), we have
a real-time system. This is the case with the GeneX framework. Regarding in-
teroperability, the framework should not only be compatible with the systems
and data of the stakeholders, but it also should be able to support several differ-
ent algorithms (every algorithm which conforms to a common implementation
interface). Therefore, a standardized transport network data specificication was
implemented and a common interface for the algorithms was designed. This was
achieved making use of reusable components citeNeighbors1984 [19].

The framework was developed by using C# Language, as a modern Object
Oriented language which supported the requirement list.
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Fig. 5. Hard real-time system (left) and soft real-time system (right) stimulus/response
metaphor

4.3 Architecture and Data Model

The architecture of the framework follows a modular structure, with two main
modules: the data preparation module and the algorithm execution module.
Figure 6 shows the GeneX framwork package diagram, depicting its components.

The data aquisition and preparation module is responsible for preparing the
data to be used by the algorithm execution module. The user selects graphically
the location where he wants the spider/schematic map to be centered (hub).

Fig. 6. GeneX Framework Package Diagram
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The module then extracts raw data from the transport network database and
organizes it into a data structure by using the Spider Map Library. The spider
map library is a complex set of C# classes that support the serialization and
communicaton of the spider and schematic map structure. Figure 7 depicts its
class diagram.

Fig. 7. Spider Map Library class diagram, showing the relations between the map
components

The central class is the SpiderMap class, which contains attributes regarding
the general properties of the map, such the name and dimensions. Each Spi-
derMap contains the definition of its hub in the Hub class. The definition of the
hub encompasses its location and dimensions and also a set of HubLinePositions
(which are the points where the lines start to flow from the hub to the map).
The class HubLinePosition has information about its coordinates and the cor-
responding line (Line class). Each line may contain a set of ordered segments
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which have a MapPoint in each extremity. The mapPoint has location coordi-
nates and has also a name. A line can be also a set of segments which have a
Stop in each extremity. The difference between mapPoints and Stops is that a
mapPoint usually depicts an certain important area made of a set of Stops. This
is useful in real maps to depict very high density areas. This library is used to
produce an XML file containing all the spider/schematic map data structure to
be further processed by the algorithm execution module. The hierarchy of the
XML file produced maps the components of the spider map according to table 1.

Table 1. Transportation Network XML Data structures mappings

Hierarchy # Structure Transportation Network

0 Map Represents the whole Map.
1 Hub The central part of the map. Useful for Spider Maps.
2 HubLinePos The initial point of the transportation lines.
3 Line Each line of the transportation networks.
4 Segment Each line segment between two MapPoints.
5 MapPoints The base element. Can represent one or a set of stops.

The algorithm execution module reads the XML file and transforms the data
into an internal data structure (to improve component reuse by the schematiza-
tion algorithms). At the user interface, the user can choose the schematization
algorithm (available at the AlgLib algorithms package) to execute and the cor-
responding options and performance measurement metrics. The business logic is
then responsible for calling and executing the algorithm and to produce the final
result, which can be an SVG (Scalable Vector Graphics) file (a standard vecto-
rial format) or a binary file containing serialized data. The SVG file is produced
by using a library that allows the conversion of a spider map data structure in
an SVG file (Abstract Graphs Library) [20].

4.4 The HPPO Algorithm

The AlgLib package provides a foundation for the execution and configuration
of the schematization algorithms. Each algorithm has to implement the same
communication interface functions, in order to be used by the execution module:

– spiderMap execute(spiderMap, parameterList) performs the execu-
tion of the algorithm. The argumens are the spider map XML structure that
was opened by the execution module, and the algorithm parameter list, al-
ready set up by the user. This function returns a spiderMap data structure
which is the processed spider/schematic map. That structure can then be
output to a SVG file by using Abstract Graphs library or serialized to a
binary file.
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– parameterList getParameters() the module calls this parameter function
to get the list of the algorithm parameters that can be set by the user, prior
to the execution of the algorithm.

We have implemented a preliminary schematization algorithm that we called
“Heuristic Point Placement Optimization” (HPPO). HPPO, aligns map points
(corresponding to the transportation network stops and stations) to a regular
grid, by positioning each map point in the nearest grid intersection. For high
density or non regular density transportation maps, map station contention for
grid intersections will happen. In this case, the HPPO smartly solves the con-
tention through an heuristic algorithm. By using regular expressions, the point
labels are also taken into account when placing network vertices, by determining
the similarity degree of node labels in conjunction with its geographic location
in order to produce a decision about the location to plot the node where the
contention arises. The use of regular expressions is based in a finite-state au-
tomaton which scans strings (sets of letters in words) in order to find the degree
of similarity. Therefore, if we have a node labeled “St. James Park” and other
labeled “Park St. James”, the automaton will tell us that those nodes refer, with
a very high degree of certainty, the same node. So we are not only relying in
geographical information, but also using computer science theory and cognitive
psychology (to the preservation of topological relations has positive effects in the
orientation and intuitiveness [21]) to make a higher quality judgement on how to
solve the contentions that arise. For each map point, HPPO starts by checking
if the nearest grid intersection is empty. If it is, then there is no contention and
the point is plotted there. If the grid intersection is not empty, then we have
a contention. In case there is a contention, that means that the geographical
coordinates of the nodes are equal, or at least, within the same decision range
concerning the square grid resolution. The automaton also tells us the degree of
similarity. If the degree of similarity is higher than the predefined threshold level,
then we assume that both nodes refer to the same location. In this case, they
should be both plotted in the same grid intersection. If the degree of similarity is
lower than the threshold, then it is important to distinguish them and plot them
in different grid intersections while maintaining the topological relation between
them. In this case, we get the topological relation between the two points (based
on their coordinates) and try to move the node to the adequate grid intersection.
If contention happens again (what can happen in a highly crowded map or with
a loose square grid), then we have two options: or we may continue this cycle
recursively until the topological relation is violated, or we may decide if we shall
plot the node into the suggested grid intersection. To limit the processing time,
we discarded the recursive approach in our algorithm. Being so, we analyse the
proposed grid intersection. If contention happens we check the degree of label
similarity through our automaton, and if is higher than the threshold, we plot
the point there. If not, we analyse both the firse and the actual grid intersec-
tions suggested and we add the node where there are less nodes plotted. The
pseudoalgorithm is described in figure 8.



A Software Framework for the Automated Production of Schematic Maps 75

Fig. 8. HPPO pseudoalgorithm description

5 Results

The GeneX Framework is able to generate in a fully automated way schematic
and spider maps for every location requested. It is also a very important tool as
a test lab for the schematization algorithms that are being developed. Figure 9

Fig. 9. User interface of the algorithm execution module, featuring an Multiple Docu-
ment Interface showing several views about a schematic map
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Fig. 10. Bus transportation network maps produced by using the GeneX Framework:
city of Porto (left) Lisbon (right)

shows the user interface of the algorithm execution module, presenting multiple
views of a map just before being processed by the schematization algortithms.
It was found, in comparison with alternative approaches, that a multi-window
environment presents a set of advantages to the generation of schematic maps,
as it is much easier to assess the quality of the generated maps if we can compare
side-by-side the schematization schema and the real map and geography of the
terrain. This provides a valuable feedback for the tuning of the algorithms.

Although the framework is still under development and the algorithms in
the AlgLib are being improved and enhanced, it is already being used for the
production of schematic and spider maps. Maps produced with this framework
are already available for public use in the cities of Porto and Lisbon, as it is
possible to see in figure 10. As the schematization algorithms currently in use
are still being perfected, those maps were also subjected to manual intervention
to improve their aesthetical appearance.

Concerning our HPPO algorithm, it showed good results as can be shown at
figure 11: it was shown that its use reduces by 33% the number of grid inter-
sections that have dissimilar nodes plotted (“Bad Cells”). Other advantage of
HPPO is that if different nodes refer to the same place, this algorithm can ignore
contention and plots them correctly in the same grid intersection. Another ad-
vantage is that this algorithm, due to the use of regular expressions can identify
nodes with similar labels which refer to the same location, grouping them in the
same node. In addition, all the topological relations are still preserved. For a map
with 45 MapPoints/Stops, it takes 2 seconds to execute, which is in compliance
with the soft realtime requirements. Nevertheless, the decrease of 33% in the
number of bad cells may not be good enough for evenly distributed very high
density maps with a great number of mapPoints, as this algorithm performs bet-
ter in maps which have fluctuations in mapPoint density. In the former case, its
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Fig. 11. Frequency matrixes, depicting the transport network grid intersections with
ASCII characters, obtained after the execution of the algorithm. It shows Bad Cells (in
red) when not using HPPO(left) and using HPPO(right) for the Porto downtown spider
map. HPPO reduced Bad Cells from 9 no 6, while preserving topological relations.

effectiveness can be reduced while in the later case its effectiveness can be
enhanced. Therefore, this algorithm does not guarantees that the generated
schematic maps contains no bad cells, so there is still margin for further
improvement.

6 Conclusions and Future Work

The GeneX framework was used to produce real spider maps that are being
used in the cities Porto and Lisbon, it has proved effective in generating spider
maps. Altough these maps were produced by an automated process, they were
subjected to small manual changes to improve the visual appearance, which is
the most difficult aspect to model in the algorithms. For simpler maps with
less lines and stops, the framework is able to generate them with good results.
The quality of the results of the HPPO algorithm is quite good, showing a
significant decrease in bad cells. The algorithms need to be perfected in order
to increase the quality of the results and to make them directly usable (without
any manual processing). The algorithms need to further improve aspects such as
visual line distiction, stop label organization and geographical constraints. Some
development of the framework is also needed to support Location-based services,
such a “request manager” which can feed user requests to the framework and
reply to them. Other issues that need further study are the adaptation of the
resulting maps to different devices. All this work also needs to be complemented
and validated with usability tests and analysis.
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Abstract. Most of the solutions provided by current ontology matching
tools lack flexibility and extensibility namely for adding new matchers
and dealing with users’ requirements. In this paper, we present a system
YAM++, which supports self-configuration, flexibility and
extensibility in combining individual matchers. Additionally, it is more
human-centered approach since it allows users to express their preference
between precision and recall. A set of experiments over OAEI Benchmark
datasets demonstrate its effectiveness and efficiency in terms of quality
of matching and flexibility of the system.

Keywords: Ontology matching, machine learning, flexibility,
self-configuration, cost-sensitive classification.

1 Introduction

Ontology matching is needed in many application domains. For example, the
possibility of content-based query of the semantic Web depends only on the
capacity of the system to find correspondences (mappings) between ontologies
of the related information sources. Many diverse solutions of matching have been
proposed so far; however, there is no integrated solution that is a clear success,
which is robust, flexible for future development and usable for non expert users
[19].

In this paper, we present our system YAM++, which supports self configura-
tion, flexibility and extensibility in combining individual matchers. To demon-
strate the importance of the flexibility in terms of system extensibility and user
preference, let’s us introduce two scenarios that frequently arise when people
study schema and ontology matching.

In the first scenario, one challenge issue to researchers and developers is how
to combine different similarity metrics (i.e., individual matcher [18]) in order to
obtain a good performance matching system in terms of matching quality. This
issue also knowns as a pre-match effort [9] in a matching process. Assume that
they would like to improve the performance of the current system by adding
promising similarity metrics recently published. Some issues are arisen such as
(i) how to integrate the new metrics with the existing ones; and (ii) which param-
eters is needed to set in the new metrics. Generally, finding a good combination
� Supported by ANR DataRing ANR-08-VERSO-007-04.
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and tuning these parameters are difficult and time consuming even for the do-
main experts. Therefore, a flexible system will be very useful to help researchers
and developers to automatically integrate new metrics. To deal with the pre-
match effort, we utilize machine learning techniques, which are acknowledged as
a highly promising approach.

In the second scenario, imagine that a user wants to run a matching system
to find all mapping pairs of entities between two ontologies. A matching system,
generally, outputs a list of candidate mappings and corresponding confident val-
ues. Then, the user must verify these mappings in order to remove incorrect
ones. This process will not take much time because current systems are focused
on precision, and consequently the number of the incorrect mappings is small.
Next, the user needs to find missing mappings which the matching system did
not discover. This process is very time consuming because it will be done man-
ually on a huge number of candidate mappings. The manual effort of this phase
is called post-match effort. Users may spend many hours or even few days to
finish this work. To reduce post-match effort, we make use of the cost sensitive
classification approach in data mining. This approach will be explained in the
section 5.3.

Based on these scenarios, the motivation of our system can be described as
follows: Giving two ontologies represented in some ontology languages (N3, RDF,
OWL, etc.), find a flexible approach to combine individual matchers with the fol-
lowing features: (i) high matching quality result (precision, recall and f-measure),
(ii) system’s self-configuration, (iii) system’s extensibility, (iv) generating a ded-
icated matcher according to the user’s preference between precision and recall.

The remainder of this paper is organized as follows: Section 2 contains the
main notions used in this paper. In section 3, we describe our ontology matching
system in detail. Next, Section 4 shows the prototype of our system, which will
be used in experiment part. In Section 5, we present the experimental results to
highlight the main interesting features of our ontology matching tool. Section 6
contains the related work. Finally, Section 7 contains concluding remarks and
future work.

2 Preliminaries

In this section, we define the main notions used in this paper.

Ontology. Ontology is a formal, explicit specification of a shared conceptual-
ization in term of concepts (i.e., classes), properties and relations [10].

Let’s consider a fragments of ontologies in Fig.1. Ellipses, rounded rectangles,
rectangles and dashed rectangles represent classes or datatypes, properties, in-
stances, annotation information or data values respectively. In the schema layer
arrows represent the relations between entities. Dashed arrows from data layer
to schema layer indicate instances belong to classes. Arrows in the data layer
indicate properties and corresponding data belong to instances.

For instance, JournalPaper is a class, heading is a property, string is a
data type, #a84601592 is an instance, ‘ A Framework for ... ’ is a string value.
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Fig. 1. Two fragments of ontologies #205 and #101 from OAEI 2010

Terminological Features. Terminological features of an entity consists of text
information encoded in itself in ontology such as entities’ URI, local name, labels
and comments. For example, linguistic features of class JournalPaper include
LocalName: JournalPaper, Label: JournalPaper and Comment: An article
from journal or magazine.

Context Profile Features. Context profile features of an entity E consist of
descriptive information of itself and its neighbors in the ontology. For example,
neighbors of JournalPaper are class Section, property heading and instances
#a84601592, #a456080390.

Similarity Metric. Similarity metric is a function of two entities that calculates
their similarity value based on some extracted feature from them [8].

For example, similarity between JournalPaper and Article is 0.17 by ap-
plying ScaledLeveinstein1 metric on their local names.

Ontology Mapping. An ontology mapping m is defined as a four-tuple of the
form:

m = 〈e, e′, r, k〉
where: e and e′are entities in ontologies O and O′ respectively, r is a kind of
relation (e.g., equivalent, subsumer) and k ← [0, 1] represents the degree of
confidence of relation between entities [8].

Ontology Matching. Ontology matching is a process of finding all semantic
correspondences between entities of different ontologies [8].

Generally, in the matching process, one or some similarity metrics are used
to calculate the similarity scores between two entities. Results obtained by these
similarity metrics are combined in some combination approach. The final value
1 http://secondstring.sourceforge.net/
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indicates how much entities are similar. For example, after executing the match-
ing process we have

〈JournalPaper, Article, ≡, 1.0〉
It means class JournalPaper in ontology #205 is equivalent to class Article
in ontology #101 with the confidence value 1.0.

3 YAM++ Ontology Matching System

3.1 YAM++ Approach

Our approach has been implemented in YAM++ - (not) Yet Another Matcher
system for ontology matching. It follows the same approach used in YAM schema
matching system [5]. However, the YAM++ aims to work with ontology match-
ing, which is semantically richer than XML schema. For this purpose, we added
new features such as:

– New similarity metrics working with different features (e.g., name,label, com-
ments, relations) of ontologies’ entities.

– New dictionary metrics based on different algorithms.
– New metrics based on information retrieval technique to calculate similarity

score using context and descriptive information of entities.
– Graphical user interface for setting parameters, displaying and verifying dis-

covered mappings returned from the system.

The main components of YAM++ system and the workflow are depicted in the
Fig. 2

1. The inputs are at least a set of ontologies to be matched. The other additional
inputs may be some “gold standard” datasets. The “gold standard” datasets
here are pairs of ontologies with expert mappings between their entities
provided by domain experts. They are used to generate training data.

2. Input ontologies and ontologies taken from gold standard datasets are passed
to the Pre-Processing module. The ontologies are parsed and loaded into
internal data structure in order to easily extract the following information:

(a) Types of entities (class, object/data property, instance).
(b) Descriptive information of entities such as: URI, labels, comments.
(c) Semantic relations between entities such as: equivalent relations between

entities; subsumption relation between class-class, property-property;
domain and range relations between properties and classes; instanceOf
relation between individuals and classes.

3. Learning data are generated by FeatureExtractor module as follows. This
module exploits a variety of features of entities and calculates the similarity
score between them by using similarity metrics. At this step, FeatureExtrac-
tor builds a similarity score table for two given ontologies. Each row in the
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Fig. 2. Architecture and workflow

table consists of names of pair of entities (for class-class, property-property
only) and an array of real values returned by applying similarity metrics on
different features extracted from entities. A similarity score table build from
a gold standard dataset will be converted to training data; a similarity score
table build from to-be-matched ontologies will be converted to unclassified
data. The rules of conversion are:
(a) Names of the similarity metrics become attribute names in machine

learning instances.
(b) Each similarity score returned by a similarity metric becomes a feature

value corresponding to an attribute name.
(c) The confidence values of mappings provided by expert become classes

values of machine learning objects. We defined these values as feature
values of attribute named Expert/Prediction.

(d) The only difference between training data and unclassified data is that
feature values of Expert/Prediction attribute in unclassified data are
set by unknown value.

4. Training data obtained from the previous step are passed into the Leaning
Process module. In this step, all learning models are trained. They, then
perform cross validation 10-folders to measure their performance. The best
model with respect to the highest F-measure is selected for classifying task.

5. Each instance of unclassified data is predicted with a real value by the trained
classification model obtained from the previous step. The predicted values
are either 1.0 or 0.0. Instances predicted with value 1.0, are used to get
the corresponding pair of matched entities. Next, discovered mappings are
displayed in the graphical user interface.
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6. In GUI (Graphical User Interface), ontologies are displayed as hierarchies
of entities (only classes and properties). Each mapping discovered by the
system is represented as a line connecting two entities of two ontologies. The
user can select and validate mappings or discover new mappings manually.

3.2 An Example of Learning Model

Now, let us illustrate an example. Assume that YAM++ system measures the
similarity between entities by using 5 similarity metrics as follows:

– Equality method returns 1.0 if the labels of two entities are identical, other-
wise it returns 0.0.

– ScaledLevenstein and QGram are welknown edit-based and token-based
string metrics respectively. Refer to SecondString 2 library for more detail.

– ContextProfile metric measure the similarity score between two entities by
computing cosine similarity of their text profiles. See [16] for more detail
about creating context profiles for each entity.

– Dictionary metric measures the similarity score between entities by compar-
ing the meaning of their name in a dictionary (e.g WordNet).

Without loss of generality, YAM++ combines these metrics by using a decision
tree model. After training process, a tree model is configured as Fig. 3. Here, a
decision tree is a tree whose non-leaf nodes are the similarity metrics, leaf nodes
values are either 1.0 ore 0.0 indicating if there is a match or not. At a non-leaf
node, a similarity value of to-be-mached entities is computed by the similarity
metric in ongoing node. The returned value is compared with condition values
on outgoing edges from current node in order to decide which child node will
be reached. This process will start at root node and iterate until a leaf node is
reached. The value of destination leaf node indicates whether the two entities
should match or not.

Suppose that we need to match a pair of entities (author, writer). The
feature vector obtained by running 5 similarity metrics is follows:

Here, the question symbol in Prediction field means that the similarity of two
entities is unknown. According to the trained tree, the decision path is: Equality
-> SclaledLevenstein -> Dictionary -> 1.0 . It means two entities are matched.

Evidently, each path from the root node to each leaf on the tree is a combi-
nation of subset similarity metrics. In this example, only 3 among 5 metrics are
combined to produce the final result.

2 http://secondstring.sourceforge.net/
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Fig. 3. Combining similarity metrics with a decision tree model

4 System Prototype

4.1 Feature Extraction and Similarity Metrics

Due to the heterogeneity of ontologies, there is no single metric which could be
sufficient to measure the similarity of entities in all matching cases. Therefore,
even for each extracted feature from entities, we should use different similarity
metrics with the hope that they will complement to each other.

YAM++ supports more than 30 different similarity metrics. These metrics
are divided into three main groups: (i) name metrics - which compare entities
by their URI names; (ii) label metrics - which compare entities by their labels;
and (iii) context metrics - which compare entities by their descriptive and
context information.

Name and label metrics belong to Terminological category [8]. Most of
String-based metrics (Levenstein, SmithWaterman, Jaro, JaroWinkler, Mon-
geEklan,etc.) are taken from open source libraries SecondString 3 and SimMet-
rics 4. We also have implemented popular metrics such as Prefix, Suffix, LCS
[8], SubString - Stoilos [20]. In term of Language-based metrics, we developed
three well-known metrics corresponding to Lin, JingConrath and WuPalmer al-
gorithms [14]. These metrics use Wordnet 5 as an auxiliary local thesaurus. Ad-
ditionally, we proposed a hybrid approach to combine string-based and language-
based metrics. The detail of algorithms can be found in our paper [16].

Context metrics used in YAM++ belong to the both Structural and Exten-
sional categories [8]. The main idea behind these metrics is described as follows.
We build three types of context profile (i.e. IndividualProfile, SemanticPro-
file and ExternalProfile) for each entity. Whereas IndividualProfile describes
annotation information of individual entity, SemanticProfile and ExternalPro-
file describe the information of the relationships between entities on ontology

3 http://secondstring.sourceforge.net/
4 http://sourceforge.net/projects/simmetrics
5 http://wordnet.princeton.edu
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(i.e., entity-entity and entity-instances). These context profiles then can be used
to compare entities by some information retrieval techniques. See [16] for more
detail.

4.2 Attributes and Training Data

Theoretically, all metrics can be used as selected attributes, but it will make the
learning and classifying processes very time consuming. Therefore, we propose
a strategy to select the most suitable similarity metrics for each of three groups
(i.e., Name metrics, Labels metrics and Context Profile metrics). The heuristic
of selection is based on hypothesis “A good feature subset is one that contains
features highly correlated with the class” [11].

The selection of attributes works as follows. The correlation value is calculated
by Pearson’s formula6 between similarity scores obtained by a metric and values
provided by experts for each test in Benchmark7 datasets. Finally, the simi-
larity metrics having the highest average values in each of three groups above
are selected. Table.1 shows a set of candidate similarity metrics used for the
experiments section.

Table 1. List of selected similarity metrics

Similarity Metrics Descriptions
Levenshtein,

SmithWaterman,
Stoilos

String-based metrics which compare entities by their local
names. String pre-processing is not needed.

QGramDistance String-based metric which compares entities by their local
names. String is split into tokens with length 3.

MongeEklanStoilos String-based metric which compare entities by their local
names. Pre-processing procedure splits string into tokens.

Tokens are compared by Stoilois metric.
TokLinStoilois, Tok-
WuPalmerStoilois

Hybrid metrics which compare entities by local names.
Pre-processing procedure splits string into tokens. Tokens are

compared by combination of string-based (Stoilois) and
linguistic-based metrics (Lin and WuPalmer).

LabelLinStoilois,
LabelWuPalmer-

Stoilois,
LabelIndentity

Hybrid metrics which compare entities by their labels. Labels
are compared by LinStoilois, WuPalmerStoilois and synonym

methods after running pre-processing procedure. The
maximum similarity score between labels will be selected.

FullContextProfile Information Retrieval metric compare entities by their context
profile. A maximum similarity score computed by

IndividualProfile, SemanticProfile and ExternalProfile will be
selected.

In order to provide training data for learning models, we use Benchmark
datasets. Tests in Benchmark datasets play the role of “gold standard” in our
6 http://en.wikipedia.org/wiki/Correlation_and_dependence
7 http://oaei.ontologymatching.org/2010/benchmarks
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approach. However, we do not select all tests to generate training data in order
to reduce noise data. For example, according to the expert alignment file, class
Chapter in ontology #101 matches with class dzqndbzq in ontology #202 but
all of our metrics compute similarity score for this pair with very low values (for
instance, Levenshtein(“Chapter”, “dzqndbzq”)=0.0). This mapping will produce
a noise in training data and it will degrade the performance quality of learning
model. To solve this problem, we propose a strategy to select suitable gold stan-
dard datasets for a set of selected similarity metrics. It is based on the following
heuristic: a training data is representative with respect to a feature if this feature
is highly correlated to the class.

The selection of candidate “gold standard” datasets for YAM++ works
as follows. Firstly, the system builds a correlation table for a set of selected
similarity metrics with all tests from Benchmark datasets. For each test, the
system computes the average correlation coefficient of all metrics. Next, only
tests having the average of correlation values higher than threshold are selected.

4.3 Learning Models

YAM++ can work with different machine learning algorithms in order to build
a classification model. These algorithms are divided into 5 groups as follows:

– Tree-based: J48, J48Graft, ADTree, SimpleCart, NBTree.
– Probability-based: NaiveBayes, BayesNet.
– Function-based: Logistic, MultiLayerPerceptron.
– Rule-based: JRip, VFI, DecisionTable.
– Instance-based: IBk, NNGe.

The implementation of these algorithms are taken from open source library
Weka8. To get more information about these algorithms, see [22].

4.4 Evaluation Criteria

We follow the evaluation criteria used in the OAEI campaign. The harmonic
mean of precision, recall and f-measure are used to evaluate the performance
quality of a matching system over a set of tests. Assume that we have n tests.
Let i indicates ith test; |Ri| refers to the number of reference mappings provided
by expert domain, |Ai| is the total number of mappings discovered by a matching
system and |Ci| is the number of correct mappings.

– Harmonic mean of precision, H(p) = (
∑n

i=1 |Ci|)
(
∑

n
i=1 |Ai|) ;

– Harmonic mean of recall, H(r) = (
∑n

i=1 |Ci|)
(
∑n

i=1 |Ri|) ;

– Harmonic mean of f-measure, H(fm) = 2∗Hp∗Hr
(Hp+Hr) ;

8 http://www.cs.waikato.ac.nz/ml/weka
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5 Experiments

In this section, we present the capabilities of our system using three experiments:

1. We compare different machine learning models and select the best one.
2. We show the flexibility and extensibility of our system in terms of integrating

new similarity metrics automatically and transparently to the user.
3. We show the ability to generate a dedicated matcher based on the user’s

preference (promoting recall).

To evaluate the matching quality, we perform experiments on Benchmark datasets
which are published on OAEI 2010 campaign 9. We adopt these tests because
they are widely used in evaluation of many ontology matching systems. All exper-
iments are executed with JRE 6.0 on Intel 3.0 Pentium, 3Gb of RAM, Window
XP SP3.

5.1 Experiment 1: Comparison of Performance of Learning Models

The aim of this experiment is to find the most suitable learning model for our
approach. To do that, we randomly select a set of “gold standard” datasets to
generate training data and then measure the performance of each learning model
by applying 10-fold cross-validation technique [22]. This process is repeated 30
times in order to limit the impact of randomness during the evaluation. The
average of F-measure values of all learning models are displayed in Fig.4. The
model which has the highest performance is J48 - a modified version of the
decision tree model. Following the J48 model are J48graft, JRip and SimpleCart
models. According to the comparison result, hereafter, we use J48 model in the
learning and classification tasks.

Fig. 4. Comparison of the performance of learning models

9 http://oaei.ontologymatching.org/2010/benchmarks/
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5.2 Experiment 2: Flexibility, Extensibility and Self-Configuration

According to [19], matcher combination and self-tuning is a big challenge to all
matching systems. Finding the most appropriate parameters, such as thresholds,
weights, and coefficients is very difficult and time consuming even for experts.
In this experiment, thanks to the advantages of machine learning technique, we
show that YAM++ can deal with that challenge.

For demonstration purpose, we show the abilities of YAM++ such as flexi-
bility, extensibility and self-configuration in this experiment. The main idea is
that we step by step add new metrics to the system and then see the changes
of the system’s performance. The whole process runs automatically without any
manual tuning parameters. The setting of the experiment is described as follows:

– According to the result of previous experiment, we use J48 as a classification
model.

– Training data is generated from randomly selected set of the candidate “gold
standard” datasets. The training data remains the same for one execution.

– To measure the performance of YAM++, we use all tests in Benchmark
datasets. The Benchmark datasets include 111 tests. Each test consists of
source (reference) ontology and a test ontology, which is created by altering
some information from the reference.

– For each time of execution, YAM++ runs with three scenarios corresponding
to three groups of similarity metrics. Initially, the first group consists of all
of the name metrics. Then, label metrics are added to become second group.
Finally, in the third group, context metrics are supplemented.

We repeat this process 30 times to limit the impact of the randomness in learning
and classifying processes. The Fig.5 displays the result of the experiment.

Fig. 5. Performance of YAM++ with the different sets of similarity metrics
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The observations from the experiment are:

– Generally, YAM++ achieves very high precision (≈ 1.0) with the three
groups of similarity metrics. It means that the selected similarity metrics by
our proposed strategy obtain high accuracy in calculating similarity scores
between entities. Besides, the recall and f-measure values are increased
when adding new metrics. It is in accord with the general trend: the more
features are exploited and more appropriate metrics are used, the more map-
pings will be discovered.

– Let see an example with the group of tests #201,#201-2,#201-4,#201-6
and #201-8. Names and labels of entities in these tests are replaced by ran-
dom strings with proportion 100%, 20%, 40%, 60% and 80% respectively.
However, they support annotation information and data instances for entities.

• By using only name metrics, YAM++ obtains the average recall equal
0.41 in this group. Although this value is low but it is the expected
number. Let see the description on test ontologies in this group. Names
of entities are replaced by random strings with proportion 20%, 40%,
60%, 80% and 100%. The average number of altered names of entites is
(20%+40%+60%+80%+100%)/5 = 60%. It mean that the maximum
number of mappings found by name metrics is 100%− 60% = 40%. This
number is in line with the recall value (41%) obtained by our system.
• By adding metrics exploiting label feature, the recall increases to 0.57.

It is not much improvement (0.57 − 0.41 = 16%) because only small
number of entities in test ontologies support labels as complement to
their names. For example, entity dzqndbzq in test ontology #201 has
label “BookPart”.
• Next, by adding label and context metrics, the recall increase to 0.96.

It is a significant improvement (0.96 − 0.41 = 55%). This improvement
is due to the fact that all entities in test ontologies support descriptive
information. Additionally, data instances are provided for most concepts
in ontologies.

– Finally, the most interesting feature to note is that the process of reconfigu-
ration system with new metrics is totally automatic and transparent to the
users. For each group of similarity metrics, YAM++ will find the best con-
figuration to combine these metrics without any parameter tuning by hand.
An example of combination similarity metrics by J48 (decision tree model)
can be seen at section 3.2

5.3 Experiment 3: Promoting Recall

Traditionally, the measure used to compute performance quality of matching
tools, is the F-Measure: a combination of Precision (the ratio of correctly found
correspondences (a.k.a true positive) over the total number of returned corre-
spondences [8]) and Recall (the ratio of correctly found correspondences over
the total number of expected correspondences [8]), in which precision and recall
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have the same weight. F-Measure makes sense when using a matching tool as
black box, without any user validation. But, most of the time, the user have to
perform some post-match effort in order to discard some irrelevant and discover
the missing mappings. In this experiment, we demonstrate the impact of user
preference between Precision and Recall on post-match effort.

Technically, most classification models suffer from two errors during classi-
fying: i) discovering an irrelevant correspondence (a.k.a. false positive) and ii)
missing a relevant correspondence (a.k.a. false negative). The first error decreases
precision while the second one decreases recall. In order to get better result in
term of recall, we need to set the cost on false negative error higher than that
on false positive error. This is a well-known issue called Cost-Sensitive Learning
in Data Mining [7].

In order to deal with cost-sensitive learning, we use MetaCost and CostSensi-
tiveClassification algorithms [22]. These algorithms belong to meta-learner class.
They make a wrapper on base learning models in such a way that learning mod-
els effectively minimize the cost. The preference between Precision and Recall
is expressed by a proportion of the cost on false negative and the cost on false
positive.

The setting of this experiment is described as follows:

– We use all similarity metrics from name, label and context groups.
– To see the effect of promoting recall, we perform matching with YAM++ on

the group 3xx {#301, #302, #303, #304}. They are known as real test
ontologies in the bibliographic domain.

– Training data is generated in the same way used in previous experiment.
However, we remove all tests from group 3xx out of the selection of “gold
standard” datasets.

– We use J48 model as a base learner. In each execution time, we set proportion
between the cost on false negative and the cost on false positive in a MetaCost
model to have a cost sensitive learning model. The cost ratio values are
selected from 1 to 15. We use these values because they were considered in
other studies [3,4,1] as providing good results.

We repeat this process 10 times and for each time, a new training data is gen-
erated. Results of matching YAM++ with group 3xx are shown in the Fig.6.

The observations from these figures are:

– In the top figure, the general trend is increasing for both number of True
Positive and False Positive discovered mappings, whereas the number of False
Negative decreases. The trend is reasonable with respect to cost sensitive
learning. In fact, the goal of cost sensitive classification is to find the frontiers
between class regions (i.e, “Correct ” and “Incorrect” mapping in our case),
explicitly or implicitly. When we set the cost on false negative higher than the
cost on false positive, we aim to reduce the number of misclassifying correct
matches as incorrect ones. Thanks to algorithm of minimizing expected cost
[3], the frontier of discovered mapping will be enlarged and more correct
mappings will be discovered.
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– In more detail, when the cost ratio values are set from 1 to 8, both the
numbers of True Positive and False Positive increase. At the point where the
cost is set to 8, YAM++ discovers 21 (175-154) additional True Positive,
but 34 (56-22) additional false positives in comparison with not using cost
sensitive technique.

– Let see the bottom figure, obviously, Recall goes up until the cost is equal
to 9, then stays around value 0.76. On contrary, Precision goes down and
then becomes stability around 0.78 since the cost is set to 10. The trend
of F-Measure is not significantly changed. It stays around 0.77 during the
process of using cost sensitive learning.

– Notice that whatever the value we set for proportion, it always remains some
matches we are not able to discover automatically. The post-match process
is always needed to handle with missing or irrelevant/incorrect mappings.

– In fact, the effort for manually removing an incorrect mapping is much less
than the one for discovering a new correct mapping among nearly 10000
pairs (total candidate mappings of 4 tests in group 3xx). Therefore, by
promoting recall, our system reduces the user’s post-match effort during the
validation phase.

Fig. 6. The impact of promoting recall on the number of discovered mappings
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6 Related Work

There are many studies on Ontology Matching [13,8]. In this section, we only
mention the closest ones that are based on machine learning approaches.

GLUE [2] is a well-known of learning-based ontology mapping system. GLUE
uses a set of base learners to exploit different type of information from instances
and taxonomy structures. Then, it uses a meta-learner to combine these base
learners to achieve higher classification accuracy than any single base learner
alone. The drawback of GLUE is that it requires a large number of instances
associated with the nodes in taxonomies, whereas most ontologies do not con-
tain these information. YAM++ is different with GLUE in that YAM++ uses
machine learning approach to combine simple similarity measures which exploit
different features of entities such as name, description and structure information.

In [6], the proposed approach makes use of meta level learning techniques to
improve the matching performance. It does not work directly with simple simi-
larity measures like YAM++ does, but instead, it works with existing ontology
matching systems. The result of learning process is to produce a best com-
bination of those existing matchers. Similarly, in [17], the proposed approach
evaluates the confidence value of mappings for ontology alignments using the
rules extracted through machine learning methods. The basic idea is to convert
the extracted rules into formulas that reflect the reliance of each rule. Rules are
further combined in order to generate a single value on the mapping.

Our approach is in line with approaches described in [15,12,21] in the way of
using machine learning approach to combine different similarity metrics. How-
ever, the additional contribution in YAM++ is that we applied data mining
techniques to help users to reduce the post-match effort.

7 Conclusion

In this paper, we present a flexible system for ontology matching task that proves
the following interesting features:

– Flexibility and extensibility in terms of combining different similarity mea-
sures.

– Generating a dedicated matcher according to the user’s preference.

We have developed a prototype which has been tested with the datasets of
OAEI 2010 benchmark. Through these experiments, we have validated the fea-
tures listed above. However, most of the similarity metrics used in the current
system are terminological and contextual metrics. In the future work, we plan
to integrate structural and semantic methods to our system in order to improve
its performance.
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Abstract. Secure Tropos, an extension of the Tropos methodology, considers 
security requirements alongside functional requirements, from the early stages 
of the system development process. The Secure Tropos language uses security 
concepts such as security constraint, secure goal, secure plan, secure resource, 
and threat to capture the security concepts from both social and organisational 
settings. These concepts are used to model and reason about security for a 
specific system context. This paper presents a CASE tool, called SecTro, which 
supports automated modelling and analysis of security requirements based on 
Secure Tropos. The tool’s architecture, layout, and functionalities are 
demonstrated through a real world example using the Secure Tropos concepts.  

Keywords: Security, Goal Modelling, Requirements Engineering, Secure 
Tropos, SecTro, and CASE tools.  

1 Introduction 

Information systems play an important role in education, health care, banking, and 
transportation. Ensuring security of information systems is a vital and challenging 
task. Such systems often store sensitive customer and business information, which 
needs adequate protection [1]. There should be cost effective and realistic protection 
mechanisms to protect such systems against any potential attack. It is already agreed, 
by the industry and relevant research communities, that security should be considered 
from the early phases of the development process [2]. Identifying and analysing the 
security requirements along with the functional requirements provides a better 
comprehension of the system’s security issues and limits the conflicts between the 
security and functional requirements for more secure information systems [3, 4, 5]. 

Secure Tropos is a security requirements engineering methodology that considers 
security issues throughout the whole development process [6]. The approach 
identifies, models and analyses the security concepts within the organization and 
social settings from the early stages of development. However, considering security 
issues from the early development stage may increase the number of activities during 
the development, which may not be always affordable depending on the project’s 
specific constraints. Therefore, there is the need for an automated tool to support 
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security modelling activities based on the Secure Tropos concepts [3]. This paper 
demonstrates a tool, named SecTro, which supports the designers during the security 
modelling activities and assists them in producing the output based on the activities. 
The tool demonstration includes the architecture, the layout, and the functionalities 
based on a real example.   

The rest of the paper is structured as follows. Section 2 is a review of Secure 
Tropos. Section 3 illustrates the tool that supports Secure Tropos. Section 4 discusses 
the related work, while section 5 concludes the paper and presents future work. 

2 Secure Tropos Methodology 

Secure Tropos is an extension of Tropos methodology that takes security into account. 
Secure Tropos considers the basic Tropos concepts such as dependency, goal, task, 
resource, and capability and adds security concepts such as security constraint, secure 
goal, secure plan, secure resource, and secure capability [6, 7]. Secure Tropos 
includes the following modelling activities: 

• Security reference modelling. The security reference modelling activity 
involves concepts such as the security features of the system under 
development, the protection objectives of the system that contribute 
positively towards the security features, the security mechanisms that 
contribute positively towards the protection objectives, and the threats that 
have a negative contribution towards the security features of the system. The 
security reference diagram can be used as a reference point during the 
development process. 

• Security constraint modelling. Involves the modelling of the security 
constraints imposed to the actors and the system, and it allows developers to 
perform an analysis by introducing relationships between the security 
constraints or a security constraint and its context. 

• Secure entities modelling. Involves the analysis of the secure entities of the 
system and it is considered complimentary to the security constraints 
modelling.  

• Secure capability modelling. Involves the identification of the secure 
capabilities of the actors that guarantee the satisfaction of the security 
constraints.  

In addition, Secure Tropos consists of four stages: 

• Early requirements. Stakeholders are modelled as social actors, which 
depend on each other in order to achieve goals, carry out plans or deliver 
resources. The outcome of this phase is an actor diagram and a number of 
goal diagrams. 

• Late requirements. In the late requirements the actor diagram of the early 
requirements is extended with the introduction of the system to be as an actor 
that has a number of dependencies with the rest of the social actors. In fact, 
these dependencies will be the functional and non-functional requirements of 
the system. 
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• Architectural design. According to the system requirements the designer in 
this phase defines the global architecture of the system, which consists of a 
number of sub-systems. Sub-systems are interconnected with data and 
control flows that are represented as dependencies. Then, each actor is 
assigned to an agent who has a number of capabilities. Usually, during the 
end of the architectural design the security attack testing takes places, where 
the design of the system is tested against the security requirements. 

• Detailed design. In detailed design there is further specification of the agent 
capabilities and the interactions between the agents. Agent capabilities and 
their included plans are modelled with the help of UMLsec activity 
diagrams, while agent interactions are modelled with the help of UMLsec 
sequence diagrams. 

The meta-model of Secure Tropos [8] is shown in Fig. 1 and more detailed 
information about Secure Tropos can be obtained from [6, 7]. 

 

Fig. 1. Secure Tropos meta-model 

3 The SecTro Tool 

3.1 SecTro Architecture 

The SecTro tool [9, 10] was developed to support the Secure Tropos modeling 
activities for the creation of the visual models and to assist the designers with the 
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automation of some aspects of the methodology. It also includes a basic validation of 
the developed models. It is a standalone application that was built with the Java 
programming language, which makes the tool usable across different platforms.  

The package diagram of SecTro is shown in Fig. 2 and a description of the packages 
is given in Table 1. The main classes for the drawing functionalities of the tool are 
shown by a class diagram in Fig.  3. The class diagram of the graphical user interface 
(GUI) package is shown in Fig. 4. All the elements that can be drawn, such as an actor 
and a hard goal, belong to the ElementType class, while all the links between the 
elements, such as “plays” and “satisfies” links, belong to the LinkType class.  

 

Fig. 2. Package diagram of SecTro 

Table 1. Description of the SecTro packages 

Package Description 
sectro The parent package that includes the main class and all the sub 

packages 
sectro.drawing Contains the generalized class for all the drawing objects 

(DrawingObject) and the elements and links packages 
sectro.drawing.elements Contains the classes for all the drawing elements (Actor, 

HardGoal,Resource, Plan, etc.) 
sectro.drawing.links Contains the generalized class for all the Links (Link) and the 

classes for all the drawing links (LinkDependency, LinkRestricts, 
LinkPlays, etc.) 

sectro.gui Contains all the classes related to the user interface (MainForm, 
ToolBar, MenuBar, etc.) 

sectro.util  Contains all the utility classes (ImageUtil, XMLUtil, FileUtil, 
etc.) 
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Fig. 3. Class diagram of the SecTro drawing functionality 

 

Fig. 4. SecTro GUI class diagram 

3.2 SecTro Layout 

SecTro’s workspace, as shown in Fig. 5, consists of the drawing canvas in the centre 
of the workspace. The drawing canvas is the space where the designer is drawing the 
models. The drawing area generally automatically expands depending on the 
developing model size. On the top of the workspace, there is a series of tabs for 
showing the developed diagrams for each stage of Secure Tropos. The project 
explorer and the properties panel are on the right side and the toolbox is on the left 
side of the workspace. Apart from the tabs, the project explorer is another way for the 
designer to navigate through the models. Below the project explorer is the properties 
panel that shows information about the properties of a selected element of a model.  
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Fig. 5. SecTro workspace 
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The toolbox on the left contains the graphical elements of the Secure Tropos that 
can be added to a model. However, not all elements appear on the toolbox, but only 
the ones that can be used at a specific stage and model. The reason for that is to 
ensure the syntactical correctness of the developing models by preventing the 
designer to add invalid elements. Therefore, the elements of the toolbox change 
according to the tab that is selected. At the bottom of the workspace is the SecTro 
Assistant that shows information and feedback to the designer about his actions. The 
graphical representations of the concepts of Secure Tropos, by the SecTro tool are 
shown in Fig. 6.  

   

Fig. 6. Secure Tropos notation 

3.3 SecTro Functionalities Supporting the Security Aware Process 

The main functionalities of the SecTro are to support the security modelling activities 
of Secure Tropos. Therefore, the tool enables the designer to perform security 
reference modelling, security constraint modelling, secure entities modelling, and 
secure capability modelling activities. 

To demonstrate the tool functionalities, we use in the rest of the section a real 
world example. The example is about a value added application for UK located bank 
that offers its customers use of smart cards (debit/credit card) to pay for purchases. To 
support that functionality; the bank collaborates with some retailers and the card 
issuer for the smart card based payment infrastructure. Security is an important aspect 
for this application because customer identifiable and sensitive data is handled by the 
participating parties. Based on the above, we identify the following important 
concepts.  

Goals: protect personal data, secure processing. 
Actors: customer, application providers (bank, card issuer) and retailer. 
Plans: transaction and purchase detail, and update account balance, request payment 
from the customer account. 
Resources: customer identifiable data, customer accounts information. 
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Security Constraints: Only legitimate customer, transfer minimum data. 
Attacker goal: obtain customer data, unauthorised access. 

 
During the early requirements stage the designer constructs the security reference 
diagram, the actor diagram and a number of goals diagrams. Figures 7, 8, and 9 
present screenshots of the aforementioned diagrams created for the purpose of the 
paper. The designer has the option to construct the goal diagrams in the initial actor 
diagram or create a new tab in order to construct a goal diagram separately from the 
actor diagram and the rest of the goal diagrams. 

 

Fig. 7. Security reference diagram 

In the late requirements stage the designer constructs the actor diagram with the 
system and the goal diagram of the system. Similarly, the system’s goal diagram can 
be constructed in the actor diagram with the system tab or the designer can choose to 
construct it in the dedicated tab. Figures 10 and 11 present an actor diagram with the 
system and a goal diagram of the system created for the purpose of this paper. 

In the actor diagram with the system the dependencies of the system with the rest 
of the actors are the functional requirements of the system. In the system goal diagram 
the designer specifies what the system needs to do in order to satisfy the requirements. 
The security constraints in the system goal diagram are the security requirements of 
the system. The designer specifies how the system satisfies these security 
requirements through the concepts of secure goal, plan and resource. This process is 
not sequential and the designer can goal back at the actor diagram with the system and 
add more security constraints. The system goal diagram will be updated automatically 
in order to include the new security constraint. 
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Fig. 8. Actor diagram 

 

Fig. 9. Goal diagram 
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Fig. 10. Actor diagram with the system 

 

Fig. 11. Goal diagram of the System 
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During the architectural design the architecture of the system is defined. The tool 
enables the designer to construct an architecture style selection diagram where he can 
model different architecture styles and then model how much these architecture styles 
contribute to the security requirements that has identified in the previous stages.  

Finally, in most cases, during the end of the architectural design the security attack 
testing takes places, where the design of the system is tested against the security 
requirements [11]. The tool automatically generates for the designer the security 
attack scenario template and the security test case template where the designer can 
model the attack and the countermeasures (Fig. 12). In the context of Secure Tropos, 
Security Attack Scenario is defined as an attack situation describing the actors of a 
software system and their secure capabilities as well as possible attackers and their 
goals, and it identifies how the secure capabilities of the system’s actors prevent (if 
they prevent) the satisfaction of the attackers’ goals.  

 

Fig. 12. Security attack scenario template 

3.4 SecTro Additional Functionalities 

Apart from the above-mentioned functionalities the tool provides additional 
functionalities such as checking the correctness of a model. The designer has the 
ability to draw models, but this includes the danger that designers might draw models 
that are not syntactically correct. Thus, the tool prevents a drawing action by the 
designer that is not complying with the syntax of Secure Tropos based on the meta-
model and shows a respective warning notification. Therefore, a specific concept 
within a model cannot link with another concept unless rules are defined within the 
meta-model. This enables the tool to check the correctness of the individual model. 
For example if the developer tries to connect a security constraint with a goal with a 
“contributes” link, the tool will not allow such action because syntactically a security 
constraint connects with a “restricts” link with the goal. Furthermore, the tool checks 
the consistency between models. When changes are made in one model they are 
automatically reflected in the other models. For example, when a name of an actor is 
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changed in the early requirements diagrams it is automatically changed in the 
diagrams of the late requirements. 

Complementary to the above-mentioned functionalities is the functionality of the 
SecTro Assistant. It is located at the bottom of the workspace and it has been 
developed to assist designer that are not familiar with Secure Tropos methodology. 
SecTro Assistant provides feedback on designers’ actions, so for example, when a 
specific toolbox button or tab is clicked, it is showing detailed information about the 
concept of the button or about the modelling activity of the stage tab. In addition, 
when the tool has prevented an action by enforcing rule checking on the models, 
SecTro Assistant will show more information about the reason behind the prevention 
of the action. Also, by clicking a button in the SecTro Assistant the designer can see 
parts of the Secure Tropos meta-model that are related to his action.  

Furthermore, to increase the interoperability of the tool, the tool includes a 
functionality that enables the designer to export the developed models in XML 
format.  The output is a .XML file that contains the model in XML format and can be 
used as an input to another tool. 

Last but not least functionalities that SecTro supports are the designer’s options to 
export a model as an image, to print a model, and to customize the workspace. In case 
of exporting a model as an image the designer has the option to choose the extension 
of the output image file according to his preference. While in the case of workspace 
customization, the designer has the option to zoom in and out of the model, to turn the 
grid on or off, to change the background colour of his model, and to hide the panel 
around the drawing canvas in order to create more space for his model development. 

Therefore, we believe the tool is capable to produce models that are required by the 
designer during the secure software development process. It provides a usable 
interface with all the concepts that the designer will need when using the Secure 
Tropos methodology. 

4 Related Work 

Although Secure Tropos is still in research and it is difficult to develop a CASE tool 
for a methodology that is still in research, the i* modelling framework has been out 
for some years and a number of related CASE tools were developed to support it. 
OME [12] is a general, goal or agent oriented modelling and analysis tool and its 
improved version, OpenOME [13], additionally supports aspect oriented engineering 
while it is integrated in Eclipse Integrated Development Environment (IDE), in 
Protégé conceptual modelling environment and other graph editing environments such 
as Microsoft Visio. REDEPEND [14] is a graphical modelling tool that allows the 
developer to build and analyze Strategic Dependency (SD) models and Strategic 
Rationale (SR) models and is a plug-in for Microsoft Visio. The REDEPEND-
REACT [14] tool is an extension of REDEPEND and involves the ability to define 
properties, such as security and efficiency. Also, following some heuristics rules, it 
guides the process of generating an architecture by recommending specific ones. Then 
the candidate architectures can be evaluated against a variety of properties.  TAOM4e 
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[15] is also a plug-in for the Eclipse IDE and supports the modelling in tropos 
methodology during all its phases and also generates automatically the code from the 
tropos specification to JADE or jadex implementations. This can be achieved by 
mapping the tropos meta-model concepts to the target implementation language 
constructs. The GR-Tool [16] is a graphical tool, where the developer can construct 
goal models and run the algorithms that are embedded in the tool for forward and 
backward reasoning. The T-Tool [17] performs model checking of Tropos 
specifications while the ST-Tool [17] is a tool to support an extension of tropos that 
provides trust management process and performs formal analysis of its specifications. J-
PRiM [18] tool is a plug-in for Eclipse IDE that uses the i* modeling and supports the J-
PRiM methodology, which is a re-engineering methodology, where the specification of 
the new system starts with the observation of the current system and ends with the 
specification of the system to be. SNet Tool [19] provides an automatic transformation of 
graphical network representations based on the extended i* into executable programs. As 
a result, network scenarios can be simulated and provide valuable feedback. HeRA is a 
tool that incorporates the concept of heuristic requirements elicitation and uses for 
elicitation and analyse of security requirements [4].  HeRA uses heuristic rules to 
represent security related experience and extend further to capture the organisational 
knowledge for identifying security requirements [5].   

The aforementioned tools, although they were developed for different ultimate 
purposes, they provide support for the i* modelling framework, which is the 
modelling framework that was adopted by Secure Tropos as well. But, Secure Tropos 
introduces new concepts that none of the previous tools enables their graphical 
representation, i.e. security constraint, secure goal, secure plan, secure resource, and 
secure capability. Also, the previous tools don’t provide support for the modelling 
activities that Secure Tropos introduces, i.e. security constraint modelling, secure 
entities modelling, and secure capability modelling. So, despite the fact that 
experienced users with Secure Tropos can make conventions and use the previous 
tools to construct single diagrams; these tools are not adequate to support the Secure 
Tropos methodology. 

5 Conclusions and Future Work 

This paper presented our effort to develop a CASE tool for the Secure Tropos 
methodology. The tool supports the designers for the security modelling activities in 
particular for elicitation and analysis of early and late requirements.  SecTro aims to 
provide an editor to develop the security models based on Secure Tropos. It has a 
user-friendly interface, which makes it easy to use and assists analysts who are not 
familiar with the methodology, by providing them with information about the 
methodology concepts, stages, and metamodels. Also, it enforces rules and constraints 
and provides valuable feedback on various actions of the designers in an interactive 
way.  The tool has already been used by the students of university of East London to 
model and analyse security issues of a real industry case study. However, the tool 
does not support the modelling activities of the detailed design stage and we consider 
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this as future work. In addition, future work includes the extension of the XML 
Schema in order to validate more models of the methodology.  
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Abstract. Management of requirements evolution is a challenging
process. Requirements change continuously making the traceability of
requirements difficult and the monitoring of requirements unreliable.
Moreover, changing requirements might have an impact on the secu-
rity properties a system design should satisfy: certain security properties
that are satisfied before evolution might no longer be valid or new secu-
rity properties need to be satisfied after changes have been introduced.
This paper presents SeCMER, a tool for requirements evolution man-
agement developed in the context of the SecureChange project. The tool
supports automatic detection of requirement changes and violation of
security properties using change-driven transformations. The tool also
supports argumentation analysis to check security properties are pre-
served by evolution and to identify new security properties that should
be taken into account.

Keywords: security requirements engineering, secure i*, security argu-
mentation, change impact analysis, security patterns.

1 Introduction

Modern software systems are increasingly complex and the environments where
they operate are increasingly dynamic. The number and needs of stakeholders
are also changing constantly as they adjust to changing environments. A conse-
quence of this trend is that the requirements for a software system are many and
they change continuously. To deal with evolution, we need analysis techniques
that assess the impact of system evolution on the satisfaction of requirements.
Requirements for system security, in particular, are very sensitive to evolution:
security properties satisfied before the evolution might no longer hold or new
security properties need to be satisfied as result of the evolution.

� Work partly supported by the project EU-FP7-ICT-FET-IP-SecureChange.

S. Nurcan (Ed.): CAiSE Forum 2011, LNBIP 107, pp. 110–125, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Another important aspect is that change management process is a complex
process that would benefit from tool support. However, changes make the trace-
ability of requirements difficult and the monitoring of requirements unreliable:
requirements management is time-consuming and error-prone when done manu-
ally. Thus, a semi-automated requirements evolution management environment,
supported by a tool, will improve requirement management with respect to keep-
ing requirements traceability consistent, realizing reliable requirements monitor-
ing, improving the quality of the documentation, and reducing the manual effort.

In this paper we present SeCMER1, a tool developed in the context of the Se-
cureChange European project2. The tool supports the different steps of SeCMER
methodology for evolutionary requirements [10]. The methodology supports the
automatic detection of requirement changes and violation of security proper-
ties, and argumentation analysis [16] to check security properties are preserved
by evolution and to identify new security properties that should be taken into
account.

In the next section we give an overview of the SeCMER methodology; then in
Sec. 3 we describe the tool architecture. In Sec. 4 we illustrate the tool features
based on an industrial example of evolution taken from the air traffic man-
agement domain. After presenting related works in Sec. 5, the results of tool
evaluation are discussed in Sec. 6. Finally Sec. 7 concludes the paper.

2 SeCMER Methodology

The SecureChange Methodology for Evolutionary Requirements (SeCMER) [10]
supports:

– a conceptual model of security requirements and a process for the elicitation
of security goals

– a light-weighted approach to formalizing and reasoning about changing se-
curity goals, and

– an approach based on argumentation and model transformation to reason
about the impact of change.

The main output from the methodology is either an assurance that the changes
did not make the system violate the existing security properties, or a formulation
of new properties to be satisfied by the new design. In the next subsections we
will illustrate the main steps of the SeCMER methodology.

2.1 Modeling of Evolving Requirements

The Modeling of Evolving Requirements step produces two requirements model
the before model and the after model which are an instance of the SeCMER
conceptual model [13]. The conceptual model identifies a set of core concepts
1 A detailed description of the tool implementation is reported in [11].
2 www.securechange.eu
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(a) Package-level overview (extract)

(b) Package of core SeCMER concepts (extract)

Fig. 1. SeCMER conceptual model

that link the empirical security knowledge such as information about assets,
security goals and threats to the stakeholders’ security goals. To create this
link, the conceptual model amalgamates concepts from Problem Frames (PF)
[12] and SI* requirements engineering methodology [14] with traditional security
concepts such as security goal and asset.

SI* [14] extends the i* framework which allows to model the stakeholders for a
given project, their goals and their social inter-dependencies. In SI*, actors have
goals, and own resources and tasks. The Problem Frames [12] approach (PF)
instead explores the relationship between the machines, the physical domains in
the problem world context and the requirements. Concepts from Problem Frames
diagrams are similar to SI* concepts. For instance, the notion of biddable domain
is similar to the notion of actor. Other types of domains such as lexical domains
and causal domains are similar to resource and asset. The notion of phenomena
in Problem Frames is generic enough to cover action, event and state.

The combination of the two security goals engineering approaches has several
advantages: with SI* analysis, malicious intentions of attackers can be identified
through explicit characterization of social dependencies among actors; with PF
security goals analysis, valuable assets that lie within the system boundary can
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be identified through explicit traceability of shared phenomena among physical
domains and the machine itself.

The SecMER conceptual model is illustrated in Figure 1. Figure 1 b) shows
the core requirement concepts that are relevant for change detection and security
analysis based on argumentation:

– An actor is an entity that can act and intend to want or desire something.
– An action is a means to achieve a goal.
– A resource is an entity without intention or behavior, and can be provided

by actors.
– An asset is any entity of value for which protection is required.
– A goal is a proposition an actor wants to make true.
– A requirement is a goal that could be satisfied by a software system.
– A security goal is a goal to prevent harm to an asset through the violation

of security properties.

The conceptual model also includes a set of relationships between concepts which
include do-dependency, can-dependency and trust-dependency adopted from SI*.
The protects relationship is a relationship between a security goal and a resource,
action or goal – that denotes they are assets. For a complete list of all the possible
relationships supported in SeCMER conceptual model the reader is referred to
[13].

2.2 Change Detection Based on Security Patterns

The SeCMER methodology includes a lightweight automated analysis step that
evaluates requirements-level compliance with security principles. These security
principles are declaratively specified by an extensible set of security patterns.

A security pattern expresses a situation (a graph-like configuration of model
elements) that leads to the violation of a security property. Whenever a new
match of the security pattern (i.e. a new violation of the security property)
emerges in the model, it can be automatically detected and reported. The speci-
fication of security patterns may also be augmented by automatic remedies (i.e.
templates of corrective actions) that can be applied in case of a violation to fix
the model and satisfy the security property once again.

SeCMER includes extension facilities that allow plug-ins to contribute the
declarative definition of security patterns in a high-level change-driven lan-
guage [9] based on the notion of graph patterns. Automated solution templates
(defined programmatically) can also be contributed. The tool then detects vio-
lations of these security patterns, which will appear as problem markers (warn-
ings). The suggested solutions appear as Quick Fix rules offered for the problem
marker.

Although the set of security patterns is extensible, the main focus points
of security patterns are the following: trust (which can be explicitly modeled,
and interpreted transitively), access (which can also be granted / delegated
transitively), and need (expressed by carrying out an action that consumes a
resource). The patterns are further characterised by the following:
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– The security patterns only consider assets that are protected by security
goals.

– If a trusted actor performs an action that is known to fulfill the security
goal, then no further investigation is required.

– If there is access to an asset without trust (regardless of need), then it is
considered a violation of the trusted path property.

– If there is access to an asset without the need thereof (regardless of trust),
then it is considered a violation of the least privilege property.

– If there is need for an asset but no actual access, then the model is reported
as inconsistent / incomplete.

– Security violation reports can be suppressed by manual arguments support-
ing the satisfaction of the security goal.

Example: The trusted path security pattern finds security violations where an
asset is communicated via an untrusted path. The pattern has the following
structure: if a concerned actor wants a security goal that expresses that a resource
must be protected, then each actor that the resource is delegated to must be
trusted (possibly transitively) by the concerned actor. An exception is made if a
trusted actor performs an action to explicitly fulfill the security goal, e.g. digital
signature makes the trusted path unnecessary in case of an integrity goal.

See Lst. 1 for the simplified definition of the pattern using the declarative
model query language of EMF-IncQuery [8]. According to the pattern defini-
tion, a violation of the trusted path property is characterized by a quadruplet
of model elements ConcernedActor, SecGoal, Asset, UntrustedActor, provided
that they satisfy a list of criteria (graph constraints listed between the pair of
braces). Regarding the type and configuration of these elements, as enforced by
the two edge and one node constraint in lines 2-4, SecGoal is an instance of
type Security Goal that is wanted by an actor ConcernedActor and expresses
the protection of the element Asset. Lines 5-6 state that Asset is provided
by some actor ProviderActor (not exposed as a parameter of the pattern),
and - through a chain of transitive delegation - is eventually possessed by the
UntrustedActor; thanks to the pattern composition language feature, the latter
is expressed by a helper pattern transitiveDelegation (defined elsewhere). A
negated condition on line 7 ensures that UntrustedActor is not trusted (transi-
tively) by the ConcernedActor. A second negative constraint (line 8) expresses
that the SecGoal is not fulfilled explicitly by any action that is trusted by the
ConcernedActor.

The security pattern in Lst. 1 can be applied to enforce a security property
such as integrity. Requirements engineers are further assisted by a set of sug-
gested fixes that can be applied on violations of the security property. In fact,
each of these suggestions can be implemented as automated corrective actions
to be applied to the model in order to re-establish the security property. The
requirements engineers can then choose one of the suggestions, or come up with
their own solution. Possible examples of corrective actions include:
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Listing 1. Pattern to capture violations of the trusted path property

1 shareable pattern untrustedPath (ConcernedActor ,SecGoal ,Asset ,UntrustedActor )={
2 Actor .wants (ConcernedActor ,SecGoal );
3 SecurityGoal (SecGoal );
4 SecurityGoal .protects (SecGoal , Asset );
5 Actor .provides(ProviderActor ,Asset );
6 find transitiveDelegation (ProviderActor ,UntrustedActor ,Asset );
7 neg Actor .trust *( ConcernedActor ,UntrustedActor );
8 neg find trustedFulfillment (ConcernedActor ,AnyActor ,AnyTask ,SecGoal );
9 }

– Add a trust relationship from ConcernedActor to UntrustedActor to reflect
that the security decision was that there must be trust between these actors
(e.g. by establishing a liability contract between them).

– Alternatively, an action can be created that explicitly fulfills SecGoal, such
as introducing a policy or technological process that makes it impossible for
UntrustedActor to abuse the situation (e.g. digital signature to ensure the
security goal of data integrity).

These solution templates can be attached to the security pattern so that they are
offered whenever a violation of the corresponding security property is detected.
The solutions can be implemented by arbitrary program code, typically short
snippets that manipulate the model according to the description of the solution.

2.3 Argumentation-Based Security Analysis

In this step of the SeCMER methodology, the developers check whether there are
new security properties to be added or to be removed (Δ Security Properties)
as a result of changes in the requirement model. This phase is supported by
argumentation analysis.

As shown in the meta-model of the SeCMER arguments in Figure 2, an ar-
gument diagram may have several arguments linked to each other. An argument
contains one and only one claim. It also contains facts and warrants. A claim is
a predicate whose truth-value will be established by an argument. A fact is a
true proposition (an argument with a claim only). A warrant links facts in an
argument to the claim. Since facts and warrants can themselves be arguments,
arguments can be nested. Every argument has an optional timestamp, which
indicates the time (or the round) during the argumentation process at which the
argument is introduced.

As well as nesting of arguments, arguments may be related to each other
through rebuttal and mitigation/restore relationships. A rebuttal argument is a
kind of argument whose purposes are to establish the falsity of their associated
argument or make them inconsistent. Similarly, mitigations are another special
kind of arguments following the iteration of rebuttals in order to reestablish the
truth-value of the associated original claims. Mitigations may or may not negate
the claims of the rebuttals: sometimes they add further facts overlooked by the
rebuttals.
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Fig. 2. Meta-Model of SeCMER Arguments

Figure 3 illustrates the visual syntax of SeCMER argument diagrams. Graph-
ically, an argument is represented by a box with three compartments: the claim
is written in the top compartment, the fact(s) in the middle compartment and
the warrant(s) in the bottom compartment. Rebuttal and mitigation links are
represented by the red and green arrows respectively.

Fig. 3. Visual Syntax of SeCMER Arguments

Since argumentation is a costly manual process, it is preferable to avoid its
re-execution after each small change of the requirement model. However, some
arguments may be invalidated by evolution and require attention from security
experts. Therefore, if a change affects one of the elements that was recorded as
an evidence for an argument, then the argument is marked for re-examination.
This relies on traceability links that can be established between the argument
and requirement models.

3 SeCMER Tool Architecture and Implementation

SeCMER is an Eclipse-based heterogeneous modeling environment for managing
evolving requirements models. It has the following features:
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– Modeling of Evolving Requirements. Requirement models can be drawn
in SI*, Problem Frames or SeCMER. Traceability and bidirectional synchro-
nization is supported between SeCMER and SI* requirements models.

– Change detection based on security patterns. Violations of formally
defined static security properties expressed as security patterns can be au-
tomatically identified. Detection of formal or informal arguments that has
been invalidated by changes affecting model elements that contributed to
the argument as evidence is also supported.

– Argumentation-based security analysis. Reasoning about security prop-
erties satisfaction and identification of new security properties is supported.

These capabilities of the tool are provided by means of the integration of a set
of EMF-based [15] Eclipse plug-ins written in Java, relying on standard EMF
technologies such as GMF, Xtext and EMF Transaction. The components of the
tool are:

– Eclipse plug-ins of OpenPF including (a) the implementation of the SecMER
conceptual model, (b) the argumentation model and tools, as well as (c)
external modeling tools for Problem Frames [17],

– SI* (requirements engineering tool [14]),
– traceability models to represent the relationship between corresponding

model elements in different languages, e.g. the SecMER conceptual model
and SI*,

– run-time platform components of EMF-IncQuery (incremental EMF model
query engine) for change-driven transformations,

– model query plug-ins automatically generated from (a) security patterns or
(b) transformation specification by the development-time tools of EMF-
IncQuery,

– integration code developed solely for this tool, including User Interface com-
mands and the Java definition of the action parts of (a) quick fixes and (b)
model synchronization.

The relationship of the most important model management components are
depicted on Fig. 4, focusing on the SI* and SeCMER models in particular, as well
as the traceability model established between them. User Interface components
are omitted from this diagram.

All the involved EMF models are accessed through a common
EMF ResourceSet and edited solely through the corresponding
TransactionalEditingDomain (from the EMF Transaction API). Conse-
quently, all modifications are wrapped into EMF Transactions, including those
carried out by manual editing through the User Interface (e.g. the SI* diagram
editor) as well as changes performed by automated mechanisms such as model
transformation. As one of the benefits, concurrent modifications are serialized
and therefore conflict-free. Furthermore, the commit process of the transactions
provides an opportunity for triggering change-driven actions.

The incremental query mechanism provided by EMF-IncQuery plays a key
role in the functionality of the tool. Incremental query evaluation code is gen-
erated automatically at development time by EMF-IncQuery, from a graph
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Fig. 4. Architectural overview of model management components

pattern-based declarative description of EMF model queries. Through this incre-
mental evaluation functionality, change-driven rules can be efficiently triggered
by changes captured as graph patterns. The implementation currently supports
detecting the presence, appearance and disappearance of graph patterns. A more
advanced formalism for capturing changes is already defined [9], but support is
not implemented yet.

The core trigger engine plug-in offers an Eclipse extension point for defining
change-driven rules. Multiple constituent plug-ins contribute extensions to reg-
ister their respective set of rules. The graph pattern-based declarative guard of
the rules is evaluated efficiently (see measurements in [8]) by the incremental
graph pattern matcher plug-ins automatically generated from the declarative de-
scription by EMF-IncQuery. At the commit phase of each EMF transaction,
the rules that are found to be triggered will be executed to provide their reac-
tions to the preceding changes. These reactions are implemented by arbitrary
Java code, and they are allowed to modify the model as well (wrapped in nested
transactions) and could therefore be reacted upon.

So far, there are three groups of change-driven rules as extension points:

– transformation rules that realize the on-the-fly synchronization between mul-
tiple modeling formalisms,

– security-specific rules that detect the appearance of undesired security pat-
terns, raise alerts and optionally offer candidate solutions.

– rules for invalidating arguments when their ground facts change.

Another key feature is a bi-directional synchronizing transformation between SI*
and the SeCMER model with changes propagated on the fly, interactively. Since
the languages have different expressive power, the following challenges arise:
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1. some concepts are not mapped from one formalism to the other or vice versa,
2. some model elements may be mapped into multiple (even an unbounded

amount of) corresponding model elements in the other formalism, and finally
3. it is possible that a single model element has multiple possible translations

(due to the source formalism being more abstract); one of them is created
as a default choice, but it can later be changed to the other options, which
are also tolerated by the transformation system.

4 Illustrative Example

We now illustrate the features supported by our tool using the ongoing evolu-
tion of ATM (Air Traffic Management) systems as planned by the ATM 2000+
Strategic Agenda [7] and the SESAR Initiative.

Part of ATM system’s evolution process is the introduction of the Arrival
Manager (AMAN), which is an aircraft arrival sequencing tool to help manage
and better organize the air traffic flow in the approach phase. The introduc-
tion of the AMAN requires new operational procedures and functions that are
supported by a new information management system for the whole ATM, an
IP based data transport network called System Wide Information Management
(SWIM) that will replace the current point to point communication systems with
a ground/ground data sharing network which connects all the principal actors
involved in the Airports Management and the Area Control Centers.

We have chosen to illustrate the following steps of the SeCMER methodology
based on the above evolutionary scenario.

1. Requirements evolution. We show how SeCMER supports the represen-
tation of the evolution of the requirement model as effect of the introduction
of the SWIM.

2. Change detection based on security patterns.
a Detection of a security property violation based on security patterns. We

show how the tool detects that the integrity security property of the
resource MD “Meteo Data” is violated due to the lack of a trusted path.

b Automatically providing corrective actions based on security patterns. We
show how violations of the integrity security property, as detected by a
security pattern, may have corrective actions associated with them.

3. Argumentation-based security analysis. We show how argumentation
analysis [16] can be carried to provide evidence that the information access
property applied to the meteo data is satisfied after evolution.

The entities involved in the simple scenario are the AMAN, the Meteo Data
Center (MDC), the SWIM-Box and the SWIM-Network. The SWIM-Box is the
core of the SWIM information management system which provides access via de-
fined services to data that belong to different domain such as flight, surveillance,
meteo, etc. The introduction of the SWIM requires suitable security properties
to be satisfied: we will show how to protect information access on meteo data
and how to ensure integrity of meteo data.
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Fig. 5. Requirement Model before evolution (Si* syntax)

Requirements evolution. Figure 5 shows the before requirement model which
consists of two actors the AMAN and MDC : MDC provides the asset Meteo
Data (MD) to the AMAN. The AMAN has an integrity security goal MDIntegrity
for MD, and MDC is entrusted with this goal. AMAN also performs an Action,
SecurityScreening, to regularly conduct a background check on its employees to
ensure that they do not expose to risk the information generated by the AMAN.

As the communication between the AMAN and MDC is mediated by the
SWIM, the before model evolves as follows (see Figure 6):

– The Actors SWIM, SWIMBox_MDC and SWIMBox_AMAN are intro-
duced in the SI* model

– As the meteo data is no longer directly provided by MDC to AMAN, the
delegation relation between the two is removed.

– Delegation relationships are established between the Actors MDC, SWIM-
Box_MDC, SWIM, SWIMBox_AMAN, AMAN.

– As the SWIM network can be accessed by multiple parties, the AMAN has
a new security goal MDAccessControl protecting MD resource.

Detecting violations of security properties based on security patterns. Accord-
ing to the pattern of Lst. 1, the integrity property for MD is violated because
AMAN entrusts MDC with the integrity security goal, but not the communi-
tation intermediary actors SWIMBox_MDC, SWIM and SWIMBox_AMAN.
The violation (i.e. a match of the pattern) is detected and reported by the tool,
as shown on Fig. 7.

Automatic corrective actions based on security patterns. The following quick fix
suggestions are associated with the security pattern:

– Add a trust relationship between MDC and SWIM Network having the in-
tegrity security goal as dependum.
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Fig. 6. Requirement after evolution (Si* syntax)

(a) Detected Security Issues

(b) Possible Corrective Actions

Fig. 7. Detection of Security Issues
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Fig. 8. A fragment of the argumentation model

– Alternatively, an Action such as “MD is digitally signed” can be created to
protect the integrity of MD even when handled by untrusted actors.

Argumentation for the information access property. Fig. 8 shows the different
rounds of the argumentation analysis that is carried out for the information
access security property applied to MD resource. The diagram says that the
AMAN system is claimed to be secure before the change (Round #1), and the
claim is warranted by the facts the system is known to be a close system (F1),
and the physical location of the system is protected (F2). This argument is
rebutted in Round #2, in which another argument claims that the system is no
longer secure because SWIM will not keep AMAN closed. The rebuttal argument
is mitigated in Round #3 by three arguments, which suggest that the AMAN
may still be secure given that the physical infrastructure is secure, personnel are
trustworthy and access to data is controlled.
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5 Related Works

There are many requirement engineering tools available but only some of them
support specific capabilities for requirement change management. CASE Spec
[1] makes easy to generate traceability reports and perform impact analysis with
built-in visual and tabular traceability tools. Dimensions RM [2] allows enter-
prises to effectively manage change in requirements during the project lifecycle.
In particular, DimRM facilitates the understanding of the impact of require-
ment changes and the creation of reports on requirements definition, baselines,
change impact, and traceability. IBM Rational DOORS [3] has powerful capa-
bilities for capturing, linking, analyzing and managing changes to requirements
and their traceability. IBM Rational RequisitePro [4] is a requirements man-
agement tool that incorporates a powerful database infrastructure to facilitate
requirements organization, integration, traceability and analysis. Moreover, it
provides detailed traceability views that display parent/child relationships and
shows requirements that may be affected by upstream or downstream changes.
MKS Integrity 2009 [5] provides reuse and requirements change management ca-
pabilities coupled with meaningful (and traceable) relationships to downstream
code and testing assets, which ensure communication of change, conformance to
requirements and compliance with applicable governance or regulations.

Reqtify [6] is an interactive requirement traceability and impact analysis tool
which can trace requirement from system, program and project levels to the
entire levels of software or hardware component development lifecycle.

Compared with the above tools, SecMER provides support to the requirement
engineer for handling security related changes. The tool supports automatic de-
tection of requirement changes that lead to violation of security properties using
change-driven transformations and suggests possible corrective actions. The tool
also supports argumentation analysis to check security properties are preserved
by evolution and to identify new security properties that should be taken into
account.

6 Tool Evaluation

The SecMER tool has been validated during a workshop with Air Traffic Man-
agement experts. We had a total of fifteen participants: four requirement analysts
and eleven ATM experts who were air traffic controllers and the others were Deep
Blue3 consultants. The participants were divided in three groups. Each group
has to first create the before and after requirement models for the illustrative
scenario introduced in Sec. 4; then, check security violations and select a possi-
ble suggested quick fix; and build an argument model for the after requirement
model. The domain experts were given wild cards to provide feedbacks related to
the application of the methodology steps and on the usability and reliability of
3 Deep Blue is a human factors, safety and validation consultancy providing so-

lutions throughout industry and the public sector in the field of transportation
(http://www.dblue.it/)

http://www.dblue.it/
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the tool. The validation session had a duration of one hour and thirty minutes.
During the validation session each group was observed by a requirement analyst.
At the end of the validation session the requirement analysts gave a question-
naire to be filled out by the participants. Useful feedbacks have been provided
by the domain experts that have been used to improve the tool usability and
reliability. Each group reported that was not clear how to create before and after
models and how to maintain the history of changes. The experts suggested to
have a guideline or a source of help that explains when to use the most critical
concepts; and the possibility of saving in the same project the before and after
models. These issues have been addressed since. Moreover, for the participants
was confusing to have different views of the same model - SeCMER view and
SI* view. Since the protects relationship is not part of the standard SI* concep-
tual model but only of the SeCMER conceptual model, the participants were
required to switch from the SI* view to the SeCMER view and add the rela-
tionship to the model. In order to improve the usability of the tool, the protects
information is now made part of SI*, and does not require manual effort from
the final user; we have also named the SI* concepts in the palette of the SI* view
as the mapped concepts in the SeCMER view to converge the terminologies of
the two views. About the automatic detection of violation of security properties,
the participants suggested that more guildelines should be given about the state
of security modeling even when no violations are detected. The tool now guides
the user in creating the first security goal, as well as in identifying the protected
assets of security goals.

7 Conclusions

This paper has presented SeCMER, a tool for managing evolving requirements.
As shown by the ATM-based illustrative scenario, the tool supports visual mod-
eling of security requirements. Additionally, argument models can be constructed
manually to investigate the satisfaction of security properties; the tool detects
invalidated arguments if the requirements model evolves. Finally, the tool per-
forms continuous and automatic pattern-based violation detection of security
properties, with optional “quick fix” corrective actions.

We plan to extend the tool in order to support other sets of security patterns
to automate the detection and handling of security violations in a wider range of
application scenarios. We plan also to realize a tighter integration with additional
modeling formalisms (Problem Frames ) and industrial tools e.g DOORS-TREK.
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Abstract. Security in general and database protection from unauthorized access 
in particular, are crucial for organizations. It has long been accepted that 
security requirements should be considered from the early stages of the 
development process. However, such requirements tend to be neglected or 
dealt-with only at the end of the development process. The Security Modeling 
Tool presented in this paper aims at guiding and enforcing developers, in 
particular database designers, to deal with database authorization requirements 
from the early stages of the development process. In this paper we demonstrate 
how the Security Modeling Tool assists the various stakeholders in 
designing secure database code and describe the tool architecture. 

Keywords: Secure software engineering, database design, authorization.  

1 Introduction 

Data is the most valuable asset for an organization as its survival depends on the 
correct management, security, and confidentiality of the data [1]. In order to protect 
the data, organizations must secure data processing, transmission and storage. 
Developers of data-oriented systems always face problems related to security. Yet, 
these types of problems are usually ignored in the early stages of the development 
process. 

In the last decade various methods were suggested to incorporate security aspects 
within the development process. Several UML security-related extensions were 
proposed, such as UMLsec [19] and SecureUML [17, 15]. Additionally, a security-
oriented extension to the Goal-Driven Requirements Engineering methodology 
Tropos was proposed - Secure Tropos [18]. Mouratidis and Jurjens combined Secure 
Tropos and UMLsec [24] to create a structured methodology for secure software 
development that supports all software development phases. Fernández-Medina and 
Piattini [23] also proposed a method to design secure databases. Another approach for 
security specification is security patterns, which is based on the classic idea of design 
patterns introduced by the Gang of Four [20]. Security patterns were proposed to 
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assist developers to handle security concerns and provide guidelines to be used from 
the early stages of the development lifecycle [5]. However, to successfully utilize a 
security pattern, there must be systematic guidelines supporting its application 
throughout the entire software development lifecycle. Such a methodology to build 
secure systems using patterns was presented by Schumacher et al. [25] and Fernandez 
et al. [16]. This methodology integrates security patterns into each one of the software 
development stages, and each stage can be tested for compliance with the principles 
presented by the patterns. A catalog of security patterns can help to define the security 
mechanisms at each architectural level and at each development stage. Hafner and 
Breu [21] proposed a model driven security methodology for service-oriented 
architectures. Other methodologies present the use of aspect-oriented software design 
to model security as separate aspects which would later be weaved within the 
functional model. For example, in [22] the authors propose to deal with access control 
requirements while utilizing UML diagrams.  

The above studies, and other related studies (which are not referenced here due to 
space limit), mainly provide guidelines regarding the way security should be handled 
within certain stages of the software development process, or address specific aspects 
of security. To the best of our knowledge, no existing method provides a complete 
framework that both guides and enforces organizational security policies on a system 
design, and then generates executable code from that design. 

To overcome these deficiencies, we have developed a methodology that enables 
organizations to specify their security policies in the form of security patterns, which 
will guide developers in the incorporation of these particular organizational security 
policies, as well as verifies their correct application. In addition, the methodology 
enables the developer to transform the result into code, based on the organizational 
policies. In this paper, we explicitly refer to the application of access control in 
databases. 

The methodology incorporates ideas from two areas of expertise: in the area of 
system development methodologies, we adopt the principle of integrating data and 
functional modeling at the early stages of the development, according to the 
Functional and Object-Oriented Methodology (FOOM) [6];  in the area of domain 
engineering, we adopt the principles suggested by the Application Based Domain 
Modeling (ADOM) approach [4]. ADOM supports building reusable assets on the one 
hand, and representing and managing knowledge in specific domains on the other 
hand. This knowledge guides the development of various applications in that domain 
and serves as a verification template for their correctness and completeness. 

The developed methodology is supported by the Security Modeling Tool (SMT), 
which enables the modeling of security patterns and enforces their correct usage 
during application development. The knowledge captured in the security patterns is 
used to automatically verify that the application models are indeed secure with respect 
to the defined patterns. Having a verified model, a secure database code can be 
automatically generated.  

SMT is an Eclipse plug-in and is based on existing frameworks such as the Eclipse 
Modeling Framework [2], which is used to interface with UML diagrams; and the 
Standard Widget Toolkit [7], which is used to provide additional graphical user 
interface where needed. The SMT is continuously under development. 
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The rest of this paper is structured as follows: Section  2 provides an overview on 
the methodology, Section 3 presents and illustrates the use of the Security Modeling 
Tool, Section 4 elaborates on the SMT architecture and design, and Section 5 
summarizes and proposes ideas for future work. 

2 Methodology Overview 

The methodology can be roughly divided into four phases: preparation, analysis, 
design, and implementation. Fig. 1 presents the scope of the methodology in terms of 
the tasks to be performed in each phase (presented in round rectangle) and the 
generated artifacts (presented in rectangle). The preparation phase occurs at the 
organizational level, whereas the other three phases occur at the application 
development level. 

 

Fig. 1. Methodology overview 

At the organizational level, in which the preparation phase takes place, we define 
organizational security policies in the form of security patterns. These security 
patterns present general access control policies within the organization. Once the 
patterns are specified, the transformation rules are defined, depicting how to 
transform a logical model, based on the pattern, into a database code. The artifacts 
created in this phase are reusable and may be applied to various applications. 

The application level deals with the development of different applications within 
the organization. In the analysis phase of the application development process, two 
models are defined, following the FOOM methodology [6]: a conceptual data model 
in the form of an initial class diagram, and a functional model in the form of extended 
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use cases. Then, the security constraints regarding authorization to access the database 
are analyzed and specified in natural language. In the design phase, the artifacts from 
the preparation and analysis stage are used to refine the data model and enhance it 
with the definitions of the security patterns, in order to create a secure data model. 
Next, the secure data model is verified. If the verification fails, the data model is 
refined until it adheres to the rules of the security patterns. In the implementation 
phase, the secure data model is transformed into a secure database schema with its 
access control specifications. This process is performed by executing the 
transformation rules specified in the preparation phase as part of the security patterns. 

3 The Security Modeling Tool 

3.1 Organizational Level - The Preparation Phase 

During the preparation phase, security patterns along with their transformation rules 
are specified. These patterns will serve as guidelines for application developers as 
well as a verification template. In addition, they provide the infrastructure for the 
transformation process.  

Security Pattern Specification: Similarly to the classical pattern approach, security 
patterns are specified in a structured form. The standard template aids designers, who 
are not security experts, to identify and understand security problems and solve them 
efficiently. In order to specify the patterns, we use a common template introduced by 
Schumacher [5]. The template consists of five main sections: name, context, problem, 
solution, and consequence. The name, context, problem, and consequence sections are 
documentation text files; the SMT provides a text editor to support the specification 
of these sections. They provide the name of the pattern, the context in which the 
security problem occurs, the description of the security problem, and the 
consequences of this solution. The solution section provides a generic solution to the 
problem. It is specified with a UML class diagram that provides the static structure of 
the solution. The SMT uses a UML editor that is based on TOPCASED [9]. Fig. 2 
(upper side) presents the structure of a simple Role-Based Access Control (RBAC) 
pattern. In the described pattern, Role is akin to an external group of entities or users 
playing a specific role that needs to access the database. While applying or 
implementing this RBAC pattern, it is obligatory to define at least one Role as it is 
defined as a <<mandatory>> element. In addition, one can specify the system 
privileges assigned to some Role by using the sysPrivileges classification 
ProtectedObject is akin to a database table, where the PK classification is used to 
indicate the primary keys of the table. Privileges association class determines the 
schema object privileges of a Role with respect to a specific ProtectedObject. A class 
that is classified as Privileges must include at least one object privilege – accessType. 
Both sysPrivileges and accessType classifications are Boolean properties that should 
be assigned to TRUE in case a privilege is given. 

In addition, OCL constraints are used to specify additional constraints that cannot 
be expressed via the diagrams. The SMT provides an OCL Editor to add constraints to 
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the pattern. These OCL constraints are evaluated in the application layer during the 
verification in the design stage, rather than in the domain layer where they are 
defined. To enable this verification we had to define several operators, such as 
getName() or getParent(), that support metadata queries on the elements.  

The lower part of Fig. 2 shows an example of an OCL rule. In this example, the 
OCL rule restricts the number of roles that can have the SYSDBA system privilege to 
one, and that is the DBA role. Another example of such OCL rule is the following 
constraint that limits object privileges to SELECT, INSERT, UPDATE and DELETE: 

context Privileges 

inv: Set{'SELECT','INSERT','UPDATE','DELETE'}-> 

        includesAll(self.accessType->collect(e|e.getName())) 

 

Fig. 2. Pattern specification window 

In case that a finer grained solution is required, SMT provides a method to define 
OCL rules in the form of general templates [8]. These general templates are specified 
using the specific elements that were already defined by the class diagrams specifying 
the structure of the pattern. In the RBAC example, the Role, ProtectedObject, 
accessType are some of those elements. The templates are essentially exemplars of 
the desired output code with "blanks" that should be filled in with a value of an 
attribute. These "blanks" contain meta-code and are delimited between "< >". After 
the missing values are inserted, a template engine is used to create the output code. 
Fig. 3 presents the instance level template that is used to specify access constraints on 
an instance of an object (or a row of a table in terms of relational database). These 
templates are used to specify fine grained access control policies during the 
application modeling. The developers need only to fill in the missing parameters that 
are inside the triangle brackets and do not need to write code in PL/SQL unless they 
want to express some complex constraint. 

-- The DBA role, and only the DBA role, may have the SYSDBA system privilege.
 
inv: 
   if self.getName() = 'DBA' then 
      self.protectedObject->size() = 0 
      and self.sysPrivileges->collect(e | e.getName())->includes('SYSDBA') 
   else 
      self.sysPrivileges->collect(e | e.getName())->excludes('SYSDBA') 
   endif 
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Once the solution (i.e., the pattern) is defined, the SMT automatically generates a 
UML profile, which will be used by the applications to classify security elements. In 
our case the profile will consist of the following: the stereotypes Role and 
ProtectedObject are created and are associated with the class meta element, the 
Privilege stereotype is associated with the association class meta element. The 
attributes of sysPrivileges, accessType, PK, and username, are created as stereotypes 
associated with the property meta element. The various OCL constraints are also 
transformed into the profile. Note that we did not associate any new notations for the 
profiles; rather we used the standard <<stereotype>> to add semantics to the 
application model elements. 

 

 

Fig. 3. The Instance (Row) Level Template 

Transformation Rules Specification: To transform an application model (UML 
class diagram) into SQL code, we use the ATLAS Transformation Language (ATL) 
[3]. These transformation rules are generic and refer to all applications. The ATL 
rules specify how the application elements should be transformed into SQL elements. 
So, applications are transformed to SQL model instantiating an SQL meta-model 
provided by SMT. Then, the SQL model (created by the ATL transformation) is 
automatically converted to SQL code by the SMT. Fig. 4 shows the transformation 
rule for Privilege. 

3.2 Application Development Level 

To demonstrate the use of SMT at the application development level, we use a simple 
university system, which enables to register students to courses, update student 
details, assign grades, etc. Naturally, each system operator has different privileges. 

context <Privilege> inv:  

   self.<ProtectedObject>.<RoleOfObject : ProtectedObject>->  -- RoleOfObject is ProtectedObject representing the Role 

CREATE OR REPLACE FUNCTION <RoleOfObject : ProtectedObject>_<Privilege2constrain : accessType>_<ProtectedObject> 
      (v_schema VARCHAR2, v_object VARCHAR2) RETURN VARCHAR2 AS 
      <RoleOfObject : ProtectedObject>_username VARCHAR(200); 
      <RoleOfObject : ProtectedObject>_id INTEGER; 
BEGIN 
   <RoleOfObject : ProtectedObject>_username = SYS_CONTEXT('userenv', 'session_user'); 
   SELECT id  
      INTO <RoleOfObject : ProtectedObject>_id  
      FROM <RoleOfObject : ProtectedObject>  
      WHERE username = <RoleOfObject : ProtectedObject>_username; 
   RETURN '<ProtectedObject>.<RoleOfObject : ProtectedObject> = ' || <RoleOfObject : ProtectedObject>_id; 
END; 
 
BEGIN DBMS_RLS.ADD_POLICY ( 
      object_schema => '<ProjectName>', 
      object_name => '<ProtectedObject>', 
      policy_name => '<RoleOfObject : ProtectedObject>_<Privilege2constrain : accessType>_<ProtectedObject>', 
      policy_function => '<RoleOfObject : ProtectedObject>_<Privilege2constrain : accessType>_<ProtectedObject>'); 
END; 
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Fig. 4. ATL transformation code for the Privilege association class 

 
The Analysis Phase: The first task in the analysis phase is to create a conceptual data 
model from the users' requirements. The conceptual data model is an initial class 
diagram that consists of data classes, their attributes and various types of 
relationships. Fig. 5 depicts the initial (UML) class diagram of a university 
registration system. 

 

Fig. 5. An example of an initial class diagram  

Next, the functional model of the application is defined using extended use cases 
(EUC). A EUC is similar to a FOOM transaction [6]; it includes, besides the functions 
of the UC, also external/user entities and data classes. An external/user entity 
provides input data or obtains output information from the system. (It is different 
from an Actor in ordinary use cases, which only signify who operates the use case.) 
Data classes, which are taken from the initial class diagram, are manipulated (i.e., 
retrieved or updated) by the functions of the EUC. As in ordinary use-cases, for every 
EUC diagram we also prepare a description. The template for a EUC description is 
extended compared to an ordinary UC description, as it includes definitions of access 
privileges.  

Later on in the development process, for each class included in a EUC the 
developer defines: a) the authorized operators (i.e., roles) of the EUC; b) the type of 
access privilege (e.g., add, read, update or delete); and c) the attributes involved in 
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that operation. Fig. 6 shows an example of a EUC diagram that is supported by the 
EUC editor.  A Student is an external entity which provides inputs and gets outputs, 
the Course, Course Offering and Enrollment are classes, and Display courses, Display 
selected courses’ offerings, and Add registration to selected course are functions. The 
EUC editor extends the TOPCASE use case diagram notations to support the new 
elements, i.e., classes and the different types of links.  

Fig. 7 shows part of the EUC description that is supported by the EUC Analysis 
Editor. At the bottom of Fig. 7, the security specifications section is presented in a 
form of a table, where for each class that participates in the EUC the access control 
privileges are specified. Eventually, all the security specifications, defined for all the 
EUCs are aggregated in one table. 

It should be noted that EUC diagrams also serve as the core functional/behavioral 
model of the application, and can be used for the generation of the input and output 
forms and reports, as well as skeleton of the code. 

 

Fig. 6. An example of a EUC diagram  

The Design Phase: During this phase, the initial class diagram is refined by the 
designer, to include the security specification. The SMT allows the designer to 
specify which security patterns are used in the application. Then, the various elements  
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that appear in the initial class diagram are classified according to the security patterns 
defined in the preparation stage. Technically, this is done by assigning the stereotypes 
from the security pattern profile that was created when the security pattern was 
finalized. Then, the SMT allows the designer to select stereotypes for each element 
according to the applied patterns, and the element type. Fig. 8 presents the refined 
data model of the university application. In that figure, the relevant classes are 
associated with the Role and ProtectedObject stereotypes and new Privileges classes 
are introduced. These include the names of the accessType attributes as set by the 
OCL constraint, and the initial values of these attributes (which are not shown 
visually, yet they are part of the model); in the example their values are True. 

 

Fig. 7. An example of a EUC description 

During the design phase, additional changes to authorization rules may be applied 
and fine grained restrictions may be specified using the templates that were defined in 
the patterns. The templates are instantiated using the Template Editor. Fig. 9 
illustrates the use on the instance (row) level template that was defined in Fig. 3. To 
use the template, the designer merely instantiates it and provides the missing 
parameters. The Template Editor lists the missing parameters at the bottom. The SMT 
also provides a preview of the templates after the missing parameters were specified. 
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Fig. 8. An example of the RBAC-base refined data model 

 

Fig. 9. An example of instance level (row) constraint in OCL and PL/SQL 
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After creating a refined data model, we need to check if it adheres to the security 
policies as defined by the specified security patterns. The SMT provides automatic 
verification. This verification is essentially a conformance checking with respect to 
the relevant patterns; it includes checking the number of elements, as depicted in [4], 
their types, and the available OCL constraints. If the application is invalid, an error 
message, like the one appears in Fig. 10, is presented, explaining the verification 
errors. In that example there are two errors: 1) multiplicity error: access type is not 
specified to the Privilege class StudentR_CourseOffering; 2) OCL error: StudentR 
role has the SYSDBA privilege. 

 

 

Fig. 10. An example of an error massage 

The Implementation Phase: During this phase the transformation rules, which were 
defined during the preparation phase, are used to translate the verified application 
model into database code. Fig.11 presents the generated SQL commands for the 
Student role and a sample of the SQL fine-grained code for the university application. 

The artifacts produced in the organizational level, and the artifacts leading to the 
implementation in the application development level, can be exported as 
documentation in a PDF file. 

More details on the pattern-based approach that is applied as part of the 
methodology can be found in [14]. 
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-- Role creation 
CREATE ROLE STUDENT; 
-- Granting privileges to Student 
GRANT CREATE SESSION TO STUDENT; 
GRANT SELECT ON COURSE_OFFERING TO STUDENT; 
GRANT SELECT ON COURSE TO STUDENT; 
GRANT SELECT, INSERT, DELETE ON ENROLLMENT TO STUDENT; 
GRANT SELECT, UPDATE ON STUDENT TO STUDENT; 
-- Instance level template transformation 
-- Students can update only their personal information: 
CREATE FUNCTION STUDENT_STUDENT_UPDATE  
   (SCHEMAV VARCHAR2, OBJ VARCHAR2) RETURN VARCHAR2 AS 
BEGIN 
  IF (NOT DBMS_SESSION.IS_ROLE_ENABLED('STUDENT')) THEN 
    RETURN NULL; 
  END IF; 
  RETURN 'username = ' || SYS_CONTEXT('USERENV', 'SESSION_USER'); 
END; 
BEGIN DBMS_RLS.add_policy( 
  object_schema   => 'UNIVERSITY', 
  object_name     => 'STUDENT', 
  policy_name     => 'STUDENT_STUDENT_UPDATE ', 
  policy_function => 'STUDENT_STUDENT_UPDATE ', 
  statement_types => 'UPDATE', 
  update_check    => TRUE); 
END; 

Fig. 11. A sample of the generated SQL commands for the university application 

4 SMT Architecture and Design 

In this section, we discuss the implementation details of SMT. We first introduce the 
technologies on which SMT is based, as well as the reasons for choosing them. Then, 
we elaborate on the specific components developed within SMT, i.e., the different 
editors and the ADOM library. Finally, we describe how the SMT components 
interact with each other. Fig. 12 shows the components that SMT uses (marked in a 
broken line), and the components that were developed internally (marked in a solid 
line). The figure also shows the dependencies among the various components, which 
are organized as layer of dependencies. Note that the integration of all these 
components is done using the plug-ins facilities of the Eclipse framework. In short, at 
the organization level, in order to specify the pattern, SMT uses text editors for the 
pattern description, UML editor for the specification of the structure of the pattern 
along with the ADOM library, OCL editor to specify the constraints on the structure 
of the pattern, and Templates editor to specify the fine grain templates. Then, for 
specifying the pattern transformation we use ATL. At the application development 
level, the UML and EUC editors are used to specify the different application 
diagrams, EUC analysis editor to define the textual description of the EUC, the 
ADOM library to refine and verify the application data model by the pattern, the 
Dresden OCL to verify that the OCL constraints hold, and finally, ATL to transform 
the application model into code. 
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Fig. 12. Overview of the SMT components 

4.1 Eclipse 

SMT and all its dependencies rely on the framework provided by Eclipse [10]. It was 
chosen for the following reasons: (a) it is an extensible platform; (b) it is open source, 
meaning that the source code can be used as documentation and aid in finding errors; 
and (c) the Eclipse framework has been extended to support many technologies, 
including UML by TOPCASED [9] and OCL [11]. 

4.2 EMF 

Much of the SMT’s functionality relies on modeling capabilities. This functionality is 
provided by the Eclipse Modeling Framework (EMF) project [2], which is a modeling 
framework and code generation facility for building tools and other applications based 
on a structured data model.  

EMF is a very mature modeling framework, providing a complete toolset for 
working in a model-oriented context. Additionally, it is available as an Eclipse 
extension, making it highly suitable for our needs. Many model-oriented features in 
Eclipse, and all such features used by SMT, rely on EMF. Note also that Eclipse's 
UML library too is based on EMF.  

4.3 TOPCASED UML Editor 

TOPCASED [9] is an Eclipse plug-in that provides a simple, extendible graphical 
modeling framework. TOPCASED also provides a UML editor as one of its sub-
projects. Additionally, this framework may be extended to provide graphical editors 
to other diagram types. This capability was used within the general UML editors and 
to create and provide a new editor for the EUC diagrams. TOPCASED relies on EMF 
for both persistency and representation. Therefore, other modules based on EMF may 
interact with the artifacts generated by TOPCASED without the need for a new API 
or adaptor.  

4.4 Dresden OCL 

Dresden OCL [11] provides a set of tools to parse and evaluate OCL constraints on 
various models like UML, EMF, and Java. Furthermore, it provides tools for 
Java/AspectJ and SQL code generation. The tools of Dresden OCL can be either used 
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as a library for other project or as a plug-in project that extends Eclipse with OCL 
support. In the case of SMT, the Dresden OCL library is used to enforce OCL 
constraints. As EMF provides only syntactical solutions, complex semantic solutions 
are beyond the scope of the EMF project. In SMT, we found that OCL may be 
specified using EMF's implementation of OCL; however EMF was not flexible 
enough to allow us to interpret and enforce the OCL rules on its own, and so the 
Dresden OCL library was used. 

4.5 ATL 

ATLAS Transformation Language (ATL) [12] is a model transformation language 
and toolkit. In the field of Model-Driven Engineering (MDE), ATL provides ways to 
produce a set of target models from a set of source models. SMT uses ATL to define a 
transformation from a pattern-based application design to its equivalent in SQL. 

4.6 SWT 

The Standard Widget Toolkit (SWT) [13] is an open source, graphical widget toolkit 
used to develop user interfaces in Java. It is a pre-built part of the Eclipse framework, 
which allows user interfaces implemented in SWT to be integrated more natively into 
Eclipse than other Java GUI toolkit. For this reason, user interfaces designed for SMT 
were implemented using SWT rather than a different widget framework.  

4.7 The ADOM Library 

The relationship between the organizational security pattern models and the 
application models within SMT are provided by the ADOM library. As we plan to 
adopt ADOM in various modeling notations (e.g., class and sequence diagrams), it 
was designed to be language independent. The ADOM library is separated into two 
main categories to allow for implementation in various languages and environments: 
language independent code, and language dependent code. That library also 
implements the ADOM validation algorithm. 

Language independent code makes no assumptions on the used language beyond 
what is defined by ADOM. That is the multiplicity indicator which is defined as a 
UML profile. That part of the tool has three sections which are relevant to SMT:  

 

a) The abstract data-structure, which provides a tree-like structure of model 
elements; 

b) The element options, which allow ADOM elements to be extended to include 
data and functionality deemed necessary by the developer of the library’s 
extension. For instance, the multiplicity validation algorithm extends each ADOM 
element to contain required and actual multiplicity. The OCL validation algorithm 
extends each ADOM element to contain any number of OCL constraints, which 
must be confirmed in order for the validation to succeed. 

c) The validation algorithms. This is also a pluggable mechanism, used to allow 
library extension developers to provide validation algorithms on ADOM 
applications in reference to their ADOM domains. Usually, validation algorithms 
also provide element options, providing them with additional data necessary to 
perform the validation algorithm, such as multiplicity and OCL constraints as 
stated before. Note that these parts were reused in other ADOM-related projects. 
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The language dependent code has two sections relevant to SMT. The first section is 
an implementation of the abstract data-structure described in the language 
independent part. This implementation may be used by other components to have 
direct access to the underlying data-structures of the language in use, and retrieve 
necessary data.  

4.8 Document Generation 

The document generation facilities of SMT are provided using LaTeX. LaTeX is a 
high-quality typesetting system that includes features designed for the production of 
technical and scientific documentation. SMT generates a LaTeX document, which is 
then processed and generates an output file in PDF. The SMT enables the document 
generation of both organizational policies and application specification. 

5 Summary 

We have presented SMT, a Security Modeling Tool, which supports the development 
of secured database schemata following a methodology that we have developed. This 
tool utilizes security patterns for guiding and enforcing security on database 
application design. The tool guides developers on how to incorporate security aspects 
defined by security patterns, in particular authorization, within the development 
process. It handles the specification and implementation of the authorization aspect 
from the early stages of the development process, leading to a secure system design.  

In this paper we demonstrated the application of an access control policy (RBAC) 
over a database. We also implemented other policies such as DAC and MAC using 
the same methodology. In addition, we are in the process of using the same 
mechanisms to implement patterns other than access control to other software layers 
besides the database. Currently, we are in a process of applying the methodology 
along with its supporting tool in an industrial environment. This will enable us to 
introduce improvements in the methodology and the tool. In future work, we plan to 
enrich the methodology and tool to support other security requirements (e.g., privacy, 
encryption, and auditing). In addition, we plan to further extend the methodology to 
deal also with the behavioral specification of applications, in addition to its 
application in structural specification.  
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Abstract. The increasing growth of the Web field has promoted the develop-
ment of a plethora of Model-Driven Web Engineering (MDWE) approaches. 
These methodologies share a top-down approach: they start by modeling appli-
cation content, then they define a navigational schema, and finally refine the 
latter to obtain presentation and rich behavior specifications. Such approach 
makes it difficult to acquire quick feedback from customers. Conversely, agile 
methods follow a non-structured, implementation-centered process building 
software prototypes to get immediate feedback. In this work we propose an 
agile approach to MDWE methodologies (called Mockup-Driven Development, 
or MockupDD) by inverting the development process: we start from user inter-
face mockups that facilitate the generation of software prototypes and models, 
then we enrich them and apply heuristics in order to obtain software specifica-
tions at different abstraction levels. As a result, we get an agile prototype-based 
iterative process, with advantages of a MDWE one. 

Keywords: Mockups, User Interface, Agile, Web Engineering, MDD. 

1 Introduction  

During the last 20 years, many Model-Driven Web Engineering (MDWE) methodologies 
have been defined to improve the development process of web applications approaches 
[1-4]. These methodologies share a common top-down approach [5] and construct web 
applications by describing a set of models at different levels of abstraction: 
 

• Content (or Domain) Model: defining domain objects and their relation-
ships. 

• Hypertext (or Navigation) Model: defining navigation nodes and links that 
publish and manipulate information specified by objects in the Content 
Model. 

                                                           
*  This work is an extended version of the paper “Improving Agility in Model-Driven Web 

Engineering”, published in CEUR, Vol. 734. 
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• Presentation Model: refining the Hypertext Model with concrete user inter-
face presentation features like pages, concrete widgets, layout, etc. 

This process is generally top-down, delivering a final web application through a 
process of (sometimes automatic) model transformations which maps the previously 
described models into other models or a specific technology. 

Agile methodologies, on the other hand, promote early and constant interaction 
with customers to assert that the software built complies with their requirements, by 
constantly delivering prototypes developed in short periods of time; application proto-
types are then used as some kind of common language between developers and final 
users to assert captured requirements and to discover new ones. Agile approaches 
argue that software specifications must emerge naturally, enhancing former proto-
types along the development until the final application is obtained. 

To summarize, while MDWE methodologies facilitate software specification por-
tability, abstraction and productivity, they fail in providing agile interaction with cus-
tomers because concrete results are obtained too late. On the other hand, while this 
feature is clearly provided by agile methodologies, they are heavily based on direct 
implementation and thus fail to provide abstraction, portability and productivity 
through automatic code-generation.  

In this paper we propose an hybrid model-based agile methodology – called Mock-
up-Driven Development (MockupDD) – aiming to extract the best of both worlds, i.e. 
a process driven by the active participation of users and customers, and a classical 
approach following the phases of analysis, design and implementation assisted with 
the use of models in all stages. Our approach starts by the requirement analysis, i.e. 
defining mockups (ideally together with the customers) to agree upon the applica-
tion’s functionality, similar to Harel’s behavioral programming approach [6]. Then, 
mockups are translated to an abstract user interface model that can be directly derived 
to specific MDWE presentation models or technology-dependent UI prototypes. By 
tagging mockups and presentation models we add navigation features, and based on 
the navigation specification, we use heuristics to infer content models. Thus, we are 
starting the requirement specifications with objects that are perceivable by customers 
(UI structure elements), easing requirements gathering and traceability [7]. 

Therefore, since we start with presentation models obtained from mockups and 
then construct or obtain upper (i.e. abstract) models, we are inverting the traditional 
MDWE process, yielding to a more agile, yet truly model-based approach. While we 
exemplify with the UML-based Web Engineering (UWE) [3], MockupDD can be 
applied to any MDWE approach. 

2 Related Work 

User Interface (UI) Mockup tools like Balsamiq1, Pencil2 or Mockingbird3 suit well in 
agile methodologies [8-10], since they provide a quick and easy way of capturing 

                                                           
1  Balsamiq - http://balsamiq.com/, last visited 3/9/2011. 
2  Pencil Project - http://pencil.evolus.vn/en-US/Home.aspx, last visited 3/9/2011. 
3  Websites wireframing: Mockingbird - https://gomockingbird.com, last visited 3/9/2011. 
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interaction requirements. Usually, mockups are defined in companion with other spe-
cifications like use cases [11, 12], user stories [13] or informal annotations [14]. Also, 
mockups have been introduced in the context of model-driven development (MDD) 
approaches as can be appreciated in the use of UI sketches in the context of the Con-
curTaskTrees [15] to express interaction requirements and in the definition of a lan-
guage that introduces storyboards over user interfaces composed through a specific 
user interface widget set [16]. Finally, the result of statistical studies [17] conducted 
over inexperienced software engineers asserted that mockups effectively increases 
and eases software comprehension. 

In most cases, however, mockups themselves are not considered as models and they 
are usually thrown away after requirement modeling. Thus, mockups are not used as 
important drivers of the development process although they contain precise information 
about the users’ needs. In our previous work [18], we introduced the idea of translating 
mockups constructed with prototyping tools like Balsamiq to a common presentation 
language in order to preserve and reuse them as truly software specifications. While this 
approach facilitates both a “quick and dirty” way of user interface construction with 
intense customer participation and a fast method to generate high quality UI from models 
(something that is not currently supported by well known MDWE approaches), it lacks 
the capacity of defining non-presentational features. As a consequence, mockups (and 
final UIs generated from them) can be used as a common language to gather further non-
presentational requirements but these requirements must be coded by hand, missing the 
agility provided by automatic code generation in the context of a model-driven process. 
Here we go a step further and propose not only mockup reusing but the specification of 
advanced features like navigation and content through the application of a set of 
lightweight enrichments directly over them. This makes our approach easily understand-
able for all stakeholders, in particular customers and end users with the goal to involve 
them in all steps of the development process.  

3 MockupDD Process 

In this section we will introduce the MockupDD Process technically. First, we will 
show how mockups are refined and then translated into presentation models.  

Then we will describe how similar refinements are applied in order to obtain navi-
gation models. Finally, we introduce the heuristics applied to derive content models. 
In all the phases of our process we have chosen to use the UWE methodology because 
it is representative of an important group of methods, it is based on UML and it has 
tool support. An overview of the whole process can be observed in Figure 1. 

 

 

Fig. 1. Mockup-Driven Development (MockupDD) process 



 Towards Agile Model-Driven Web Engineering 145 

 

3.1 From Mockups to Presentation Models 

MockupDD starts the development process by creating UI mockups with a mockup 
tool. As we have shown in a previous work [18], the resulting mockup files can be 
parsed and translated to an abstract UI model called SUI model (Structural UI Model) 
that can be in turn translated to presentation models of modern MDWE methodolo-
gies through a simple mapping. In Figure 2, SUI metamodel is introduced and the 
mapping of its elements to UWE Presentation model is shown. 

 

 

Fig. 2. SUI metamodel and UWE mapping 

Since mockup tools represent a user interface prototype as a set of unsorted wid-
gets [18], we apply a sequence of different processors that analyzes mockup source 
structure and outputs the corresponding SUI model. Mockup source processing is 
done in a pipeline workflow. First, a set of widgets is obtained and validated from a 
mockup source file using a Mockup Parser and a Validator respectively. Then, widget 
composition and repetition is detected with the help of Hierarchies and Repetition 
Detectors analyzing the widget set obtained in the previous step. Finally, optimum 
layout for CompositeWidgets is inferred using a Layout Inferer. A graphical represen-
tation of the whole process can be observed in Figure 3. 

3.2 The Tagging Approach 

Structural UI models obtained from mockup source through the aforementioned 
processing represent only the structural view of a web application. In order to add 
different software features over the existing user interface specification we define the 
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concept of a tag. A tag defines a simple but precise specification that is applied over a 
concrete SUI element and is formed by a name and zero or more textual parameters. 
Every tag can be applied only over a particular subclass of Widget and represents a hint 
that can result in the derivation of particular MDWE model concepts. Moreover, tags are 
grouped into tag sets that can be combined to construct more complex specification. 
With the tagging approach we propose a simple, incremental and agile method to model 
features over previously defined user interface structure (SUI models). 
 

 

Fig. 3. Mockup processing workflow from original mockup source file until reaching final SUI 
models 

In this paper we introduce navigation tags that enrich SUI models in order to de-
rive navigation models. The UI mockup (shown in Figure 4.a) depicts the home page 
of a music catalogue application (we will call it Music Portal) containing a header, a 
list of featured albums, an album search box and its corresponding search result.  
Figure 4.b shows the corresponding UWE presentation model that can be obtained 
applying the previously introduced SUI-to-UWE presentation widget mapping. The 
Repetition Detector processor discovers similar widgets at equal positions and then 
generates a Repetition containing both album lists in the mockup, which are further 
translated into UWE’s IteratedPresentationGroups. By default, generic ids for 
controls are generated (like Panel1, TextInput1 or Image1), but they can be refined 
using the Name tag (denoted with N:); these ids are important since they are used to 
name further MDWE elements. The tagged mockup and resulting UWE presentation 
model are shown in Figure 4. 

3.3 Deriving Navigational Models 

After deriving presentation models, a naive approach to start generating navigation 
models could be defining one UWE NavigationNode (the UWE navigation concept 
for defining nodes) for each mockup. However, the UWE metamodel defines several 
navigation elements: 

• NavigationClass, represents a generic navigable element in the hypertext 
structure, 

• Menu, that is used to handle alternative navigation paths, 
• Query, that is used to retrieve content from a data source, and 
• Index, that allows selecting one content class instance from a set of instances 

that have been compiled during previous navigation. 



 Towards Agile Model-Driven Web Engineering 147 

 

 

(a) Home page mockup 

 

(b) Generated UWE presentation model after applying naming tags 

Fig. 4. Deriving an UWE presentation model from a mockup 

Additionally, UWE links between navigation elements are expressed through Naviga-
tionLink instances. 

Since we cannot directly infer which UWE navigation element must be used in a 
mockup as some alternatives are possible (for example, the content of a single mock-
up may include an UWE NavigationClass, a Menu and a Query), we have defined a 
second tag set: the UWE navigation tag set. This set contains a tag for every UWE 
navigation element. Figure 5 shows the resulting tagged mockup and the conse-
quences of tag application in derived UWE navigation model. 
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(a) Resulting tagged mockup 

 

(c) Navigation model generated with tags (b) Navigation model generated with-
out tags 

Fig. 5. Initial mockup with UWE navigation tags applied and the resulting navigation model. 

The UWE navigation tags introduced are the following: 

• Home: defines that the NavigationClass related to the mockup is the home of 
the navigation model. 

• Node(<nodeId>): Assigns an id to the NavigationClass related to the mock-
up in order to be referenced as the destination of one or more navigation 
(Link) tags. 

• Link(<nodeId>): Specifies a navigation link to another NavigationClass. A 
corresponding Node tag with the same <nodeId> must be specified in order to 
correctly derive the navigation. 

• Query(<elementId>) and Index(<elementId>) define a Query involving 
elements of type <elementId> and the Index in which the results of the 
Query are shown. 

• Menu specifies that the panel over which it is applied is a set of links, a so-
called UWE Menu. 
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(a) Home page and album details mockups, prop-
erty tagged with UWE navigation tags  

(b) Resulting navigation generated 
from mockups in (a) 

Fig. 6. Final version of tagged mockups and generated UWE models 

When clicking on an album’s title in the home page, an UI of the album details will 
be shown. After being defined, the mockup implementing the added functionality can 
be joined to the existing model through the aforementioned processing and further 
tagging, maybe in a new iteration. The big picture of the application being modeled 
can be observed in Figure 6 in which the complete tagged mockups and UWE model 
generated are depicted. The navigation link between the two existing mockups (SUI 
models in fact) is expressed through the Link(Album) and Node(Album) tags in home 
page and album mockups, respectively. 

Some of the transformation rules that we defined (and implicitly applied in the 
previous example) are schematized in Figure 7. 

3.4 Towards a Content Model 

Once we have obtained the UWE navigation model, a first version of the content 
model can be derived by applying some inference rules graphically described in 
Figure 8. These rules were designed by studying many examples of UWE navigation 
and content models and discovering recurrent patterns in them. 
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Fig. 7. Transformation rules applied over tagged SUI models to derive UWE features 

 

Fig. 8. Some content inference rules to generate UWE Content models from Navigation models 
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Fig. 9. Inferred UWE content model derived through the application of the introduced rules 

 

Fig. 10. Attribute inference combining existent navigation and presentation specifications 

UWE navigation element names (previously generated using naming and UWE 
navigation tags) are used to derive the names of the content elements. The resulting 
UWE content model after the application of the introduced rules over the UWE navi-
gation model of Figure 6.b is shown in Figure 9). 

The obtained UWE content models must be refined in order to specify class 
attributes. As UWE navigation models do not allow more refinement than the features 
already commented, this information should be taken from other models. Since in 
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UWE every navigation concept is refined by a presentation specification (e.g., a Pre-
sentationGroup), and given that we have already derived these models from SUI 
specifications, we can use this link between models in order to obtain attributes from 
presentation structure. Rules using this link to infer attributes are graphically de-
scribed in Figure 10. 

4 Discussion 

In this paper we presented an approach that adds agility to existing MDWE methods 
and we show how it can be applied in the context of UWE. The main intent of our 
approach is to enable early and constant communication and interaction with end 
users, a key requirement in agile methodologies. This interaction is facilitated in the 
early stages of development through the usage of UI mockups as a common language 
to start the process and discuss requirements; later, during further steps we provide an 
automatic and fast prototype generation through mockup enrichment and processing 
with help of our model-driven tooling. Thus, the MockupDD approach changes the 
traditional MDWE workflow, using presentation models (initially UI mockups) as the 
starting artifact in the process, and facilitating the incremental and iterative 
introduction of features through atomic tags over existing models. Since user interface 
are elements perceived by final customers users, they can be involved early and 
during every iteration. 

Currently, since MockupDD is intended to provide an agile process to existing 
MDWE methodologies like UWE, WebML or OOHDM, it only allows specifying 
features which are present in these approaches, “inheriting” their applicability and 
limitations in different contexts. According to the current state of our research, many 
aspects of these methodologies can be generalized in a unified tag set while others 
must be refined with concrete tag sets, as explained in the following section. Addi-
tionally, the automatic derivation process commented in this paper may naturally lead 
to an imprecise content model, and some thoughtful design changes might be required 
in order to get to a definitive version. However, even when most design adjustments 
cannot be fully automated, they can be still predicted. For example, observing the 
examples in the previous section, an album class in the presentation model might 
translate into an album class with attributes such as artistName, when in fact the con-
tent model should have two separate classes for Album and Artist, related to each 
other. We have observed that many of these inaccurate derivations are usually recur-
rent, so the required adjustments can be documented (and applied with automatic 
assistance when possible) just like code refactorings [19].  

5 Conclusion and Further Work 

We have presented a mockup-based approach (MockupDD) pursuing an inversion of the 
traditional MDWE process. We decided to start our process with mockups because they 
are becoming a common tool in agile methodologies to interact and establish a shared 
view of requirements between customers and developers. Mockups are processed to 
structured UI models (called SUI) and with the help of the iterative introduction of 
simple and precise refinements through the so-called tags they are easily derived to 
MDWE presentation and navigation models. Applying a set of inference rules, a first 
version of MDWE content models can be generated. We have shown the  
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Fig. 11. Comparison of the approach presented in this paper (a) and an alternative approach that 
is being evaluated (b) 

approach applied to an example using the UWE methodology. With our approach, we 
intend to provide an agile methodology based on UI mockups and lightweight 
specifications to obtain MDWE models, which offer advantages like automatic code 
generation (increasing software specification productivity) and a high level of 
abstraction (improving application portability) among others. 

Extending the proposed approach to other modern MDWE methodologies like 
WebML represents a fruitful work path. We are interested in defining a general and 
methodology-agnostic navigation tag set that will allow us to derive navigation mod-
els for a more comprehensive set of MDWE approaches. We are experimenting with 
the application of heuristics not only at model level as is proposed in this paper, but 
also directly at the SUIT (SUI plus Tags) level; a comparison of both strategies is 
depicted in Figure 11. In addition, we are currently working in discovering and cata-
loging more heuristics and researching about how to define minimum tag sets that 
provide the highest expressive power and flexibility while preserving the simplicity of 
the approach. 

Since obtained content models likely require to be refactorized, we are interested in 
developing heuristics to suggest refactoring alternatives to be applied over content 
specifications. Currently, experiments are being conducted to measure the differences 
found between MDWE models constructed entirely by hand from mockups and those 
generated automatically with the proposed tool. The delta found between those mod-
els will determine the definition of a catalogue of suggested refactorings and the heu-
ristics implied in the detection of potential bad smells in automatically generated 
models in order to assist the improvement of their quality. 
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Finally, other approaches that propose enriching user interfaces in some way are 
Portlets and Mashups. While the former represent pluggable user interface elements 
that can be added to a portal page, the second propose to include and combine  
external services injecting one or more (in this case) UI components into a page. 
MockupDD propose to discover MDWE elements stereotyping existing user interface 
elements. However, an interesting branch of our research includes easing Mashup 
building through specific tag sets oriented to include user interface components of 
external services (e.g., Facebook buttons or comments). Also, we are considering the 
modularization and further reuse of common elements between mockups (something 
similar to the Portlet approach). 
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Abstract. In Software Product Line Engineering (SPLE), the ability of a 
software artifact to be used in different contexts is very essential for 
productivity. In order to manage and support this ability, different variability 
modeling methods have been proposed. An important group of such methods 
are based on UML. These methods typically introduce profiles for specifying 
mandatory and optional elements, identifying dependencies between elements, 
and modeling variation points and possible variants. However, the assessment 
of these methods still lacks. In this work, we have done a first step towards 
evaluating the comprehension and utilization of variability issues in UML-
based models by suggesting a comparison framework which refers to different 
aspects of variability specification. Based on this framework, we chose a 
specific UML-based method – ADOM – and examined how advanced 
information systems students understood and utilized a model specified using 
this method. The results showed that the different means for specifying 
variability were understood and utilized only to a limited extent and that 
variation points were the least comprehensible variability specification means.  

Keywords: variability management, software product line engineering, UML, 
ADOM. 

1 Introduction 

Software Product Line Engineering (SPLE) [ 25] deals with two main activities: 
domain engineering, during which a family of software products, termed a product 
line, is analyzed, designed, and implemented, and application engineering in which 
the particular applications and software products are customized and developed. 
Accordingly, Bachmann and Clements [ 3] distinguish between core assets and 
product artifacts: while core assets, also called domain artifacts, are built to be used 
by more than one product in the line, product artifacts are specific parts of the 
software products. In order to be reusable and suitable to a wide variety of products, 
the core assets have to specify, besides the commonality, the variability of the given 
product line. Variability is defined as the ability of a core asset to be efficiently 
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extended, changed, customized, or configured for use in a particular product artifact 
[ 29]. Svahnberg et al. [ 31] claimed that "development of software product lines relies 
heavily on the use of variability to manage the differences between products", but 
"variability is not trivial to manage".  

Variability modeling plays an important role in variability management [ 29]. 
Reviewing 97 papers that describe variability management methods in SPLE, reported 
from 1990s to 2007, Chen and Babar [ 6] conclude that the main corpus of methods 
focuses on variability modeling and utilizes feature models (33 works) or UML and 
its extensions (25 works) for this purpose. Feature-oriented methods, such as [ 20] and 
[ 22], support specifying core assets as sets of characteristics relevant to some 
stakeholders and the relationships and dependencies among them. Variability is 
specified in terms of mandatory vs. optional features, alternatives, OR features, 
'require' and 'exclude' dependencies among features, feature groups, and composition 
rules. UML-based methods (e.g., [ 13], [ 26], [ 28], [ 32], and [ 34]) usually suggest 
profiles for handling variability-related issues, including specification of mandatory 
and optional elements, dependencies among elements, variation points, and possible 
variants [ 15]. Some UML-based methods suggest extending UML or representing 
variability aspects orthogonally to "regular" UML models of the product families, 
e.g., [ 14]. Other directions, such as applying Domain-Specific Languages (DSL), see 
for example [ 17] and [ 24], are also explored, but the number of works in each such 
category according to [ 6] is still very low. 

Despite their amenability to be empirically evaluated, relatively minor attention is 
allocated for the empirical evaluation of SPLE methods in general and variability 
modeling issues in particular [ 6]. These studies highlight different aspects in SPLE, 
including product derivation [ 30], quality assurance [ 4,  9], and architecture process 
activities [ 1]. However, only one of them [ 4] refers to the comprehensibility of core 
assets. This work assesses the maintainability of feature models in terms of 
analyzability, changeability, and understandability, using a 7-point scale to gather the 
subjective opinions of the participants on the relevant characteristics. This work does 
not check the participants' performance in carrying out different domain or application 
engineering tasks.  

As comprehensibility of core assets may affect the correctness of their utilization 
while creating valid product artifacts, we draw in this paper a general comparison 
framework for evaluating variability aspects in SPLE methods. This framework, 
which refers to both specification aids and their utilization during application 
engineering, is used for better understanding how to specify core assets while 
conducting domain engineering. According to this framework, the specification aids 
used in domain engineering are divided into two types: selection and extension. 
Selection variability refers to choosing elements from the core asset for a particular 
product artifact, while performing application engineering. It includes mandatory and 
optional elements specification, as well as dependencies specification. Extension 
variability, on the other hand, refers to locations in core assets at which variability 
may occur (variation point) and possible ways to realize this variability in order to 
create particular product artifacts (variants). Extension variability needs to answer 
different questions, such as: (1) Which variants can be selected at a certain variation 
point? (2) Can new variants be introduced for a particular product? (3) When will the 
variability be resolved? 
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We concentrate here on variability modeling in UML-based methods, due to the 
popularity and the wide usage of their notation in software engineering in general, the 
ease of extending them to different product and product line aspects (including 
behavioral ones, design- and implementation-related aspects, and so on), and the 
minimal requirements for additional specification (as opposed, for example, to DSLs). 

Based on the suggested framework, we reviewed different UML-based methods 
and selected the Application-based Domain Modeling (ADOM) method whose 
expressiveness in terms of variability specification includes most of the important 
concepts. We then carried out an empirical study on information systems students to 
examine how they understand a domain model (which is a type of core assets) 
specified using this method. We further checked how the domain model is utilized 
while creating specific models of applications (i.e., product artifacts in the line). 
Analyzing the study results, we claim that variability was understood and utilized 
only to a limited extent and that most of the problems were in understanding variation 
points and utilizing extension variability. 

The remainder of this paper is organized as follows. Section 2 reviews existing 
methods for modeling variability using UML, whereas Section 3 introduces and 
exemplifies the ADOM method and its mapping to other UML-based variability 
modeling methods. Section 4 elaborates on the empirical study, discussing the 
research questions, the settings, the results, and the threats to validity. Finally, Section 
5 concludes and refers to future research directions.  

2 Variability Modeling in UML-Based Methods 

Most UML-based methods in the field of SPLE define profiles to support the 
modeling of variability aspects, while some of them suggest modifications to the 
UML metamodel or specification of a "variability model" orthogonally to the UML 
models. Table 1 summarizes related work according to the way they specify selection 
and extension variability and the supported (UML) diagrams. As can be seen, most 
methods refer to both selection and extension variability. Mandatory (sometimes 
called kernel) and optional elements are usually specified using dedicated stereotypes, 
although these stereotypes sometimes refer only to variation points and variants and 
not to other elements in the core assets. Some works explicitly specify extension 
variability using both «variation point» and «variant» stereotypes, while others 
specify only one of these concepts and the other is implicitly specified from its 
relationships with the other concept. Several works explicitly refer to dependencies 
between elements in the form of «alternative_or», «alternative_XOR», «requires», 
and «mutux» stereotypes. 

In order to evaluate the comprehension and utilization of variability aspects in 
UML-based methods and to identify factors that may affect these activities, we 
conducted an empirical study with a method, called Application-based DOmain 
Modeling (ADOM) [ 26,  27]. We chose this method over other UML-based methods 
since it explicitly refers to extension variability and in particular to the selection and 
the addition of variants in certain variation points, aspects which other UML-based 
methods tend to neglect. Furthermore, it enables explicit specification of both 
variation points and variants and it allows specifying ranges of multiplicity and not 
just mandatory and optional elements. 



 Evaluating Comprehension and Utilization of Variability Aspects 159 

 

Table 1. Comparison of Variability Modeling in UML-based Methods 

Method 
name 

Selection Variability 
Specification 

Extension Variability 
Specification 

Supported 
diagrams 

RSEB [ 18]  Explicit specification of 
variation points; Variants are 
specializations of variation 
points 

Use case and 
class diagrams 

PLUS [ 13] Distinction between «kernel» 
(mandatory) and «optional» 
elements  

Explicit specification of variants 
only («variant») 

All diagrams 

Halmans & 
Pohl [ 14] 

Specification of mandatory and 
optional variation points via black 
and white triangles, respectively 

Explicit specification of variants 
(«variant»); Explicit 
relationships between variants 
and variation points via 
«include» dependencies 

Use case 
diagrams  

Ziadi et al. 
[ 34] 

Possibility to classify elements as 
«optional»  

Explicit specification of both 
variation points («variation») 
and variants («variant»); 
Variants inherit variation points, 
which are modeled as abstract 
classes 

Class and 
sequence 
diagrams  

Alves de 
Oliveira et 
al. [ 1] 

Classification of variants as 
«mandatory», «optional», 
«alternative_or», 
«alternative_XOR» for a certain 
variation point; Dependencies 
between variants are marked by 
«requires» and «mutux»  

Explicit specification of 
variation points 

Use case, 
class, and 
component 
diagrams 

Robak et 
al. [ 28] 

 Explicit specification of 
variants; Variation points are 
specified as branches in activity 
diagrams or components in 
component diagrams 

Component 
and activity 
diagrams 

SPLIT [ 8] The existence attribute indicates 
whether a variation point is 
optional or mandatory 

Explicit specification of 
variation points; Relationships 
between variants and their 
variation points are classified 
according to the variability 
mechanisms («insert», «extend», 
or «parameterize») 

All diagrams 

VPM [ 32] Mandatory variation points are 
specified as 'm', while optional 
variation points are specified as 'o' 

Explicit specification of 
variants; Variation points are 
visualized and categorized into 
four types: Parameterization, 
Information Hiding, Inheritance, 
and Callback 

All diagrams 

ADOM 
[ 26,  27] 

Associating the stereotype 
«multiplicity min=m max=n»; 
Dependencies can be marked as 
«requires» or «excludes» 

Explicit specification of both 
variation points («variation 
point») and variants («variant»); 
Variants inherit variation points; 
Variation points may constrain 
the selection and addition of 
variants 

All diagrams 
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3 The ADOM Method 

The Application-based DOmain Modeling (ADOM) method is based on a profile with 
five stereotypes, presented in Figure 1: «multiplicity», «variation point», «variant», 
«requires», and «excludes». The «multiplicity» stereotype, which is elaborated in 
[ 26], is used for specifying the range of elements in a product artifact that can be 
classified as the same element in the core asset. Two tagged values, min and max, are 
used for defining the lowest and upper-most boundaries of that range. For clarity 
purposes, four commonly used multiplicity groups are defined on top of this 
stereotype: «optional many», where min=0 and max= ∞, «optional single», where 
min=0 and max=1, «mandatory many», where min=1 and max= ∞, and «mandatory 
single», where min=max=1. Nevertheless, any multiplicity interval constraint can be 
specified using the general stereotype «multiplicity min=m1 max=m2».  

 

 

Fig. 1. ADOM's profile 

Each element in the core asset may be defined as a variation point. This is done 
using the stereotype «variation_point», in addition to the «multiplicity» stereotype. A 
«variation_point» stereotype has the following tagged values: (1) open, specifying 
whether the variation point is open or closed, i.e., whether specific variants that are 
not specified in the core asset can be added at this point in a particular product or not, 
and (2) card(inality), indicating the number of variant types need to be chosen for this 
variation point; common cardinalities are '1..1' (XOR), '1..*' (OR), '0..1' (optional 
XOR), and '0..*' (optional OR). Note that there are differences between the 
«multiplicity» stereotype and the cardinality tagged values. A variation point, for 
example, can be optional while its cardinality specification is mandatory (e.g., '1..*'), 
indicating that this variation point may not be included in a particular product, but if it 
is, then at least one of its variants (as specified in the core asset) have to be selected. 
Similarly, an open variation point can be mandatory while its cardinality specification 
is optional (e.g., '0..*'), indicating that this variation point has to be included in a 
particular product, but possibly use particular, product-specific variants (which are 
not specified in the core asset).  
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Each variant is specified using the «variant» stereotype, in addition to the 
«multiplicity» stereotype. A variation point and its variants should be of the same 
type (e.g., classes, attributes, associations, etc.). In the literature the relationships 
between a variation point and its variants may take various forms, e.g., inheritance 
and dependency [ 7]. Since variation points may specify structural and behavioral 
aspects that are relevant to all their variants, ADOM supports specifying the 
relationship between a variant and the relevant variation point via inheritance 
relationships. When not applicable, i.e., for variation points and variants that are not 
classifiers, such as attributes, operations, and combined fragments, the relationships 
between variants and variation points are specified using a tagged value, vp, 
associated to the «variant» stereotype; vp specifies the corresponding variation point. 
Note that the same element in the core asset can be stereotyped by both 
«variation_point» and «variant», enabling specification of hierarchies of variants.  

Finally, two stereotypes are defined for determining dependencies between 
elements (and possibly between variation points and variants): «requires» and 
«excludes». A «requires» B, where A and B are two (optional) elements, implies that 
if A appears in a particular product artifact, then B should appear too. Similarly, A 
«excludes» B implies that if A is included in a particular product artifact, then B 
should not.  

The suggested profile includes in addition a set of rules that specify the allowed 
combination of stereotypes. For example, the cardinality constraints of a variation 
point should be feasible in the context of the multiplicity constraints of its variants. 
However, due to space limitations, the entire set of rules is not presented here. 

Figure 2 is a part of a Check-In/Check-Out (CICO) product line specification. The 
main purpose of this product line is developing applications or software products for 
checking in and out items. Examples of products in this line are hotel reservation 
systems, libraries, renting agencies, and version control services. Items that can be 
checked out have unique identifiers, as well as attributes specifying their statuses, 
(general) details, check-in details, and check-out details. They are primarily divided 
into virtual and physical items. Based on this model, handling fees differ according to 
the item type: physical items must have delay fees handling, whereas damage and lost 
fee calculations are optional. They further have location details. Virtual items, on the 
other hand, typically have no location details and no delay, lost, and damage fees. 
They may need to handle fees when the specified loan policy is violated. According to 
the associated tagged values of the variation point (open is true and cardinality is 
optional OR, i.e., '0..*'), a particular application model may include items which are 
neither physical nor virtual. 

In a hotel reservation application, for example, the hotel rooms can be classified as 
physical items, whereas the different services provided by the hotel can be considered 
as virtual items. We could specify in the domain model an «excludes» dependency 
between Physical Item and Virtual Item, indicating that each product in the line may 
handle either physical or virtual items (but not both), but we did not do that in order to 
allow creation of CICO software products that handle both physical and virtual items, 
such as hotel reservation applications. 

To check the expressiveness of ADOM with respect to the other reviewed works, 
we mapped the different stereotypes of ADOM to those of the reviewed methods. 
Table 2 presents this mapping. As can be seen, the important concepts are explicitly 
supported by ADOM. 
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Fig. 2. Specification of Item variation point in ADOM 

Table 2. Mapping between ADOM and other UML-based methods 

Stereotype in ADOM Corresponding stereotypes in the related works 
«mandatory single», «mandatory many» «kernel» [ 13], «mandatory» [ 1] 
«optional single», «optional many» «optional» [ 1,  13,  34] 
«variation point» «variation point» [ 1,  8], «variation» [ 34], «virtual» [ 34] 
«variant» «variant» [ 13,  14, 18,  32,  34] 
Cardinality='1..*' «alternative_or» [ 1] 
Cardinality='1..1' «alternative_XOR» [ 1], «insert» [ 8] 
«requires» «requires» [ 1] 
«excludes» «mutux» [ 1] 
Inheritance between variation point and 
variant 

«extend» [ 8], «include» [ 14] 

4 Comprehension and Utilization of Variability Aspects in 
ADOM  

In order to examine the comprehension and utilization of variability aspects in 
ADOM, we conducted an empirical study, which aimed at checking the following two 
research questions: 

Question #1 (comprehension): Is selection and extension variability as specified in 
ADOM's models well understood to software modelers and to what extent?  
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Question #2 (utilization): Is selection and extension variability as specified in 
ADOM's models well utilized by software modelers and to what extent? Here we 
examined two common utilizations of core assets, namely validation of a particular 
product with respect to the relevant core asset and guidance of particular product 
creation. Both guidance and validation activities are part of application engineering 
and are conducted while designing particular product artifacts. 

The settings, results, and threats to validity of this study are reported below. 

4.1 Study Settings 

Since it is very difficult to find suitable subjects for such empirical studies – subjects 
who know the required material and who are willing to devote their time – we 
conducted the study with 15 advanced (last year) undergraduate and graduate students 
in an Information Systems program at the University of Haifa, Israel, who took a 
seminar course on domain engineering during the winter semester of the academic 
year 2009-2010. All these students had previous knowledge in software systems 
modeling and specification (this was their third course on this subject), as well as 
initial experience in industrial projects. Thus, they can be considered comparable to 
junior software modelers. During the course, the students studied various domain 
engineering techniques, focusing on the ADOM method and its ability to specify, 
guide, and validate variability. They further got homework exercises in which they 
had to model in groups of four students a domain model and four application models 
in the same domain or product line, using that domain model. Besides this, the 
students were not explicitly trained towards the experiment's tasks. 

The study took place towards the end of the course as a class assignment. This 
assignment was worth up to 10 points of the students' grades in the course. The 
students got an ADOM model of a Check-in/Check-out product line. We chose this 
example since we believe that the students are familiar with different applications in 
this domain, such as library, car rental, and hotel reservation systems. This way the 
terminology used for specifying the core asset was not strange or unfamiliar to them. 
The model included 3 use case diagrams, 3 class diagrams, and 3 sequence diagrams. 
In each diagram type, one diagram was considered main (or top level), while the 
others elaborated the different variants of certain variation points. Overall, seven 
variation points were specified. Two experts checked the models before the 
experiment took place and especially their correctness and the ability to answer the 
questions according to the models. The students had to answer questions that referred 
to comprehension, validation, and guidance of the given model, as described in the 
next sub-sections1.   

4.2 Comprehension Questions and Results 

The first task, which referred to research question #1, included 14 true/false questions 
regarding the given CICO model. Examples of questions in this part are: 

                                                           
1  The complete questionnaire can be found at 

http://mis.hevra.haifa.ac.il/~iris/research/SPLEeval/ 
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A product in the line may have the possibility to reserve items. In case the product 
supports this functionality, both loaners and workers should be able to perform it. 
(a use case diagram related question) 

A loaner may handle his/her lending by performing and modifying it. The product 
should enable recording these operations, and in particular the times in which 
they occur. (a class diagram related question) 

A product in the line may get the item details in a check out scenario by finding this 
item through the collections it belongs to. (a sequence diagram related question) 

For this task, the answers were checked according to a pre-defined solution. For each 
question we analyzed the answer correctness by examining both the final answer 
(true/false) and the explanation. An incorrect answer or explanation scored 0, a fully 
correct answer or explanation scored 1 point, and a partially correct explanation 
scored 0.5. We grouped the various questions according to the variability types they 
referred to. Table 3 summarizes the average scores achieved by the students in each 
category, divided according to the diagram types. For enabling comparison, all scores 
were converted to percentages that represent the success or correctness rate. As can be 
seen, the explanation scores were lower than the answer scores in the various question 
categories. We believe that the reason for that is the difficulty of the students to 
explicitly point out the reasons for their answers and to justify them. 

When analyzing the selection variability, we noticed that the students performance 
in the use case diagrams were very low. Since this type of diagram is relatively 
simple, we deeply analyzed the questions in this category and figured out that most of 
them referred to a model segment rather than to particular elements. The students had 
problems to find the right answers since they had to gather information from different 
sources (the elements that composed the segment).  

Table 3. Results of the first part (comprehension) 

Method Answer Explanation Comments 

Se
le

ct
io

n 
V

ar
ia

bi
lit

y Use Case 40.0% 40.0% 
The questions in this category referred to segments in 
the UC diagrams and not to individual elements. 

Class 76.7% 53.3%  

Sequence 80.0% 63.3%  

Overall 62.7% 50.0%  

E
xt

en
si

on
 V

ar
ia

bi
lit

y 

Use Case 51.1% 44.4% 
All questions in this category referred to variation points 
and how to select particular variants. 

Class 55.6% 32.2% 
All questions in this category referred to particular 
variants rather than to variation points. 

Sequence 46.7% 28.9% 
The questions in this category referred to both variants 
and variation points. 

Overall 51.1% 35.2% 
Overall, the performance of variants-related questions 
was better than that of variation points-related questions.  

 
When analyzing the extension variability results, we found out that the 

performance in all diagram types was relatively low, 46%-56%. Trying to reach a 
deeper insight, we separately examined the comprehension of variation points and the 
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comprehension of variants and we found out that the performance in variant-related 
questions was better than the performance in variation point-related questions (56% 
vs. 45% on the average). Our conjecture regarding this observation is that variation 
points are more abstract, usually refer to several elements (variants) and include 
information regarding the way to realize the variability. Thus, their specification may 
be more difficult to understand than that of variants, which are more concrete and 
focus on particular elements. 

4.3 Validation Questions and Results  

The second task, which partially referred to research question #2, included a model of 
a hotel reservation application, which is in the scope of the Check-In/Check-Out 
product line. Following the domain and application models the students were 
requested to identify places where the hotel reservation model violates the product 
line constraints. Due to difficulties in defining and understanding the semantics of 
sequence diagrams [ 33], we chose to concentrate in this part on functional and 
structural aspects only. Thus, the hotel reservation model consisted of a use case 
diagram and a class diagram. The violations referred to both selection and extension 
variability. Differently from the first task, this part was open and the students were 
not notified regarding the numbers of violations or their distribution. 

For checking this task, we prepared a list of 9 mistakes (or inaccuracies) in the 
hotel reservation application, according to the corresponding domain model. As we 
had to analyze the relevance of the mistakes found by the students with respect to our 
predefined list, we measured the performance in this part in terms of precision, recall, 
and F-measure [ 23], which are standard metrics for measuring the relevance of 
retrieved items (mistakes or inaccuracies in our case). Precision measures the fraction 
of items in the answer that are correct, while recall measures the fraction of expected 
items that are in the answer. Since the two above metrics measure different concepts, 
we used F-measure, which is a derived measure defined as the harmonic mean of 
precision and recall [ 23]:  

 F െ measure ൌ 2 כ precision כ recallprecision ൅ recall . 
 

Table 4 summarizes these measurements according to the two variability types, 
selection and extension, and the two diagram types. As can be clearly seen through 
the F-measurement, the results are poor, especially when looking at the low values of 
recall (less than 20% in the overall). However, errors that referred to selection 
variability were much easier to find than errors that referred to extension variability. 
Although the recall in the selection variability category was quite similar in use case 
and class diagrams (~27% and ~36%, respectively), the precision was quite different: 
the precision of finding errors in use case diagrams was lower than the precision of 
finding errors in class diagrams. One possible explanation to this observation is that 
the students were more familiar and experienced with class diagrams (a case that is 
also reported in [ 11]). Another explanation is that the use case diagram referred to two 
basic operations: check-out, i.e., borrowing an item, which is called check-in in the 
hotel application, and check-in, i.e., returning an item, which is termed check-out in 
the hotel application. The swapping of these terms in the particular application caused 
a lot of difficulties to the students.  
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Table 4. Results of the second task (validation) 

Method Precision Recall F-measure 
Selection 
Variability 

UC 29.86 26.67 28.17 

Class 58.93 35.56 44.35 

Overall 45.92 32.00 37.72 
Extension 
Variability 

UC 100.00 3.33 6.45 

Class 100.00 3.33 6.45 

Overall 100.00 3.33 6.45 
Overall 47.58 19.26 27.42 

 
In the extension variability category, only one student found one error in the use 

case diagram and another student found a single error in the class diagram. In general, 
we believe that the reason for this result is the fact that the mistakes and inaccuracies 
were not obvious and spanned within different model elements.  

Analyzing the students' explanations in this part, we found three sources of problems. 
First, the students had difficulties in mapping the elements of the hotel reservation 
application to the CICO elements. As this mapping may reveal anchors for validating 
particular product artifacts with respect to core assets, these difficulties also prevent the 
students from correctly identifying problems that relate to selection variability. Second, 
checking each element in the application against its corresponding core asset's element, 
which may appear in several diagrams (e.g., in the case of a variation point), is a difficult 
and exhaustive task that may yield inconsistencies in the provided answers. This 
problem, which probably affected the low recall in all categories and especially in the 
extension variability category, supports the need for well established processes, 
techniques, and tools for validating particular product artifacts against their relevant core 
assets. Finally, the openness of this task caused the students to find problems that were 
not actually mistakes, while trying to generate complete lists of problems, partially 
explaining the low precision in the selection variability category.  

4.4 Guidance Questions and Results 

Finally, in the third part, which also referred to research question #2, the students got 
a list of requirements for a library application, which also belongs to the Check In/ 
Check Out product line. Based on the domain model and the library requirements, the 
students were asked to develop a specific model for the library application. Examples 
of requirements in this part are: 

Some of the copies can be borrowed online, without visiting the library and getting 
the actual copies. However, a loaner can get these copies also physically.  

Online borrowers may not be members of the library. In this case, they have to pay 
for each online borrowing, before the copy is borrowed. Members can pay for their 
online borrowing when the due date of the borrowing arrives or when the online 
copy is expired.  

If the book or journal copy has been damaged during the borrowing, the librarian 
will ask the system to calculate the damage charges for the specific book or journal. 
For each book or journal, there are 3 damage fees: minor damage fees, medium 
damage fees, and major damage fees. 
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In this part, we examined how the aids for specifying selection and extension 
variability were utilized for guiding the creation of models for the library application. 
As different models could be provided for the same set of requirements, we graded 
the models correctness and completeness with respect to the library requirements.  

Analyzing the results, we found out that the specification of selection variability 
guides the students to a large extent. Thus, in the following we chose to concentrate 
on the extension variability specification. In particular, we separately analyzed how 
variation points and variants are utilized for guiding application development. Table 5 
summarizes the results achieved in the third part of the study with respect to the 
extension variability. The different numbers indicate the numbers of students (out of 
15) correctly/wrongly specified each variation point and its related variants. Variation 
point specification refers to the selection and addition of the different variants (as 
expressed in the open and cardinality tagged values), whereas variant specification 
refers to the structure of the relevant variants as specified in the domain model or 
inherited from the variation point specification. All the variation points were required 
for completely specifying the library application.  

We further examined the correlation between the success of utilizing a variation 
point and the success of utilizing its variant(s) using the Phi coefficient which is 
suitable for analyzing the correlation between two binary variables [ 12]. As can be 
seen, in most cases there is a correlation between the success of utilizing variation 
points and their associated variants. Two exceptions to this conclusion are the loaner 
and the item variation points. In the loaner case, which appeared in the use case 
diagrams, the variation point specified a cardinality of exactly 3 (i.e., a loaner can be 
either physical or virtual, either member or occasional loaner, and either cooperation 
or private). Almost all students (14 out of 15) did not enforce this constraint. 
However, all of them succeeded in modeling the different loaners (variants) and their 
relations to use cases. Regarding items, there was confusion between the actual items 
(copies) and their types (e.g., books). Nevertheless, when modeling a particular 
variant, the students followed all the provided guidance.  

Table 5. Results of the third task (guidance) 

# Variation point 
(VP) name 

Diagram 
type 

Element 
type 

VP 
Utilization 

Variant 
Utilization 

Correlation 
(Phi) 

1 Loaner Use case Actor 1/15 15/15 -1.00 
(est.sig=.157) 

2 Check-In Item Use case Use case 13/15 13/15 1* 
3 Item Class Class 4/15 15/15 -1.00  

(est.sig =.157) 
4 Fee Class Attribute 1/15 1/15 1* 
5 calculateFee Class Operation 4/15 4/15 1* 
6 Handle Class Association 15/15 15/15 1* 
7 getItemDetails** Sequence Comb. 

Fragment 
9/13 9/13 1* 

*  The Phi coefficient cannot be computed due to exact match.  
** Two students completely ignored this variation point and thus were omitted from the 

statistical analysis of the utilization correlation. 
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Another observation that can be made on the results presented in Table 5 is that the 
guidance provided by variation points was less considered than the guidance provided 
by the variants. With respect to the variation point guidance, only 2 variation points 
were used by most of the students (#2 and #6 in the table), 1 variation point was used 
by many students (#7) and the other variation points were used to a very limited 
extent (#1, #3, #4, and #5).  With respect to the variant guidance, most (5) variants 
were used by most of the students (#1, #2, #3, #6, and #7), while the other 2 variants 
were used to a very limited extent (#4 and #5). It can also be seen that low level 
elements, such as attributes and operations, were less handled with regard to both 
variation point and variant specifications (#4, #5, and #7). A possible reason for this 
may be that the students concentrated on main, top level concepts and the 
relationships between them, neglecting low level details.  

4.5 Threats to Validity 

In our study, we found out that variability is understood and utilized to a limited 
extent and that extension variability is more difficult to understand and utilized. 
Nevertheless, these results should be discussed under the following validity threats 
that are explained below, along with the actions we made to overcome these threats.  

The first threat concerns the number and the type of employed subjects. We carried 
out the study with only 15 students, due to the difficulty to find suitable subjects who 
are willing to devote their time. However, these students got very good grades in 
software systems modeling and domain engineering throughout the entire course (an 
average of 91). Furthermore, they were trained with the suggested profile and 
motivated (by 10 points of their final grades) to perform the requested tasks well. 
Kitchenham et al. [ 21]  argue that using students as subjects instead of software 
engineers is not a major issue, as long as the research questions are not specifically 
focused on experts. In our case, the expected users of the method are software 
developers, or more accurately modelers, who are not necessarily familiar with the 
given domain. Thus, the selected students may represent the expected users. Only 
further studies may confirm or disconfirm whether our results can be generalized to 
more experienced subjects (e.g., software developers and modelers in industry). 

The second threat we need to refer to is the simple tasks and models used in the 
study (this was done in order to adjust the tasks to the capabilities of the subjects 
within the time frame). On this issue, we can say that the models were carefully built 
referring to different variability-related challenges. However, we aim at keeping the 
models simple, yet realistic. Note that despite the small models, essential problems 
were encountered, making it interesting to check how things would result with real 
systems and large domains. 

Finally, the study was carried out with a specific method, ADOM. Although this 
method was selected after a careful examination of different UML-based methods 
(see the resultant mapping in Table 2), comparative analysis needs to be done in order 
to check the comprehension and utilization capabilities of different methods in this 
category. Such analysis can be done by defining a set of criteria, similar to the ones 
listed, for example, in [ 10] and [ 16], and examining how the different methods satisfy 
these criteria. Complementarily, this analysis can use comparative empirical 
evaluation techniques, involving several UML-based methods.  
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5 Summary and Future Work 

Variability specification is important as it may help create valid applications in certain 
domains. In this paper, we provide some empirical evidence to the difficulties in 
comprehending and utilizing variability specified in domain models and potential 
sources for these difficulties. We found out that variability was understood and 
utilized to a limited extent. The enforcement of variability-related constraints, 
especially those that refer to extension variability, and the creation of specific models 
in the domain were very difficult tasks. We found that it was especially difficult to 
utilize a domain model for validating a specific application model in the domain. 
Furthermore, the guidance of the domain model with respect to variation points was 
very limited when creating a new application model. In general, we found out that 
variation points were less understood and utilized than selection variability and 
variants. These findings call for developing explicit and focused methods and tools 
that will help comprehend variability aspects, as well as the allowed and forbidden 
options of applications, in certain domains. 

In the future, we will replicate the empirical study on larger classes of trained 
domain engineering students and software modelers and develop case studies of larger 
domains. Moreover, we intend to revise the tasks and use them for comparing 
additional variability modeling methods. These can be done in the era of UML-based 
methods, but other alternatives also exist. For example, a possible solution may be the 
adoption of a variability language such as the emerging standard of CVL [ 17] or the 
utilization of feature-oriented approaches as model composition [ 19].   

We also plan to analyze the results with respect to cognitive theories, such as those 
presented in [ 5], in order to gain further understanding on the ways according to 
which variability modeling methods should be designed. 
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Abstract. Data warehouses and Online Analysis Processing (OLAP)
have acknowledged and efficient solutions for helping in the decision-
making process. Through OLAP operators, online analysis enables
the decision-maker to navigate and view data represented in a multi-
dimensional manner. But when the data or objects to be analyzed are
complex, it is necessary to redefine and enhance the abilities of the OLAP.
In this paper, we suggest combining OLAP and data mining in order to
create a new visualization operator for complex data or objects. This op-
erator uses the correspondence analysis method and we call it VOCoDa
(Visualization Operator for Complex Data).

Keywords: OLAP, complex data, visualization, factor analysis.

1 Introduction

Data warehouses and Online Analysis Processing (OLAP) have recognized and
effective solutions for helping in the decision-making process. Online analysis,
thanks to operators, makes it possible to display data in a multi-dimensional
manner. This technology is well-suited when data are simple and when the facts
are analyzed with numeric measures and qualitative descriptors in dimensions.
However, the advent of complex data has questioned this process of data
warehousing and online analysis.

Data are said to be complex when they are:

– represented in various formats (databases, texts, images, sounds, videos...);
– diversely structured (relational databases, XML documents...);
– originating from several different sources;
– described through several channels or points of view (a video and a text that

describe the same meteorological phenomenon, data expressed in different
scales or languages...);

– changing in terms of definition or value (temporal databases, periodical sur-
veys...).

Complex data often contain a document, an image, a video, ..., and each of these
elements can be described and observed by a set of low-level descriptors or by
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semantic descriptors. This set of elements can be seen not only as complex data
but also as a complex object. A complex object is a heterogeneous set of data,
which, when combined, form a semantic unit. For instance, a patient’s medical
record may be composed by heterogeneous elements ( medical test results, X-
rays, ultrasounds, medical past history, letter from the current doctor, ...) and
is a semantic unit. It is a complex object.

As said above, warehousing and online analytical processes must be modified
in the case of complex objects. In this paper, we focus on the visualization of
complex objects. The problem of storing and modeling complex objects is dis-
cussed in other articles [6,5]. The purpose of online analysis is to (1) aggregate
many data to summarize the information they contain; (2) display the informa-
tion according to different dimensions (3) navigate through data to explore them.
OLAP operators are well-defined for classic data. But they are inadequate when
data are complex. The use of other techniques, for example data mining, may be
promising. Combining data mining methods with OLAP tools is an interesting
solution for enhancing the ability of OLAP to analyze complex objects. We have
already suggested extending OLAP capabilities with complex object exploration
and clustering [2,3].

In this paper, we are concerned with the problem of the visualization of com-
plex objects in an OLAP cube. By this means, we aim to define a new approach
to extending OLAP capabilities to complex objects. With the same idea of com-
bining data mining and online analysis, some works suggest using Visual Data
Mining technology for visually and interactively exploring OLAP cubes. Mani-
atis et al. list possible representations for displaying a cube and offer the CPM
model (Cube Presentation Model) as a model in an OLAP interface [11]. The
CPM model borrows visualization tools from the field of the HMI (Human Ma-
chine Interface). Unfortunately, these works do not take complex objects into
account. In a cube of complex objects, the facts are indeed complex objects, and
the dimensions can include images, texts, descriptors, ... and OLAP measures are
not necessarily numeric. Given these characteristics, standard visualization tools
are not necessarily well-suited and should be adapted. To do this, we use Cor-
respondance Analysis, a factor analysis method known in data mining, because
it makes it possible to visualize complex objects while highlighting interesting
facts for analysis [4,13]. Correspondance Analysis represents objects by project-
ing them on to factor axes. In a previous paper, we laid the foundations for
this proposal [12]. In this paper, we complete and improve our first proposal by
taking into account the measure to visualize complex objects, using indicators to
make interpretation easier. We thus offer a comprehensive approach and a new
OLAP operator entitled VOCoDa (Visualization Operator for Complex Data).

To illustrate our point of view, we complete the previously used case of re-
searchers’ publications, presented in the next section. A publication can be seen
as a complex object, or as a semantic entity. We plan to analyze publications
according to their authors, national or international range, support such as a
conference or a journal, etc. We aim to observe the diversity of the themes in
which researchers publish and the proximity of authors when they are working



174 S. Loudcher and O. Boussaid

on the same themes. We need a number of OLAP operators which explore the
semantic content of publications. We do not want to limit ourselves to clas-
sic online analysis, which provides arithmetic operators for aggregating numeric
data.

This paper is organized as follows. First, we present the running example of
the analysis of scientific publications in a research laboratory. Then in section
3, we continue by positioning and presenting our approach. In section 4, we
develop our approach through analysis of the publications. We end this paper
with a conclusion focusing on certain future perspectives (section 5).

2 Running Example

A scientific paper can be viewed as a complex object, and thus as a semantic
unit. It consists of items such as the year, the support (the name of the journal
or the conference) with a national or international range, and the document
itself. The document contains the name of the authors, the title, a summary
and the body/content of the paper. An author can be represented by his name,
by his picture (image), as well as by other attributes such as his status (full
professor, associate professor, PhD student,...). Here, we observe publications as
complex objects. To handle these semantic entities, we therefore need an adapted
modeling and analysis tool.

In addition to standard descriptors such as year, type, authors, number of
pages, etc., the user may also want to analyze the semantic content of the pub-
lication, i.e. the topics and content of the publication. The semantic content of
the publication must be taken into account when modeling and carrying out an
analysis. Let us suppose that the user wants to analyze publications according
to the first author, support, year, content and topics of the paper.

As we are in the context of data warehouses, the first step is to model publica-
tions in a multi-dimensional manner. In a multidimensional model, we represent
facts that are analyzed through measures, usually numerical, and dimensions
representing analysis axes [10,7]. These dimensions include descriptors of the
facts, and can be grouped into hierarchies with different granularity levels. In
our multidimensional modeling, the fact is the publication (cf. figure 1). We
choose to observe it in relation to several dimensions: time, authors, support,
keywords of the publication and document. In the time dimension, the year rep-
resents the finest level. It can be grouped by period. The authors dimension
contains two hierarchical levels that aggregate authors according to their status.
The dimension support provides the name of the conference or journal or book,
as well as the volume, and number of pages. The type level aggregates support
according to type (conference, journal, chapter, book, ...). Types of publica-
tion may be aggregated according to their national or international scope. The
last two dimensions are semantic dimensions with the keywords associated to
the publication and the document itself. Keywords can be grouped by themes
then by metathemes (families of themes). Publications are written in English or
French, but all keywords are in English. The document dimension contains the
title, the abstract and the body of the paper.



OLAP on Complex Data 175

Fig. 1. Multidimensional modeling of publications

Another point of view is that the facts could also be Authors, analyzed ac-
cording to their publications, status, etc.; in the same way, keywords could be
the facts, analyzed according to authors, years, and so on. In multidimensional
modeling, measures and dimensions are interchangeable [8].

In this model, there are therefore ”classic” dimensions with hierarchies, and
semantic dimensions consisting of a hierarchy of concepts (keywords, themes and
metathemes) and the document itself.

In multidimensional modeling of publications, difficulties are encountered
when it comes to defining one or more numeric measures. In our model, the
fact being observed was the publication and it was a combination of all dimen-
sions without a measure. Generally, in case like this where there are no measures
, the aggregation function COUNT can be used to count the facts. This solution
is always possible in our case, but it is not sufficient because the analysis which
follows is too poor.

In cases with no measure, we use the function COUNT to count publications,
but we seek other means to analyze publications in order to discover thematic
proximity, authors who work together,... We consider a publication as a complex
object and we are looking for a way to make a semantic analysis. We propose
a visualization of complex objects which takes the semantic content of objects
into account. This explains our decision to use a factor analysis method for the
visualization of complex objects. This new visualization method fits completely
with the online analysis of complex objects.
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3 Positioning and Principle

Generally, OLAP interfaces represent a cube as a table, or cross-table (con-
tingency table). In an attempt to exceed the limits of standard interfaces, more
advanced tools offer visual alternatives to represent the information contained in
a cube, and to interactively browse the cube. Among existing alternatives, there
are hierarchical visualizations (trees of decomposition, ...), multi-scale views, in-
teractive scatter plots, and so on. Vinnik et al. suggest an improved standard
OLAP interface that gives users a dynamic decomposition of the cube with hi-
erarchical visualization techniques [17].

For a better visualization of information, Sureau et al. suggest rearranging
the modalities of a level according to heuristics, based on distance between the
elements in a dimension or according to a genetic algorithm [16]. Genetic algo-
rithms make it possible to modify the cube, thus maximizing evaluation viewing
criteria. However, heuristic algorithms, are more competitive than genetic al-
gorithms because they give a better ratio between improved visualization and
computation time. In the future, authors hope to integrate all their reorgani-
zation algorithms into their virtual reality platforms VRMiner for a complete
OLAP environment.

With a statistical test, Ordonez and Chen searched within a cube (of low
dimension) for neighboring cells with significantly different measures [15]. The
average comparison test detected cells that had very different values while they
were in the same area in the cube. Searching all cell pairs with different values
is a highly combinatorial problem; the authors suggest limiting the search to a
reduced, user-defined space. The approach is developed with a set of SQL queries
that transform the search space into a lattice. The algorithm then goes through
the lattice and for each candidate cell pair performs the statistical test. A GUI
allows you to view the results.

The idea proposed in this paper is promising and shows the advantage of
using data mining techniques to enrich the capacities of OLAP. However, using
a parametric statistical test obliges the authors to make assumptions about
the data, such as for example that measure probability distribution which must
follow normal distribution (a Gaussian distribution). Although the authors think
that this assumption is low and generally true for the data they use, we think
that it is not the case generally speaking. This theoretical assumption is a real
limitation for using this approach. Furthermore, the proposed approach that
highlights cells that differ greatly, is a more explanatory approach than the
visualization approach.

In the context of Web 2.0 and OLAP applications, Aouiche et al. are particu-
larly interested in tag clouds [1]. The principle of a tag cloud provides a visual
representation of keywords on a Web site. Generally, words appear in a font
size that is greater than that of the words used on the site. The keyword cloud
can be viewed as a semantic abstract of the web site. Applied to OLAP, this
principle can use a tag cloud to represent a cube where each keyword is a cell
and where keyword size depends on the measured value of the fact (cell). This
new cube representation makes it possible to use specific tag cloud operations
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such as sorting keywords according to their size and removing keywords with
small sizes. To assist the user in his exploration of the cube, Aouiche et al. built
classes of similar keywords and rearranged the attributes of the dimensions.

In areas other than OLAP, many works focus on how to visualize complex
data. Between data mining and information retrieval, Morin worked on graphic
browsing in text documents [14]. After having cleaned the data (removing stop-
words, extracting lemmas or keywords,...) a lexical table (crossing documents
in rows and keywords in column) was analyzed and displayed with a factor
correspondence analysis.

Compared with the other approaches presented, we suggest a visualization
operator (1) in the context of online analysis (2) that requires no assumptions
about the data (3) that is suitable for complex objects (4) and that takes into
account the semantic content of the data. Works on OLAP visualization do not
deal with complex objects (even if some might be adapted to such data) and do
not take into account the semantic content (only tag clouds seem to do this).

To visualize complex objects, we propose an approach that uses Correspon-
dance Analysis, a factor analysis method known in data mining [4,13]. We use
Correspondance Analysis because it makes it possible to visualize complex ob-
jects while highlighting interesting facts for analysis. This factor method is best
suited to the scatter or complex object cube. When facts are complex objects,
often there is no measure in the classical sense of multi-dimensional modeling.
However, it is always possible to count the facts. In this case, the complex ob-
ject cube with several dimensions with the COUNT function can be seen as a
contingency table. Correspondence analysis can be used to display the facts.

Correspondence analysis is a method for decomposing the overall Phi-square
or Inertia (proportional to the Chi-square quantity) by identifying a small num-
ber of axes in which the deviations from the expected values can be represented.
Correspondance analysis produces factor axes which can be used as new dimen-
sions, called ”factor dimensions”. These new axes or dimensions constitute a
new space in which it is possible to plot the facts i.e. complex objects. The first
factor plane (the space defined by the first two factor axes) makes it possible to
display the facts. Using correspondence analysis as the visualization operator is
fully justified because this method has the same goal as OLAP navigation and
exploration.

Our principle may be compared to the latent semantic analysis (LSA) tech-
nique used in information retrieval [9]. Latent semantic analysis and correspon-
dence analysis are two methods that seek to reduce the size of a space so as
to highlight any links in the data. Correspondence analysis is preferred in our
context because it provides more a synthetic graphic representation as well as
indicators of the quality of the graphic representation.

4 Process

We provide OLAP users with a process composed of several steps:

– building the complex object cube,
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– constructing the contingency table,
– completing the correspondence analysis,
– mapping complex objects on the factorial axes.

Suppose that the user wants to study keywords in order to identify the major
research fields in which researchers are working. In addition, the user would
like to identify researchers working on the same keywords. To meet these user
requirements, we must provide the user with a visualization of publications by
author and keyword, while making it possible to navigate inside the data.

4.1 Notations

According to the notations proposed in [3], let C be a cube with a non-
empty set of d dimensions D = {D1, ..., Di, ..., Dd} and m measures M =
{M1, ...,Mq, ...,Mm}. Hi is the set of hierarchical levels of dimension Di. Hi

j

is the j hierarchical level of dimension Di. For example, the type of publication
dimension D1 has two levels: the level Type denoted H1

1 and the level Scope
denoted H1

2 .
Aij = {aij1 , ..., a

ij
t , ..., a

ij
l } is the set of the l members or modalities aijt of

the hierarchical level Hi
j of the dimension Di. The level Scope (H1

2 ) has two

members: International, denoted a121 and National, denoted a122 .
A cell in the cube C is full (or empty) if it contains at least one fact (or does

not contain facts).
Generally, a cube can represent a set of facts, with values involved in the

measure Mq according to the members Aij of the dimensions {D1, ..., Di, ..., Dd}
that characterize the facts to a given level Hi

j .

4.2 Complex Object Cube

Depending on what the user wants to analyze, a cube is defined. This constructed
cube is a sub-cube from the initial cube C.

Let D′ be a non-empty sub-set of D with p dimensions {D1, ..., Dp} (D′ ⊆ D
and p ≤ d). The p-tuple (Θ1, ..., Θp) is called a sub-cube according to D′ if
∀i ∈ {1, ..., p}, Θi �= ∅ and if there is an unique j ≥ 1 such that Θi ⊆ Aij .

A sub-cube, noted C′, corresponds to a portion from the initial cube C. Of the
d existing dimensions, only p are chosen. For each chosen dimension Di ∈ D′, a
hierarchical level Hi

j is selected and a non-empty sub-set Θi of members is taken

from all the member set Aij of the level.
For example, the user can choose to work in the context of the publications

that were written between 2007 and 2009, by authors with the status of full
professor. And in this context, the user can build, as in figure 2, a cube of
publications based on keywords, year of publication and the name of the first
author. In our example, the sub-cube is given by (Θ1, Θ2, Θ3, Θ4)= ({full pro-
fessor},{2007, 2008, 2009},{Keyword 1, Keyword 2, ..., Keyword 4},{Author
1, Author 2, ..., Author 4}). The measure Mq is the number of publications
(Count).
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Fig. 2. Cube of publications

4.3 Contingency Table

Classically, correspondence analysis takes as input a contingency table. In our
approach to online analysis of complex objects, the idea is to use traditional
OLAP operators to build this contingency table.

In the sub-cube C′, the user chooses two levels (that is to say, he chooses one
level for two different dimensions i and i′), on which he wants to visualize com-
plex objects. Let Θi (respectively Θi′ ) be the set of l (respectively l′) members
chosen for the level of the dimension i (respectively i′). The contingency table T
has l rows and l′ columns the titles of which are given by {aij1 , ..., a

ij
t , ..., a

ij
l } and

{ai
′j′
1 , ..., ai

′j′
t′ , ..., ai

′j′
l′ }. At each intersection of row t and column t′, are counted

the facts having the members aijt and ai
′j′
t′ .

In our example, the contingency table crosses all the keywords with all the
authors in the sub-cube. This consists in counting facts covering 3 years by doing
a roll-up of the dimension year. This gives us a cross table with keywords in rows
and authors in columns (figure 3). At the intersection of a row and a column,
we have the number of publications written by an author for a given keyword.
This table is ready to be processed by a correspondence analysis.

If the measure used is other than a simple count, and if it is a numerical
measure, additive and with only positive values, then it is possible to use it to
weigh the facts in the contingency table. The user is given the choice of using
this measure as weighting or not.

4.4 Correspondence Analysis

Processing a correspondence analysis consists in projecting data on to synthetic
axes so that much information is expressed by a minimum number of axes.
The goal is to reduce the size of the representation space, that is to say, to
reduce the number of rows and columns. Rows and columns have similar roles.
The correspondence analysis makes possible simultaneous visualization of the
projections of rows and columns in the same plane. The proximities between
rows and columns can be interpreted.
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Fig. 3. Contingency table

In practice, the method starts by calculating the eigen values from which are
deduced eigen vectors that define the factor axes. As the first two axes contain
the most information, they define the first factor plane. Once row points and
column points have been projected on to axes, auxiliary statistics are reported
to help evaluate the quality of the axes and their interpretation. For each point,
the most important statistics are the weight, the relative contribution of the
point to the axis’ inertia and the quality of the representation on the axis (given
by the cosine2). To give an interpretation of an axis and analyze proximity
between points on an axis, only points which contribute strongly to the inertia
of the axis (whose contribution is three times the average contribution) and
which are well represented by the axis (whose cosine2 is higher than 0.5) are
taken into account.

In our example, publications are represented by keywords and by authors;
thanks to the correspondence analysis, identifying associations between authors
and keywords will be possible. Figure 4 is a very short illustration of a possible
result: keyword 1 and 2 are very close, suggesting that relevant publications were
written by authors working on the same topics. However, keywords 3 and 4 are
far apart and therefore appear to fall under two different research fields. The
position of the authors makes it possible to have an overview of the search fields
in which they work. For example, authors 3 and 5 seem to work in the same
fields, while they are opposed to authors 1 and 2, who themselves are opposed
to author 4. We thus get a graphic summary of what authors work on, and with
whom.

4.5 Visualization

The first two factor axes are retained as new factor dimensions, because the
coordinates in the projected objects give their position on these new axes. They
can be seen as members of dimensions. As explained above, it is possible to
interpret the factor dimensions.
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Fig. 4. First factor plane as a new graphic representation

Once the graph has been constructed (cf figure 5), an interactive tool gives, for
each point, i.e. keyword or author, its statistic indicators (relative contribution
and cosine2). Keywords and authors that have high indicators are represented in
a different color. Thus, the user sees the most relevant points for analysis. Factor
analysis provides automatic help in understanding and to analyzing information.
For example, the user can easily identify the most characteristic keywords, au-
thors who work together or who do not work together and finally groups of
authors working on certain keywords. In addition, if the user so requests, a
photograph of the authors can replace their name. In an OLAP framework, it is
efficient to use the most significant descriptors of dimensions in order to enhance
the readability of the results obtained.

Furthermore, according to the OLAP principle, it is also possible on each
point to perform a drill-down to see related publications (represented by their
title). The user has another possibility of projecting a hierarchical level of an-
other dimension into the graph. The members of this new level will be projected
as points in factor space but they have not been involved in the construction
of the axes. To maintain statistical consistency, only hierarchical levels whose
dimensions are not in the sub-cube can be used as additional elements. A level
of a dimension already used would be dependent on another level. In our ex-
ample, the user could use as an additional element type of publication (journal,
conference, technical report ...).

4.6 Implementation

To validate our approach, we have developed a software platform named PUMA
(PUblication Modeling and Analysis). This prototype affords to feed the data
warehouse with the publications, to build the complex object cube and to make
an online analysis of publications.
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Fig. 6. PUMA application (PUblication Modeling and Analysis)

PUMA is a Web 2.0 Open Source application developing in PHP ; the data
warehouse is built with MySQL. The application also uses the software R with
its package FactoMineR. It is designed as a three-third architecture with a con-
figuration interface, an application server and a database server. From the con-
figuration interface, the user feeds the data warehouse, defines the context of
analysis by building a cube and parameters analysis he wishes to achieve. From
a technical point of view, the graphic interface is managed by an ExtJS frame-
work and with an Ajax support. From a user point of view, the application
looks like an accordion that has to be deployed step by step: cube construc-
tion, correspondence analysis process, publication visualization and reporting
(cf figure 6).

5 Conclusion

In this paper, we have developed an approach to online analysis for complex
objects. Our approach has demonstrated the feasibility of using correspondence
analysis to make it possible to visualize complex objects online. Our visualiza-
tion operator takes into account the semantic content of complex objects. Our
approach of displaying complex objects naturally takes its place in the online
analysis. The publications case study illustrates our approach. Producing a soft-
ware platform has allowed us to validate it.

In the multi-dimensional model, publications are described by keywords.
Rather than asking authors to assign keywords themselves manually to their
publication or rather than using an ontology, we think that it would be more
relevant to automatically extract the keywords from the title, summary, or text
(body) of the publication. Indeed, if the keywords were automatically extracted,
they would capture some of the semantics contained in the document. Using in-
formation retrieval (IR) principles, keywords could be extracted automatically.
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Furthermore, as publications contain documents and documents contain text,
our idea is to use certain information retrieval (IR) techniques in order to model
publications. The use of IR techniques can allow us to extract semantics from
the text and this semantic information may be very helpful for modeling publica-
tions in a multi-dimensional manner. In addition to combining OLAP and data
mining, the coupling of OLAP and IR should further enhance online analysis.
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6. Boukraâ, D., Ben Messaoud, R., Boussaid, O.: Modeling XML warehouses for com-
plex data: the new issues. In: Open and Novel Issues in XML Database Applica-
tions: Future Directions and Advanced Technologies, pp. 287–307 (2009)

7. Chaudhuri, S., Dayal, U.: An overview of data warehousing and OLAP technology.
SIGMOD Record 26(1), 65–74 (1997)

8. Codd, E.F., Codd, S.B., Salley, C.T.: Providing OLAP (On-line Analytical Pro-
cessing) to User-Analysts: An IT Mandate. Hyperion Solutions Corporation
(1993)

9. Deerwester, S., Dumais, S., Furnas, G.W., Landauer, T.K., Harshman, R.: Indexing
by Latent Semantic Analysis. Journal of the Society for Information Science 41(6),
391–407 (1990)

10. Kimball, R.: The Data Warehouse Toolkit. John Wiley & Sons (1996)
11. Maniatis, A.S., Vassiliadis, P., Skiadopoulos, S., Vassiliou, Y.: Advanced visualiza-

tion for OLAP. In: Proceedings of the 6th ACM International Workshop on Data
Warehousing and OLAP (DOLAP 2003), pp. 9–16 (2003)

12. Mabit, L., Loudcher, S., Boussaid, O.: Analyse en ligne d’objets complexes avec
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Abstract. Various business process modeling notations give an opportunity to 
include elements that belong to different enterprise architecture models in the 
business process representation. Each model that relates to the business process 
via its elements can be viewed as a dimension of the business process. Thus the 
organizational structure model (performer model), goal model, data model, 
location model, and other models represent a particular dimension of the 
business process. One of the dimensions that have not yet evolved into a model, 
which could be easily related to the business process, is knowledge dimension. 
The paper presents knowledge state transition model rooted into the notion of 
knowledge code, analyses knowledge representation capabilities of existing 
business process modeling languages, and proposes a business process activity 
template, which includes internal and external representations of knowledge 
dimension. The template helps to clarify several issues with respect to 
knowledge dimension of business process models and to move forward towards 
the business process modeling language that can incorporate all modes of 
knowledge included in knowledge state transition model.  

Keywords: data, information, knowledge, business process model. 

1 Introduction 

The period of distrust in business process model based approaches due to 
unsuccessful re-engineering efforts, which took place in the previous century, is over; 
and business process modeling again becomes an important topic in scientific 
literature [1-4]. However, it is worth to remember that business process engineering 
has to be a holistic approach and take into consideration various aspects or 
dimensions of the business system, including organizational and individual 
knowledge [1-5].  

While importance of knowledge dimension is well recognized, there is no clear 
theoretical background and successful practical experiments of inclusion of this 
dimension in business process modeling languages.  In such languages as IDEF0, 
IDEF3, EPC diagrams in ARIS tool, GRAPES BM in GRADE tool, UML 2.0 activity 
diagram, and BPMN 2.0 data, information and material flows are often represented by 
the same symbols and without any unambiguous definitions of the concepts. On the 
other hand, knowledge modeling languages (KMDL, GPO-WM, PROMOTE, and 
RAD) allow to model knowledge, but do not address process logic to full extent and 



 Knowledge Dimension in Business Process Modeling 187 

 

thus there is no possibility to represent data [6, 7]. Currently, from the point of view 
of various ways how data, information, and knowledge are used in organizations, the 
following issues are not yet fully supported in any of the above-mentioned business 
process modeling and knowledge modeling languages:  

• Possibility to separate information and data during business process modeling 
• Opportunity to identify the owner of data, information, and knowledge 
• Possibility to identify, plan, and manage knowledge of the role required for 

participating in a particular activity and linking this knowledge to the 
organizational competence model 

• Possibility to evaluate the amount of lost organizational knowledge if a person 
– owner of knowledge – leaves the organization, i.e., to identify which tacit 
knowledge in which cases should be transformed into explicit knowledge, 
such as documents, rules, systems, etc. 

• Opportunity to improve understanding about the knowledge usefulness, 
validity, and relevance for particular activities in a process 

• Opportunity to enable competence requirements management and proactive 
training based on a process reengineering impact analysis 

The goal of this paper is to provide theoretically sound representation of the 
knowledge dimension that would give an opportunity to support above-mentioned 
issues in business process modeling. We aim at obtaining new knowledge helpful for 
developing modeling languages that could handle all relevant aspects related to 
knowledge dimension.  

We have already tried to address knowledge dimension by using BPMN notation in 
our previous work [6]. This lead to the introduction of specific symbols for data, 
information and knowledge objects. Experiments with the notation revealed that the 
relationship between the phenomena behind the symbols is somewhat unclear in the 
modeling process. Therefore, in this paper, we focus on analysis of this relationship 
by investigating intersection of modern information theory assumptions and 
knowledge management definitions of information and knowledge.  

In Section 2, we ponder over the terms data, information, and knowledge and come 
to the conclusion that the use of information codes as a supplementary term helps to 
clarify relationship between previous three terms. The state transition model of 
knowledge, which is taken as a theoretical basis for inclusion of knowledge 
dimension in business process model, is represented in this section, too.  We use all 
four terms (data, information, knowledge, and information code) to define 
information interaction in homogenous and heterogeneous environments. In Section 
3, we analyze existing business process modeling languages in the context of 
information interaction.  In Section 4, the template of a business process activity with 
visible knowledge dimension is proposed and an example of its use is represented. In 
Section 5, pros and cons of the proposed approach are discussed.  

2 Constituents of Knowledge Dimension 

Data, information, and knowledge are concepts that are widely used in various fields 
of human activities. Their meaning is discussed in various fields of research since 
ancient times. Despite of numerous research works and scientific theories on 
interpretation of data, information, and knowledge in psychology, epistemology, 
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social science, philosophy, cognitive science, and information theory; these terms are 
still used intuitively and often lack explicit unified definition within the areas of 
research. Most often data are associated to databases and knowledge is related to 
human beings, while information is attributed to both – databases and human beings. 
Uncertainty exists not only in definitions, but also in the practical use of the concepts. 
Usually in representation of flows between activities in existing languages of business 
process modeling do not distinguish between definitions of data, information, and 
knowledge and do not provide specific symbols for their representation in business 
process model [6]. Let us consider a business case when a seller who works with a 
cash register perceives barcodes and the data on the receipts just as data without 
certain meaning. However, for a commodity researcher this data provides meaningful 
information on goods; and processing of this information brings knowledge about 
sales volumes. In another case, a bank employee uses several information systems 
(IS) with different level of intelligence: without data interpretation, with data 
interpretation, and with ability to create new knowledge. Here it should be possible to 
distinguish between different types of inputs and outputs according to the level of 
intelligence of the system and to identify whether the bank employee has knowledge 
that enables him/her to understand and interpret data provided by the system. One 
more case that shows the difference between information and knowledge flows is 
situation where  bank employee increases knowledge and speeds up client servicing 
when he/she tries to remember which products were corresponding to client goals; but 
this information about the goals of a particular client becomes insignificant when the 
next client comes to the desk. Thus, information flow appears when the bank 
employee remembers it temporarily and does not transform it into knowledge. 
Alternatively, the knowledge flow is significant if the bank employee accumulates 
information in order to improve his/her decision-making ability. From above-
mentioned cases, we can see that it is essential to understand what exactly (data, 
information, or knowledge) is transferred between the activities and how this could be 
represented separately in the process models.  

In this paper, we do not discuss various interpretations of the above-mentioned 
terms deeply [8, 9, 10, 11, 12]. We focus on the relationship between data, 
information, and knowledge and rely upon the following observations and 
assumptions: 

• Knowledge is located in the knowledge holder (natural or artificial) 
• Knowledge in the knowledge holder (e.g., human brain) has a particular 

structure that may be regarded as a “mental model”. The “mental model” can 
be natural or artificial, tacit and externalized, implicit and explicit 

• Any business process involves a knowledge process which is performed by a 
natural or artificial knowledge holder 

• If several knowledge holders are involved in the business process - data, 
information and knowledge exchange between them is possible. This exchange 
differs from the exchange of other substances as it is asymmetric: The amount 
of given information may differ from the amount of received information; and 
the knowledge holder does not lose knowledge by giving information based on 
this knowledge. 

To obtain a holistic and at least semi-formal view of the relationship between data, 
information, and knowledge we use theory that shows that in information exchange a 
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substance called ‘information codes’ is involved [8], i.e., information exchange is 
accomplished via information codes.  

Suppose the knowledge holder (object O1 provides information codes T1 to another 
knowledge holder (object O2). The state transition in O2, which receives this 
information, is illustrated in Fig. 1. In the first phase, the object O2 receives particular 
information code Ic1. To perceive the code the object needs a particular “linguistic 
device” that can recognize the code (e.g., if the code is information in English, it can 
be recognized if there is a “device” that can handle English). The received code is 
transformed into data ∆d. Thus, data are functional values of information codes, 
which correspond to new parameters of object state obtained in interaction with 
another object.  
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Fig. 1. State transition in the knowledge owner when it receives information codes  

In the next phase, object O2 defines the meaning of obtained data ∆d. This is a 
subjective interpretation of ∆i by current knowledge of K1 of O2 taking into 
consideration M1 – the set of its current needs or goals. According to [9] structured and 
processed data is information that is time dependent (relevant only in a given point of 
time) and correct with respect to the processed data set. In general, the amount of 
received information can be calculated as a difference between knowledge obtained 
after data interpretation and knowledge possessed before the interaction with object 
O1: ∆i=Z1-Z2. It can be regarded as a measure of reduction of uncertainty for choosing 
actions in order to achieve particular goals M1 [13]. 

Information exists from the moment the data is interpreted until the moment when 
the information has been absorbed or included in the mental model of the object. The 
content or structure of the mental model (including procedural and declarative 
knowledge, which is stored in it) can be changed as the result of information 
absorption. 
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Finally, recognition of obtained information ∆i takes place. The implementation can 
lead to changes of internal state parameters of object O2 or/and to the next cycle of 
interaction with the environment. Several overlapping options of implementation can 
take place: (1) a reflective action: K1+∆iR; (2) object O2 delivers appropriate set of 
information codes: K1+∆iIc2 in case of starting the next cycle of interaction with 
object(-s) from its environment; (3) object’s mental model (internal state) can change 
under certain conditions when obtaining new knowledge: K1+∆iK2. According to 
[14] knowledge is reasoning about data that is stored in object’s “mental model” in 
order to promote action, problem solving, decision-making, learning, and teaching. 
Knowledge is a higher organizational level of data that allows their specific 
interpretation. Requirements to data organization level can vary from a simple 
grouping of the data to complicated data hyper-structures.  

Thus according to [8] a single cycle of information interaction between object and 
its environment has three sequential phases: (1) the object receives information codes 
from its environment, (2) it interprets the obtained codes, and finally (3) it recognizes 
the information obtained by interpretation (reflects upon it, absorbes it, and/or puts it 
into the action). In Fig. 2 a simplified example with two objects (the process 
performer (analyst) and the document that includes interview protocols) is shown. 

  

Perception 

Interpretation

Realization

IcD1 – actual 
changes in BPs

Activity - As-is BPM analysis

Data obtained from the perceived 
information codes

Interpretation of data based on the present goals 
and knowledge, e.g., knowledge about BP 
modeling languages, organizational structure, 
project goals 

Information realization happens as processing of 
new knowledge about actual BPs in the company

Document
(Interview protocols)Analyst 

 

Fig. 2. A simplified example of an activity 

In the above-given example the analyst performs the activity of analyzing as-is 
business process model that is described in Document D1. When reading this 
document, the analyst perceives information codes by his/her receptors and obtains 
certain set of data. In this stage, perceived data does not have any meaning for the 
analyst. According to above-mentioned information theory, perceived data are 
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compared with the present goals/needs and background knowledge (e.g., PB modeling 
languages, organizational structure, project goals) of the analyst. As the result the 
subjective interpretation of data (or information) is obtained. Finally, the information 
is recognized by the analyst as new knowledge about actual business processes in the 
company. It means that the recognition process changes the mental model of the 
analyst (e.g., by enriching it with new links or nodes, reorganizing or generalizing 
existing structure, or adding new values for structure elements). 

The performer of a business process can receive information codes in three 
different ways, namely, from human, from active artificial object, and from passive 
artificial object. Depending on the situation the interchange of information codes can 
take place in homogenous (human-human, IS-IS) or heterogeneous (human-IS, IS-
document, human-document) environments. In Fig. 3 and 4 internal changes in 
objects (knowledge holders) are illustrated. Fig. 3.A shows information code 
interchange and new knowledge (natural or artificial) development in homogenous 
environment (on the left: human-human and on the right: computer IS-IS). Fig. 3.B 
illustrates how natural or artificial knowledge holder interacts with the passive 
knowledge holder (document).  

 

 

Fig. 3. Different types of information interaction. A: Information interaction in homogenous 
environments; B: Information interaction between active knowledge holders and passive 
knowledgeholders (P – perception, I – interpretation, R – recognition) 

 

Fig. 4. Information interaction in heterogeneous environment (among active objects) (P – 
perception, I – interpretation, R – recognition) 



192 L. Businska and M. Kirikova 

 

Figure 4 illustrates heterogeneous environment with two different types of 
knowledge holders. The interchange and knowledge development can proceed 
differently depending on the level of intelligence of the IS (computer system): from 
the left to right: without data interpretation; with data interpretation only, and with 
learning ability. 

The above analysis of information interaction shows that changes in knowledge are 
initiated by perception of particular information codes. Thus, for representing the 
knowledge dimension it would be necessary to show knowledge before and after 
perception of information codes as well as the coded information itself.  The potential 
of contemporary business process modeling languages in this regard is examined in 
the next section. 

3 Information Exchange in Business Process Context 

In our previous work [6] we analyzed different attempts to include knowledge 
dimension in business process modeling and knowledge modeling languages and we 
proposed to integrate knowledge-oriented modeling language KMDL [15] and BPMN 
notation [15]. In this work three different objects were used: knowledge objects, 
information objects and data objects.  However, further experiments with the 
integrated notation showed that it is difficult to distinguish between data and 
information objects. Theoretical issues discussed in the previous section clarify the 
reason behind this difficulty. It shows that data is an internal rather than the external 
phenomenon with respect to the knowledge holder; and interchange of perceivable 
knowledge is accomplished via information codes. None of the approaches analyzed 
in [6 and 7] took into consideration information codes and therefore they are not 
directly applicable for representation of knowledge dimension in the way it is 
described in the previous section. In particular, BPMN provides opportunity to model 
only information and data flow using the same modeling constructs [6, 15]. 

In the proposed approach, the main difference from existing notations is outlining 
the owner of the data, information, and knowledge, which can be a human or an 
artificial object. The processing of information codes occurs inside the actor, but in 
the model it is shown just as the result of the processing: obtained knowledge or 
received interpretation of data (information). Additionally, actors have a link to 
materialized or non-materialized knowledge, which is used as a resource for 
processing information codes.  

Both business process modeling [6] and knowledge modeling [7] approaches 
concern the linkage between the business processes and knowledge. Since in practice, 
knowledge modeling languages are used less often than business process modeling 
languages; in this paper we mainly consider business process modeling languages in 
order to see how appropriate they are for inclusion of knowledge dimension. The 
following business process modeling languages were analyzed: GRAPES BM – in 
GRADE tool [17], EPC diagrams in ARIS [18], KMDL [19], IDEF 0 [20], UML 2.0 
activity graphs [21], and BPMN 2.0 [16]. The languages were analyzed from the 
following two points of view (1) possibilities to represent data and knowledge (Table 
1) and (2) possibilities to represent process logics (Table 2). Both views are important 
for representation of static and dynamic aspects of knowledge in individual 
knowledge holders and in the whole business process.  
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The contents of Table 1 and Table 2 are based on the results obtained in the 
previous research [6, 7]. In [6 and 7] we analyzed syntaxes and semantic of modeling 
languages in order to understand their data, information, knowledge interpretation and 
modeling capabilities. In addition, we illustrated the described differences of data, 
information, and knowledge representation by modeling the same business process in 
the selected modeling languages.  

Table 1. Representation of inputs, outputs, and resources ( “-“ means “does not support”; “-/+” 
means “somewhat supports”; “+” means  “inclusion is possible”; “++” means “almost fully 
supports”, and “+++” means “supports fully”) 

Criteria   GRAPES EPC IDEF0 KMDL UML  BPMN  

Input/output [data] + +++ + - + ++ 
Input/output [information] + +++ + + + ++ 
Input/output [knowledge] - +/- - +++ - - 

Resource [knowledge] - - - - - - 

Resource [human] + ++ + - - + 

Resource [artificial] + + + - - + 

Resource [data store] + + - - + + 

Table 2. Representation of process logics ( “-“ means “does not support”; “-/+” means 
“somewhat supports”; “+” means  “inclusion is possible”; “++” means “almost fully supports”, 
and “+++” means “supports fully”) 

Criteria GRAPES  EPC IDEF0 KMDL UML BPMN  

Process management -/+ -/+ + - -/+ -/+ 
Controls -/+ -/+ + - -/+ -/+ 
Decision points + + - + + + 
Control flows + ++ - + ++ +++ 

Events + ++ - - + +++ 

 
We can conclude that BPMN and ARIS EPC are more expressive for modeling 

process logic, decision points and control flows than other languages, while BPMN 
offers extended notation for control flow organization; and ARIS EPC is the most 
expressive in linkage of modeling dimensions (e.g., IS, products, organization, risks, 
and key performance indicators). Knowledge inclusion into the model is possible in 
KMDL and ARIS EPC, in the most convenient way data can be represented by UML 
activity diagram, and, for information flows representation, BPMN collaboration and 
choreography models can be used.  

In Figure 5 a schematic comparison of above-mentioned notations and languages is 
given according to five business process modeling dimensions, namely: data, 
information, knowledge, material, and process. The diagrams show potential capabilities 
of the discussed notations or languages to represent particular business process modeling 
dimension. Results are presented in the interval from 0 to 4, where 0 means that the 
notation does not provide any symbols for the particular dimension and 4 means that the 
notation has a considerable number of symbols for the particular dimension. 
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From the point of view of knowledge dimension representation, the least feasible is 
IDEF0. Obviously, this language has to be modified in case it is taken as a basis for 
the representation of knowledge dimension. However, IDEF0 allows distinguishing 
between different kinds of the input flows (controls, inputs, and resources) that are 
important for extending process model with knowledge dimension. Therefore, it 
makes sense to examine a possibility to construct extended IDEF0 based form of 
process representation to see how appropriate the notation is for incorporating the 
knowledge dimension.  IDEF0 based approach presented in this paper is one of the 
alternatives how to integrate data, information, and knowledge representation in the 
process model; and additional future research and experiments with other notations 
are needed to select the most appropriate modeling technique.  

 

 

Fig. 5. Schematic comparison of process-oriented and knowledge-oriented languages and 
notations 

4 Transparent Representation of Knowledge Dimension  

In this section, we propose one of the approaches of representing business process 
activities with knowledge dimension. We strive to show the proposed ideas 
graphically. The representation is based on IDEF0 notation. Its purpose is to 
experimentally examine the applicability of IDEF0 for inclusion of knowledge 
dimension in business process model; and it should not yet be considered as a new 
business process modeling notation. IDEF0 was chosen as the basis for activity 
template, because it gives an opportunity to distinguish between controls (relates to 
knowledge holder’s goals (see Section 2)), inputs/outputs (received and produced 
information codes), and resources (knowledge in the holder). However, since IDEF0 
notation is weak in representing logic of the process, in our further research, we 
intend to combine it with other notations that give more tools for control and decision 
points modeling. The activity template and example of its use are represented in Fig. 
6, 7 and 8.  

Each Activity (Fig. 6.A) corresponds to one of different combinations of interaction 
between human, computer systems, and documents as shown in Fig. 3-4. Social 
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processes among performers inside the activity are not represented (Fig. 6.B). The 
activity template has the following attributes: Activity name, Performers of the activity 
(human or artificial (computer) system). For knowledge intensive activities there is an 
additional attribute Type with possible values Socialization, Externalization, 
Combination, and Internalization. Visually, these attributes and their values are 
positioned in the central part of the template. The central part is surrounded by four 
blocks that correspond to four types of knowledge, namely: control knowledge Kc, input 
knowledge Ki, output knowledge Ko, and resource knowledge Kr. This is knowledge that 
is inside the knowledge holders (natural and/or artificial) participating in the activity and 
can be referred to as tacit knowledge. Each block of the tacit knowledge can be linked to 
particular artifacts: input artifacts I, output artifacts O, resource artifacts R, and control 
artifacts C, which in essence are information codes perceived by tacit (natural or 
artificial) knowledge of the performers of the process. Each block Kc, Ki, Ko, and Kr, of 
the template can be related to particular concepts of the representation of organizational 
“mental model”, if such is maintained. 

 

 

Fig. 6. Activity with a knowledge dimension: A: activity template; B: activity zoomed in (this 
information is not presented in the template) 

 

Fig. 7. Fragment of the business process model Development of logical data model of 
Bioinformatics Company represented by the template 
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Table 3. Four types of knowledge: input, resource, control, and output 

1. As-is BPM analysis 2. Initial conceptual data modeling 

INPUT – Analyst’s knowledge about the 
enterprise domain of activity 
(Analyst.Ki1) 

RESOURCE – Analyst’s knowledge 
about BP modeling languages 
(Analyst.Kr1) 

CONTROL – Analyst’s knowledge 
about the project goals and timetable 
(Analyst.Kc1) 

OUTPUT –  

1) Analyst’s knowledge about  BPs 
within company is obtained based 
on the combination of Input, 
Resource, and Control knowledge 
and knowledge embedded in 
Document 1 

(Analyst.Ko2 = Analyst.Ki1 + 
Analyst.Kr1 + Analyst.Kc1 + D1) 

2) Analyst’s knowledge about  actual 
BPs is obtained based on the 
combination of knowledge about  
BPs and knowledge embedded in 
Document 2 

(Analyst.Ko3 = Analyst.Ko2 + D2) 

 

INPUT –  

1) Analyst’s knowledge about actual BPs 
obtained in the previous activity 
(Analyst.Ki3 ) 

2) Company representatives knowledge about 
the enterprise systems and documents 
(Representative.Ki1) 

3) Biologist  knowledge about genetics 
(Biologist.Ki1) 

OUTPUT –  

1) Analyst’s  initial knowledge about the data 
model obtained during socialization 
activity  

(Analyst.Ko4 = Analyst.Ki3 + 
Biologist.Ki1 + Representative.Ki4)  

2) Biologist’s knowledge about actual BPs, 
systems and documents (obtained during 
socialization activity)  

(Biologist.Ko2 = Analyst.Ki3 + 
Biologist.Ki1 + Representative.Ki4)   

3) Company representatives knowledge about 
actual BPs, systems and documents 
(obtained during socialization activity)  

(Representative.Ko2 = Analyst.Ki3 + 
Biologist.Ki1 + Representative.Ki4) 

 
To illustrate the proposed template the fragment of a logical data model of 

Bioinformatics Company is illustrated (Fig. 7 and 8). The given fragment consists of 
two consecutive activities performed to create a logical data model of the Company. 
First, the analyst studies available documents. During this activity he/she perceives 
information codes that are embodied in the documents. Then the analyst together with 
the biologist and the company representative discusses knowledge obtained in the 
previous activity. This way they exchange information codes and each of them 
processes perceived codes inside his/her brains according to personal mental model 
and goals. As a result, they could extend their mental models with new data or, under 
certain conditions, obtain new knowledge. Figure 7 represents the business process 
model using the proposed activity template (see. Fig. 6.A). Additionally, Table 3 
describes inputs, resources, controls, and outputs of the activities in detail. 

Since currently our aim is not to establish a new business process notation, the 
main effort is put in reflecting knowledge dimension graphically. More studies and 
experiments are needed to determine the best way of the reflection. The main 
limitation of the proposed graphical representation is that it looks complex, especially, 
if the number of activities in the process model is increased. One of the solutions for 
reducing complexity of comprehension is developing appropriate modeling tool with 
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embodied functionality to switch between different views of the process, e.g., process 
view and data/information/knowledge view. Pros and cons of the proposed approach 
are analyzed in Section 5 in more detail. 

5 Discussion of Proposed Approach and Conclusions 

To evaluate the proposed graphical notation, we consider the business process 
example in Fig. 8 and its representation using the proposed template (Fig. 9). 

By comparing models in Fig. 8 and 9, it is possible to make some preliminary 
conclusions that are summarized in the Table 4. The table shows that the proposed 
approach opens a possibility to consider issues of organizational knowledge that 
cannot be included in conventional BPMN models. Nevertheless, the approach has 
several drawbacks related to representation of data stores, events, control flows, and 
decision points. 

 

 

Fig. 8. Business process model developed in BPMN 

In business process analysis, design, engineering, and reengineering, it is 
important to have a holistic view of the enterprise. Since organizational knowledge is 
an essential aspect of an enterprise, there is a need of transparent linkage between the 
business process model and organizational and individual knowledge. In order to 
achieve this transparency the paper proposes a new activity template that gives visual 
means to relate business process to organizational knowledge and to analyze 
knowledge circulation in a business process. The model presented in the paper is in its 
experimental stage. As discussed in Sections 4 and 5, it helps to deal with the 
following issues related to knowledge dimension of business process models: 
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Fig. 9. Business process model developed according to proposed template 
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Table 4. Comparison of business process representation in BPMN and using of the proposed 
template 

Criteria 1 2 Description 

1 –BPMN 
2 – Proposed template 
Input/output 
[data] 

- + Unlike in other modeling languages, in the proposed model 
three flows are represented: information, knowledge, and data 
flow. The proposed template strictly distinguishes between tacit 
and explicit data, information, and knowledge. Artificial objects 
are the holders of explicit or materialized data, information, and 
knowledge; tacit data, information, and knowledge belonging to 
the certain person and are modeled inside the activity 

Input/output  
[information] 

- + 

Input/output 
[knowledge] 

- + 

Resource 
[knowledge] 

- + In the proposed representation of a concept ‘knowledge as a 
resource’, which might be required for the role, is introduced. 
Knowledge as a resource unlike other types of resources 
(materials, technology) does not have depreciation, however 
training curve needs to be taken into account (time is needed to 
collect all required knowledge and skills). 

Resource 
[human] 

+
/
- 

+ It is possible to add process performer to each activity.  
Knowledge is related to role (owner of knowledge) thus it is 
possible to derive specific knowledge associated to each person, 
as well as to trace how certain person obtains his/her knowledge 
during the process execution. The utilization of knowledge 
dimensions helps to plan the training and changes in required 
competences and resources already during business process 
modeling phase

Resource 
[artificial] 

- + Resources, which are materialized and could be saved in 
knowledge repository as several documents, instructions, or 
books, are separated from the resources that are not 
materialized, but can facilitate process completion.  

Resource [data 
store] 

- - Proposed template does not provide separate modeling 
constructions for data store modeling  

Knowledge 
intensive process 
type 

- + Each activity is defined as either knowledge intensive or not 
knowledge intensive. In the template the knowledge conversion 
type is the attribute of an activity. It could be useful for 
improving knowledge sharing among process performers. 

Process 
management 

+ + Has no specific benefits to compare to BPMN 

Controls + + Has no specific benefits to compare to BPMN 
Control flows + - IDEF0 notation is not the most suitable for representing logic of 

the process, therefore, it should be combined with other 
notations that give more means for control and decision points 
modeling 

Decision points + - 
Events + - 
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• It gives a possibility to separate information and data in the business process 
modeling 

• It gives an opportunity to identify the owner of data, information, and 
knowledge 

• It gives a possibility to identify, plan, and manage knowledge of the role 
required for participating in a particular activity and linking this knowledge to 
the organizational competence model, if such is maintained 

• It gives a possibility to evaluate the amount of lost organizational knowledge if 
a person – owner of knowledge – leaves the organization, i.e., to identify 
which tacit knowledge in which cases should be transformed into explicit 
knowledge, such as documents, rules, systems, etc. 

• It gives an opportunity to improve understanding about the knowledge 
usefulness, validity, and relevance for particular activities in a process 

• It gives an opportunity to enable competence requirements management and 
proactive training based on a business process analysis 

The main disadvantages of the proposed approach are (1) complexity of graphical 
representation of the activity template and (2) drawbacks of procedural representation 
inherited from IDEF0. Therefore, further research will aim to design the appropriate 
means for reduction of complexity of representation and enriching model with 
possibilities to model events, decision points, and control flows or, alternatively, to 
link the template to the conventional business process models. 
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Abstract. Process mining techniques can be used to extract non-trivial
process-related knowledge and thus generate interesting insights from
event logs. Similarly, bioinformatics aims at increasing the understand-
ing of biological processes through the analysis of information associated
with biological molecules. Techniques developed in both disciplines can
benefit from one another, e.g., sequence analysis is a fundamental as-
pect in both process mining and bioinformatics. In this paper, we draw
a parallel between bioinformatics and process mining. In particular, we
present some initial success stories that demonstrate that the emerg-
ing process mining discipline can benefit from techniques developed for
bioinformatics.

Keywords: sequence, trace, execution patterns, diagnostics, conformance,
alignment, configuration.

1 Introduction

Bioinformatics aims at increasing the understanding of biological processes and
entails the application of computational techniques to understand and organize
the information associated with biological macromolecules [1]. Sequence analysis
or sequence informatics is a core aspect of bioinformatics that is concerned with
the analysis of DNA/protein sequences1 and has been an active area of research
for over four decades.

Process mining is a relatively young research discipline aimed at discovering,
monitoring and improving real processes by extracting knowledge from event
logs readily available in today’s information systems [2]. Business processes leave
trails in a variety of data sources (e.g., audit trails, databases, and transaction
logs). Hence, every process instance can be described by a trace, i.e., a sequence
of events. Process mining techniques are able to extract knowledge from such
traces and provide a welcome extension to the repertoire of business process
analysis techniques. The topics in process mining can be broadly classified into

1 DNA stores information in the form of the base nucleotide sequence, which is a string
of four letters (A, T, G and C) while protein sequences are sequences defined over
twenty amino acids and are the fundamental determinants of biological structure
and function.

S. Nurcan (Ed.): CAiSE Forum 2011, LNBIP 107, pp. 202–217, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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three categories (i) discovery, (ii) conformance, and (iii) enhancement [2]. Process
discovery deals with the discovery of models from event logs. For example, there
are dozens of techniques that automatically construct process models (e.g., Petri
nets or BPMN models) from event logs [2]. Discovery is not restricted to control-
flow; one may also discover organizational models, etc. Conformance deals with
comparing an apriori model with the observed behavior as recorded in the log
and aims at detecting inconsistencies/deviations between a process model and its
corresponding execution log. In other words, it checks for any violation between
what was expected to happen and what actually happened. Enhancement deals
with extending or improving an existing model based on information about the
process execution in an event log. For example, annotating a process model with
performance data to show bottlenecks, throughput times etc.

Despite several success stories there are still significant challenges that need
to be addressed in applying process mining techniques on real-life event logs.
Some of these challenges include:

– Dealing with less structured processes: most processes mined from real-life
logs tend to be less structured than what stakeholders expect. The discovered
process models are often spaghetti-like and are hard to comprehend. Many
factors lead to such a behavior e.g., heterogeneity of cases, fine granular
events, etc. Process models can be seen as “maps” describing the operational
processes of organizations. There is a need for techniques that enable the
discovery of navigable process maps with seamless zoom-in/zoom-out facility
(hierarchical process models with different perspectives).

– Dealing with fine granular event logs: some event logs (especially those that
emanate from large scale processes, high-tech systems such as medical sys-
tems, copiers and scanners, etc) contain events at a very low abstraction
level. Stakeholders would like to view processes at a more coarse-grained
level. There is a need for (semi-)automated means of aggregating low-level
events into high-level events. Voluminous data is a natural side effect of
such fine granular event logs. This imposes an additional requirement on the
process mining techniques to be scalable as well.

– Provisions for process diagnostics: The lion’s share of process mining re-
search has been devoted to control-flow discovery. Process diagnostics, which
encompasses process conformance checking, auditing, process performance
analysis, anomaly detection, diagnosis, inspection of interesting patterns and
the like, is gaining prominence in recent years [3,4,5,6,7]. There is a need for
techniques that assist auditors and analysts in their diagnostic efforts [8].

– Dealing with process changes: contemporary process mining techniques as-
sume the processes to be in steady state. However, in reality, processes may
change to adapt to changing circumstances, e.g., new legislation, extreme
variations in supply and demand, seasonal effects, etc. Concept drift refers
to the situation in which the process is changing while being analyzed [9].
There is a need for techniques that deal with such “second order dynamics”.
Analyzing such changes is of utmost importance to get an accurate insight
on process executions at any instant of time.
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It is important to note that, to a large extent, sequence analysis is a fundamen-
tal aspect in almost all facets of process mining and bioinformatics. In spite of
all the peculiarities specific to business processes and process mining, the rel-
atively young field of process mining should, in our view, take account of the
conceptual foundations, practical experiences, and analysis tools developed by
sequence informatics researchers over the last couple of decades. In this paper,
we describe some of the analogies between the problems studied in both disci-
plines. We present some initial successes which demonstrate that process mining
techniques can benefit from such a cross-fertilization.

The remainder of this paper is organized as follows. Section 2 introduces
some of the basic process mining concepts and illustrates some of the chal-
lenges already mentioned. The subsequent sections relate ideas and techniques
from bioinformatics to process mining. Section 3 points out similarities in the
structuring mechanisms used in both domains, e.g., the hierarchy of protein
structures is compared to the hierarchical structuring of events in processes.
Section 4 discusses commonalities between alignments in biology and traces in
event logs. Section 5 relates phylogeny (the creation of tree structures showing
inferred evolutionary relationships among various biological species) to process
configuration. Section 6 concludes the paper.

2 Preliminaries: Process Mining

The goal of this paper is to show that process mining can benefit from ideas and
techniques originating from bioinformatics. However, before doing so, we first
introduce some of the basic process mining concepts and illustrate that there
are indeed several problems to be tackled.

Process mining serves a bridge between data mining and business process
modeling. The goal is to extract process-related knowledge from event data
recorded by a variety of systems (ranging from sensor networks to enterprise
information systems). Starting point for process mining is an event log. We as-
sume that events can be related to process instances (often called cases) and
are described by some activity name. The events within a process instance are
ordered. Therefore, a process instance is often represented as a trace over a set
of activities. In real-life event logs, events have timestamps, associated resources
(e.g. the person executing the activity), transactional information (e.g., start,
complete, or suspend), data attributes (e.g., amount or type of customer). How-
ever, for clarity, we abstract from such additional information. Therefore, we can
use the following basic notations:

– Σ denotes the set of activities. Σ+ is the set of all non-empty finite sequences
of activities from Σ.

– A process instance (i.e. case) is described as a trace over Σ, i.e., a finite
sequence of activities. Examples of traces are abcd and abbbad.

– Let T = T (1)T (2)T (3) . . . T (n) ∈ Σ+ be a trace over Σ. T (k) represents the
kth activity in the trace. |T | = n denotes the length of the trace T .
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a
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c
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d
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reject
request
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e

g
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end
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c2

c3

c4

c5

abdeh
adceg
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adbeh
acdefdcefcdeh
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...

a = register request
b = examine thoroughly
c = examine casually
d = check ticket
e = decide
f = reinitiate request
g = pay compensation
h = reject request

Fig. 1. Process discovery aims to learn a process model (in this case a Petri net) from
traces of activities

– An event log, L, corresponds to a multi-set (or bag) of traces from Σ+. For
example, L = [abcd, abcd, abbbad] is a log consisting of three cases. Two
cases follow trace abcd and one case follows trace abbbad.

As mentioned in Section 1, event logs can be used to conduct three types of
process mining: (i) discovery, (ii) conformance, and (iii) enhancement [2]. Pro-
cess discovery—discovering a process model from example behavior recorded
in an event log—is one of the most challenging tasks in process mining. To-
day there are dozens of process discovery techniques generating process mod-
els using different notations (Petri nets, EPCs, BPMN, heuristic nets, etc.).
Fig. 1 illustrates the basic idea of process discovery. An event log contain-
ing detailed information about events is transformed into a multiset of traces
L = [abdeh, adceg, acdefbdeg, adbeh, acdefdcefcdeh, acdeg, . . . ]. Process dis-
covery techniques are able to discover process models such as the Petri net shown
in Fig. 1.
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 0,667
 4

C_Decubitus stuit st. 3a
(start)

1

 0,5
 1

C_Flebitis
(start)

2

 0,5
 1

 0,992
 1718

B_Drain golf
(start)

23

 0,667
 6

O_Pleura vocht kweek
(schedule)

31

 0,667
 17

B_Pleura Punctie
(complete)

3

 0,5
 2

C_Subcutaan emfyseem
(complete)

1

 0,5
 1

 0,969
 2169

B_Basiszorg
(start)
2010

 0,967
 1169

O_Wegen 3x per week
(schedule)

123

 0,75
 6

 0,969
 66

B_Beademing
(complete)

1868

 0,984
 1564

B_Perifeer infuus
(complete)

1573

 0,909
 1197

B_Arterie lijn op OK
(complete)

1280

 0,833
 1024

M_MeasurementChemistry
(complete)

19168

 0,995
 1716

O_ECG cito
(schedule)

35

 0,667
 6

B_Medium care
(start)
768

 0,889
 195

B_Pacemaker standby
(start)
229

 0,909
 41

M_MeasurementDecubitus
(complete)

824

 0,923
 130

B_Catheter epiduraal
(start)
170

 0,975
 56

O_Wond inspectie
(schedule)

4

 0,5
 1

B_IABP in op OK
(start)

56

 0,889
 15

O_CT thorax
(schedule)

14

 0,75
 5

B_CAPD
(start)

2

 0,5
 2

B_Arterie lijn op OK
(start)
2002

 0,964
 929

 0,927
 1518

B_Pacemaker AAN
(start)
158

 0,95
 33

C_Shock, Anaphylactisch
(start)

6

 0,5
 1

B_Isolatie strikte
(start)

4

 0,5
 1

B_Actief koelen
(start)

2

 0,5
 1

C_Stridor
(start)

2

 0,5
 1

C_Platzbauch
(start)

4

 0,5
 1

M_MeasurementBloodGas
(complete)

28252
 1

 21398

B_Actief warmte toevoegen
(start)
158

 0,889
 115

B_O2 masker/neusslang
(start)
1954

 0,9
 1359

C_Bacteriemie
(start)

22

 0,833
 18

O_Bloedkweek 1
(schedule)

412

 0,968
 326

B_Bi of Trilumen Catheter
(start)
101

 0,8
 49

C_-VT
(start)

16

 0,5
 11

B_Arterie lijn op ICU
(start)
327

 0,9
 176

B_Perifeer infuus 2
(complete)

143

 0,889
 106

C_-Asystolie
(start)

16

 0,7
 10

B_Bronchiaal toilet
(start)
373

 0,833
 194

C_Trombopenie
(start)

5

 0,5
 5

C_CVA
(start)

13

 0,923
 13

C_Pneumonie (klinisch)
(start)

4

 0,5
 2

O _ B EE
(schedule)

291

 0,995
 250

C_ARDS
(start)

12

 0,75
 9

C_Psychose/verward
(start)

36

 0,833
 33

 0,8
 27

O_Wegen 3x per week
(complete)

35

 0,9
 19

B_Cardioversie
(start)

90

 0,8
 51

B_Bezoek: afw. tijden
(complete)

40

 0,8
 32

O_Vancomycine dal / top
(schedule)

30

 0,667
 25

B_Minitracheotomie
(start)

4

 0,667
 4

B_Minitracheotomie
(complete)

2

 0,667
 2

B_Medium care
(complete)

390

 0,969
 320

B_Arterie lijn op ICU
(complete)

184

 0,803
 158

C_Sufheid
(start)

36

 0,889
 21

C_Anurie (<1ml/kg/24u)
(start)

35

 0,75
 23

C_Ischemie, Myocard
(start)

20

 0,667
 12

O_SDD keelkweek Ma/Do
(schedule)

293

 0,961
 147

C_MI zeker
(start)

46

 0,875
 41

B_Extubatie
(start)
202

 0,974
 161

B_Catheter a Demeure
(complete)

150

 0,861
 83

B_Liescatheter(s)
(start)

90

 0,8
 57

O_Wond kweek
(schedule)

93

 0,825
 62

B_Halsinf./subclavia op IC
(start)
112

 0,833
 45

O_ECHO Buik
(schedule)

28

 0,643
 18

O_EEG
(schedule)

6

 0,5
 5

C_Bloeding waarvoor reOK
(start)

48

 0,75
 38

O_Gentamycine dal / top
(schedule)

122

 0,875
 95

C_Oligurie (< 5 ml/kg/24u)
(start)

40

 0,833
 28

C_Beademingsafhankelijkheid
(start)

27

 0,875
 19

B_Drain(s) sump
(start)

5

 0,667
 3

O_CT-buik
(schedule)

32

 0,8
 25

B_Bloedtoediening met druk
(start)

5

 0,667
 5

B_Oogzalven / druppelen
(complete)

56

 0,8
 41

B_Drain(s) wond
(complete)

58

 0,857
 41

B_Fixateur Externe
(start)

3

 0,5
 3

C_Hemi-beeld
(start)

7

 0,667
 6

C_-VKF, atrium-flutter
(complete)

52

 0,75
 31

C_DIS
(start)

17

 0,833
 15

C_Resp Insuff
(start)

82

 0,75
 62

B_Basiszorg
(complete)

43

 0,833
 15

O_Pulmonalis angio
(complete)

1

 0,5
 1

C_Febris e.c.i.
(start)

6

 0,667
 6

O_Coronair angiogram
(schedule)

6

 0,667
 3

B_PTCA
(complete)

4

 0,667
 3

B_Liescatheter(s)
(complete)

31

 0,5
 21

B_Vernevelaar
(complete)

17

 0,857
 14

O_TEE
(schedule)

84

 0,833
 44

C_Non oligurische nierinsuf
(start)

13

 0,75
 10

B_Air fluid bed
(complete)

28

 0,955
 27

B_Halsinf./subclavia op IC
(complete)

50

 0,667
 35

C_Autoextubatie
(start)

50

 0,75
 44

O_X been
(schedule)

2

 0,5
 2

C_Pneumothorax
(start)

31

 0,8
 22

B_Verpleegvorm boomstam
(complete)

7

 0,667
 6

C_Para-valvulair lek na OK
(start)

5

 0,5
 4

C_Bronchitis (klinisch)
(start)

20

 0,833
 19

C_Acute Tubulus Necrose
(start)

24

 0,8
 17

B_CVVH
(complete)

55

 0,679
 44

B_Intermit. catheteriseren
(complete)

16

 0,909
 14

C_Pancreatitis
(complete)

1

 0,5
 1

C_Bronchitis -purulent
(start)

13

 0,8
 13

B_Tracheostoma/Tube LOS
(complete)

57

 0,722
 41

O_Kweek art. lijn
(schedule)

14

 0,5
 7

B_Duo luchtmatras
(complete)

57

 0,762
 38

C_Lijn sepsis
(start)

9

 0,667
 8

O_Kweek liescatheter veneus
(schedule)

10

 0,625
 6

C_Depressie
(start)

1

 0,5
 1

B_Uritip
(start)

3

 0,5
 2

O_ECG 3 x p.w.
(complete)

10

 0,667
 9

B_Clysmeren
(start)

14

 0,667
 9

B_IABP in op OK
(complete)

53

 0,75
 38

C_MI mogelijk
(start)

37

 0,8
 31

C_MI mogelijk
(complete)

3

 0,5
 3

C_-SVT, paroxysmaal
(start)

15

 0,7
 12

B_Low flow bed
(start)

21

 0,667
 15

B_Low flow bed
(complete)

10

 0,8
 10

B_Tracheostomie
(start)

21

 0,667
 17

O_Kweek peritoneum
(schedule)

7

 0,667
 3

O_Keel kweek
(schedule)

19

 0,75
 12

C_Icterus (bili > 50 )
(start)

7

 0,75
 5

O_Tobramycine dal / top
(schedule)

19

 0,667
 15

C_s3 Shock, Hypovolaemisch
(start)

7

 0,75
 7

O_Sigmoideoscopie
(schedule)

3

 0,5
 1

C_Empyeem
(start)

8

 0,75
 7

C_Urineweginfectie
(start)

2

 0,667
 2

O_Echo perifere vaten
(complete)

2

 0,5
 1

B_Buikligging
(start)

18

 0,667
 13

B_Primo luchtmatras
(complete)

14

 0,857
 9

C_Lekkage na plastiek
(start)

5

 0,667
 3

C_Decubitus hak st. 2a
(start)

3

 0,5
 2

C_-VF
(start)

13

 0,8
 7

C_Hypoglycaemie
(start)

25

 0,8
 20

B_Jejunumsonde
(complete)

6

 0,75
 6

C_Hyperglycaemie >20mmol/l
(start)

4

 0,667
 4

C_Subcutaan emfyseem
(start)

7

 0,667
 5

C_Fistel bovenste tr dig
(start)

3

 0,5
 1

C_Darmperforatie
(start)

5

 0,667
 3

B_Vacuum therapie
(start)

17

 0,667
 10

O_Fundus scopie
(schedule)

1

 0,5
 1

O_Fundus scopie
(complete)

1

 0,5
 1

B_Wondzorg open buik
(complete)

10

 0,833
 8

C_Hepatitis, drug induced
(start)

5

 0,667
 3

C_Hypoglycaemie
(complete)

2

 0,5
 1

B_Beademing Niet Invasief
(start)

8

 0,667
 5

B_Beademing Niet Invasief
(complete)

7

 0,75
 4

C_Rhabdomyolysis
(start)

1

 0,5
 1

B_CAVH(D)
(start)

4

 0,667
 2

B_CAVH(D)
(complete)

3

 0,5
 3

C_Aspiratie
(start)

5

 0,667
 3

B_Buikligging
(complete)

15

 0,545
 11

O_24 uurs urine Na Creat Ur
(schedule)

1

 0,5
 1

O_Kweek perifeer infuus
(schedule)

1

 0,5
 1

C_Abces
(start)

2

 0,667
 2

B_Isolatie strikte
(complete)

3

 0,5
 3

C_Critical illness polyneur
(start)

3

 0,5
 3

B_Actief koelen
(complete)

2

 0,667
 2

O_Huiduitstrijk Oksel Li /R
(schedule)

2

 0,5
 1

C_Hypoxemie
(start)

2

 0,5
 2

C_Ischemische hepatitis
(start)

6

 0,667
 3

C_Candidosis invasief
(start)

1

 0,5
 1

C_GI-bloeding
(start)

9

 0,625
 7

C_Decubitus overig st. 1
(start)

1

 0,5
 1

C_Autoextubatie
(complete)

11

 0,5
 6

B_Pacemaker inbrengen
(start)

7

 0,8
 5

C_Decubitus stuit st. 1
(start)

1

 0,5
 1

C_Ischemische darm
(start)

6

 0,8
 5

C_Pneumonie (mogelijk)
(start)

1

 0,5
 1

B_PEP masker
(complete)

5

 0,75
 4

C_Naadlekkage
(start)

3

 0,5
 3

C_Lijnkweek positief
(start)

2

 0,5
 2

C_Nosocomiale Pneumonie
(start)

13

 0,8
 11

C_Loge Syndroom
(start)

2

 0,667
 2

B_Fasciotomie
(start)

2

 0,667
 2

B_Fasciotomie
(complete)

2

 0,5
 1

C_Trombopenie
(complete)

1

 0,5
 1

C_GI-bloeding
(complete)

2

 0,5
 1

C_Pneumonie
(start)

5

 0,8
 4

B_NO beademing
(complete)

1

 0,5
 1

C_Tamponade
(complete)

2

 0,5
 2

C_Maagretentie(>1500 ml/24)
(start)

3

 0,667
 3

C_Beademingsafhankelijkheid
(complete)

3

 0,5
 1

B_Isolatie aerogene
(start)

1

 0,5
 1

B_Isolatie aerogene
(complete)

1

 0,5
 1

C_Pleisterlaesie
(start)

3

 0,75
 3

B_Necrotomie
(complete)

5

 0,5
 1

C_Platzbauch
(complete)

1

 0,5
 1

C_Peritonitis
(start)

2

 0,5
 2

C_Geen plaats afd
(start)

2

 0,5
 2

B_Empyeem spoeling
(complete)

1

 0,5
 1

O_Methyl blauw/ fistulogram
(complete)

2

 0,5
 1

C_Pleura-Effusie
(start)

2

 0,5
 1

C_Colitis, pseudomembraneus
(start)

1

 0,5
 1

C_Parotitis
(start)

1

 0,5
 1

B_IPPB
(complete)

2

 0,667
 2

B_Wondzorg open thorax
(complete)

3

 0,5
 2

C_Coma
(start)

2

 0,5
 1

B_Uritip
(complete)

1

 0,5
 1

B_Isolatie Universeel
(start)

3

 0,5
 3

C_ARDS
(complete)

1

 0,5
 1

C_Hyperglycaemie >20mmol/l
(complete)

1

 0,5
 1

B_Plasmaforese
(complete)

2

 0,5
 1

C_TIA
(start)

1

 0,5
 1

C_Cholecystitis, acalc
(start)

1

 0,5
 1

B_Decubitus zorg stadium 3b
(start)

1

 0,5
 1

C_Haemolyse
(start)

1

 0,5
 1

B_Decubitus zorg stadium 4b
(start)

1

 0,5
 1

C_Intra-peritoneaal Abces
(start)

1

 0,5
 1

B_Supra Pubische blaascath
(complete)

1

 0,5
 1

B_Verpleegvorm prikkelarm
(complete)

1

 0,5
 1

 0,889
 105

B_Actief warmte toevoegen
(complete)

150

 0,975
 147

B_Scleroseren GI bloeding
(complete)

4

 0,5
 1

B_PEG catheter
(start)

7

 0,5
 1

B_Donor Multi Orgaan
(start)

5

 0,667
 2

 0,9
 1296

 0,923
 150

O_ECG dagelijks
(complete)

374

 0,964
 57

C_Ischemie
(start)

35

 0,833
 8

O_Wegen dagelijks
(complete)

53

 0,75
 7

C_Hypotensie
(start)

17

 0,8
 5

B_Tracheostomie
(complete)

11

 0,5
 1

C_Bloedverlies > 50 ml/uur
(complete)

2

 0,5
 1

B_Empyeem spoeling
(start)

2

 0,5
 1

C_s3 Shock, Hypovolaemisch
(complete)

2

 0,5
 1

B_Ontlastende LP bij druk
(start)

1

 0,5
 1

B_Catheter spinaal
(start)

1

 0,5
 1

B_Thoraxdrain
(complete)

617

 0,817
 448

 0,918
 112

B_Catheter a demeure
(complete)

18

 0,75
 6

C_Darmperforatie
(complete)

2

 0,5
 2

O_Lab. 3x per week
(complete)

5

 0,5
 3

B_Reanimatie
(complete)

20

 0,667
 2

 0,8
 24

 0,974
 175

B_IABP in op ICU
(complete)

12

 0,5
 4

C_Bloedverlies > 50 ml/uur
(start)

47

 0,833
 20

B_Swan Ganz op ICU
(complete)

15

 0,667
 3

B_Wondzorg overig
(complete)

23

 0,75
 14

B_Rethoratocomie op OK
(complete)

42

 0,667
 7

B_Amputatie Extremiteit
(start)

3

 0,5
 2

B_Isolatie contact
(complete)

3

 0,5
 3

B_PEP masker
(start)

6

 0,667
 4

C_Psychose/verward
(complete)

3

 0,5
 2

 0,942
 172

B_Halsinf./subclavia op OK
(complete)

106

 0,857
 38

B_Pacemaker AAN
(complete)

88

 0,7
 24

O_Doppler perifere vaten
(complete)

2

 0,5
 1

B_Bi of Trilumen Catheter
(complete)

29

 0,5
 3

B_PCA pomp
(complete)

2

 0,5
 2

C_s2 Shock, Cardiaal
(complete)

4

 0,5
 2

C_Sufheid
(complete)

4

 0,5
 3

C_Lekkage na plastiek
(complete)

1

 0,5
 1

M_MeasurementClinic
(complete)

12474

 0,978
 995

 0,935
 929

 1
 9484

O_X-thorax cito
(schedule)

60

 0,833
 29

 0,955
 316

B_Tracheostomie - percutaan
(complete)

20

 0,667
 17

C_s2 Shock, Cardiaal
(start)

47

 0,833
 32

 0,98
 153

O_SDD / SOD studie
(schedule)

131

 0,857
 80

O_Doppler perifere vaten
(schedule)

16

 0,75
 9

C_Bloeding waarvoor > 3 PC
(start)

15

 0,667
 9

B_Wisselligging
(complete)

64

 0,667
 45

C_Decompensatie na OK
(start)

3

 0,5
 1

C_Sternumwondinfectie
(start)

4

 0,5
 4

C_-Premature Slagen NNO
(start)

3

 0,5
 2

B_Laparotomie
(complete)

13

 0,5
 10

B_Jejunostomie
(complete)

2

 0,5
 2

C_Tamponade
(start)

7

 0,5
 4

B_Pleura Punctie
(start)

3

 0,5
 2

B_CPAP
(start)

18

 0,75
 12

B_Isolatie druppel
(start)

15

 0,667
 13

C_Hemorrhoiden bloedend
(start)

1

 0,5
 1

C_Ischemie waarvoor Re OK
(start)

9

 0,667
 3

C_Endocarditis
(start)

2

 0,5
 1

C_Cholecystitis, stenen
(start)

2

 0,5
 2

C_Thrombo-embolie art
(start)

2

 0,5
 2

C_Postanox encefalopat
(start)

3

 0,667
 3

O_Fenytoine
(schedule)

7

 0,5
 7

B_Decubitus zorg stadium 1
(complete)

3

 0,5
 3

B_Decubitus behandeling
(complete)

3

 0,5
 2

B_Isolatie Universeel
(complete)

2

 0,5
 1

 1
 13945

C_-VKF, atrium-flutter
(start)
181

 0,8
 168

 0,947
 179

 0,9
 43

 0,5
 5

 0,5
 13

C_Ileus
(start)

3

 0,667
 3

B_Isolatie druppel
(complete)

3

 0,5
 3

 0,5
 3

O_Lithium
(schedule)

1

 0,5
 1

C_Atelectase
(start)

6

 0,667
 6

B_Vacuum therapie
(complete)

6

 0,667
 6

B_Verband spalk
(complete)

2

 0,5
 2

 0,5
 2

B_Decubitus behandeling
(start)

4

 0,5
 4

O_BAL / Lavage
(schedule)

6

 0,5
 6

C_Leucopenie
(start)

1

 0,5
 1

O_Ascites kweek
(schedule)

2

 0,5
 2

O_Coloscopie
(schedule)

2

 0,5
 2

C_Pustuleuze afw
(start)

1

 0,5
 1

O_Liquor kweek
(schedule)

4

 0,667
 4

C_N Phrenicus Paralyse
(start)

1

 0,5
 1

 0,996
 534

 0,997
 533

 0,999
 1282

 0,964
 91

B_Fysiotherapie
(start)
371

 0,992
 244

 0,984
 86

B_Mobiliseren
(start)
237

 0,978
 106

O_Gastro / Duodenscopie
(schedule)

32

 0,667
 16

B_Bi-PAP
(complete)

5

 0,5
 3

B_Verpleegvorm boomstam
(start)

9

 0,5
 6

B_Verpleegvorm prikkelarm
(start)

6

 0,5
 5

O_Virus serologie
(schedule)

8

 0,5
 3

B_Verband gips
(start)

3

 0,667
 3

C_Decubitus stuit st. 2a
(start)

3

 0,5
 2

O_Paracetamol
(schedule)

2

 0,5
 1

B_Isolatie Beschermend
(start)

1

 0,5
 1

 0,98
 140

 0,98
 64

 0,944
 27

 0,75
 11

B_Wondzorg open thorax
(start)

10

 0,667
 8

 0,833
 22

O_ECG cito
(complete)

31

 0,812
 31

 0,889
 4

O_X-thorax cito
(complete)

53

 0,96
 49

O_Bloedkweek 2
(schedule)

258

 0,951
 230

O_Bloedkweek 1
(complete)

403

 0,955
 124

O_Cito GRAM + sputumkweek
(schedule)

97

 0,941
 23

O_Kweek bi/tri lumen cath.
(schedule)

61

 0,8
 8

O_Bloedkweek 3
(schedule)

14

 0,667
 7

O_Bloedkweek 2
(complete)

252

 0,944
 150

O_Sputum kweek
(schedule)

428

 0,939
 57

O_Faeces kweek
(schedule)

63

 0,833
 5

 0,938
 15

O_Cito GRAM + bronchuskweek
(schedule)

91

 0,933
 14

O_Kweek urinecatheter
(schedule)

30

 0,857
 7

 0,75
 11

O_Wegen dagelijks
(schedule)

158

 0,9
 99

O_Synacthen
(schedule)

55

 0,857
 15

C_s1 Shock, Septisch
(complete)

3

 0,5
 1

 0,857
 45

C_Myoclonieen
(start)

4

 0,5
 1

C_Dwarslaesie
(start)

1

 0,5
 1

O_Cito GRAM + sputumkweek
(complete)

94

 0,938
 39

O_Bloedkweek 3
(complete)

13

 0,833
 10

 0,9
 104

O_Keel kweek
(complete)

19

 0,5
 3

 0,8
 12

 0,875
 22

B_Reanimatie
(start)

26

 0,857
 15

 0,8
 87

B_IABP in op ICU
(start)

17

 0,667
 2

B_Ballonneren
(start)
317

 0,833
 67

B_Sonde-Voeding
(start)
365

 0,933
 86

B_Anus Praeter Naturalis
(start)

64

 0,8
 6

B_Bloedtoediening met druk
(complete)

4

 0,5
 2

O_Kweek sheath
(schedule)

7

 0,5
 2

B_Swan Ganz op ICU
(start)

18

 0,8
 4

 0,976
 135

B_PTCA
(start)

6

 0,5
 1

O_Ramsay-score
(complete)

3

 0,5
 2

B_Decubitus zorg stadium 3a
(start)

4

 0,5
 2

C_Polyurie (>40ml/kg/24u)
(start)

1

 0,5
 1

 0,667
 10

C_-VT
(complete)

2

 0,667
 2

 0,5
 2

 0,857
 8

 0,9
 289

B_IABP uit op ICU
(start)

1

 0,5
 1

 0,889
 93

B_PEG catheter
(complete)

3

 0,5
 1

C_-Brady / Aritmie
(complete)

2

 0,5
 1

B_O2 masker/neusslang
(complete)

213

B_Beademing gestart op ICU
(start)

61

 0,875
 20

B_NO beademing
(start)

1

 0,5
 1

B_Ontlastende LP bij druk
(complete)

1

 0,5
 1

O_Urine kweek
(schedule)

244

 0,946
 120

O_Urine kweek
(complete)

236

 0,97
 106

O_Benzodiazepines
(complete)

1

 0,5
 1

O_Kweek swan ganz
(schedule)

5

 0,5
 1

O_Kweek overige
(schedule)

49

O_Kweek overige
(complete)

47

 0,944
 44

 0,947
 201

 0,982
 168

O_Wond kweek
(complete)

88

 0,889
 7

O_Sigmoideoscopie
(complete)

3

 0,5
 1

O_Kweek perifeer infuus
(complete)

1

 0,5
 1

C_Exantheem / Rash
(start)

4

 0,5
 1

 0,833
 44

B_Duo luchtmatras
(start)
192

B_Wondzorg overig
(start)
270

 0,875
 24

C_Decubitus hak st. 1
(start)

2

 0,5
 1

 0,667
 2

 0,929
 386

B_Isolatie contact
(start)

7

 0,667
 2

B_Scleroseren GI bloeding
(start)

4

 0,5
 1

B_Pacemaker standby
(complete)

130

 0,857
 128

C_-Brady / Aritmie
(start)

22

 0,5
 4

 0,815
 83

B_Swan Ganz op OK
(complete)

100

 0,667
 26

 0,75
 8

 0,833
 52

B_Vernevelaar
(start)

25

 0,75
 12

 0,971
 54

 0,833
 317

B_Bezoek: afw. tijden
(start)

70

 0,857
 14

 0,909
 47

B_Bezoek: waken
(start)

52

 0,8
 14

B_Re OK
(start)

11

 0,5
 2

O_X-thorax 3 x p.w.
(complete)

4

 0,5
 1

B_Bezoek: kind. toegestaan
(start)

1

 0,5
 1

 0,917
 14

 0,909
 91

B_Weanen
(complete)

316

 0,8
 227

O_X TWK
(schedule)

1

 0,5
 1

C_Wondinfectie
(start)

3

 0,5
 1

B_Drain golf
(complete)

6

 0,5
 1

 0,8
 78

B_Tracheostoma/Tube LOS
(start)

85

 0,75
 53

O_IAP studie
(schedule)

2

 0,5
 1

 0,767
 106

O_Lab. 3x per week
(schedule)

10

 0,5
 1

O_Cystoscopie
(schedule)

1

 0,5
 1

 0,8
 142

 0,792
 31

 0,667
 5

 0,889
 11

 0,875
 29

 0,889
 94

B_Mobiliseren
(complete)

49

 0,667
 13

C_Oligurie (< 5 ml/kg/24u)
(complete)

5

 0,5
 3

C_Fibro-proliferatieve ARDS
(start)

5

 0,667
 3

C_-SVT, paroxysmaal
(complete)

4

 0,5
 2

 0,5
 4

O _ B EE
(complete)

290

 0,982
 282

O_EMV score
(complete)

3

 0,5
 1

 0,966
 271

 0,992
 269

O_Pulmonalis angio
(schedule)

1

 0,5
 1

C_Diabetes Insipides
(start)

1

 0,5
 1

C_Convulsie(s)
(start)

2

 0,5
 1

 0,8
 5

O_Sputum kweek
(complete)

405

 0,985
 391

O_Kweek peritoneum
(complete)

7

 0,5
 2

O_Virus serologie
(complete)

8

 0,5
 1

O_I.V Catheter kweek overig
(schedule)

29

 0,75
 6

 0,965
 170

C_s4 Shock, Onbekend
(start)

6

 0,5
 2

C_Bronchitis (mogelijk)
(start)

2

 0,5
 2

O_Huiduitstrijk Oksel Li /R
(complete)

2

 0,5
 2

O_Ascites kweek
(complete)

2

 0,5
 2

 0,75
 5

 0,75
 11

 0,833
 32

 0,857
 53

B_Isolatie beschermende
(start)

1

 0,5
 1

 0,667
 6

 0,75
 105

B_Anus Praeter Naturalis
(complete)

3

 0,5
 1

 0,8
 33

 0,571
 34

 0,667
 2

 0,85
 21

 0,972
 120

O_X-thorax op aanvraag
(schedule)

157

 0,872
 141

 0,823
 53

O_X-thorax dagelijks
(complete)

331

 0,909
 252

O_ECG 3 x p.w.
(schedule)

27

 0,706
 14

 0,8
 72

 0,889
 6

B_Cardioversie
(complete)

80

 0,815
 74

 0,75
 6

O_Methyl blauw/ fistulogram
(schedule)

2

 0,5
 1

 0,8
 31

O_ECG op aanvraag
(complete)

42

 0,667
 3

 0,833
 36

B_IABP uit op ICU
(complete)

1

 0,5
 1

O_Faeces kweek
(complete)

60

 0,975
 60

C_Candida kolonisatie
(start)

1

 0,5
 1

 0,955
 54

O_Lumbaal Punctie
(schedule)

5

 0,5
 1

 0,667
 17

O_Vancomycine dal / top
(complete)

28

 0,889
 13

 0,857
 27

B_Ballonneren
(complete)

216

 0,75
 97

 0,667
 2

B_Bronchiaal toilet
(complete)

247

 0,667
 4

 0,5
 1

 0,909
 32

 0,857
 14

B_Sonde-Voeding
(complete)

159

 0,769
 18

B_Catheter epiduraal
(complete)

39

 0,8
 7

B_Intermit. Haemo Dialyse
(complete)

14

 0,667
 4

O_X-thorax op aanvraag
(complete)

28

 0,667
 8

O_Coloscopie
(complete)

2

 0,5
 1

 0,667
 6

 0,875
 22

B_Drain(s) sump
(complete)

2

 0,5
 1

B_CPAP
(complete)

14

 0,571
 6

 0,889
 30

 0,75
 27

B_CVVH
(start)

87

 0,833
 19

 0,833
 28

 0,8
 8

 0,909
 35

 0,909
 4

O_kweek pacemakerdraad
(schedule)

3

 0,5
 1

O_Ramsay-score
(schedule)

5

 0,5
 1

O_X-thorax 3 x p.w.
(schedule)

22

 0,615
 13

 0,667
 11

C_Decompensatie geen OK
(start)

4

 0,5
 1

C_Hepatitis, drug induced
(complete)

1

 0,5
 1

 0,667
 18

C_Ischemie, Myocard
(complete)

1

 0,5
 1

 0,667
 14

O_SDD rectumkweek Ma/Do
(schedule)

300

 0,959
 282

O_SDD sputumkweek Ma/Do
(schedule)

288

 0,974
 277

O_SDD rectumkweek Ma/Do
(complete)

246

 0,75
 23

O_SDD sputumkweek Ma/Do
(complete)

232

 0,923
 214

O_SDD keelkweek Ma/Do
(complete)

240

 0,974
 208

O_SDD / SOD studie
(complete)

37

 0,833
 21

 0,766
 112

 0,875
 40

C_Longbloeding
(start)

3

 0,5
 1

 0,984
 203

B_Orthopaedische tractie
(complete)

2

 0,5
 1

B_Decubitus zorg stadium 4a
(start)

3

 0,5
 1

 0,5
 4

B_Extubatie
(complete)

198

 0,96
 198

 0,8
 17

 0,889
 23

 0,938
 168

 0,8
 41

 0,984
 168

O_Lithium
(complete)

1

 0,5
 1

 0,812
 167

O_IAP studie
(complete)

1

 0,5
 1

 0,909
 33

C_Intra-peritoneaal Abces
(complete)

1

 0,5
 1

B_Maagsonde
(complete)

894

 0,857
 123

B_Doorbewegen
(complete)

30

 0,8
 18

C_Hypertensie
(start)

1

 0,5
 1

B_Decubitus zorg stadium 3a
(complete)

2

 0,5
 1

 0,929
 15

 0,923
 16

B_Drain(s) redon
(complete)

66

 0,8
 60

B_Necrotomie
(start)

5

 0,5
 1

 0,989
 112

 0,955
 101

 0,947
 38

 0,947
 118

 0,911
 128

 0,917
 73

B_Fysiotherapie
(complete)

16

 0,667
 5

B_Plasmaforese
(start)

5

 0,5
 2

B_Intermit. catheteriseren
(start)

28

 0,769
 16

B_Blaasspoelen
(start)

12

 0,75
 4

 0,667
 2

B_Intermit. Haemo Dialyse
(start)

43

 0,833
 29

B_Blaasspoelen
(complete)

5

 0,5
 1

 0,8
 77

B_ E R C P
(start)

2

 0,5
 1

 0,923
 10

 0,889
 71

 0,952
 70

 0,947
 9

 0,889
 45

 0,75
 18

 0,875
 49

 0,833
 97

 0,8
 1

C_Leverfalen
(start)

2

 0,5
 1

O_ECHO Buik
(complete)

26

 0,938
 25

O_Echo perifere vaten
(schedule)

3

 0,5
 1

 0,667
 24

 0,5
 1

 0,8
 4

B_Oogzalven / druppelen
(start)
102

 0,8
 12

B_Bezoek: waken
(complete)

27

 0,667
 19

O_Bronchoscopie
(schedule)

28

 0,75
 3

O_Gastro / Duodenscopie
(complete)

24

 0,929
 20

O_Pleurapunctie
(schedule)

3

 0,5
 1

O_Bronchoscopie
(complete)

26

 0,909
 25

O_Tracheaspoeling
(schedule)

1

 0,5
 1

O_EEG
(complete)

5

 0,667
 5

 0,889
 20

C_Addisson / Bijnier Insuff
(start)
117

 0,667
 33

C_Acute Lung Injury
(start)

1

 0,5
 1

 0,8
 20

O_Tracheaspoeling
(complete)

1

 0,5
 1

 0,5
 4

B_Jejunumsonde
(start)

31

 0,667
 8

 0,8
 24

 0,5
 1

 0,8
 14

C_Bloeding waarvoor > 3 PC
(complete)

4

 0,5
 1

 0,75
 43

 0,9
 42

C_Bloeding waarvoor reOK
(complete)

12

 0,667
 3

B_Re OK
(complete)

10

 0,75
 10

 0,5
 1

 0,933
 82

B_Brochusscopie
(complete)

14

 0,667
 2

B_Intubatie
(complete)

95

 0,75
 6

 0,875
 113

O_Gentamycine dal / top
(complete)

115

 0,932
 115

 0,912
 99

 0,833
 37

 0,833
 23

 0,875
 20

 0,667
 8

C_Rethoratocomie
(start)

6

 0,667
 4

 0,5
 3

 0,7
 13

B_Decubitus zorg stadium 4b
(complete)

1

 0,5
 1

 0,8
 8

O_CT-buik
(complete)

31

 0,929
 24

 0,833
 26

O_CT-schedel
(complete)

26

 0,75
 3

C_Pancreatitis
(start)

2

 0,5
 1

 0,5
 11

 0,5
 1

 0,5
 4

 0,5
 1

 0,947
 32

 0,973
 50

O_Kweek tracheostoma
(schedule)

1

 0,5
 1

 0,947
 71

 0,933
 18

B_Verwijderen tampon
(start)

1

 0,5
 1

O_Kweek tracheostoma
(complete)

1

 0,5
 1

B_Verwijderen tampon
(complete)

1

 0,5
 1

 0,5
 1

 0,833
 9

B _ E R C P
(complete)

2

 0,5
 1

 0,8
 49

 0,5
 1

 0,857
 46

 0,5
 1

 0,667
 6

 0,983
 128

B_Jejunostomie
(start)

22

 0,667
 4

 0,667
 5

B_Nefrostomie catheter R
(start)

8

 0,8
 4

 0,667
 2

 0,75
 41

C_Aspiratie
(complete)

1

 0,5
 1

C_s4 Shock, Onbekend
(complete)

1

 0,5
 1

 0,5
 2

 0,5
 1

 0,667
 27

 0,667
 3

 0,833
 16

 0,75
 48

B_Reintubatie
(start)

77

 0,912
 32

B_Intubatie
(start)
102

 0,875
 32

 0,75
 9

C_Stridor
(complete)

1

 0,5
 1

 0,8
 67

B_Reintubatie na Autoext
(complete)

14

 0,667
 2

 0,667
 10

B_Verwijderen Agraves
(complete)

5

 0,8
 5

 0,5
 4

 0,667
 5

 0,5
 2

C_Shock, Anaphylactisch
(complete)

3

 0,667
 3

 0,857
 27

O_Cito GRAM + bronchuskweek
(complete)

86

 0,962
 86

 0,864
 40

B_Brochusscopie
(start)

15

 0,5
 1

 0,75
 13

C_Atelectase
(complete)

2

 0,5
 1

 0,75
 13

 0,5
 1

 0,667
 6

O_Sinus kweek
(schedule)

5

 0,667
 3

O_Sinus kweek
(complete)

5

 0,5
 4

 0,5
 1

 0,5
 1

 0,667
 2

O_Coronair angiogram
(complete)

5

 0,667
 5

 0,667
 5

 0,5
 2

 0,667
 4

 0,5
 5

 0,667
 8

B_Amputatie Extremiteit
(complete)

2

 0,5
 1

 0,857
 86

 0,75
 23

O_CT bekken
(schedule)

1

 0,5
 1

 0,8
 17

O_X been
(complete)

2

 0,5
 1

 0,5
 2

 0,8
 12

B_Beademing gestart op ICU
(complete)

46

 0,8
 22

 0,667
 2

B_Oogglazen
(complete)

2

 0,5
 1

C_Dehiscentie
(start)

3

 0,667
 2

 0,667
 3

 0,667
 4

 0,5
 1

 0,5
 4

 0,833
 25

O_TEE
(complete)

79

 0,925
 59

O_Synacthen
(complete)

53

 0,972
 53

B_Air fluid bed
(start)

42

 0,9
 40

 0,75
 11

 0,95
 22

 0,824
 21

 0,909
 30

 0,857
 19

 0,8
 25

C_reOK ivm pleuravocht
(start)

1

 0,5
 1

 0,875
 16

 0,5
 9

 0,75
 29

B_Reintubatie na Autoext
(start)

14

 0,917
 12

O_X TWK
(complete)

1

 0,5
 1

 0,5
 1

 0,75
 7

 0,5
 1

O_X arm
(schedule)

1

 0,5
 1

 0,5
 1

 0,5
 5

 0,8
 24

C_Pneumothorax
(complete)

11

 0,75
 4

 0,667
 7

 0,792
 39

 0,5
 4

 0,5
 4

O_Kweek sheath
(complete)

7

 0,8
 7

 0,5
 7

 0,8
 7

 0,833
 20

 0,667
 14

 0,667
 6

 0,667
 2

 0,731
 27

O_kweek pacemakerdraad
(complete)

3

 0,5
 3

 0,5
 2

O_Kweek bi/tri lumen cath.
(complete)

58

 0,967
 57

O_Kweek liescatheter art
(schedule)

1

 0,5
 1

 0,8
 24

 0,5
 1

 0,625
 25

C_Decubitus overig st. 4b
(start)

1

 0,5
 1

 0,889
 17

 0,5
 1

 0,5
 1

 0,857
 6

 0,5
 1

 0,8
 13

 0,5
 13

 0,5
 3

 0,667
 26

O_X  b.o.z.
(schedule)

10

O_X  b.o.z.
(complete)

10

 0,833
 10

 0,75
 10

 0,667
 18

O_Kweek art. lijn
(complete)

12

 0,833
 12

 0,8
 12

 0,941
 52

O_Kweek liescatheter art
(complete)

1

 0,5
 1

 0,889
 9

 0,5
 1

 0,8
 14

B_Decubitus zorg stadium 4a
(complete)

1

 0,5
 1

O_Digoxine
(schedule)

1

 0,5
 1

 0,5
 1

 0,667
 9

O_Kweek liescatheter veneus
(complete)

10

 0,833
 10

 0,75
 8

 0,5
 1

 0,5
 10

 0,5
 2

 0,8
 15

C_Nosocomiale Pneumonie
(complete)

2

 0,5
 1

 0,5
 1

 0,5
 3

 0,8
 7

 0,75
 6

 0,667
 5

B_Clysmeren
(complete)

13

 0,857
 9

 0,5
 10

 0,75
 22

B_Rethoratocomie op OK
(start)

43

 0,75
 6

 0,75
 47

 0,8
 30

 0,667
 1

 0,667
 12

 0,667
 20

 0,667
 1

 0,667
 15

B_Nefrostomie catheter L
(complete)

1

 0,5
 1

 0,75
 3

 0,8
 9

 0,667
 6

B_Halsinf./subclavia op Ok
(complete)

28

 0,833
 9

 0,75
 3

 0,833
 28

 0,889
 9

 0,667
 18

 0,667
 4

 0,667
 2

 0,75
 4

 0,667
 2

 0,8
 3

 0,667
 4

 0,75
 5

 0,8
 6

O_Echo nier blaas prostaat
(complete)

15

 0,917
 15

 0,8
 10

 0,667
 2

 0,75
 7

B_Laparotomie
(start)

13

 0,625
 12

C_Naadlekkage
(complete)

1

 0,5
 1

 0,667
 5

 0,667
 1

 0,667
 6

O_Tobramycine dal / top
(complete)

18

 0,769
 13

 0,625
 15

 0,5
 2

 0,5
 6

 0,667
 2

 0,5
 1

 0,5
 2

 0,5
 3

 0,667
 3

 0,75
 5

 0,667
 2

 0,75
 8

 0,5
 1

 0,667
 5

 0,667
 2

 0,5
 1

 0,857
 21

 0,5
 1

 0,5
 3

O_Kweek swan ganz
(complete)

5

 0,667
 5

 0,5
 1

 0,889
 5

O_Pleura vocht kweek
(complete)

26

 0,824
 21

 0,75
 8

O_Kweek urinecatheter
(complete)

28

 0,833
 28

 0,75
 24

 0,5
 2

 0,667
 2

O_I.V Catheter kweek overig
(complete)

27

 0,929
 25

 0,833
 23

C_Candidaemie
(start)

3

 0,5
 1

 0,5
 2

 0,667
 3

 0,667
 16

 0,8
 14

 0,5
 1

 0,5
 1

 0,9
 10

 0,5
 1

 0,667
 4

 0,5
 2

 0,5
 1

C_Rethoratocomie
(complete)

1

 0,5
 1

 0,5
 1

 0,667
 2

 0,75
 4

 0,5
 1

C_Decubitus stuit st. 2b
(start)

2

 0,5
 1

 0,5
 1

O_Cystoscopie
(complete)

1

 0,5
 1

 0,5
 1

 0,667
 5

O_CT thorax
(complete)

14

 0,833
 14

 0,75
 11

O_Pleurapunctie
(complete)

3

 0,667
 3

 0,5
 3

 0,667
 1

 0,5
 1

 0,833
 14

 0,667
 6

 0,5
 2

 0,75
 4

 0,667
 15

B_Defibrilatie
(start)

14

 0,75
 8

C_-VF
(complete)

5

 0,667
 4

 0,8
 11

 0,5
 6

 0,8
 24

 0,667
 3

 0,667
 4

 0,5
 4

 0,8
 5

 0,5
 1

 0,75
 5

 0,5
 1

 0,5
 1

 0,5
 1

 0,857
 20

 0,909
 5

 0,667
 5

 0,5
 1

 0,667
 14

O_Wond inspectie
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,75
 3

 0,5
 1

 0,75
 5

 0,5
 2

 0,75
 7

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

C_Addisson / Bijnier Insuff
(complete)

2

 0,5
 1

 0,5
 1

 0,5
 1

 0,75
 4

 0,909
 3

C_Bacteriemie
(complete)

1

 0,5
 1

C_Empyeem
(complete)

1

 0,5
 1

C_Bronchitis (klinisch)
(complete)

1

 0,5
 1

C_Decompensatie na OK
(complete)

1

 0,5
 1

C_Anurie (<1ml/kg/24u)
(complete)

1

 0,5
 1

 0,5
 4

 0,5
 1

 0,5
 7

C_Ischemie waarvoor Re OK
(complete)

2

 0,5
 1

 0,5
 3

 0,5
 1

 0,667
 5

 0,5
 2

 0,5
 2

 0,5
 2

 0,5
 1

 0,5
 6

 0,667
 6

 0,5
 1

 0,667
 4

 0,667
 2

 0,75
 4

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

O_Lumbaal Punctie
(complete)

5

 0,667
 5

 0,667
 4

 0,667
 15

O_Toxicologie
(complete)

2

 0,667
 2

 0,5
 2

 0,5
 2

O_24 uurs urine Na Creat Ur
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

B_T drain
(start)

1

 0,5
 1

 0,5
 1

 0,5
 3

 0,5
 1

 0,5
 3

 0,5
 3

 0,5
 1

 0,667
 2

 0,5
 2

 0,5
 2

 0,5
 1

 0,5
 1

 0,5
 4

 0,667
 2

 0,5
 1

O_BAL / Lavage
(complete)

6

 0,75
 5

O_Biopsie
(schedule)

2

 0,5
 1

 0,667
 5

O_Biopsie
(complete)

2

 0,5
 1

 0,5
 2

 0,5
 1

C_Thrombo-embolie art
(complete)

1

 0,5
 1

 0,5
 1

 0,667
 5

 0,5
 1

 0,5
 1

O_Transthoracaal ECHO
(complete)

10

 0,75
 10

 0,5
 8

 0,5
 2

 0,5
 1

 0,667
 9

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 3

 0,75
 9

 0,667
 4

 0,5
 4

 0,667
 1

 0,5
 1

 0,5
 1

 0,667
 2

 0,5
 3

 0,5
 9

 0,8
 14

 0,667
 4

 0,5
 1

 0,5
 1

 0,5
 3

 0,75
 7

 0,5
 1

 0,5
 1

 0,5
 2

 0,5
 1

 0,5
 3

 0,5
 1

 0,5
 3

 0,5
 2

O_Paracetamol
(complete)

1

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,8
 13

 0,5
 2

 0,5
 1

 0,5
 1

 0,667
 1

 0,5
 1

 0,5
 1

C_Convulsie(s)
(complete)

2

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,667
 5

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 3

 0,5
 1

 0,5
 1

 0,5
 2

 0,5
 1

B_Donor Weefsel
(start)

1

 0,5
 1

 0,5
 1

 0,5
 2

 0,667
 5

 0,667
 2

 0,5
 1

B_Ureter catheter R
(start)

4

 0,667
 2

 0,5
 1

 0,5
 1

 0,5
 1

 0,5
 1

 0,75
 8

B_Decubitus zorg stadium 2a
(complete)

1

 0,5
 1

 0,5
 1

 0,667
 2

 0,5
 1

C_Decubitus hak st. 3a
(start)

1

 0,5
 1

C_Decubitus overig st. 3a
(start)

1

 0,5
 1

 0,5
 1

 0,667
 2

 0,5
 3

 0,8
 2

 0,5
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 1

 0,5
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 0,5
 1

 0,5
 1

O_Digoxine
(complete)

1

 0,5
 1

Fig. 2. Spaghetti process describing the diagnosis and treatment of 2765 patients in a
Dutch hospital. The process model was constructed based on an event log containing
114,592 events. There are 619 different activities (taking event types into account)
executed by 266 different individuals (doctors, nurses, etc.).

Event logs may be incomplete and contain noise. Noise refers to rare and
infrequent behavior not representative for the typical behavior of the process.
Incompleteness refers to the problem that one typically sees only a fraction of all
possible behaviors. Traces that are not seen in the log are not necessarily impos-
sible; we only see positive examples and no negative examples. Process mining
algorithms need to be able to deal with noise and incompleteness. Generally, we
use four main quality dimensions for judging the quality of the discovered process
model: fitness, simplicity, precision, and generalization [2]. A model with good
fitness allows for the behavior seen in the event log. The simplest model that
can explain the behavior seen in the log, is the best model (Occam’s Razor). A
model that is not precise is “underfitting”. Underfitting is the problem that the
model over-generalizes the example behavior in the log, i.e., the model allows for
behaviors very different from what was seen in the log. A model that does not
generalize is “overfitting”. Overfitting is the problem that a very specific model
is generated whereas it is obvious that the log only holds example behavior, i.e.,
the model explains the particular sample log, but a next sample log of the same
process may produce a completely different process model.

The challenges related to process mining are best explained using an example.
Fig. 2 shows an example of a typical Spaghetti process discovered using conven-
tional process mining techniques [2]. The complexity of the diagram illustrates
the problems and challenges mentioned in Section 1. In the remainder of the
paper, we show how ideas and techniques originating from bioinformatics can
help to address these.

3 From Sequence to Structure

A DNA sequence motif is defined as a nucleic acid sequence pattern that has
some biological significance (both structural and functional) [10]. These motifs
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TGCTTTAGCTTT AAACTACAGGCC

TCACTGGAGCTA GAGACAAGAAGG

TAAAAAACGGCT GACAAAAGAAGT

CCTGGTATCCTC . . .

AGCTTT AAACTACAGGCC

primary
structure

secondary
structure

tertiary
structure

quaternary
structure

Fig. 3. Hierarchy of protein structures

are usually found to recur in different genes or within a single gene. For ex-
ample, tandem repeats (tandemly repeating DNA) are associated with various
regulatory mechanisms such as protein binding [11]. More often than not, se-
quence motifs are also associated with structural motifs found in proteins thus
establishing a strong correspondence between sequence and structure. Protein
structures manifest as a hierarchy of four levels: primary, secondary, tertiary, and
quaternary. Primary structure is the basic level and corresponds to the linear
sequence of amino acids. Secondary structures result from the regular folding of
regions within the amino acid sequence into particular structural patterns e.g.,
α-helix, β-sheets, β-turns, loops, etc. Tertiary and quaternary structures result
from the folding of primary structure and secondary structural elements in 3
dimensions. Fig. 3 depicts the hierarchy of protein structures.

Likewise, common subsequences of activities in an event log that are found
to recur within a process instance or across process instances have some domain
(functional) significance. In [12], we adopted the sequence patterns (e.g., tan-
dem repeats, maximal repeats etc.) proposed in the bioinformatics literature,
correlated them to commonly used process model constructs (e.g., tandem re-
peats and tandem arrays correspond to simple loop constructs), and proposed a
means to form abstractions over these patterns. The abstractions thus uncovered
have a strong domain significance from a functionality point of view. Using these
abstractions as a basis, we proposed a two-phase approach to process discovery
[13]. The first phase comprises of pre-processing the event log with abstractions
at a desired level of granularity and the second phase deals with discovering the
process maps with seamless zoom-in/out facility. Fig. 4 summarizes the overall
approach. Note the similarity with Fig. 3.

Fig. 5 highlights the difference between the traditional approach to process
discovery and the two-phase approach. Note that the process model (map) dis-
covered using the two-phase approach is simpler. Our approach supports the ab-
straction of activities based on their context and type, and provides a seamless
zoom-in and zoom-out functionality. Fig. 5 illustrates that a cross-fertilization
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event logs
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between patterns
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Fig. 4. Repeating subsequences of activities define the common execution patterns
and carry some domain (functional) significance. Related patterns and activities per-
taining to these patterns define abstractions that correspond to micro-structures (or
sub-processes). The top-level process model can be viewed as a macro-structure that
subsumes the micro-structures.

Event Log
s a m b c u d n j e
s a m q f h l l h g i k e
s a m f g h l h i k q e
s a m b c d n u j e
s a m f h l g i h l h k q e
s a m q f g i h l h k e
s a m q f g h l h i k e
s a m p c u d n r e
s a m b d n c u j e
s a m p d n c u r e

Traditional
Approach

Two-phase
Approach

Abstractions defined over
common execution patterns

Transformed
Log
X b Z j e
X q Y Y e
X Y Y q e
X b Z Z j e
X Y Y Y q e
X q Y Y Y e
X q Y Y Y e
X p Z r e
X b Z j e
X p Z r e

Fig. 5. Traditional approach vs. our two-phase approach to process discovery
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Fig. 6. Process model discovered using the classical Fuzzy miner on the event log
capturing the activities of field service engineers during one of the part replacements
in X-ray machines

between bioinformatics and process mining enables the discovery of hierarchical
process models. This provides a new perspective when dealing with fine granular
event logs and less structured processes.

We next present the results of applying this approach on a real-life case study.
The case study was performed in close collaboration with Philips Healthcare and
pertains to the analysis of event logs generated by the X-ray machines of Philips
used all over the globe. More specifically, we considered an event log capturing
the activities performed by field service engineers during one of the part replace-
ments on X-ray machines. The event log contains 113 cases and 76, 754 events
referring to 92 activities. Fig. 6 depicts the process model uncovered on this
log using the classical Fuzzy miner. We can see an incomprehensible spaghetti-
like model. We uncover common execution patterns, define abstractions, and use
our two-phase approach to alleviate this problem. The transformed log (with ab-
stractions) contains 113 cases and 10, 387 events referring to 20 activities. Fig. 7
depicts the top-level process model discovered using the Fuzzy map miner on
this transformed log. We can see that the model discovered using our two-phase
approach is simpler and more comprehensible. We can explore the abstract nodes
(blue (dark) colored) to see the sub-processes captured underneath them. For
example, Fig. 8(a) depicts the sub-process for the abstract activity Examina-
tion Administration and Viewing while Fig. 8(b) depicts the sub-process for the
abstract activity Dynamic Viewing.

We have used this approach on several other real-life event logs as well (e.g.,
see [14]) and in all of these case studies, our approach is able to mine meaningful
(from a domain point of view) and comprehensive models. However, given the
space limitations and the scope of the paper, we cannot elaborate more on these
applications.
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y p g

Fl

Fig. 7. The process model discovered using our two-phase approach. Blue (dark) col-
ored nodes signify abstract activities that can be zoomed in to view the sub-processes
underneath it.

(a) Examination Administration and Viewing

(b) Dynamic Viewing

Fig. 8. The sub-processes corresponding to the abstract activities Examination Admin-
istration and Viewing and Dynamic Viewing

4 Sequence Alignment and Process Diagnostics

Multiple sequence alignment has been a subject of extensive research in compu-
tational biology for over three decades. Sequence alignment is an essential tool in
bioinformatics that assists in unraveling the secondary and tertiary structures
of proteins and molecules, their evolution and functions, and in inferring the
taxonomic, phylogenetic or cladistic relationships between organisms, diagnoses
of genetic diseases, etc. [15,16].

In [17], we have adapted sequence alignment to traces in an event log and
showed that it carries significant promise in process diagnostics. The goal of
trace alignment is to align traces in such a way that event logs can be easily
explored. Given a multi-set of traces T = [T1, T2, . . . , Tn], trace alignment can
be defined as a mapping of T to another multi-set of traces T = [T1, T2, . . . , Tn]
where Ti ∈ (Σ ∪{−})+ for 1 ≤ i ≤ n. In addition, the following three properties
need to be satisfied with respect to T and T:

– each trace in T is of the same length i.e., there exists an m ∈ N such that
|T1| = |T2| = · · · = |Tn| = m

– Ti is equal to Ti after removing all gap symbols ‘−’ and
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– there is no k ∈ {1, . . . ,m} such that ∀1≤i≤n Ti(k) = −.

Trace alignment can be used to explore the process in the early stages of analysis
and to answer specific questions in later stages of analysis. Fig. 9 depicts the
results of trace alignment for a real-life log from a rental agency2. Every row
corresponds to a process instance and time increases from left to right. The
horizontal position is based on logical time rather than real timestamps. If two
rows have the same activity name in the same column, then the corresponding
two events are very similar and are therefore aligned. Note that the same activity
can appear in multiple columns. By reading a row from left to right, we can
see the sequence of activities (i.e., the trace) that was executed for a process
instance. Process instances having the same trace can be grouped into one row
to simplify the diagram. The challenge is to find an alignment that is as simple
and informative as possible. For example, the number of columns and gaps should
be minimized while having as much consensus as possible per column.

Trace alignment can assist in answering a variety of diagnostic questions. For
example, one can get answers to questions such as:

– What is the most common (likely) process behavior that is executed?
The consensus sequence of an alignment, which captures the major activity in
each column, represents the most common process behavior that is executed
and can be considered as the back-bone sequence for the process.

– Are there any common patterns of execution in my traces?
Common execution patterns are captured in the form of well conserved re-
gions (columns) in the alignment. For example, the activity sequence b0e0a5
(at columns 5−7) corresponding to the activities, planning of first insp-

ection, preparation of lease termination form, and is first inspe-

ction performed? respectively, is common across all the traces.
– Where do my process instances deviate and what do they have in common?

Deviations, exceptional behavior and rare event executions are captured in
regions that are sparsely filled i.e., regions with lot of gap symbols (−) or in
regions that are well conserved with a few rare gaps.
For example, it could be seen that only one of the traces (sixth trace in the
alignment) has the activity subsequence a9e9a5 in columns 8− 10. Activity
a5 in column 7 corresponds to the check, is first inspection performed?

and the activity subsequence a9e9a5 corresponds to the scenario where the
result of the check was negative due to the fact that the tenant was not at
home. a9 corresponds to the activity of sending a letter to the tenant and
e9 corresponds to the activity of rescheduling the first inspection.

– What are the contexts in which an activity or a set of activities is executed
in my event log?
Trace alignment provides a complete perspective of activity executions in
a log including that of long range dependencies (any dependencies between
activities are reflected as common execution patterns in the traces where

2 Since the whole alignment is not legible, we highlight the interesting pat-
terns/activities at the top and the bottom of the figure.
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Fig. 9. An example of trace alignment for a real-life log from a rental agency. Each
row refers to a process instance. Columns describe positions in traces. Consider now
the cell in row y and column x. If the cell contains an activity name a, then a occurred
for case y at position x. If the cell contains no activity name (i.e., a gap “−”), then
nothing happened for y at position x.

they manifest). Furthermore, with rich interactive visualization (such as the
options of filtering columns containing an activity), trace alignment enables
a flexible inspection of the log.

– What are the process instances that share/capture a desired behavior either
exactly or approximately?
One can formulate the desired behavior as an activity sequence and apply
trace alignment of this sequence with the traces in the log. Traces/process
instances that share the desired behavior have a lot of their activities aligned
with that of the activities in the desired behavior sequence.

– Are there particular patterns (e.g., milestones, concurrent activities etc.) in
my process?
Concurrent activities manifest in mutually exclusive traces across different
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columns in an alignment. For example, the activities h2b2 corresponding to
the drafting of final note (h2) and archiving of lease termination

(b2) is concurrent in this process.

The application of sequence alignment in bioinformatics to process mining has
created an altogether new dimension to conformance checking; deviations and
violations are uncovered by analyzing just the raw event traces (thereby avoiding
the need for process models).

Finding good quality alignments is notoriously complex. The initial results of
trace alignment are definitely encouraging. Nonetheless, there are various new
challenges when adopting biological sequence alignment to trace alignment in
the context of business processes [18]. For example, biological sequences tend to
be homogenous whereas traces in semi-structured processes (e.g., care processes
in hospitals) tend to be heterogeneous. Other differences are the fact that traces
in an event log can be of very different lengths (e.g., due to loops) and may
be the result of concurrency. These characteristics provide new challenges for
sequence alignment.

5 Phylogeny and Process Configuration

Phylogenetics refers to the study of evolutionary relationships, and was one of
the first applications in bioinformatics. A phylogeny is a tree representation of
the evolutionary history of a set (family) of organisms, gene/protein sequences
etc. The basic premise in phylogenetics is that genes have evolved by duplication
and divergence from common ancestors [19]. The genes can therefore exist in a
nested hierarchy of relatedness. Fig. 10(a) depicts the phylogeny of some of the
species of Hawaiian honeycreeper [20]. These variant species descended from a
single species over the last ten million years.

Phylogeny is related to structuring variability within and between processes.
In the past couple of years, process configuration has gained prominence in the
BPM community [21]. Process configuration is primarily concerned with manag-
ing families of business processes that are similar to one another in many ways
yet differing in some other ways. For example, processes within different mu-
nicipalities are very similar in many aspects and differ in some other aspects.
Such discrepancies can arise due to characteristics peculiar to each municipal-
ity (e.g., differences in size, demographics, problems, and policies) that need to
be maintained. Furthermore, operational processes need to change to adapt to
changing circumstances, e.g., new legislation, extreme variations in supply and
demand, seasonal effects, etc. A configurable process model describes a family
of similar process models in a given domain [21], and can be thought of as the
genesis (root) of the family. All variants in the family can be derived from the
configurable model through a series of change patterns [22] and configuration
patterns [23]. Fig. 10(b) depicts an example of a configurable model (parent)
and two variants (children) derived from it. One of the core research problems
in process configuration is to automatically derive configurable process models
from specific models and event logs.
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(a) Phylogeny of the Hawaiian
honeycreeper.
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Fig. 10. Similarity between phylogeny and process configuration

One can find stark similarity between phylogenetics and process configuration.
Techniques have been proposed in the bioinformatics literature to discover phy-
logenies both from (protein) structure as well as from sequences. This can be
compared to deriving configurable process models from specific models and from
event logs respectively. The adaptability of phylogeny construction techniques
to process configuration needs to be explored.

Techniques from bioinformatics have also been adopted to trace clustering in
process mining [24,25]. Trace clustering was shown to be effective in dealing
with the heterogeneity in event logs [24,25]. Process mining results can be im-
proved by segregating heterogeneous cases into more homogenous clusters and
analyzing each cluster separately. Sequence clustering techniques have been ap-
plied to deal with unlabeled event logs3 in process mining [26]. Experiences from
bioinformatics can also contribute to tooling and infrastructure efforts in pro-
cess mining. For example, visualization is one of the challenging problems in
process mining tooling. A lot of current visualization means in process mining
tools such as ProM4 become unmanageable when dealing with large event logs
thereby compromising the comprehensibility. Process mining is typically an it-
erative activity driven by questions from stakeholders and surprising analysis
results. Techniques for visualization in process mining should focus on support-

3 In an unlabeled event log, the case to which an event belongs to is unknown.
4 ProM is an extensible framework that provides a comprehensive set of
tools/plugins for the discovery and analysis of process models from event logs. See
http://www.processmining.org for more information and to download ProM.

http://www.processmining.org


When Process Mining Meets Bioinformatics 215

ing the strong iterative and interactive nature of event log analysis e.g., ranging
from overview results to focused and directed insights, annotating mined results,
enabling holistic views by juxtaposing several different analysis results simulta-
neously, etc. Visualization is used in many areas within bioinformatics (e.g.,
sequence matching, genome browsing, multiple sequence alignment, etc.), with
varying success, and good tools already exist. There is significant potential to
learn from the success stories in bioinformatics, e.g., event logs refer to multi-sets
of traces, which are basically collections of sequences; sequence exploration and
visualization techniques in bioinformatics can be assessed for their adoption to
event logs.

Benchmarking and data repositories form another area where bioinformatics
has matured over the years. To cater to the rapidly increasing accumulation
of biological data, lots of efforts had been initiated in bioinformatics to create
advanced databases with analysis capabilities devoted to particular categories
e.g., Genbank (cataloguing DNA data), SWISS-PROT/TrEMBL (repository of
protein sequences), etc. These repositories support features such as protein se-
quence/structural/functional comparison and classification benchmarks. Process
mining being an emerging technology, such repositories and good benchmarks are
still missing. Recently, several efforts had been initiated in the process modeling
and process mining community to create repositories with advanced support for
dealing with process model collections e.g., APROMORE [27], and repositories
of event logs [28]. Process mining repositories and benchmarks should include:

– event logs and process mining tasks e.g., control-flow discovery, organiza-
tional model extraction, etc.

– event logs, process models and associated tasks e.g., process conformance,
replay techniques, etc.

– process models with associated characteristics e.g., functional (such as loan
application process), structural (such as the workflow patterns present), be-
havioral, etc.

Event log and process model comparison methods, search, and exploration are
some of the essential features that these repositories need to support. Quality
metrics (e.g., fitness, precision, generalization, computational complexity, etc.)
of state-of-the-art techniques also need to be captured in these repositories.
This enables the comparison of performance of a new algorithm/technique with
existing methods. It is also desirable to elicit validation protocols to streamline
the ways in which such quality metrics are measured.

Such an overlap between the goals combined with the promising initial results
calls for a more rigorous attempt at understanding and exploiting the synergy
between these two disciplines.

6 Conclusions

Bioinformatics and process mining share some common goals. In this paper, we
presented the commonalities between the problems and techniques studied in
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bioinformatics and process mining. The commonalities can be exploited: pro-
cess mining is a relative young discipline that can benefit from the plethora of
techniques developed in bioinformatics. In this paper, we presented some ini-
tial results that show that such a cross-fertilization between both areas is indeed
beneficial. However, as indicated, the examples in this paper are just initial steps
and further exploration of the topic is needed.

Acknowledgments. The authors are grateful to Philips Healthcare for funding
the research in process mining.
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Abstract. Most requirements elicitation methods do not explicitly pro-
vide a systematic way for deciding the boundary of the usage context that
should be taken into account because it is essentially difficult to decide
which context element should be included as the system requirements. If
a developer explores the context boundary in an ad-hoc manner, the de-
veloper will be faced with the frame problem because there are unlimited
context elements in the real world where the target system exists. There
are many application domains that should take into account the frame
problem: security, safety, network threats, and user interactions. To deal
with this problem, this paper proposes a new type of requirements anal-
ysis method for exploring the context boundary using guide words, a set
of hint words for finding a context element affecting the system behavior.
The target of our method is embedded systems that can be abstracted as
a sensor-and-actuator machine exchanging the physical value between a
system and its context. In our method, only the value-context elements,
a kind of value objects, are extracted as the associated context elements.
By applying the guide words, we can explore only a sequence of context
elements affecting the data value and avoid falling into the frame problem
at the requirements analysis phase.

Keywords: Context analysis, Frame problem, Embedded systems.

1 Introduction

Many embedded systems not only affect their context through actuators but also
are affected by their context through sensors. The term context refers to the real
world such as the usage environment that affects the system behavior.

In most cases, context is only roughly analyzed in comparison to functional
or non-functional system requirements. As a result, unexpected behavior may
emerge in a system if a developer does not recognize any possible conflicting
combinations between the system and its context. It is also difficult to decide
the boundary of the context that should be taken into account: which context
element, an object existing outside of the system, should be included as the
targets of requirements analysis.

If a developer explores the context boundary in an ad-hoc manner, he or
she will be faced with the frame problem [14] because there are unlimited con-
text elements in the real world where the system exists. The frame problem is
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the problem of representing the effects of the system behavior in logic without
explicitly specifying a large number of conditions not affected by the behavior.

To relax the frame problem in embedded systems, we propose CAMEmb (Con-
text Analysis Method for Embedded systems), a context-dependent requirements
analysis method. A context model is constructed from the initial system re-
quirements by using the UML Profile for Context Analysis. This context model
clarifies the relation between a system and its context. In CAMEmb, only the
value-context elements, a kind of value objects, are extracted as the associated
context elements because many embedded systems are abstracted as a sensor-
and-actuator machine exchanging the physical value between a system and its
context. Applying the Guide Words for Context Analysis, we can explore only a
sequence of context elements directly or indirectly affecting the data value ob-
served or controlled by the system sensors and actuators. Other context elements
not affecting the system observation and control are not taken into account be-
cause these context elements do not affect the system behavior. We can relax
the frame problem because we only have to consider limited number of context
elements as the context of the target system.

The remainder of this paper is structured as follows. In Section 2, problems in
the current requirements analysis methods are pointed out in terms of the frame
problem. In Section 3 and 4, CAMEmb is introduced to relax the frame problem.
In Section 5, we discuss how to apply our idea to other domains such as security.
In Section 6, we introduce related work. Concluding remarks are provided in
Section 7.

2 Motivation

In this section, typical problems in the current requirements analysis methods
are pointed out by describing the specification of an electric pot as an example.

2.1 Motivating Example

An electric pot is an embedded system for boiling water. Here, for simplicity,
only the following is considered: 1) the pot has three hardware components: a
heater, a thermostat, and a water level sensor; 2) the pot controls the water
temperature by turning on or off the heater; 3) the pot changes its mode from
the heating mode to the retaining mode when the temperature becomes 100
Celsius; and 4) the pot observes the volume from the water level sensor that
detects whether water is below or above a certain base level.

In case of the electric pot, the water temperature should be taken into account
as an important context element. Here, as an example, let us consider the spec-
ification that controls the water temperature. In most cases, this specification
is described by implicitly taking into account the specific context—for example,
such the context that water is boiled under the normal air pressure. A devel-
oper describes the software logic corresponding to the specific context—in this
case, the pot continues to turn on a heater switch until the water temperature
becomes 100 Celsius. Below is the specification described in pseudo code. This
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function describes that a controller continues to turn on a heater while the value
of the temperature obtained from a thermostat is below 100 Celsius. The Boil

function behaves correctly under the normal circumstance.

// Boil function

while thermostat.GetTemperature() < 100.0

do heater.On();

Although this traditional approach is effective, there is room for improvements
because it does not explicitly consider the context elements such as water and air
pressure. The above Boil specification looks correct. However, faults may occur
if the expected context is changed—for example, the circumstance of the low air
pressure. Because the boiling point is below 100 Celsius under this circumstance,
the software controller continues to heat water even if its temperature becomes the
boiling point. As a result, water evaporates and finally its volume will be empty.
The water level sensor observes the volume, and the pot stops heating. Although
this behavior satisfies the above system specification, the pot may be useless for
the people who use it up on high mountains where the air pressure is low.

2.2 Problems to be Tackled

The boundary of the context should be determined from stakeholders’ require-
ments. If we consider climbers as customers of the pot, we have to admit that
we failed in eliciting requirements in the above example.

It is not easy to define the context boundary even if the target users of the
system are determined. A developer will be faced with the frame problem be-
cause there are unlimited context elements in the real world. There are some
studies that take into account the real world as a modeling target. For exam-
ple, Greenspan, S. et al. claim the necessity of introducing real world knowledge
into requirement specifications [4]. But, current requirements elicitation meth-
ods do not answer a question: how and why do we find air pressure as a context
element ? Of course, domain knowledge and past experiences are important to
find this kind of requirements elicitation. Moreover, we admit that there are no
complete methods to overcome the frame problem. However, at the same time,
we need a method for systematically exploring the context boundary because
many incidents that occur in the real embedded systems are caused by insuf-
ficient context analysis. That is, unexpected context influence that cannot be
predicted in the requirements elicitation phase tends to cause a crucial incident.
Many engineers in the industry face this problem.

3 CAMEmb

CAMEmb is a context analysis method for dealing with the problem pointed
out in Section 2.
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Fig. 1. CAMEmb overview

3.1 Overview

CAMEmb complements the insufficiency of the traditional requirements analysis
methods as illustrated in Figure 1.

CAMEmb in the requirements analysis phase consists of 1) context modeling
and 2) context validation. After traditional requirements analysis is performed
from the viewpoint of eliciting the system functions and non-functional prop-
erties, CAMEmb is applied. In 1), the context elements affecting the system
behavior are extracted. The boundary of the context that should be taken into
account is explored. In 2), the consistency and correctness of a context model
is verified using VDM++ [3], an object-oriented extension of VDM-SL (The Vi-
enna Development Method – Specification Language). We can check whether a
system analysis model behaves correctly within the expected context boundary.
When the system analysis model does not behave correctly, we regard this result
as the requirements elicitation defects. The context boundary is not correct or
the system requirements are not feasible in the expected context. In the former
case, we have to modify the context model. Otherwise, in the latter case, we have
to modify the system analysis model. It depends on stakeholders’ needs whether
we have to modify the system analysis model or the context model.

In this paper, we focus on the context modeling method and explain its process
step by step.

3.2 Context Analysis Model

Figure 2 illustrates the result of context analysis for an electric pot. The upper
side and the lower side show a system and its context, respectively. The details of
the Controller in the context model are described in the system analysis model.
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Fig. 2. Context analysis model for an electric pot

Sensors and actuators for observing or controlling the context are regarded as the
interface components that separate the context from a system. Figure 2 shows
only the structural aspect of the context modeling. The details of the Controller
and the behavioral aspect of the context model are omitted due to the space
limitation. In CAMEmb, the behavioral aspect is modeled using state machine
diagrams. The structural aspect plays an important role in exploring the context
boundary as mentioned below.

3.3 UML Profile for Context Analysis

A UML profile is provided for context analysis as shown in Table 1.
This profile can describe system elements, context elements, and associa-

tions between them: four kinds of stereotypes including 
 Context �, 

Hardware �, 
 Sensor �, and 
 Actuator � are defined as an exten-
sion of the UML class (
 Sensor � and 
 Actuator � are subtypes of

 Hardware �); and five kinds of stereotypes including 
 Observe �, 

Control �, 
 Transfer �, 
 Affect �, and 
 Noise � are defined as an
extension of the UML association. The arrow of
 Observe � and
 Control �
indicates the target of observation and control. The arrow of 
 Noise � and

 Affect � indicates the source of noise and affect, respectively. The arrow
of 
 Transfer � indicates the source of transformation. 
 Transfer � is
introduced in order to represent data transformation because a sensor cannot
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Table 1. UML profile for context analysis

Name Category Definition

� Context � Class Context
� Hardware � Class Hardware
� Sensor � Class Sensor (subtype of � Hardware �)
� Actuator � Class Actuator (subtype of � Hardware �)
� Observe � Association Sensor observes a context element
� Control � Association Actuator controls a context element
� Transfer � Association Data is transformed into a different form be-

cause a sensor cannot directly observe the orig-
inal data

� Affect � Association Data from the target context element is af-
fected by other context elements

� Noise � Association Noise from other context elements (subtype of
� Affect �)

Fig. 3. Stepwise context analysis using guide words (for illustration only)

directly observe the original data. For example, water level observed by the water
level sensor is not the final observation target of a pot. That is, a pot wants to
observe not the water level but the water volume.

The associations between Controller and three hardware components (sensors
and actuators) indicate the phenomena such as sending a command from soft-
ware to hardware and receiving data from hardware. However, stereotypes for
these phenomena are not provided in our UML profile because they should be
considered in system analysis not in context analysis.

4 Stepwise Context Analysis Using Guide Words

The context model shown in Figure 2 is created as illustrated in Figure 3. Fig-
ure 3 shows only the image of context analysis procedures. Please refer to Figure
2 when a detailed analysis result is needed.
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Fig. 4. Step1: extract directly observed or controlled context elements

Step1: Extract Directly Observed or Controlled Context Elements

First, context elements (
 Context �), which are directly observed or con-
trolled by a sensor or an actuator, are extracted as illustrated in Figure 4.

We regard the environment value as a context element because CAMEmb
focuses on embedded systems based on sensing and actuating. We call these
context elements “value-context elements”. In case of an electric pot, water level
and water temperature are extracted since water level is observed by the water
level sensor and water temperature is controlled by the heater.

Step 2 [Initial Boundary]: Extract Indirectly Observed or Controlled
Context Elements

An element directly observed by a sensor may be an alternative context element
in such a case that the sensor cannot observe the original value of the target
context element. For example, the pot wants to observe not the water level but
the water volume.

Next, we explore the target context elements by using 
 Transfer �. In
the step 2, all paths from sensors and actuators to the target context elements
are completely extracted as illustrated in Figure 5. The initial context boundary
is determined in this stage. In case of an electric pot, water volume and water
temperature are extracted as the initial context boundary.

Step 3 [Intermediate Boundary]: Extract Impact Factors Using
Guide Words

The initial context boundary is an ideal boundary in which system’s sensing and
controlling are not affected by other factors. However, there are many factors
affecting observation and actuation in the real world. We have to extract these
factors in order to develop reliable embedded systems.
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Fig. 5. Step 2 [Initial boundary]: extract indirectly observed or controlled context
elements

Table 2. Guide words for context analysis

No. Category of � Affect � Guide word

1. physical phenomena factor that determines the upper limit
2. physical phenomena factor that determines the lower limit
3. physical phenomena factor related to a specific value
4. influence to sensing factor that interferes with the observation
5. influence to actuation factor that interferes with the control

In CAMEmb, impact factors that affect the states of these context elements
are extracted using guide words. Guide words, hints for deriving related elements,
are effective for software deviation analysis [13]. Guide words are mainly used
in HAZOP (Hazard and Operability Studies). In HAZOP, deviation analysis is
performed by using the guide words including NOT, MORE, LESS, AS WELL
AS, PART OF, REVERSE, and OTHER THAN. For example, higher pressure,
which may be deviated from a normal situation, can be derived from the property
pressure and the guide word high.

In addition to the HAZOP guide words, CAMEmb provides a set of guide
words specific to the context analysis as shown in Table 2. These guide words
help us to find an obstacle that affects the system observation and control in
terms of the context-value. By using these guide words, we can extract context
elements that affect the context elements existing within the initial boundary.
Our guide words can be considered as hints for deviation analysis targeted to
context analysis. If there is a context element having the influence on another
context element, we link them by the 
 Affect � association.
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Fig. 6. Step 3 [intermediate boundary]: extract impact factors using guide words

In case of an electric pot, the boiling point can be extracted as an impact factor
for the water temperature by applying the guide word “factor that determines
the upper limit” since the temperature does not become higher than the boiling
point. This guide word indicates that we have to take into account the boiling
point when we develop an embedded product controlling the water temperature.
Figure 6 shows this stage of the context analysis. Without guide words, we have
to explore impact factors in an ad-hoc manner and we may not be able to find
any impact factors.

Step 4 [Final Boundary]: Determine the Context Boundary

We have to continue to extract impact factors as many as possible to develop
reliable systems. In case of an electric pot, the air pressure can be extracted as
an impact factor for the boiling point by applying the guide word “factor related
to a specific value” since the boiling point of the water is 100 Celsius under the
circumstance of 1.0 atm. At this point, we finish the context exploration because
we can find no more impact factors affecting the air pressure. Figure 7 shows
this stage of the context analysis. We can extract two context elements water
volume and air pressure as the final context boundary.

It depends on the domain knowledge or experience of a development organiza-
tionwhen a developer stops exploring related value-contexts elements. Ourmethod
helps a developer to extract context elements affecting the system behavior as
many as possible using domain knowledge inspired by guide words. Without do-
main knowledge, it is not necessarily easy to find impact factors only using guide
words. For example, a developer, who does not have enough knowledge about
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Fig. 7. Step 4 [Final boundary]: determine the context boundary

physics, may not be able to find the air pressure even if the developer knows the
guide word “factor related to a specific value”. Domain knowledge plays an im-
portant role in context modeling. However, it is insufficient unless a systematic
way for extracting domain knowledge exists. Our guide words can derive domain
knowledge needed for context-based deviation analysis from a developer.

As shown here, the boundary of the context is explored by using UML Pro-
file for Context Analysis and Guide Words for Context Analysis. We can explore
only a sequence of context elements directly or indirectly affecting the data value
observed or controlled by the system sensors and actuators. Other context ele-
ments not affecting the system observation and control are not extracted. There
are many context elements such as person, table, and light in the environment of
an electric pot. However, these context elements do not affect the data observed
or controlled by the pot. So, we do not have to take into account these context
elements. These context elements exist out of the boundary.

5 Discussion

In this section, we discuss on the applicability of CAMEmb.

5.1 Applicability

We examined the proposed method to another embedded system: a line trace
car. The car runs tracing a line by observing a ground color.
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Table 3. Applicability of guide words

No. Category of � Affect � Guide word Example Case study

1. physical phenomena factor that determines the upper limit boiling point electric pot

2. physical phenomena factor that determines the lower limit freezing point electric pot

3. physical phenomena factor related to a specific value air pressure electric pot

4. influence to sensing factor that interferes with the observation light line trace car

5. influence to actuation factor that interferes with the control light line trace car

In CAMEmb, guide words play a important role to find context elements
affecting the system behavior. Table 3 shows how guide words are applied to two
case studies: electric pot and line trace car. Although both of two case studies
are sensor-actuator systems, their characteristics are different. In an electric
pot, its system behavior is affected by physical environment in which the pot
exists. On the other hand, in a line trace car, its system behavior is affected
by obstacles of sensing and actuating. There are three kinds of 
 Affect �:
physical phenomena, influence to sensing, and influence to actuation. The guide
words related to physical phenomena are used in the electric pot. The guide
words related to influence to sensing and influence to actuation are used in the
line trace car.

As mentioned here, we can apply our approach to two kinds of sensor-actuator
systems.

Although we may not be able to apply CAMEmb to all the application do-
mains, there are many domains that can be modelled as monitor-controller (or
sensor-actuator) systems. Security, safety, network threats, and user interactions
are examples of such domains. In these domains, context can be analyzed using
our approach. For example, trust in the security domains correspond to value
in CAMEmb. By defining the guide words that affect the trusts, we can explore
the trust boundary.

5.2 Avoidance of the Frame Problem

In CAMEmb, we select only the elements affecting the data value observed or
controlled by a system. We think that the value-based context analysis is rea-
sonable because most embedded systems observe the input data from the en-
vironment through sensors and affect the environment by emitting the physical
outputs through actuators. The system behavior is determined by the data ob-
served by the sensors and controlled by the actuators. We have only to take into
account the context elements explicitly or implicitly affecting the data linked
with the 
 Transfer � or the 
 Affect � associations. The context anal-
ysis terminates when there are no more context elements affecting the data.
In our approach, the affection is determined by using guide words. Of course,
the method using guide words is not complete. But, the method helps a de-
veloper to find the context elements affecting the system behavior as many as
possible.



Stepwise Context Boundary Exploration 229

6 Related Work

Jackson, M. proposes the problem frames approach [9] in which relations between
a machine (a system to be developed) and the real world are explicitly described.
The problem frames approach emphasises on the importance of analysing the real
world and the problems.

First, in this section, we discuss on the relation between CAMEmb and the
problem frame approach. There are several common ideas between them. We be-
lieve that CAMEmb provides a fruitful mechanism for using the problem frames
approach more effectively. The problem frames approach is strong in analysing
the real world (context) in terms of the problems. On the other hand, CAMEmb
is strong in exploring the context boundary and refining a context model to the
corresponding software design model.

Next, we show the other related work.

6.1 Problem Frames

A context diagram in the problem frames approach describes problem domains
in an application domain, their connections, and a machine and its connections
to the problem domains. The notion of context in CAMEmb corresponds to
the real world in the problem frame. Examples of formalising requirements with
problem frames can be found in [2][6].

We are now exploring the possibility of integrating CAMEmb with the prob-
lem frames approach. Figure 8 shows a context analysis model described in the
problem frames approach. We can describe the context diagram of a line trace
car by using the Required Behavior frame and the Transformation frame. There
is the similarity between our UML profile and frame patterns. For example,

 Transfer � corresponds to Transformation frame.

We consider that it is effective to apply CAMEmb after problem analysis is
done. The problem frames approach is strong in analysing problems in the real
world. On the other hand, our approach provides a systematic way for deter-
mining the context boundary. Because a context analysis model in the problem
frames approach and that in CAMEmb can be converted each other as shown in
Figure 8, we believe that both methods can be integrated.

6.2 Four-Variable Model

Parnas, D. L. and Madey J. propose the four-variable model [15], a model for
system requirements and design. This model takes into account environmental
quantities such as physical proprieties, values displayed on devices, and states
of controlled devices. In the four-variable model, functions, timing, and correct-
ness are described by using monitored variables, control variable, and input /
output data items because variables internal to the system are not adequate
for specifying system requirements. The four-variable model was used to specify
the requirements for the A-7 aircraft in SCR (Software Cost Reduction) [7][8]
providing a tabular notation for specifying requirements.
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Fig. 8. Context analysis model described in problem frames

The four-variable model is similar to CAMEmb because monitored variables
and control variables correspond to context elements observed by sensors and
controlled by actuators. However, the four-variable model does not provide a
way for finding context elements and exploring the context boundary. CAMEmb
focuses on the recognition paths affecting the system observation and control.

6.3 Context Analysis and SPL

Software product line (SPL) [11] is a promising approach to developing embedded
systems. A product is constructed by assembling core assets, components reused
in a family of products. In the current SPL, however, the feature analysis is
mainly conducted from the viewpoint of system configurations and context is not
considered explicitly. However, some PLE methods provide a way for modeling
the context of a product [1][16][5][17][12].

Atkinson, C. et al. propose a PLEmethod called KobrA [1] in which the context
realizationmodels are described by analyzing contexts of target systems. However,
the systems and contexts are simultaneously described in KobrA. On the other
hand, the system lines are completely separated from the context lines in our ap-
proach. We believe that our approach is effective comparing to the way in which
contexts are taken into account as one of the system concerns. There are contexts
features that can be shared among multiple system lines. If a context belongs to
a specific system line, the context cannot be reused in other system lines.

Kang, K. C. et al. propose a method for categorizing features into four layer in-
cluding capability, operating environment, domain technology, and implementa-
tion technique [10]. They point out the importance of introducing the viewpoint
of usage context. Lee, K. and Kang, K. C. propose a model showing how prod-
uct usage contexts are related to product features [12]. In the model, physical
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contexts indicate physical environments or locations where a product is deployed
and used.

Reiser, M. O. et al. use the concept of a product set to describe contextual
constraints for feature election. Hartman, H. and Trew, T. propose a context
variability model (CVM) [5] for modeling product lines that support several
dimensions in the context space. Their approach is similar to our approach.
In CVM, a separate feature diagram is used to model contextual variability and
linked to a product line feature diagram. Similarly, Tun et al. describe contextual
variability as a separate feature diagram [17]. The work of Tun is also based on
the work of Jackson’s problem frames.

We previously proposed a context-dependent SPL method [19] in which a
product line was composed of system and context lines. The former is obtained
by analyzing a family of systems. The latter is obtained by analyzing the features
of the expected context. The configuration of selected system components and
context elements can be formally checked by using VDMTools. Historically, the
prototype of CAMEmb was originally proposed as a method for constructing
context lines. After that, we became aware that our approach could be gener-
alized and could be applied to not only SPL but also requirements elicitation.
Moreover, we became aware that the idea of value-context elements could play an
important role to relax the frame problem. In this paper, we positioned CAMEmb
as a requirements elicitation method for exploring the context boundary.

7 Conclusion

In this paper, we proposed CAMEmb, a context-dependent requirements analysis
method. As demonstrated in this paper, we could provide a method for exploring
the context boundary. The idea of value-context elements and guide words plays
an important role.

It is favorable if a system analysis model and a context analysis model are
transformed into a design model reflecting the contexts. We have developed a
prototype of a domain-specific modeling environment for supporting context
analysis [18]. This tool consists of a model editor for supporting a UML Profile
for Context Analysis, a model compiler for transforming a system analysis model
and a context model to a system design model, and a code generator from the
system design model to Java. The generated design model consists of three lay-
ers Controller, Context Recognition, and Driver. The results of context analysis
can be reflected to the software architecture of the target system. The Context
Recognition layer, the most important part in the design model, is obtained by

 Transfer � and 
 Affect � relations in the context model.

We plan to develop a method for integrating CAMEmb with the problem
frames approach. The former is strong in exploring the context boundary and
the latter is strong in analysing the real world. Tool support is necessary to
accomplish this research goal. For example, translation between a context model
described in CAMEmb and a context diagram in the problem frames approach
should be supported. It would be better if problem analysis, context analysis,
and refinement to a design model are seamlessly linked.
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We think that the essential idea of CAMEmb can be applied to other kinds
of context such as security and safety in embedded systems. As the next step,
we plan to apply CAMEmb to such an application.
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