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Preface

The third edition of the International ICST Conference on Mobile Lightweight
Wireless Systems (MOBILIGHT 2011) was held during May 9–10, 2011 at the
Barcelo Nervion Hotel in Bilbao, Spain, a beautiful venue internationally rec-
ognized for business, trading and its devotion to first-level R&D, as buttressed
by more than 200 technology-based companies and R&D centers established in
this region. This edition continued a series of scientific events previously held in
Athens, Greece (2009) and Barcelona, Spain (2010), all of which were dedicated
to the latest advances on avant-garde wireless communication techniques, ser-
vice provisioning and application deployment for resource-constrained devices
and networks. In particular, MOBILIGHT 2011 featured first-rate theoretical
and practical research on physical-layer information, data and signal processing
for wireless systems (e.g., MIMO schemes), transmission of multimedia content
over wireless links, and localization and tracking algorithms and applications
especially tailored for devices with stringently limited computational resources.

MOBILIGHT 2011 was organized as a 2-day single-track event with 18 tech-
nical presentations, and 3 specialized workshops focused on opportunistic sensing
and processing in mobile wireless sensor and cellular networks (MOBISENSE),
multimode wireless access networks (MOWAN) and strategic network planning
applied to market regulation (NETSTRAT), totalling 34 papers presented dur-
ing the conference and included in the proceedings. A social dinner was also
scheduled on the first day of the conference.

The conference had close to 40 participants from industry and academia from
a wide range of countries such as Portugal, France, Romania, Tunisia, Den-
mark, Sweden, France, Greece, Spain, UK and Italy. A number of submissions
from world-wide renowned universities, research centers and institutions were
received by our Technical Program Committee (Joaquin, Marja and Daniel), to
whom we are truly grateful for their support in the review process. Their exper-
tise, knowledge and experience have been the key to rendering an outstanding
MOBILIGHT 2011 technical program. We also thank the invited speakers at our
event, Pedro M. Crespo (CEIT and TECNUN, University of Navarra, Spain),
Robert Piche (Tampere University of Technology, Finland), Marc Brogle (SAP
Research, Zürich, Switzerland) and Paul J.M. Havinga (University of Twente,
The Netherlands), for accepting our invitation to give keynotes at the conference.
Our gratitude also extends to the representatives of ICST, EAI, CREATE-NET
and TECNALIA for sponsoring this event and for their help in arranging all the
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logistics. A special acknowledgment is due to Elena J. Fezzardi from EAI for
running the event smoothly. Last but not least, we the General Chairs would
like to thank all the reviewers, whose effort reflects their commitment to the
success of this yearly event.

We eagerly look forward to another successful MOBILIGHT edition in 2012
and forthcoming years.

January 2012 Javier Del Ser
Eduard Jorswieck
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Capacity Region of the Two-Way Multi-antenna

Relay Channel with Analog Tx-Rx Beamforming

Cristian Lameiro, Alfredo Nazábal, Fouad Gholam,
Javier Vı́a, and Ignacio Santamaŕıa

Communications Engineering Department (DICOM), University of Cantabria,
Santander, 39005, Spain

{lameiro,alfredo,fouad,jvia,nacho}@gtas.dicom.unican.es

Abstract. In this paper we study the multiple-input multiple-output
two-way relay channel (MIMO-TWRC) when the nodes use analog beam-
forming. Following the amplify-and-forward (AF) strategy, the problem
consists of finding the transmit and receive beamformers of the nodes and
the relay, and the power allocated to each one, that achieve the bound-
ary of the capacity region. We express the optimal node beamformers in
terms of the relay beamformers, and show that the capacity region can
be efficiently characterized using convex optimization techniques. Nu-
merical examples are provided to illustrate the results of this paper, and
to compare the capacity region achieved by analog beamforming against
the conventional MIMO schemes that operate at the baseband.

Keywords: two-way relay channel, analog beamforming, convex opti-
mization, capacity region.

1 Introduction

Analog beamforming has crescent interest due to the reduced cost, power
consumption and system size in comparison to conventional multiple-input
multiple-output (MIMO) schemes that apply beamforming in the digital domain
[1]. Conventional MIMO systems require a radio-frequency (RF) chain for each
antenna in order to process each data stream at baseband. On the other hand,
applying beamforming in the RF domain (what we call hereafter RF-MIMO)
entails acquiring and processing a single data stream, and thus the cost and
power consumption are significantly reduced [2].

The RF-MIMO architecture is shown in Fig. 1. The transmitter (the receiver
operates analogously) applies a set of complex weights, w[n], which represent
the gain factors and phase shifts at each antenna, and focus the energy beam in
the proper direction. For point-to-point links, the design of the optimal Tx-Rx
beamformers for multicarrier transmissions has been thoroughly considered in
[2]-[4]. In [5], we proposed an optimal transmission strategy for the two-user RF-
MIMO broadcast channel, and extended it to the K-user case and the multiple
access channel.

On another front, cooperative and multihop communications have been a
research topic of interest in recent years, due to the coverage extension that

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 1–17, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012



2 C. Lameiro et al.

Fig. 1. RF-MIMO transceiver. A single data stream is processed, and thus the cost
and power consumption are significantly reduced.

they provide. The two-way relay channel (TWRC) is one of the most basic
multihop communication systems. The simplest TWRC consists of two source
nodes that exchange information through an assisting relay node. We follow the
coding strategy called amplify-and-forward (AF), also adopted in [6], [7]. Hence,
only two phases are needed for the exchange of a whole data frame: a multiple
access (MAC) phase and a broadcast (BC) phase.

Currently, the TWRC is receiving a great interest and there are many works
on optimal transmission strategies and optimal beamforming for the multi-
antenna case [6]-[9]. Authors in [6] consider the TWRC with amplify-and-forward
(TWRC-AF) strategy when the source nodes are single antenna terminals and
the relay uses conventional beamforming. They compute the optimal beamform-
ing strategy at the relay node via convex optimization techniques with fixed
powers, i.e., no power optimization is carried out. In [7], Wang and Zhang
study the conventional MIMO-TWRC and propose a suboptimal method to
compute the beamforming matrices. To the best of our knowledge, the MIMO-
TWRC when the nodes use analog beamforming has not been considered yet in
the literature. In this paper, we characterize the capacity region of the multi-
antenna TWRC-AF, when all nodes use analog beamforming; what we call
RF-TWRC. We show that the optimal beamforming strategy and the power
allocation problem can be solved through efficient convex optimization
techniques.
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(a) MAC phase

(b) BC phase

Fig. 2. Two-way relay channel with amplify-and-forward strategy and two-phase pro-
tocol. In the MAC phase, the source nodes send their messages to the relay node; while
in the BC phase, the relay node retransmits a linear composition of the received signal.

1.1 Notation

Bold upper and lower case letters denote matrices and vectors respectively; light-
faced lower case letters denote scalar quantities. We use AH , A∗ and AT to
denote Hermitian, conjugate and transpose of A, respectively; Tr (A) denotes
the trace of A, and rank (A) denotes the rank of A. For vectors, ‖a‖ denotes
the Euclidean norm of a; and for complex scalars, |a| denotes the absolute value

of a. The optimal solution of an optimization problem is indicated by (·)(∗).

2 System Model

We consider the TWRC depicted in Fig. 2, where two source nodes equipped
with NS antennas1 establish a bidirectional communication through a relay node
with NR antennas. The two multi-antenna nodes and the relay perform beam-
forming in the RF domain, what it is called analog beamforming. We use the
two-phase TWRC protocol which was also adopted in [6], [7]; and assume per-
fect channel state information at every node. In the MAC phase, both source
nodes transmit simultaneously to the relay node. Due to the restrictions of the
RF-MIMO architecture, the nodes are able to transmit a single data stream.
Then, assuming flat-fading channels, the signal received at the relay node can
be written as

yR = H1v1
√
p1s1 +H2v2

√
p2s2 + rR , (1)

where (v1,v2) ∈ CNS×1 are the unit-norm analog transmit beamformers of nodes
1 and 2, respectively; (H1,H2) ∈ C

NR×NS are the channel matrices; and s1 and
s2 are the symbols transmitted by nodes 1 and 2, respectively, which are assumed
to be distributed as CN(0, 1); p1 and p2 are the transmit powers of each source

1 The extension to source nodes with different number of antennas is straightforward.
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node; and rR ∼ CN(0, σ2I) represents the noise at the relay node. Note that, in
contrast to [6], we consider multiple antennas at the nodes and the relay. In the
BC phase, the relay node performs the amplify-and-forward strategy to linearly
process the received signal (1). The analog beamforming matrix is

B = vRu
H
R (2)

where uR and vR are the NR×1 receive and transmit beamformers, respectively.
Notice that, unlike [6], the RF-MIMO architecture imposes a rank-one constraint
in the relay beamforming matrix (2).

Without loss of generality, we can assume ‖vR‖2 = 1 and ‖vi‖2 = 1, i = 1, 2.
Thus, the transmit power of the relay node is given by

pR(p1, p2,uR,v1,v2) = pef1 + pef2 + σ2 ‖uR‖2 (3)

where we have defined the effective power of source node i (i = 1, 2), pefi , as

pefi = pi
∣∣uH

RHivi

∣∣2 , i = 1, 2 . (4)

If channel reciprocity holds2, i.e., the channels of source nodes 1 and 2 in the
BC phase are HT

1 and HT
2 , respectively; the signal received by the source nodes,

after suppressing the self-interference, is

y1 = uH
1 HT

1 vR
√
pef2s2 + r̃1 , (5)

y2 = uH
2 HT

2 vR
√
pef1s1 + r̃2 ,

where ui ∈ C
Ns×1 and r̃i ∼ CN

(
0, σ2

[
1 + ‖uR‖2

∣∣uH
i HT

i vR

∣∣2]) are the unit-

norm analog receive beamformer and the equivalent noise at node i. Thus, the
achievable bidirectional rate pairs, denoted by R12 (link from node 1 to node 2,
through the relay node) and R21 (link from node 2 to node 1, through the relay
node), are given by

R12 ≤ 1

2
log2

⎡⎣1 + pef1
∣∣uH

2 HT
2 vR

∣∣2
σ2
(
1 + ‖uR‖2

∣∣uH
2 HT

2 vR

∣∣2)
⎤⎦ , (6)

R21 ≤ 1

2
log2

⎡⎣1 + pef2
∣∣uH

1 HT
1 vR

∣∣2
σ2
(
1 + ‖uR‖2

∣∣uH
1 HT

1 vR

∣∣2)
⎤⎦ . (7)

In the next section, we derive the optimal beamforming vectors to be applied at
the source nodes and define the capacity region of the MIMO RF-TWRC. Finally,
we propose an iterative algorithm based on convex optimization techniques to
compute the boundary of the capacity region.

2 This assumption is made only for simplicity. The results hold also if different transmit
and receive channels are considered.
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3 Capacity Region

3.1 Optimal Node Beamformers and Parametrization

For a fixed transmit beamforming at the relay node, vR, the BC phase reduces
to a single-input multiple-output (SIMO) channel. Thus, the optimal strategy
for both nodes is matched filtering with respect to their channels or maximum
ratio combining (MRC) [10]. Therefore, the unit-norm optimal analog receive
beamformers are

ui =
HT

i vR∥∥HT
i vR

∥∥ , i = 1, 2 . (8)

Similarly, for a fixed receive beamforming at the relay node, uR, the MAC phase
reduces to a multiple-input single-output (MISO) channel. In order to achieve
the boundary of the capacity region, each source node must control its effective
power, pefi (i = 1, 2). According to (4), this power control can be done by varying
either the source node power or its transmit beamformer, vi. Hence, if the source
nodes perform maximum ratio transmission (MRT) [10], the effective power can
be controlled solely by the source node power, pi. Thus, MRT is always optimal.
The MRT beamformers of the source nodes are given by

vi =
HH

i uR∥∥HH
i uR

∥∥ , i = 1, 2 . (9)

In summary, the optimal Tx-Rx node beamformers can be written in terms of
the Tx-Rx relay beamformers. Notice that, (8) and (9) implies that a feedback
channel must exist between the nodes and the relay. According to that, the node
beamformers can be computed at the relay node, and then sent them back to
the nodes. With the optimal node beamformers, the rates in (6) and (7) can be
rewritten as

R12 ≤ 1

2
log2

⎡⎣1 + pef1
∥∥HT

2 vR

∥∥2
σ2
(
1 + ‖uR‖2

∥∥HT
2 vR

∥∥2)
⎤⎦ , (10)

R21 ≤ 1

2
log2

⎡⎣1 + pef2
∥∥HT

1 vR

∥∥2
σ2
(
1 + ‖uR‖2

∥∥HT
1 vR

∥∥2)
⎤⎦ , (11)

where now pefi = pi
∥∥HH

i uR

∥∥2 (i = 1, 2). Including the power constraints at the
nodes and the relay, we can now define the capacity of the RF-TWRC as

C (P1, P2, PR) �
⋃

p1≤P1,p2≤P2

⎡⎣ ⋃
‖vR‖2=1,pR(p1,p2,uR)≤PR

{R12, R21}
⎤⎦ , (12)

where R12 and R21 are defined in (10) and (11), respectively. It is easy to see
that the optimal relay beamforming vectors must lie in the subspace spanned by
the columns of the channel matrices, i.e.,
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uR ∈ span (H) , (13)

vR ∈ span (H∗) ,

where H = [H1,H2]. Here, span (A) denotes the subspace spanned by the
columns of A. Hence, taking the singular value decomposition (SVD) of H,
we can express the beamformers and the channel matrices in terms of a unitary
basis as follows

uR = Uar , (14)

vR = U∗at ,
H1 = UG1 ,

H2 = UG2 ,

where U ∈ CNR×min(NR,2NS) is an orthogonal basis for the column range of H.
Vectors {ar, at} ∈ Cmin(NR,2NS)×1 are the coefficients of the linear expansion of

the beamformers in terms of the basis U. As U is unitary, ‖vR‖2 = 1 implies

‖at‖2 = 1. Note that, with this parametrization, the number of complex variables
of uR and vR can be reduced from NR to 2NS if NR > 2NS.

With the parametrization given in (14), the rates achieved by the nodes are
now given by

R12 ≤ 1

2
log2

⎡⎣1 + pef1
∥∥GT

2 at
∥∥2

σ2
(
1 + ‖ar‖2

∥∥GT
2 at
∥∥2)
⎤⎦ , (15)

R21 ≤ 1

2
log2

⎡⎣1 + pef2
∥∥GT

1 at
∥∥2

σ2
(
1 + ‖ar‖2

∥∥GT
1 at
∥∥2)
⎤⎦ , (16)

where now pefi = pi
∥∥GH

i ar
∥∥2 (i = 1, 2). The capacity region is now given by

C (P1, P2, PR) �
⋃

p1≤P1,p2≤P2

⎡⎣ ⋃
‖at‖2=1,pR(p1,p2,ar)≤PR

{R12, R21}
⎤⎦ , (17)

with R12 and R21 defined in (15) and (16), respectively.

3.2 Computing the Capacity Region

The capacity region in (17) can be characterized by solving a weighted sum-rate
maximization problem (WSRmax). This approach assigns different weights to
the source nodes in order to establish a priority between them. Hence, varying
the weights, every point on the capacity boundary can be computed. However,
the WSRmax problem is non-convex and it is very difficult to solve [11].

The authors of [12] proposed an alternative method to compute the boundary
rate-tuples of the capacity region called rate profile, that was also applied in
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[6] to the single-antenna TWRC. Applying this idea, the rate at each node can

be expressed as a portion of the sum rate, i.e., [R12, R21]
T

= Rsum [τ, 1− τ ]
T
,

where [τ, 1− τ ]
T
is the rate profile vector. Thus, for a fixed value of τ between

0 and 1, we can compute a boundary point of the capacity region by solving the
following optimization problem

maximize
p1,p2,at,ar,Rsum

Rsum , (18)

subject to :
1

2
log2

⎡⎣1 + p1
∥∥GH

1 ar
∥∥2 ∥∥GT

2 at
∥∥2

σ2
(
1 + ‖ar‖2

∥∥GT
2 at
∥∥2)
⎤⎦ ≥ τRsum ,

1

2
log2

⎡⎣1 + p2
∥∥GH

2 ar
∥∥2 ∥∥GT

1 at
∥∥2

σ2
(
1 + ‖ar‖2

∥∥GT
1 at
∥∥2)
⎤⎦ ≥ (1− τ)Rsum ,

p1
∥∥GH

1 ar
∥∥2 + p2

∥∥GH
2 ar
∥∥2 + σ2 ‖ar‖2 ≤ PR ,

p1 ≤ P1 ,

p2 ≤ P2 .

SinceR12 and R21 grow monotonically with the signal-to-noise plus interference
ratio (SINR), we can express the rate profile in terms of a SINR profile. Hence,
for a fixed value of Rsum, the rate constraints in (18) are equivalent to target
SINRs at the nodes, and thus the optimization problem (18) with fixed Rsum is
equivalent to a power minimization problem with SINR constraints as follows

minimize
p1,p2,at,ar

p1
∥∥GH

1 ar
∥∥2 + p2

∥∥GH
2 ar
∥∥2 + σ2 ‖ar‖2 , (19)

subject to :
p2
∥∥GH

2 ar
∥∥2 ∥∥GT

1 at
∥∥2

σ2
(
1 + ‖ar‖2

∥∥GT
1 at
∥∥2) ≥ αγsum ,

p1
∥∥GH

1 ar
∥∥2 ∥∥GT

2 at
∥∥2

σ2
(
1 + ‖ar‖2

∥∥GT
2 at
∥∥2) ≥ (1− α) γsum ,

p1 ≤ P1 ,

p2 ≤ P2 ,

for some 0 ≤ α ≤ 1. For a given γsum, the solution of the above problem provides

a feasible point of the capacity region if and only if p
(∗)
R ≤ PR, where p

(∗)
R is the

optimal power value. It turns out that the boundary of the capacity region can
be obtained by a bisection method over γsum, solving problem (19) in each step,
as indicated in algorithm 1.

Algorithm 1:

– Initialize γmin
sum = 0, γmax

sum = γUB
sum.

– Repeat
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1. γsum = 1
2

(
γmin
sum + γmax

sum

)
.

2. Solve problem (19).
(a) If the problem is feasible, γmin

sum = γsum.
(b) Otherwise, γmax

sum = γsum.
– Until

(
γmax
sum − γmin

sum

) ≤ ε

A reasonable value of γUB
sum can be obtained through the SINR upper bound

derived in [6]. This upper bound is obtained considering the optimal beamform-
ing of both links independently. In the analog beamforming case, the optimal
strategy at the relay node is transmitting and receiving through the principal
eigenvectors of the channels. Hence, a SINR upper bound for the RF-TWRC is

γUB
sum = PRσ

2
1σ

2
2

(
p2

PRσ2
1 + P2σ2

2 +
1
2

+
p1

PRσ2
2 + P1σ2

1 +
1
2

)
, (20)

where σi is the strongest singular value of Gi, i = 1, 2.
The optimization problem (19) is non-convex, but a solution can be found

through a relaxed semidefinite programm (SDP), as we show in the next sub-
section.

3.3 Semidefinite Relaxation

Defining the Hermitian matrices Ar and At as

Ar = ara
H
r , (21)

At = ata
H
t ,

the optimization problem (19) can be written as

minimize
p1,p2,At,Ar

p1Tr (R1Ar) + p2Tr (R2Ar) + σ2Tr (Ar) , (22)

subject to : p2Tr (R2Ar)− (1− α) γsumσ
2Tr (Ar) ≥ (1− α) γsumσ

2

Tr (R∗
1At)

,

p1Tr (R1Ar)− αγsumσ
2Tr (Ar) ≥ αγsumσ

2

Tr (R∗
2At)

,

Tr (At) = 1 ,

At � 0 ,

Ar � 0 ,

rank (At) = 1 ,

rank (Ar) = 1 ,

p1 ≤ P1 ,

p2 ≤ P2 ,

where Ri = GiG
H
i . The above problem can be shown to be still non-convex

due to several reasons. First, the cross products between Ar and the power
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variables (p1 and p2) make the first two constraints non-convex. However, we
can get through it by optimizing the effective powers instead. Thus, problem
(22) is equivalent to

minimize
pef1

,pef2
,At,Ar

pef1 + pef2 + σ2Tr (Ar) , (23)

subject to : pef2 − (1− α) γsumσ
2Tr (Ar) ≥ (1− α) γsumσ

2

Tr (R∗
1At)

,

pef1 − αγsumσ
2Tr (Ar) ≥ αγsumσ

2

Tr (R∗
2At)

,

Tr (At) = 1 ,

At � 0 ,

Ar � 0 ,

rank (At) = 1 ,

rank (Ar) = 1 ,

pef1 ≤ P1Tr (R1Ar) ,

pef2 ≤ P2Tr (R2Ar) .

Note that the last two inequalities are the power constraints of the source nodes,
according to the definition of the effective powers in (4). On the other hand, the
rank-one constraints are non-convex, although we can find a solution relaxing
these two constraints, what is called in the literature a relaxed SDP, as we show
in the following.

minimize
pef1

,pef2
,At,Ar

pef1 + pef2 + σ2Tr (Ar) , (24)

subject to : pef2 − (1− α) γsumσ
2Tr (Ar) ≥ (1− α) γsumσ

2

Tr (R∗
1At)

,

pef1 − αγsumσ
2Tr (Ar) ≥ αγsumσ

2

Tr (R∗
2At)

,

Tr (At) = 1 ,

At � 0 ,

Ar � 0 ,

pef1 ≤ P1Tr (R1Ar) ,

pef2 ≤ P2Tr (R2Ar) .

The above problem is convex and can be efficiently solved using convex opti-
mization methods. Moreover, as we show in the Appendix following the lines in

[13], [14]; when the rank of the optimal beamforming matrices, A
(∗)
t and A

(∗)
r ,

is greater than one, we are able to find an optimal rank-one solution. Thus, the
solution of (24) is also the optimal solution of the original problem (19). Given

the solution of (24), the optimal power assigned to each source node, p
(∗)
1 and

p
(∗)
2 , are given by
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p
(∗)
1 =

p
(∗)
ef1

Tr
(
R1A

(∗)
r

) , (25)

p
(∗)
2 =

p
(∗)
ef2

Tr
(
R2A

(∗)
r

) .

Note that, in contrast to [6], we are able to optimize the power of each source
node and thus characterize completely the capacity region of the RF-TWRC,
without resorting to an exhaustive search on the transmit powers.

4 Numerical Examples

In this section, we present some examples to illustrate the results of this paper,
and to compare the achievable rates of the analog beamforming architecture
with those achieved by conventional MIMO schemes. The elements of H1 and
H2 are i.i.d. zero-mean circular complex Gaussian random variables with unit
variance. We consider equal power constraints for the nodes and the relay, i.e.,
PR = P1 = P2 = P , and define the signal-to-noise ratio as SNR = 10 log10

P
σ2 .

Without loss of generality, we take σ2 = 1. To get the boundary of the capacity
region, we follow Algorithm 1 varying α between 0 and 1.

4.1 Conventional MIMO vs. Analog Beamforming

In this subsection we compare the achievable rate region when the nodes use
analog beamforming against the conventional (baseband) MIMO beamforming.
The capacity region with conventional MIMO is obtained through the algorithm
proposed in [6]. This algorithm does not allow power optimization and requires
the source nodes to be single antenna terminals. Thus, we focus on the following
scenario: Ns = 1, NR = 4 and fixed powers.

For convenience of the analysis, we consider one channel realization of h1

normalized by its own norm. Channel vector h2 is obtained such that ‖h2‖ = 1

and
∣∣hH

1 h2

∣∣2 = ρ, where ρ, 0 ≤ ρ ≤ 1, is the squared cosine of the angle formed
between h1 and h2.

Fig. 3(a) and Fig. 3(b) show the achievable rate region of both schemes for
ρ = 0.1 and ρ = 0.5, respectively. The SNR is equal to 10 dB and the relay
node is equipped with 4 antennas. As ρ increases, the channel vectors tend to be
collinear and the gap between analog and conventional beamforming goes to 0.

4.2 Capacity Region of RF-TWRC

In this subsection we consider multi-antenna nodes and optimize the power trans-
mitted by the source nodes. In Fig. 4 we show the capacity region of a RF-TWRC
channel, when NR = 4 and NS = 2; and in Fig. 5 we show the power used by
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(a) ρ = 0.1

(b) ρ = 0.5

Fig. 3. Comparison between the achievable rates of conventional MIMO and RF-MIMO
schemes when Ns = 1 and NR = 4, for different values of ρ. The capacity of conven-
tional MIMO-TWRC has been computed using the algorithm proposed in [6]. As ρ
increases (i.e., more collinear channels), the gap between both regions tends to 0.
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Fig. 4. Capacity region of the 4x2 RF-TWRC with a SNR of 10 dB. The dashed line
depicts the achievable region of the SISO case with and without power optimization.

the source nodes. The SNR has a value of 10 dB and the energies of the channels
are equal to unity. We observe that there are some points of the boundary that
are achieved when the source nodes do not transmit at maximum power. This
result can be easily explained in terms of the transmit power of the relay node,
pR. From (3), pR is a function of the effective powers of both source nodes. As
the relay node has a power constraint, PR, the greater is the effective power
of a node, the lower is the effective power of the other. To better understand
this idea, consider one of the extreme points of the capacity boundary. If we fix
α = 0, i.e., full priority is assigned to node 1, then the optimal power of node 1,

p
(∗)
1 , is equal to 0; while the optimal power of node 2, p

(∗)
2 , is maximized. As α

increases, p
(∗)
1 increases too, until it reaches its maximum value. Thus, maximum

power transmission is optimal only in a subset of the capacity boundary.
Fig. 4 also shows the capacity region of the single antenna (SISO) case using

the first antenna of each terminal, with and without power optimization (in
the later case, both nodes always transmit at maximum power). We clearly
observe the enlargement of the capacity region when the nodes are multi-antenna
terminals performing analog beamforming. Moreover, optimizing the power of
the source nodes noticeably improves the capacity region of the SISO-TWRC.

Similarly to the previous subsection, we also study the impact of the collinear-
ity between the channels, that can be measured through the squared cosine of
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Fig. 5. Power allocation of the 4x2 RF-TWRC with a SNR of 10 dB. Note that only
a subset of the boundary rate-tuples are achieved when both nodes are simultaneously
transmitting at maximum power. Moreover, there is at least one node transmitting at
maximum power at each boundary point.

the angle formed between them, ρ, that we compute using the Matlab function
subspace(). For the convenience of the analysis, we normalize each channel by
its own 2-norm. Fig. 6 shows the capacity of the RF-TWRC for different values
of ρ, when NR = 4, NS = 2 and the SNR is 10 dB. As in the single-antenna case,
the capacity region increases when the angle between the channels decreases.

4.3 Sum-Rate vs. SNR Analysis

In this subsection we evaluate the sum-rate capacity versus the SNR of the RF-
TWRC through Monte Carlo simulation (specifically, we average the results of
100 channel realizations) and compare it with the conventional MIMO-TWRC
and the SISO case, when the first antenna of each terminal is used. The sum-
rate capacity is computed using exhaustive search over α, and we follow the
algorithm proposed in [6] for the conventional MIMO-TWRC. Thus, we consider
single antenna nodes, i.e., NS = 1, and no power optimization, i.e, p1 = p2 = P .
Fig. 7 shows the sum-rate capacity when the relay is equipped with NR = 4
antennas. We observe that the RF-TWRC and the conventional MIMO-TWRC
perform closely, as well as the enlargement in the sum-rate capacity with respect
to the SISO case.
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Fig. 6. Capacity region of the 4x2 RF-TWRC with a SNR of 10 dB, and different
values of ρ. As ρ increases, the channels tend to be collinear and the capacity region
increases.

Fig. 7. Sum-rate capacity through Monte Carlo simulation (specifically, we average the
results of 100 channel realizations) for the TWRC channel with NR = 4 and NS = 1,
when no power optimization is performed.
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5 Conclusions

RF-MIMO transceivers that apply beamforming in the analog domain are of
practical interest due to the reduced system size, cost and power consumption
in comparison with the conventional MIMO architectures. In this paper we have
studied a basic TWRC-AF, when the two nodes and the relay are RF-MIMO
terminals. Our main contribution has been to show that the optimal beamform-
ing vectors and the power allocation can be efficiently computed using convex
optimization techniques, through an iterative algorithm based on a bisection
method. We have also shown that the capacity gap between analog beamform-
ing and conventional MIMO schemes, when the source nodes are single antenna
terminals and no power optimization is performed, goes towards 0 as the corre-
lation coefficient between the channels increases.

A Appendix I

Suppose that the optimal solution of (24), A
(∗)
r , has rank r > 1. If there exists

an equivalent rank-one solution, the following must hold

Tr
(
R1Ãr

)
= Tr

(
R1A

(∗)
r

)
, (26)

Tr
(
R2Ãr

)
= Tr

(
R2A

(∗)
r

)
,

Tr
(
Ãr

)
= Tr

(
A(∗)

r

)
,

where Ãr is a rank-one matrix. Through the matrix decomposition theorem for
Hermitian matrices [13], [14]; given the Hermitian matrices R1 and R2, there

exists a decomposition of A
(∗)
r , A

(∗)
r =

∑r
k=1 a

(k)
r

(
a
(k)
r

)H
, such that,

Tr
(
R1Ã

(k)
r

)
= Tr

(
R1A

(∗)
r

)
, (27)

Tr
(
R2Ã

(k)
r

)
= Tr

(
R2A

(∗)
r

)
,

for all k = 1, . . . , r; where Ã
(k)
r = ra

(k)
r

(
a
(k)
r

)H
is a rank-one matrix. Thus, there

exist r rank-one matrices that satisfy the first two conditions in (26). Taking into

account that the trace of A
(∗)
r and Ã

(k)
r are, respectively, given by

Tr
(
A(∗)

r

)
=

r∑
k=1

∥∥∥a(k)r

∥∥∥2 , (28)

Tr
(
Ã(k)

r

)
= r
∥∥∥a(k)r

∥∥∥2 ,

and assuming without loss of generality,
∥∥∥a(1)r

∥∥∥2 ≥
∥∥∥a(2)r

∥∥∥2 ≥ . . . ≥
∥∥∥a(r)r

∥∥∥2; it
follows that

Tr
(
A(∗)

r

)
≥ Tr

(
Ã(r)

r

)
. (29)
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On the other hand, as A
(∗)
r is an optimal solution of (24), the following must

hold
Tr
(
A(∗)

r

)
≤ Tr

(
Ã(r)

r

)
. (30)

Thus, to satisfy (29) and (30), both traces must be equal, i.e.,

Tr
(
A(∗)

r

)
= Tr

(
Ã(r)

r

)
. (31)

Therefore, the rank-one matrix Ã
(r)
r is also optimal and equivalent to A

(∗)
r .

Similarly, suppose that the optimal solution of (24), A
(∗)
t , has rank r > 1. If

there exists an equivalent rank-one solution, the following must hold

Tr
(
R∗

1Ãt

)
= Tr

(
R∗

1A
(∗)
t

)
, (32)

Tr
(
R∗

2Ãt

)
= Tr

(
R∗

2A
(∗)
t

)
,

Tr
(
Ãt

)
= Tr

(
A

(∗)
t

)
,

where Ãt is a rank-one matrix. The above conditions are equivalent to (26),
and the same arguments can be invoked to prove the existence of an optimal
rank-one matrix.
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Abstract. Lately, energy efficiency (EE) in mobile communications is re-
ceiving growing attention as its increasing energy consumption raises con-
cern over climate effects. As a stepping stone to improve the situation,
we provide some analytical tools for optimising the EE of a base station
through power control, focusing on elastic traffic in the downlink scenario.
Under certain assumptions, the problem is formulated such that any rate
maximisation algorithm can be incorporated to achieve the optimum EE.
Furthermore, when formulated as a function of one sum power variable,
optimality is illustrated graphically and Pareto optimality is discussed. Fi-
nally, an EE function for a base station in a cellular network is proposed
that captures essential factors of power consumption.

Keywords: energy efficiency, optimisation, cellular network, mobile
communications.

1 Introduction

Following the increasing popularity of mobile cellular communications world-
wide, its rising energy consumption has started to draw the attention of both
regulatory bodies and network operators. It is not only a concern due to opera-
tional costs, but also due to future energy availability and environmental preser-
vation. Currently, about 0.2% of the global CO2 emissions are contributed by
the mobile telecommunication industry [1]. Energy efficiency (EE) will become
an inevitable concern in network design and architecture. Due to restrictions on
power supply on mobile units, their EE is highly optimised to provide customer
satisfaction. However, the power consumption of base stations (BS), which con-
stitutes the major portion of a cellular network [2,3], has been neglected until
lately [4]. Without considering users’ phones, the power consumption of a typical
mobile communications network is estimated to be about 40 MW [5].

One of the first steps for enhancing EE is to adequately model the communi-
cation system and measure its EE. The accurate evaluation of the EE requires
the operational power of the entire access network at different levels to be taken
into account [6]. However, its prohibitive complexity makes idealisation unavoid-
able. There is much research done in EE optimisation for specific system models.

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 18–29, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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Algorithms to achieve EE in OFDM systems and frequency-selective channels
were presented in [7] and [8], respectively. Game theory was applied in [9] to
analyse the EE of CDMA systems. In [10], the technique of switching between
SIMO and MIMO to achieve EE in the uplink was investigated.

Our contribution is a framework that provides solutions to a general system
model. In this work, we provide some general analytical tools and insights into
optimising the EE at the BS in a cell of a network through power control,
especially with downlink data transfer at the link and network level in mind.
Nevertheless, the general results presented here can be adapted to include the
uplink as well. Furthermore, we explore the case of elastic traffic, where the
delay constraints are relaxed. This applies especially to data transfer through
the Internet, which is increasingly being accessed through mobile devices [11].

In Section 2 we discuss the EE metric in a general sense. We also show that
if the data rate function is a concave function of the power, we may incorporate
any rate maximisation algorithm into the programme to find the optimum EE.
This is formulated as a problem of a single total power variable, from which we
obtain some useful insights concerning Pareto optimality w.r.t. EE and through-
put. In Section 3 we present an EE function, which the results in the previous
section can be applied to. This function captures essential factors for elastic data
transmission while remaining general. Section 4 concludes the paper.

2 Energy Efficiency

2.1 Energy Efficiency Metric

In a general sense, efficiency can be seen as the ratio of goods produced to the
resources consumed. Here, we focus on the EE in the physical and medium ac-
cess control layers where goods are effective data transmitted measured in the
information unit (bits or nats1) and the resources are the total energy (Joule)
consumed for transmitting data. For static power configuration, EE can be ex-
pressed as the ratio of the sum rate r to the total expended power Ps that
achieves this rate2:

EE =
r(p)

Ps (p)

[
nat

Joule

]
. (1)

We characterise a rate function as being non-negative and r (0) = 0. The power
function Ps can be modelled as an affine function consisting of two terms, namely
the constant power scalar pC and the total input transmission power scalar∑n

i pi, where pi are the components of the non-negative vector p ∈ Rn
+ that

represent input transmission powers e.g. in different subcarriers (as in [7]) or to
different users. This constant or base power can be understood as the requirement
for enabling transmission and is spent independently of the transmission power,
which is justified considering the power consumption model of BSs [2]. It includes
baseband processing, transceiver circuits, and other auxiliary components like
1 A more convenient unit for analytical calculations.
2 Unless otherwise indicated, rate refers to the sum rate hereafter.
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climate control (see [12,13] for more details). This constant may vary depending
on factors like the number of antennas, the traffic load and the computational
efficiency. In Section 3 we show that these variations can be taken into account
by considering them as separate constants in different traffic conditions.

If the powers are functions of time, e.g. adapted according to time-varying
parameters (e.g. the channel coefficients), EE can be expressed as

EE =

´ T

0
r(p(t)) dt

´ T

0
Ps(p (t)) dt

=
ET [r(p(t))]
ET [Ps(p (t))]

(2)

which is the ratio of the total amount of information units transmitted during
a period T , TET [r(p(t))], to the total energy expended TET [Ps(p (t))], where
ET [X (t)] =

´ T

0 X (t) dt is the mean value of X averaged over the period T ,
and p (t) is a vector function of time t. Under the assumption of ergodicity
and stationarity (of the channel distribution), E∞ [x] = lim

T→∞
1
T

´ T

0
x(t) dt is the

expected value of x averaged over time.

2.2 Optimal Energy Efficiency

Our aim is to maximise (1) over p or (2) over p (t). Due to the structure of (1)
and (2), this belongs to a class of nonconvex problems called fractional program-
ming [14,15]. Depending on the objective function EE, we can determine certain
properties with regard to optimality. If it is a semistrictly quasiconcave function3

of the transmit power vector, any local maximum is also the global maximum
[16]. This reduces the problem to finding any local maximum. Additionally, if
the objective function is pseudoconcave4, any stationary point (∇EE = 0) is the
local as well as the global optimum. The Karush-Kuhn-Tucker (KKT) conditions
are then both necessary and sufficient for optimality, which does not necessarily
apply to semistrictly quasiconcave functions.

For a function f (x) /g (x), it is shown in [14] that if the numerator is concave
and the denominator convex, then the function is semistrictly quasiconcave. If
both the numerator and the denominator are differentiable in their domain, the
function is pseudoconcave, implying that the system of equations given by the
KKT conditions yields the global maximum. If in addition either the numerator
or denominator is strictly concave or strictly convex, respectively, the function
is strictly pseudoconcave, which implies that the global maximum, if it exists,
is unique. Clearly, since the sum power is an affine function of its power com-
ponents, the denominator fulfils the condition of being convex in p. If the rate
function r (p) is concave, we have a semistrictly quasiconcave EE function. If
it is differentiable, it is even pseudoconcave. Further, note that the positively
3 A function f : X ⊂ R

n → R is semistrictly quasiconcave on X if
f (λx1 + (1 − λ)x2)> min {f (x1) , f (x2)} for all x1, x2 ∈ X, f (x1) �= f (x2) ,
λ ∈ (0, 1) [16].

4 A differentiable function f : X → R, where X ⊂ R
n is an open set, is pseudoconcave

on X if f (x1) > f (x2)⇒ (x1 − x2)∇f (x2) > 0 for all x1, x2 ∈ X [16].
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weighted sum of (strictly) concave functions is (strictly) concave. This can be
extended to integrals, i.e. the integral of a positively weighted (strictly) concave
function is (strictly) concave [17].

For the case of static power configuration, we can formulate the programming
problem as follows

max.
p

r(p)
Ps(p) . (3)

If r (p) is concave and differentiable, finding any feasible solution that satisfies
the KKT conditions will yield the global optimum. Assume a convex constraint
set of sum and individual power, and the optimal point p∗ is found in it. Thus,
we obtain the stationarity condition by setting the first derivative of (3) to zero,
which after rearrangement yields

∂
∂pi

r (p)
∣∣∣
p=p∗

∂
∂pi

Ps (p)
∣∣∣
p=p∗

=
r(p∗)

Ps (p∗)
= EE∗ (p∗) (4)

for all i = 1, ..., n. The denominator on the left is one, if Ps is an unweighted sum
of powers, pC +

∑
pi. This means that at the vector p∗ where the gradient of the

rate equals its corresponding EE, we have the global optimum. If the optimal
point is not within the constraint set, Lagrangian multipliers are utilised to
obtain the solution.

In the case of time-varying powers, we obtain a similar result. Consider a case
where the powers are adapted according to the channel coefficients α, which vary
with time. We assume that the system has perfect channel information. The pro-
gramming problem is finding the functional p (α) = (p1 (α) , p2 (α) , ..., pn (α))
that maximises the EE as follows:

max.
{∀i, pi(α)≥0}

´
H r(p(α))f (α) dα
´

H
Ps(p (α))f (α) dα

, (5)

where f (α) is the probability density function (PDF) of α, and H is the set of all
values α can have. We assume that Ps is an affine function of p1 (α) , p2 (α) , ...,
pn (α). Consider the case when the function r is concave and differentiable. Then
by treating each pi (α) as an infinitesimal vector where pi (α̂) for a particular
value α̂ and i is a component of it, we derive the objective function with respect
to each component and obtain the following stationarity condition:

∂
∂pi(α̂)r (p (α))

∣∣∣
p(α)=p∗(α)

∂
∂pi(α̂)Ps (p (α))

∣∣∣
p(α)=p∗(α)

=

´
H r(p∗(α))f (α) dα
´

H
Ps(p∗ (α))f (α) dα

, (6)

for all is and all α̂ ∈ H , where p∗ (α) is the functional that maximises the
problem above. Again, the denominator on the left is unity, if Ps is an unweighted
sum of powers, pC +

∑
pi (α). This means that when the differential increment
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of the rate function w.r.t. every component of p (α) for all α̂ is equal to its
corresponding EE, we obtain the optimal function p (α). This is treated in depth
in [18].

Of course perfect channel information is hardly available in real systems.
Moreover the energy needed for the information feedback also needs to be ac-
counted for, so that the true EE may be reflected. However, the solution to this
problem provides us with theoretical knowledge of the upper bound of EE.

2.3 Equivalent Problems

Although we will focus on the EE maximisation problem shown in (3), we men-
tion the variety of problem formulations that yield the same solution. For ex-
ample, the problem can be formulated as the minimisation of the inverse of
EE over power, 1

EE = Ps (p) /R (p). Since EE is non-negative, the solution
p∗ to max . EE (p) is identical to that of min . 1

EE(p) . The optimal value of one
problem is just the reciprocal of the other. This is evident from the fact that
if EE (p∗) ≥ EE (p) for any p in the constraint set, simply inverting it yields

1
EE(p) ≥ 1

EE(p∗) .
In [8], the cost function, energy consumption per bit, corresponding to the

dissipated power divided by the throughput is formulated as a function of rates
r in subcarrier channels 1

EE(r) = Ea = Ps (r) /R (r) where R (r) =
∑

ri here
is the sum of all rates produced in the subcarriers. The cost function is to be
minimised over r. This formulation is only possible if the transmit power can
be written as a function of the individual rate, pi (ri). In this case we have a
bijective power function where each power allocation corresponds to a unique
rate distribution (e.g. across the subcarriers). Because of the bijective property
we know that the solution to the minimisation problem is obtained when the rate
distribution yields the optimal power allocation solved by min . 1

EE(p) . Therefore,
this optimisation problem is equivalent to the previous one.

2.4 Energy Efficiency Optimisation Using Rate Maximisation

The EE optimisation problem can be nested into inner and outer optimisation
problems, namely to maximise the rate given the sum transmit power P and
then to maximise this over the single variable P in the EE function. This allows
the utilisation of any rate maximising algorithm for EE optimisation. Let us
formulate the programming problem as follows:

max .EE (P ) = max
P

.

(
max.∑
i pi=P

R (p)
)

pC + P
(7)

= max
P

.
Rmax (P )
pC + P

. (8)
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Based on the discussion in Section 2.2, a semistrictly quasiconcave objective
function ensures that the local maximum is also the global maximum, which
can then be found efficiently, e.g. using the bisection method or interior-point
methods. This requires Rmax to be concave in P . Using Corollary 1, which is
attained through Lemma 5, we conclude that the objective function of (7) is
semistrictly quasiconcave in P , if R (p) is concave in p. It is also pseudoconcave
if Rmax remains differentiable after the maximisation operation.

Corollary 1. If R (p) is concave in p, Rmax (P ) = max
{
R (p) : 1T p = P

}
is

concave in P .

Note that this result is applicable if we additionally impose individual power
constraints, provided that the set

{
p : 1T p = P, 0 ≤ pi ≤ pi,max ∀i

}
, which is

convex, is feasible.

2.5 Visualisation of Optimal EE Involving One Power Variable

We showed how the problem can be presented as having only one power vari-
able, making it easier to handle. In this section we illustrate some properties
of optimising EE with one power variable. Let us look at a simple example to
obtain some insight. Consider

EE (P ) =
R (P )

pC + P
=

B log
(
1 + α

B P
)

pC + P
, (9)

where the rate R (P ) is only dependent on a single power variable P and is
modelled here as a logarithmic function with parameter α that represents the
channel gain, and B the bandwidth. Since B log

(
1 + α

B P
)

is a strictly concave
function in P , (9) is a strictly pseudoconcave function. Using (4) the maximum
EE is found where

dR (P )
dP

∣∣∣∣
P=P∗

=
B log

(
1 + α

B P ∗)
pC + P ∗ (10)

is fulfilled, P ∗ being the optimal point. This can be solved with the help of the
Lambert-W function5 W (·) such that

P ∗ =
1
α

[
αpC − B

W ((αpC − B) /B exp (1))
− B

]
. (11)

This example is sketched in Fig. 1. Using this figure we illustrate that the solution
can also be obtained graphically for any concave rate function R (P ). The figure
shows the rate as a function of the total power Ps = pC + P . The abscissa
shows the magnitude of the total expended power whereas the ordinate shows
the corresponding rate. pC is the minimum power required for data transmission.
The EE at any point of Ps is given as EE = tan θ (Ps)=R(P )

Ps
. Since R (P ) is

5 i.e. the inverse function of x = W exp(W ) [19].
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R/EE

pC

R(P )

P ∗
Ps = pC + P

θ

EE(P )

I II

R(P ∗)

Fig. 1. Visualisation of the optimal EE. The optimal EE is obtained where the trans-
mission power is P ∗.

concave, we know that the optimal point is where (10) is fulfilled. Rearranging
(10), we obtain

(pC + P ∗)
dR (P )

dP

∣∣∣∣
P=P∗

= R (P ∗) , (12)

which can be interpreted as follows. The linear function (l.h.s.) which has the
slope identical to the slope of R (P ) at point P has to intersect the rate function
(r.h.s.) in order that the optimality criterion is fulfilled. This means that the
tangent of the rate function at P ∗ has to form a line that passes the origin of Ps.
This is shown as the dashed line in Fig. 1. This is similar to the approach in [20],
where the global maximiser is identified graphically for resource management
problems.

Generally, maximising EE is equivalent to finding the point P along R (P )
that maximises θ, even when R (P ) is not concave, e.g. when cross-channel in-
terference exists.

Lemma 2. Given a concave rate function R (P ), the optimal point P ∗ of EE =
R(P )
pC+P increases with pC whereas the optimal value EE∗ = R(P∗)

pC+P∗ decreases with
pC.

Proof. Intuitively, this can be observed graphically in Fig. 1. As pC is increased,
the point of contact P ∗ of the tangent line with the rate function increases and
the angle θ decreases. To show it analytically, consider the following. It is evident
that for any given P , EE decreases with an increasing pC . This implies that the
optimal value of EE also decreases with pC . Recall the stationarity condition

dR (P )
dP

∣∣∣∣
P=P∗

=
R (P ∗)

pC + P ∗ = EE∗.

Since R (P ) is a concave function, its derivative is a non-increasing function of P .
It follows that a lower optimal EE∗ would intersect with dR

dP at a higher P ∗.
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Corollary 3. If pC = 0, the highest possible EE∗ = dR(P )
dP

∣∣∣
P=P∗

is achieved,

where P ∗ = 0. dR(P )
dP

∣∣∣
P=0

can be used as an upper bound for the EE∗.

We say that R1 dominates R2 if R1(P ) > R2(P ) for all P > 0, where R1 and
R2 are two different rate functions. It is easy to see that if R1 dominates R2,
their corresponding EE also follow the same order, such that EE1 = R1(P )

pC+P >
R2(P )

pC+P = EE2 for all P . The same applies to the optimum EE.

Corollary 4. If R1 dominates R2, EE∗
1 > EE∗

2 .

2.6 Pareto Optimality. Trade-Off between Rate and Energy
Efficiency.

It is beneficial if we can achieve both high rates and high EE. This can be
considered as a multiobjective optimisation problem. An efficient operating point
is where neither the rate nor the EE can be further improved without the decline
of the other. Such a point is also said to be Pareto-optimal.

Any point in region I (not shaded) in Fig. 1 is not Pareto-optimal since both
the rate and the EE can simultaneously be increased by applying a higher power.
The points in region II (shaded) are Pareto-optimal because increasing either
the rate or the EE causes the other to decline. This is where there is a trade-off
between the rate and the EE.

Regulatory bodies usually impose constraints on radiation power to prevent
potential damage on people exposed to electromagnetic waves used in commu-
nications, and to mitigate interference among links using the same bandwidth,
which is also a cause of inefficiency. As a result, we may assume a given sum
transmit power constraint Pmax. If Pmax < P ∗ then maximising the EE is the
same as maximising the rate using Pmax. Further improvement is possible with
new solutions to reduce pC or new designs that yields a better (or more domi-
nant) R (P ) function, e.g. by increasing the power amplifier efficiency, but not
through power control. If Pmax > P ∗ EE can be improved by reducing the sum
transmit power. If a sum rate constraint Rcon > Rmax (P ∗) exists such that
Rmax (P ) ≥ Rcon, it will be fulfilled with equality when maximising the EE,
while the optimal EE cannot be achieved. If Rcon ≤ Rmax (P ∗) both the rate
constraint and EE optimality can be simultaneously achievable.

3 Energy Efficiency Function for One Cell

In this section, we present a model for EE optimisation considering different
traffic conditions. Imagine the downlink scenario of a cell in a mobile cellu-
lar network. During the day the links between the BS and the mobile stations
experience higher interference from cells due to greater traffic and thus have
statistically lower signal to interference plus noise ratios (SINR) than at night.
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Assume we have the statistical information of these two traffic conditions,
denoted by i = 1 for day-time and i = 2 for night-time. This stochastic infor-
mation is captured as PDFs fi of the normalised SINR αi, which is the SINR
at a unit transmit power. This can be written as a vector αi to include the
normalised SINR of different components (e.g. subcarriers) of the transmission.
Note that the dimension of vector αi may vary for different is. The PDF yields
the probability that a certain channel realisation αi occurs during traffic con-
dition i. Assume that conditions i = 1, 2 applies to 60% and 40% of a day’s
cycle, respectively. We describe this using weights w1 = 0.6 and w2 = 0.4. One
may choose to have different schemes for day-time and night-time traffic (e.g.
MIMO and SISO as studied in [10] for the uplink) to lower the total base power
during low load period. The variations in the base power can be modelled using
separate constants pC,i.

We generalise this example and describe the EE as follows:

EE =
∑

i wiβi

´∞
0 Ri (αi, Pi, γi, εi, G) fi (αi) dαi∑

i wi (pC,i + Pi)
. (13)

i index for different traffic conditions or schemes at different time in-
tervals.

wi time fraction for traffic condition i such that
∑

i wi = 1 and wi ≥
0, ∀i.

Ri rate produced using scheme employed in i, a concave rate function
of input power components pi with the following parameters.
αi SINR,
Pi sum input power such that 1T pi = Pi

6,
γi SNR gap for scheme i,
G additional imposed constraints such as individual power

constraints.
εi characterises the power amplifier efficiency, εi ∈ [0, 1], i.e.

the output to input power ratio where εipi is the actual
transmit power (more on PA efficiency in [11]).

fi PDF of the SINR αi for traffic condition i.
βi proportion of the rate used for data transfer (without pilot signals

for channel estimation etc.), βi ∈ [0, 1].
pC,i base power required during interval i.

Note again that if Ri for all i is concave, EE is semistrictly quasiconcave (pseu-
doconcave if EE is differentiable), ensuring efficiency in optimisation. The pro-
gramming problem can be written in the form described in (8) as:

max .EE (P) = max .
P

R (P)
PC + P , where (14)

6 The vector 1 = (1, 1, ..., 1)T .
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R (P) = max .∑
i wiPi=P

∑
i

wiβi

ˆ ∞

0

Ri (αi, Pi, γi, εi, G) fi (αi) dαi,

and PC =
∑

i

wipC,i.

Examples of Ri are Ri (Pi) =
{∑N

n=1 log (1 + γiεiαi,npi,n) :
∑

n pi,n = Pi

}
for

OFDM systems with N subcarriers and Ri (Pi) =
{
log det

(
I + γiHQHH

)
: tr (Q) = Pi} for MIMO systems. A rate maximising function can also be chosen
such as Ri (Pi, αi) = max .

{∑N
n=1 log (1 + γiεiαi,npi,n) :

∑
n pi,n = Pi

}
or one

w.r.t. a scheduler that selects best users, as in [21]. The integral
´∞
0 {. . . } dαi im-

plies an integration over all vector components, i.e.
´∞
0 ...

´∞
0 {. . . } dαi,1...dαi,N .

If the SINRs are quantised (e.g. due to channel measurements or signal feed-
back), the integral is to be replaced by a sum, and dαi,n by the quantisation
interval. The variable Pi can be further generalised as a function of αi, such
that

∑
i wi

´∞
0

Pi (αi) fi (αi) dαi = P .
A great energy saving potential lies in deactivating certain components or

putting them to sleep modes during inactivity [6]. This can be modelled by
assigning a certain pC,i at which Pi = 0 with some time fraction wi. In the
elastic traffic scenario, it is even possible to collect enough data so that there
can be continuous transmission at a later period while energy can be saved during
the data collection period by shutting down inactive components. Additionally,
it is more efficient to transmit during the best traffic condition (e.g. at night),
that is, when the power is most effectively used due to low interference. Further
improvements can be achieved by adjusting the weights wi. This has to be done
with caution since fi may be altered by changing the time interval. Pilot and
overhead signals that make channel information available at the receiver and
transmitter, which takes up a fraction of the transmission, are considered in βi.

4 Conclusion

An accurate evaluation of the EE requires adequate modelling of the whole
network. Here, we present some general analytical tools for optimising EE at
the BS, assuming elastic traffic. The optimisation problem can be formulated
utilising rate maximisation algorithms. As a function of a single variable, insights
into EE were illustrated graphically. An EE function that captures essential
factors in one cell of a network is introduced and discussed.

Since this is also an idealised model, further work is needed to refine it, e.g.
to describe the non-linearity of power amplifier efficiency, which has a significant
influence on the EE. A model for inelastic traffic is also necessary, where more
stringent quality of service demands are considered. Other figures of merit like
fairness and coverage can still be incorporated into the model. The relationship
between the base power and system model parameters, such as number of anten-
nas and subcarriers, would also be a future task that enables EE optimisation
over these parameters in addition to power control.
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Appendix

Lemma 5. If f is jointly concave in (x, y) ∈ C, g (x) = max
y∈C(x)

f (x, y) is also

concave where C(x) is a convex set for any x ∈ domg and C = {(x, y) : ∀y ∈ C (x) ,
∀x ∈ dom g} is a convex set for all x ∈ dom g. The domain g is defined as
dom g = {x : (x, y) ∈ dom f for some y ∈ C (x)} . Variables x and y can be
vectors or matrices of identical dimensions.

Proof. The function g (x) is concave if

g (λx1 + (1 − λ) x2) ≥ λg (x1) + (1 − λ) g (x2)

for any λ ∈ [0, 1] and any x1, x2 ∈ dom g. We show that the following holds:

g (λx1 + (1 − λ)x2)
= max

y
{f (λx1 + (1 − λ) x2, y) : y ∈ C (λx1 + (1 − λ) x2)}

(a) = max
y1,y2

{f (λx1 + (1 − λ) x2, λy1 + (1 − λ) y2)

: λy1 + (1 − λ) y2 ∈ C (λx1 + (1 − λ) x2)}
(b) ≥ max

y1,y2
{f (λx1 + (1 − λ) x2, λy1 + (1 − λ) y2) : y1 ∈ C (x1) , y2 ∈ C (x2)}

(c) ≥ max
y1,y2

{λf (x1, y1) + (1 − λ) f (x2, y2) : y1 ∈ C (x1) , y2 ∈ C (x2)}
(d) = λmax

y1
{f (x1, y1) : y1 ∈ C (x1)} + (1 − λ)max

y2
{f (x2, y2) : y2 ∈ C (x2)}

= λg (x1) + (1 − λ) g (x2) .

The variable y is substituted by λy1 + (1 − λ) y2 in (a). We arrive at the in-
equality in (b) because {(y1, y2) : y1 ∈ C (x1) , y2 ∈ C (x2)} forms a subset of
{(y1, y2) : λy1 + (1 − λ) y2 ∈ C (λx1 + (1 − λ) x2)}. The reason for this is under-
stood by considering the following. Assume that (x1, y1) ∈ C and (x2, y2) ∈ C.
Because C is a convex set,(λx1 + (1 − λ) x2, λy1 + (1 − λ) y2) ∈ C also. By def-
inition of C, λy1 + (1 − λ) y2 ∈ C (λx1 + (1 − λ)x2) is automatically satisfied
under these assumptions. Since we now have a more restricted constraint set
for y1 and y2 in the assumptions, a smaller maximum value may be induced.
Using the property of joint concavity of f , we derive the inequality in (c). Since
each summand has independent variables and the constraints can be separately
considered, step (d) is derived.
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Abstract. In the present paper we compute the geometric minimum
mean square error for the vector linear estimation problem. We do this
by proving that the vector linear estimator that minimizes the mean
square error (MSE) also minimizes the geometric MSE.
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mation, vector linear interpolation, vector linear prediction.

1 Introduction

The linear estimation of a random vector from another random vector, which,
at first sight, may seem to be a very particular case of vector linear estimation,
represents, in fact, a very general framework, which includes, as it will be shown
in the appendix, vector linear prediction, vector linear interpolation, multiple-
input multiple-output (MIMO) linear equalization and MIMO decision-feedback
equalization (DFE).

As we are dealing with random vectors, the definition of mean square error
(MSE) is not unique. Here we will consider two possible definitions, which will be
called MSE and geometric MSE (GMSE), respectively. We will name the former
simply MSE because it is the definition commonly used [1,2]. The latter was
introduced in [3] for MIMO DFE. The interest in using one or the other error
measure depends on the problem considered.

In this paper we will prove that the vector linear estimator that minimizes
the MSE also minimizes the GMSE. This fact was proved in [4] for MIMO
DFE, and it was assumed true, but not proved, in [5] for MIMO linear
prediction.

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 30–36, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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2 General Framework

2.1 Vector Linear Estimation Problem Considered

Let x and y be two complex random vectors of dimensions N and M , respec-
tively. We assume that the correlation matrix of y is invertible, and we estimate
x from y in the following manner:

x̂ = Wy, (1)

where W ∈ �N×M and �N×M is the set of all N × M complex matrices. We
denote by e the error vector x− x̂, and by R its correlation matrix, that is,

R = E [ee∗]
= E [(x−Wy) (x∗ − y∗W ∗)]
= E [xx∗]− E [xy∗]W ∗ −WE [yx∗] +WE [yy∗]W ∗, (2)

where ∗ indicates complex conjugate transpose. MSE and GMSE are defined as
the trace and the determinant of R, respectively.

2.2 Principle of Orthogonality

We now compute the matrices W and R associated with the linear estimator x̂
that satisfies the following condition that is called principle of orthogonality:

0N×M = E [ey∗] , (3)

where 0N×M is the N × M zero matrix. We denote these two matrices by W0

and R0. From (3) we have

0N×M = E [xy∗]−W0E [yy∗] , (4)

and consequently,
W0 = E [xy∗] (E [yy∗])−1

. (5)

Combining (2) and (4) we obtain

R0 = E [xx∗]−W0E [yx∗] , (6)

and applying (5) yields

R0 = E [xx∗]− E [xy∗] (E [yy∗])−1E [yx∗] . (7)

Observe that (4) and (6) can be written as⎧⎪⎪⎨⎪⎪⎩
R0 = (IN −W0)

(
E [xx∗]
E [yx∗]

)
,

0N×M = (IN −W0)

(
E [xy∗]
E [yy∗]

)
,

(8)
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where IN is the N × N identity matrix. The system of two equations (8) is
equivalent to the following single equation:

(R0 0N×M ) = (IN −W0) E[zz
∗], (9)

with z =

(
x
y

)
. As in the theory of linear prediction [1], we can call equations

(4) and (9) normal equation and augmented normal equation, respectively.

2.3 Relation between R and R0

Since R and R0 are Hermitian1, S = R−R0 is Hermitian. In this subsection we
prove that S is also positive semidefinite. Using (2) and (7) we have

S = E [xy∗] (E [yy∗])−1E [yx∗]− E [xy∗]W ∗ −WE [yx∗] +WE [yy∗]W ∗.

Thus
S = BE [yy∗]B∗, (10)

with
B = E [xy∗] (E [yy∗])−1 −W.

From the expression given in (10) for the matrix S, we can now show that S is
positive semidefinite:

v∗Sv = E [v∗Byy∗B∗v] = E
[|v∗By|2] ≥ 0 ∀v ∈ �N×1.

2.4 MMSE

If A is an N × N diagonalizable matrix, then tr(A) =
∑N

k=1 λk(A), where tr
denotes trace and λ1(A), . . . , λN (A) are the eigenvalues of A counted with their
multiplicities. Since S is a Hermitian positive semidefinite matrix, S is diago-
nalizable and all its eigenvalues are non-negative, and consequently, tr(S) ≥ 0.
Therefore using that tr(S) = tr(R)− tr(R0) we conclude that

tr(R) ≥ tr(R0). (11)

Thus we have proved that the minimum MSE (MMSE) is

MMSE = tr (R0) .

2.5 Geometric MMSE

In this subsection we assume that the Hermitian positive semidefinite matrix R0

is invertible (or equivalently, positive definite) and we show that (11) is also true
when trace is replaced by determinant.

1 Any correlation matrix is Hermitian and positive semidefinite.
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Let R0 = V diag (λ1 (R0) , . . . , λN (R0))V
∗ be an eigenvalue decomposition of

the Hermitian matrix R0. Since R0 is positive definite, all its eigenvalues are
positive, and consequently, we can define the following two Hermitian matrices:

R
1
2
0 := V diag

(
(λ1 (R0))

1
2 , . . . , (λN (R0))

1
2

)
V ∗,

and

R
− 1

2
0 := V diag

(
(λ1 (R0))

− 1
2 , . . . , (λN (R0))

− 1
2

)
V ∗ =

(
R

1
2
0

)−1

.

Hence the determinant of the matrix R can be expressed as

det(R) = det (R0 + S)

= det
(
R

1
2
0 (R0 + S)R

− 1
2

0

)
= det

(
R0 +R

1
2
0 SR

− 1
2

0

)
= det

(
R0

(
IN +R

− 1
2

0 SR
− 1

2
0

))
= det (R0) det

(
IN +R

− 1
2

0 S
(
R

− 1
2

0

)∗)
.

Therefore if R
− 1

2
0 S

(
R

− 1
2

0

)∗
= UDU∗ is an eigenvalue decomposition of the

Hermitian matrix R
− 1

2
0 S

(
R

− 1
2

0

)∗
, then

det(R)

det(R0)
= det (IN + UDU∗)

= det (UU∗ + UDU∗)
= det (U(IN +D)U∗)
= det (IN +D)

=

N∏
k=1

(
1 + λk

(
R

− 1
2

0 S
(
R

− 1
2

0

)∗))
. (12)

Since S is positive semidefinite, R
− 1

2
0 S

(
R

− 1
2

0

)∗
is also positive semidefinite:

v∗R− 1
2

0 S
(
R

− 1
2

0

)∗
v =

((
R

− 1
2

0

)∗
v

)∗
S
(
R

− 1
2

0

)∗
v ≥ 0 ∀v ∈ �N×1.

Consequently, all the eigenvalues of R
− 1

2
0 S

(
R

− 1
2

0

)∗
are non-negative, and from

(12) we obtain
det(R)

det (R0)
≥ 1.

Finally, since det (R0) =
∏N

k=1 λk(R0) > 0 we conclude that

det(R) ≥ det (R0) .
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Thus we have proved that the geometric MMSE (GMMSE) is

GMMSE = det (R0) .
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Appendix A: Some Specific Cases

A.1 Vector Linear Interpolation and Prediction

Consider m, d ∈ �, with 1 ≤ d ≤ m. Let {xn;n ∈ �} be a complex N -
dimensional random process. We estimate xd from x1, . . . ,xd−1,xd+1, . . . ,xm

in the following manner:

x̂d =
∑

1≤k≤m
k �=d

Wkxk, (13)

where Wk ∈ �N×N .
The estimator given in (13) is called linear interpolator when 1 < d < m,

forward linear predictor when d = m, and backward linear predictor when d = 1.
The estimation scheme (13) can be obtained as a particular case of (1) by

taking: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x̂ = x̂d,

y =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1

...
xd−1

xd+1

...
xm

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

W = (W1 . . . Wd−1 Wd+1 . . . Wm) .

A.2 Vector Wiener Filtering

Let {xn;n ∈ �} and {yn;n ∈ �} be two complex vector random processes
of dimensions N and M , respectively. Given m ∈ � we estimate xn from
yn,yn−1, . . . ,yn−m+1 in the following manner:

x̂n =
m∑

k=1

Wkyn−k+1, (14)

where Wk ∈ �N×M .



The Vector Wiener Filter 35

The filter given in (14) is called the vector Wiener filter when it minimizes
the MSE. We have proved in this paper that the vector Wiener filter can also
be defined as the filter that minimizes the GMSE.

The estimation scheme (14) can be obtained as a particular case of (1) by
taking: ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

x̂ = x̂n,

y =

⎛⎜⎝ yn

...
yn−m+1

⎞⎟⎠ ,

W = (W1 . . . Wm) .

Observe that (1) can also be obtained as a particular case of (14) by taking:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x̂n = x̂,

m = 1,

W1 = W,

yn = y.

That is, the estimation schemes (1) and (14) are equivalent.

A.3 MIMO DFE

We consider a MIMO communication system given by

yn =

p∑
k=0

Hkxn−k + sn,

where p is a non-negative integer, Hk ∈ �M×N , the input {xn;n ∈ �} is a
discrete complex vector random process of dimension N , and the noise {sn;n ∈
�} is a complex vector random process of dimension M .

We estimate xn−d from m output vectors yn,yn−1, . . . ,yn−m+1, and l input
vectors xn−1−d,xn−2−d, . . . ,xn−l−d in the following manner:

x̂n−d =
m∑

k=1

Wkyn−k+1 +
l∑

k=1

Vkxn−k−d, (15)

where Wk ∈ �N×M , Vk ∈ �N×N , d is the decision delay, and m, l ∈ � should
satisfy d+ l + 1 = m+ p.

The estimator given in (15) is called MIMO decision-feedback equalizer except
when Vk = 0 with 1 ≤ k ≤ l. In that other case it is called MIMO linear equalizer.
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The estimation scheme (15) can be obtained as a particular case of (1) by
taking: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x̂ = x̂n−d,

y =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

yn

...
yn−m+1

xn−1−d

...
xn−l−d

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

W = (W1 . . . Wm V1 . . . Vl) .
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Abstract. In this paper we present an energy consumption model for
a network coding-based cooperative ARQ (Automatic Repeat reQuest)
scheme for wireless networks. Applying network coding techniques, we
achieve a significant enhancement in the energy efficiency of the network
without compromising the Quality of Service in terms of throughput and
packet delay. In order to evaluate the proposed solution, we compare our
protocol with simple cooperative ARQ protocols, where the retransmis-
sions take place via relays without any network coding capabilities. Fi-
nally, both analytical and simulation results are used in order to verify
our conclusions.
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reQuest (ARQ), Energy Efficiency.

1 Introduction

Last years there is a trend towards designing energy efficient protocols, since
power consumption is one of the most critical issues in mobile communications.
The purpose of these new protocols is twofold: i) to extend the battery’s life in
the portable devices and ii) to efficiently use the environment’s natural resources.
Therefore, “green”1 communications have become one of the hottest topics in
the research community.

Network Coding [1],[2] is a technique that has been introduced in order to
benefit the wireless communication in terms of throughput. However, minimiz-
ing the total number of transmissions, inherently implies savings in the energy
consumption. The impact of network coding in “green” communications has been
already studied in the literature, especially in broadcast and multi-cast scenarios
[3]-[6].

The recent research work that investigates the energy aspect of network cod-
ing applications, focuses mostly on the network layer. In [7], an algorithm that
generates a multipath route is presented. The simulation results confirm that

1 “Green” refers to all environment-aware methods.
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the energy consumption is lower compared to traditional simple path routes.
Cui et al. [8] introduce CORP by using a suboptimal scheduling algorithm that
exploits network coding opportunities, thus achieving a significant power saving
over pure routing.

Towards this direction, and since network coding affects the MAC layer of the
network as well, this paper presents an energy consumption model for a network
coding-based scheme designed for cooperative wireless networks. Our main ob-
jective is to investigate the energy efficiency of network coding-based protocols
and determine key ideas in order to optimize the design of such schemes, without
degrading the provided Quality of Service (QoS).

The rest of the paper is organized as follows. Section 2 briefly describes the
network coding-based cooperative ARQ (NCC-ARQ) scheme. In Section 3 we
present our proposed energy consumption model for NCC-ARQ. The simulation
set up and the results (both numerical and simulation) are provided in Section
4. Finally, Section 5 concludes the paper.

2 Network Coding-based Cooperative ARQ Scheme

2.1 Introduction

NCC-ARQ [9] is one of the fundamental works that implement network coding
in cooperative ARQ schemes. In our previous work, it has been shown that NCC-
ARQ improves the total throughput of the system, while at the same time the
average packet delay is reduced. In this section we will briefly review the basic
aspects of the protocol in order to make the paper self-standing and facilitate
the comprehension of our proposed energy consumption model.

2.2 Protocol Description

When NCC-ARQ is applied in the network, all the nodes should operate in
promiscuous mode in order to be able to capture all ongoing transmissions and
cooperate if required. In addition, they should keep a copy of any received data
packet (regardless of its destination address) until it is acknowledged by the
destination station.

Whenever a data packet is received with errors at the destination node, a co-
operation phase can be initiated. The error control could be performed by check-
ing a cyclic redundancy code (CRC) attached to the header of the packet or any
other equivalent mechanism. The cooperation phase is initiated by the destina-
tion station by transmitting a Call for Cooperation (CFC) message to the best
relay in terms of channel conditions (i.e. SINR) after sensing the channel idle for
a Short Interframe Space (SIFS) period. This message has the form of a control
packet and higher priority over regular data traffic, since data transmissions in
IEEE 802.11 take place after a longer period of silence (DIFS). Furthermore, in
the special but not rare case of bidirectional traffic, when the destination station
has a data packet for the source station, it transmits this packet piggybacked
with the CFC message.
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Upon the reception of the CFC, the helper node gets ready to forward its infor-
mation. Since the relay has already stored the packets that destined both to the
destination (the cooperative packet) and to the source (the piggybacked packet),
it creates a new coded packet by combining the two existing data packets, using
the XOR method. In this point we have to state that NCC-ARQ is backwards
compatible with IEEE 802.11 Standard, as it uses the same frame structure and
follows the same principles with the standard. However, there have been some
modifications that are necessary in order for the protocol to exploit efficiently
the advantages of using both cooperative and network coding techniques:

1. There is no expected ACK packet associated to each transmitted packet that
is sent piggybacked with the CFC message.

2. In case of bidirectional traffic, the packet that is destined back to the source
is sent along with the Call for Cooperation packet, without taking part in
the contention phase.

3. There are ACK packets for the multicast transmission of the coded packet
in order to provide a reliable communication scheme.

Once the source and the destination receive the network coded packet from the
relay, they are able to decode it and extract the respective original data packets.
Subsequently, they acknowledge the received data packet by transmitting the
respective ACK, thus terminating the cooperation phase. In case that the re-
ceived coded packets can not be decoded after a certain maximum cooperation
timeout due to transmission errors, the relay is obliged to forward again the
network coded packet. Figure 1 graphically demonstrates the general idea of our
proposed NCC-ARQ scheme.

Fig. 1. General idea of NCC-ARQ scheme
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2.3 Operational Example

In this subsection we provide a simple example in order to clarify the operation of
the protocol. A basic network topology with 3 stations is considered, all of them
in the transmission range of each other. A source station (S) transmits a data
packet (A) to a destination station (D) that has also a packet (B) destined to
the source station. There is also one relay (R) that has been chosen as the most
appropriate helper node in terms of Signal to Interference-Noise Ratio (SINR)
and supports this particular bidirectional communication. The whole procedure
is depicted in Figure 2 and explained as follows:

1. At instant t1, station S wins the contention phase and sends the data packet
A to station D.

2. Upon reception, at instant t2, station D fails to demodulate the packet A,
thus transmitting a CFC packet to R along with the data packetB, destined
to the station S.

3. At instant t3, the relay R transmits the coded packet A⊕B to the nodes S
and D simultaneously.

4. At instant t4 the station D sends back an ACK packet since it is able to
decode properly the XOR-ed packet and retrieve the original packet A.

5. At instant t5 the node S acknowledges the packet B since it is able to decode
properly the coded packet A⊕B.

Fig. 2. NCC-ARQ example of operation

3 Energy Consumption Model

As we have already mentioned, the formed network consists of three nodes: the
source, the destination and the relay. Considering the operation of NCC-ARQ
protocol, we derive a closed-form expression that describes the power consump-
tion in the network:

ETOTAL = ES + ECOOP (1)
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where ES and ECOOP are the energy consumptions during the initial transmis-
sion from the source and the cooperative phase, respectively. The term ECOOP

could be further expressed as:

ECOOP = ECFC + E[r] ·ER + EACK (2)

where ECFC represents the energy consumption during the beginning of the co-
operation, ER is the energy waste during the relay’s transmission, while EACK

is the energy that is consumed during the transmission of the acknowledgement
(ACK) packets. The energy consumption during the particular time intervals
is graphically demonstrated in Figure 2. E[r] is the average number of the re-
transmissions that are required in order to properly decode the X-OR packets at
the destination nodes. It depends on the channel conditions and specifically on
the packet error rate (PER) between the relay and the destination nodes. Lower
values of PER imply higher probability for successful decoding of the packets at
the destination nodes. This relationship could be mathematically expressed as:

E[r] = 1/(1− PERR→D) (3)

In order to clarify the equation (1), we try to compute each term analytically.
We consider three different modes:

1. Transmission mode, when the node is transmitting data/control packets
2. Reception mode, when the node is receiving data/control packets
3. Idle mode, when the node is sensing the medium, without performing any

action.

The power levels associated to each mode are PT , PR and PI respectively. Fur-
thermore, the relationship between energy and power is given by E = P · T ,
where the terms E, P and T represent the energy, the power and the time,
respectively. Therefore, considering the network’s topology, we have:

ES = 3 · PI · TDIFS + PT · TA + 2 · PR · TA (4)

ECFC = 3 · PI · TSIFS + PT · TCFC + 2 · PR · TCFC + PT · TB + 2 · PR · TB (5)

ER = 3 · PI · TDIFS + PT · TA⊕B + 2 · PR · TA⊕B (6)

EACK = 2 · 3 · PI · TSIFS + 2 · PT · TACK + 2 · 2 · PR · TACK (7)

The above equations (4)-(7) are based on the following ideas:

– All stations remain idle during the SIFS and DIFS times.
– When a station transmits a packet (control or data), the rest stations are in

promiscuous mode, thus capturing the packets.

4 Performance Results

In order to evaluate the performance of the NCC-ARQ we have developed an
event-driven C++ simulator that executes the rules of the protocol. In this
section we present the simulation set up and results of our experiments.
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4.1 Simulation Scenario

We simulate an 802.11g network formed by a pair of transmitter-receiver (the
two nodes are both transmitting and receiving data) and a relay node that
facilitates the communication, all of them in the transmission range of each other.
Furthermore, the relay node is able to perform network coding to its buffered
packets before relaying them. In order to focus the analysis of the impact of
both network coding and cooperative communication on energy consumption,
the following assumptions have been made:

1. The traffic is bidirectional, i.e. the destination node has always a packet
destined back to the source node.

2. Original transmissions from source to destination are always received with
errors, thus initiating a cooperative phase.

3. The packet error rate (PER) - and consequently the required number of
retransmissions that have to be made by the relay until the packets received
correctly - is known in advance.

The configuration parameters of the stations in the network are summarized in
Table 1 considering the IEEE 802.11g PHY layer [10]. Ebert et al. [11] have
measured the power consumption of a wireless interface during the transmission
and reception phase. Based on their work, we have chosen the following power
levels for our scenarios: PT = 1900mW , PR = PI = 1340mW . The value of PT

has been selected as an average value of transmission consumed power, since it
varies according to the Radio Frequency (RF) power level.

Table 1. System Parameters

Parameter Value Parameter Value

MAC Header 34 bytes PHY Header 96 μsec

DIFS 50 μsec SIFS 10 μsec

CFC, ACK 14 bytes PT 1900 mW

PR 1340 mW PI 1340 mW

In order to evaluate the energy performance of our proposed solution, we
consider various scenarios with different SNR values between the original source
and the destination. The control packets are transmitted always at the rate of
6 Mb/s, while the transmission rate for the data packets is 6, 24 and 54 Mb/s
for low, medium and high SNR values, respectively. On the other hand, given
that the relays are usually placed close to the destination, we assume that the
transmission rates for all scenarios are 6 and 54 Mb/s for control and data
packets, respectively. The three different scenarios are summarized in Table 2.
Furthermore, the network operates under saturated conditions, which means
that the nodes have always packets to send in their buffers.
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Table 2. Simulation Scenarios

SNR
(S-D)

Source
Control Rate

Source
Data Rate

Relay
Control Rate

Relay
Data Rate

Low 6Mb/s 6Mb/s 6Mb/s 54Mb/s

Medium 6Mb/s 24Mb/s 6Mb/s 54Mb/s

High 6Mb/s 54Mb/s 6Mb/s 54Mb/s

In this point, we have to describe the transmission procedure in simple co-
operative schemes (C-ARQ), where the bidirectional communication takes place
in two steps. In the first step, node S sends the packet to D and, upon the
erroneous reception, D transmits the CFC packet, thus triggering the relay to
retransmit the packet. In the second step, node D transmits its own packet to S
and the same procedure as in the first step is repeated, thus consuming valuable
network resources.

In order to evaluate the performance of NCC-ARQ compared to simple coop-
erative schemes in terms of energy, we use as metric the energy efficiency of a
protocol, which was introduced in [12]. The energy efficiency (denoted by η) is
defined as:

η =
total amount of useful data delivered (bits)

total enery consumed (Joule)
(8)

Before proceeding to the simulation results, it is worth mentioning that the
definition in equation (8) inherently implies that network coding benefits the
energy efficiency of a protocol, as the number of the delivered bits increases by
combining different data packets.

4.2 Simulation Results

As it has been already mentioned, it is of paramount importance to save energy
without decreasing the performance of the network. The simulation results that
are plotted in Figures 3 and 4 show that using our proposed scheme, we are able
to enhance the QoS of the network, compared to simple cooperative schemes.
Figure 3 depicts the system’s aggregated throughput for the three described
scenarios in both NCC-ARQ and C-ARQ protocols. We can see that in all cases
our proposed solution outperforms the simple cooperative ARQ scheme, since
the throughput is greatly increased. On the other hand, regarding the packet
delay, we notice that using the NCC-ARQ scheme, the total packet delay is
decreased, as it is shown in Figure 4.

Figures 5 and 6 show that our analysis verifies the simulation results with re-
gard to the energy performance. Comparing our proposed network coding-based
scheme with simple cooperative protocols for different number of retransmis-
sions (and consequently different PER between the relay and the destinations),
we observe that our scheme is more energy efficient than non-network-coding-
based schemes, since more bits are delivered over the same amount of consumed
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energy. Keeping constant the data packet length (1500 bytes), the energy effi-
ciency of NCC-ARQ is decreased as the number of relay retransmissions grows.
However, the difference with simple cooperative schemes remains steadily over
80% (Figure 5).
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Fig. 3. System’s Throughput (NCC-ARQ vs C-ARQ) (Packet Payload=1500 bytes)

Specifically, we can observe that NCC-ARQ outperforms the classic coopera-
tive ARQ schemes under the same conditions (i.e. when both schemes operate
under similar SNR values). However, it is worth noticing that NCC-ARQ out-
performs C-ARQ even for worse SNR scenarios. To make it clear, observing the
energy performance of the NCC-ARQ for the medium SNR scenario we can see
that it clearly outperforms the C-ARQ under the high SNR scenario. Further-
more, comparing the low SNR scenario for NCC-ARQ with the medium SNR
scenario for C-ARQ, we see that NCC-ARQ acts more efficiently in terms of
energy when the channel conditions between the relay and the destinations are
not good (i.e. when the packets need to be retransmitted three or more times).

Figure 6 shows the energy efficiency for both network coding-based and simple
cooperative ARQ schemes using data packets of different size. The simulations
have been conducted considering the low SNR scenario (i.e. low data rate be-
tween the source and the destination). In all cases we consider that one retrans-
mission is needed (E[r] = 1) in order for the packets to be correctly received
by the respective destinations. As it was expected, it can be observed that the
bigger the data payload, the higher the energy efficiency of the protocol (up to
70%), since more bits are delivered in one transmission cycle. However, it has
to be pointed that the gain we get in case of NCC-ARQ is significantly higher
than the other schemes, since the delivered bytes in each transmission cycle are
doubled because of the network coding techniques. It is also worth noticing that
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our protocol outperforms simple cooperative protocols in all cases, thus proving
a better and more efficient approach in terms of energy management.
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5 Conclusion

In this paper, an energy consumption model for a network coding-based cooper-
ative ARQ (NCC-ARQ) scheme is presented. Compared to simple cooperative
schemes, our protocol achieves significant enhancement in terms of power con-
sumption, since it has been proven to be up to 80% more energy efficient, without
degrading the offered Quality of Service.

Furthermore, we have shown that the energy efficiency is decreased with re-
spect to the number of retransmissions, while we achieve better results by using
bigger data packets. In order to optimize the energy management in the net-
work, MAC schemes have to be combined with energy-aware routing solutions,
while sleep mode for inactive nodes should be considered as an extra option. Our
future research will be focused on such issues.
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Abstract. The Multiple Input Multiple Output (MIMO)-Orthogonal
Frequency Division Multiplexing (OFDM) is considered a key technology
in modern wireless-access communication systems. The IEEE 802.16e
standard, also denoted as mobile WiMAX, utilizes the MIMO-OFDM
technology and it was one of the first initiatives towards the roadmap of
fourth generation systems. This paper presents the PHY-layer design, im-
plementation and validation of a high-performance real-time 2x2 MIMO
mobile WiMAX transmitter that accounts for low-level deployment is-
sues and signal impairments. The focus is mainly laid on the impact of
the selected high bandwidth, which scales the implementation complex-
ity of the baseband signal processing algorithms. The latter also requires
an advanced pipelined memory architecture to timely address the data-
path operations that involve high memory utilization. We present in this
paper a first evaluation of the extracted results that demonstrate the
performance of the system using a 2x2 MIMO channel emulation.

Keywords: MIMO, testbeds, IEEE 802.16e, real-time systems, space-
time coding, FPGAs, DSP.

1 Introduction

The most innovating PHYsical layer (PHY) algorithms for Multiple Input Mul-
tiple Output (MIMO) systems supporting Orthogonal Frequency-Division Mul-
tiplexing (OFDM) are usually deployed using testbeds that operate in off-line
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mode. The PHY layer algorithms of such experimental MIMO testbeds are com-
monly designed with the help of system-modelling tools such as Matlab, whereas
the rest of the testbed comprises Commercial-Off-The-Shelf (COTS) equipment
that are responsible for the Radio Frequency (RF) signal up and down conver-
sion and the signal synthesis and acquisition (i.e., Digital to Analog Conversion,
DAC, and Analog to Digital Conversion, ADC). Although this implementation
approach enables the rapid prototyping, it is lacking an insight to the implemen-
tation complexity and limitations that characterize the deployment of a real-time
MIMO-OFDM system. Moreover, the focus of the offline baseband implementa-
tions is limited to the analysis of static testing scenarios (i.e., real-time system
adaptivity is not feasible), which is commonly constrained to processing short
data frames. Hence, offline MIMO testbeds are not suitable for the implemen-
tation of high capacity systems whose response has to be adapted according to
dynamically changeable parameters or features. This consequently renders the
MIMO testbeds that operate in offline mode unsuitable for exploring systems
employing Adaptive Modulation and Coding (AMC) or closed-loop communi-
cation schemes. On the other hand, real-time testbeds allow the validation and
analysis of such systems in realistic environments accounting for both hardware
limitations and software or low-level programming constraints. The massive par-
allelism required for the baseband signal processing in real-time MIMO-OFDM
testbeds, makes the Field Programmable Gate Array (FPGA) devices an appro-
priate candidate for implementing such systems.

This paper presents the PHY-layer design, implementation and validation of a
high performance real-time MIMO-OFDM transmitter that was deployed using
FPGA technology (based on the IEEE 802.16e-2005[1] standard). The transmit-
ter is able to host two transmit antennas, features a 20 MHz bandwidth and uses
matrix A encoding based on Alamouti’s Space-Time Block Code (STBC)[2] on
a per carrier basis. The PHY-layer algorithms of the transmitter were modelled
in Matlab, designed in VHDL and implemented using a real-time FPGA plat-
form. The GEDOMIS R© (GEneric hardware DemOnstrator for MIMO Systems)
testbed has facilitated the functional validation of the transmitter under realistic
operating conditions. GEDOMIS R© is a multi-antenna wireless communication
testbed that enables the prototyping and evaluation of MIMO PHY algorithms.
In the past, it has been used for the PHY-layer implementation of a real-time
MIMO-OFDM mobile WiMAX receiver [3]. The transmitter in that case was
emulated by using two Vector Signal Generators (VSG; containing an arbitrary
waveform generator), each one of which was loaded with a Matlab-based vector
file. These files are the output of a Matlab model that emulates the baseband
algorithms of the MIMO-OFDM mobile WiMAX transmitter.

The principal issue that this paper aims to address is the absence in the lit-
erature of high bandwidth real-time implementations of MIMO-OFDM mobile
WiMAX systems that account for low-level implementation issues and signal im-
pairments. Thus, the work presented herein underlines the complexity of such an
undertaking in the design, verification and debugging stages. At the same time,
our work offers an insight into the critical design issues that should be accounted
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in similar real-time FPGA-based deployments. Particular focus is given on the
impact of the selected high bandwidth in the implementation of the baseband
signal processing algorithms in terms of memory utilization and the interfacing
of the baseband processing components with the DACs. In fact, the 20 MHz
channel bandwidth is one of the key changes that is introduced in the WiMAX 2
standard (IEEE 802.16m), to provide compliance with the prerequisites of fourth
generation (4G) wireless communication systems.

2 Related Work

A great number of MIMO testbeds that were encountered in the literature are
exclusively assembled by COTS equipment [4,5,6]. Nevertheless, these otherwise
excellent development and testing environments do not allow the in-depth eval-
uation of the PHY-layer algorithms. This is due to the fact that their baseband
part is a black box that cannot be modified or extended, limiting by this way
their overall scope (i.e., conducting measurement campaigns and performance
benchmarking). The PHY-layer implementation of our MIMO-OFDM mobile
WiMAX transmitter can be easily expanded to include future WiMAX features
or apply experimental PHY-layer concepts.

In the case of MIMO testbeds having custom PHY-layer implementations, it
is important to make a distinction between the baseband signal processing de-
ployments that operate in real-time and those that feature off-line functionality.
The latter are software-based (e.g., Matlab) baseband implementations [7,8,9]
which, as already mentioned before, are not suitable for validating certain test-
ing scenarios that require adaptive signal processing. Also, the assessment of
their deployment feasibility is impaired by the absence of real-world baseband
signal processing implementation. On the other side, our MIMO-OFDM mo-
bile WiMAX transmitter goes beyond the modelling of PHY-layer algorithms
in Matlab; that is for, apart from the challenging task of mapping the algo-
rithms to custom VHDL code, the system-deployment included the board-level
code integration (e.g., interpolation filters, DAC ICs programming) and the real-
time debugging under realistic laboratory conditions. The latter implied the use
of heterogeneous equipment with critical system integration features such as a
MIMO-enabled channel emulator.

Various authors have presented papers regarding real-time PHY-layer imple-
mentations of WLAN and LTE MIMO tranmsitters [15,16,17,18]. However, we
have encountered relative few mobile WiMAX-related PHY-layer implementa-
tions available in the literature. In most of the cases the work described in
such papers mainly focuses on partial FPGA implementations of specific mobile
WiMAX PHY-layer algorithms, that either lack real-time operation or do not
evaluate mobile MIMO channels (i.e., absence of either field testing results or lab-
oratory results using a channel emulator). In [10] a low bandwidth FPGA-based
2x2 MIMO fixed WiMAX testbed is used to carry out a channel measurement
campaign in order to analyse its capacity. The authors in [11] implemented
in a FPGA a 2x2 MIMO Fixed Sphere Decoder (FSD), while the rest of the
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PHY-layer was developed in a Matlab model, allowing by this way rapid co-
simulations with different FFT sizes. Another FPGA-based implementation of
a sphere detector and a channel matrix pre-processor for a 4x4 MIMO sys-
tem is presented in [12]. In [13] a 2x2 MIMO system with 10 MHz bandwidth
is implemented using a cell processor, with the aim to provide a single chip
baseband implementation of the IEEE 802.16e OFDMA PHY for a base sta-
tion transceiver. This system cannot be accurately validated, since it is not
accounting for an appropriately applied channel model. Finally, a 2x2 MIMO
system targeting a FPGA implementation is presented in [14]. The performance
of the baseband transceiver implementation cannot be assessed in the absence
of important system characteristics since it mainly presents partial simulation
or emulation results.

3 Design of the Real-Time Transmitter

3.1 System Features

The IEEE 802.16e-2005 standard specifies a system for combined fixed and
mobile broadband wireless access. The specified PHY supports scalable OFDMA
architectures, AMC, various subchannelization permutation techniques and
MIMO-aided transmit/receive diversity. However, our system is only adopting a
fixed subset of this flexible configuration. In short, the main system parameters
are as follows: 2 transmit and 2 receive antennas, RF frequency at 2.595 GHz,
Intermediate Frequency (IF) at 67.2 MHz, fixed channel bandwidth of 20 MHz
and QPSK modulation. It has to be noted that although this paper presents a
MIMO-OFDM mobile WiMAX transmitter that supports only the Partial Usage
of Subchannels (PUSC) permutation scheme, the AMC permutation scheme has
also been implemented and validated for an equivalent SISO system, but it is not
presented herein. It is also useful to mention that channel coding has not been
included in our system. The WiMAX signal comprises various frames, which en-
capsulate user data, separated by equivalent silence periods. The OFDM frame
used in our testbed is composed of a single burst with a fixed predefined format
(i.e., the FCH and DL-MAP are not used).

3.2 Design, Implementation and Validation Methodology

The challenging inter-operability issues related to setting-up, calibrating and
configuring a high-capacity real-time MIMO testbed require an efficient design,
implementation and system-validation strategy. Hence, we present in this section
a development-flow that was iteratively improved during the deployment of the
present system.

The first vital step was to define the specifications of the transmitted sig-
nal and the respective channel models. After the completion of this stage, the
initial selection of the MIMO signal processing algorithms was conducted, to-
gether with the definition of the basic system architecture. Another important
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Fig. 1. Proposed development flow for a real-time MIMO testbed

step involved the estimation of the computational complexity of the PHY-layer
algorithms (i.e., having as a reference the target FPGA device). The result of
this estimation was used to re-adjust the scalability of certain system features.

A: Emulated transmitter (high-level system modelling)
This first evaluation stage was significant because it allowed us to start de-
veloping a precise Matlab model of the system, where the fixed-point logic
was emulated by applying specific quantizations. This model was a vehicle to
rapidly verify the behaviour of the designed architecture. The selected algo-
rithms were optimized according to their estimated computational complexity.
The GEDOMIS R© testbed facilitated the rapid validation of the Matlab model.
In more detail, the output of the baseband Matlab model of the MIMO-OFDM
mobile WiMAX transmitter was stored in two files and uploaded in two VSGs,
appropriately configured for MIMO signal transmission. The VSGs were then
used to play back in real-time the MIMO signal and up-convert it to the desired
RF frequency (i.e., 2.595 GHz). Next, the MIMO signal was fed to the channel
emulator and finally it was demodulated using a multichannel oscilloscope that
is remotely accessed by a certified mobile WiMAX software package (i.e., Agilent
VSA with the IEEE 802.16e-2005 option). After validating the conformance with
the mobile WiMAX standard, the receiver’s data acquisition board was used to
capture again the received signal (i.e., higher ADC resolution compared to the
oscilloscope data-captures).

B: Real-time FPGA-based MIMO-OFDM signal transmission
Once the Matlab model satisfied the defined set of system requirements, every
processing block of this model was mapped to RTL code (i.e., VHDL model).
A very important stage of the design-validation flow was the Matlab/VHDL
co-simulation. The latter offers a reliable comparison method that proves the
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Fig. 2. Demodulation of the MIMO signal transmitted by CTTC’s real-time FPGA-
based MIMO-OFDM mobile WiMAX transmitter, using Agilent’s VSA signal analysis
software

functional and behavioural validity of the RTL-model and provides an assessment
of the fixed-point implementation’s precision.

The following stage included the implementation of the VHDL design tar-
geting a specific FPGA-based processing platform. This implied the interfacing
of the MIMO-OFDM mobile WiMAX transmitter with various on-board pro-
cessing components using VHDL code (e.g., DACs, SDRAMs). Once the FPGA
binary executable was produced, we were able to test the MIMO-OFDM mo-
bile WiMAX transmitter using the entire equipment set-up of the GEDOMIS R©

testbed. A similar mobile WiMAX standard conformity test was conducted fol-
lowing the steps described before. However, this time the Matlab model was
replaced by the real-time FPGA-based implementation of the equivalent base-
band algorithms (a snap-shot of the demodulated signal is seen in figure 2). It
has to be underlined that the same MIMO-OFDM mobile WiMAX signal gener-
ated by our FPGA-based transmitter, it was demodulated using the respective
receiver, which we have developed previously [3] (figure 9 shows the demodulated
data in a QPSK constellation). The real-world FPGA-based implementation of
the MIMO-OFDM mobile WiMAX transmitter was debugged on the fly through
vendor-specific tools and traces were captured to provide the final refinement of
the system model.

C: Performance analysis
A final step of the presented design flow included the performance validation of
the transmitter. Large buffers at the receiver side were used to capture data. This
facilitated a detailed off-line analysis and characterization of the system perfor-
mance. The extracted real-world performance metrics can be compared to the
ones achieved by the Matlab/VHDL co-simulations, providing a quantification
of the losses introduced by the hardware and by the RTL-implementation.
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Fig. 3. General architecture of the real-time mobile WiMAX MIMO transmitter

3.3 General Architecture of the Transmitter

The general architecture of the system is depicted in figure 3. The first processing
block of the real-time mobile WiMAX MIMO transmitter is a PseudoRandom
Binary Sequence (PRBS) generator (i.e., based on the ITU-T PN15 specification
[19]). Since our OFDM-frame is constructed by 46 data-symbols (using the PUSC
scheme), each containing 2880 bits, the generated sequence will be composed of
132480 pseudo-random bits. The modulator then maps the generated sequence
into QPSK constellation points.

At this stage, it is important to distinguish the operations related to the mobile
WiMAX standard with those signal processing operations that are commonly
encountered in MIMO-OFDM transmitters. The first type of signal processing
operations define OFDM symbols that make use of the PUSC scheme according
to the IEEE 802.16e standard:

– Subchannelization: the subchannels are created at the output of the modula-
tor by distributing the sequence of QPSK symbols in two consecutive OFDM
symbols in an interleaved fashion. This means that an adjacent group of 24
complex values is allocated in the first symbol and another one is allocated
in the second symbol; this process is recursively repeated until the whole
capacity of both symbols is filled up. The subchannelization process contin-
ues with the next two symbols, until the whole OFDM frame is constructed.
The subchannelization process is shown in figure 4a.

– Permutation: logical structures of 12 adjacent subcarriers, named clusters,
are created by scrambling the outputs of the STBC processing component.
Additionally, the subchannels are grouped in 6 larger structures, namely Ma-
jor Groups (MG) that have to be taken into account during this permutation
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(a) Allocation of QPSK symbols to
subcarriers and subchannels.

(b) Allocation of the data symbols for
transmit antenna 1 according to matrix
A (i.e., similar for transmit antenna 2).

Fig. 4. Mobile WiMAX standard-related operations applied on PUSC structured
OFDM symbols

process. The mobile WiMAX standard defines the following permutation for-
mula for the PUSC-structured OFDM symbols:

scr(k, s) = Nsch · nk + permbase[(s+ nk)modNsch], (1)

where scr is the index of the subcarrier within the OFDM symbol, nk =
(k+13s)mod24, Nsubch is the number of subchannels within the MG (i.e., it
can be either 8 or 12, depending on the parity of the MG’s index), permbase
is a predefined subchannel permutation mask (i.e., defined for both lengths
of the MG), s is the subchannel index within the MG, and k is the subcarrier
index within the subchannel (i.e., up to 24).

– Clustering: the previously created clusters are permuted according to a
predefined renumbering sequence (i.e., interchanging of adjacent subcarrier
groups).

– Pilot/DC/guard-band insertion: two pilot subcarriers are inserted to each
cluster in given positions that depend on the parity of the OFDM sym-
bol’s index. The DC is inserted in the position 1024 of each OFDM symbol.
Finally, two sets of null-carriers (with fixed-length) are inserted in the be-
ginning and in the end of each symbol of the OFDM frame.

– Weighting: an additional subcarrier-randomization is applied (i.e., some sub-
carriers will be inverted), using the PRBS generator specified by the WiMAX
standard, which applies a homogeneous distribution of the transmitted power.

The remaining of the signal processing operations at the transmitter are com-
monly found in MIMO-OFDM implementations. These include the inverse FFT
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that transforms the frequency-domain signal to a time-domain signal, and the
Cyclic Prefix (CP) insertion, which complements each OFDM symbol in the
frame (i.e., a portion of each symbol is repeated in the end of each symbol).
A fundamental feature of the system is implemented in the STBC processing
component, which allocates the carriers for each transmit antenna according to
the matrix A configuration specified in the mobile WiMAX standard, as shown
in figure 4b. This matrix for the case of two antennas is given by:

A =

[
SN −S∗

N+1

SN+1 S∗
N

]
, (2)

where S1, S2, ..., S66240 is the single stream of complex symbols at the output of
the subchannelization block; the columns represent consecutive OFDM symbols
(i.e., time) and the rows represent the transmit antennas (i.e., spatial streams).

After the insertion of the CP, several OFDM symbols must be stored in a large
First In First Out (FIFO) memory in order to provide an uninterrupted flow of
data to the DAC device. Although it is not shown in figure 3, dedicated-logic has
been designed to control the synchronous communication between the different
processing components. In other words, this logic is responsible for counting
the length of each inter-frame silence period (during which null-carriers will
be transmitted) and trigger the FIFO to provide the stored symbols in a strict
timing manner. An additional OFDM symbol (i.e., preamble) must be inserted to
facilitate the synchronization process at the receiver. The preamble is calculated
off-line, stored in a RAM memory and read just before the first FIFO outputs
are available.

3.4 Intelligent Memory System

The real-time implementation of the MIMO-OFDM mobile WiMAX transmitter
requires a new bit to be generated at each clock cycle (i.e., a new QPSK symbol
is generated each two clock cycles). At the same time, both the generic MIMO-
OFDM processing stages and the operations related to the WiMAX standard are
applied to the generated symbols. The implementation complexity of all these
signal processing operations (e.g., symbols need to be permuted, inverted and
grouped in logical structures) and the high bandwidth that was selected (i.e.,
20 MHz, which corresponds to an FFT size of 2048 points), imposed a pipelined
memory-structure with high throughput. The latter involved the storage of large
data-sets in numerous intermediate stages that require low-latency interfacing.
This was achieved by designing a generic memory structure for each intermediate
stage in the processing chain, comprising an advanced memory controller and
an adaptive memory block as shown in figure 5.

The operation of the transmitter involves the storing of large sequences of
complex values that comprise two 16-bit words (i.e., real and imaginary parts -
in-phase and quadrature, I&Q, components). The length of this sequence varies
according to the operations applied in each processing stage (i.e., additional sub-
carriers are inserted in various stages of the baseband processing chain). There-
fore, the first step towards the design of a generic memory structure was the
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Fig. 5. Generic memory structure for each signal processing stage

implementation of adaptive memory blocks. These include a mechanism that en-
ables the adjustable instantiation and grouping of numerous FPGA RAM-block
primitives as a single memory entity, offering by this way a simplified interface for
seamless memory-access. Another important benefit of this mechanism is that it
allows the simultaneous read and write operations of the OFDM-symbols, min-
imizing the memory-access latency and optimizing the usage of the embedded
RAM blocks of the target FPGA device. The adaptive memory block includes
additional functionality that enables the concurrent execution of complementary
baseband operations with the storage and retrieval of the data sequences (fea-
turing minimal latency). This top-up functionality is triggered by the advanced
memory controllers using dedicated control signalling.

The operations related to the mobile WiMAX standard are basically devoted
to reordering the data at each processing stage. The advanced memory con-
trollers are therefore abstracting away the complexity of the required access
to the embedded-memory elements. This is achieved by providing transparent
memory read and write operations that allow the processing elements of the
transmitter to continue performing data-manipulation operations. Moreover, the
synchronous control of the FPGA RAM blocks composing each adaptive memory
block is not introducing any impairment to the distinct processing stages. Thus,
the main function of the advanced memory controllers is to optimize the read and
write operations by implementing the required scrambling-operations with the
minimum possible latency. During the write operations the symbol-reordering is
applied with no latency by storing each incoming QPSK symbol in the indicated
position. The latter is calculated on-the-fly according to the description given
by the mobile WiMAX standard for the respective operation. For instance, the
value of the index received with each symbol’s complex value will be introduced
together with additional control indexes (that are automatically generated), to a
dedicated logic-component that implements the permutation formula. The result
of this operation indicates the position where the given complex value needs to be
stored (i.e., position within the OFDM symbol). Once a whole data stream (i.e.,
1440 QPSK symbols for a PUSC-structured OFDM symbol) has been stored, the
read operation will be triggered simultaneously with the next write operation.

It has to be noted that the read operations take into account the interrelations
between the different OFDM symbols in a frame (i.e., in the PUSC permutation
scheme, the pilot-tone distribution is applied in groups of two OFDM symbols).
This in more detail means that the read operations are used to apply additional
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functions to the QPSK symbol sequence, before reaching the following stage.
These functions include additional scrambling, zero latency subcarrier insertion
(i.e., pilots, DC, guard-band), subcarrier weighting, insertion of the CP after the
inverse FFT (i.e., allowing cyclic memory reading) and cyclic shift of the data-
symbols inserted in the FIFO (i.e., the DC carrier is to be found in position
0). As previously mentioned, additional dedicated logic, memory-initialization
values or predefined masks have been included within the adaptive memory
blocks, accommodating by this the latter functionality.

4 Implementation and Integration

4.1 Testbed Setup

A graphic-overview of the GEDOMIS R© testbed setup featuring a 2x2MIMO con-
figuration is shown in figure 6. The whole transceiver is implemented in a high-
end signal processing development platform equipped with Lyrtech’s DAC, ADC
and FPGA/DSP boards. The VHS-DAC board features 8 phase synchronous
channels with 14-bit DAC devices. The board also includes a Xilinx Virtex-4
FPGA device that hosts the complete PHY-layer of the real-time MIMO-OFDM
mobile WiMAX transmitter. Similarly, the VHS-ADC board, features 8 channels
with 14-bit ADC devices and a Xilinx Virtex-4 FPGA device that partially hosts
the PHY-layer implementation of our MIMO-OFDM mobile WiMAX receiver.
The signal acquisition board also includes a digitally controlled Programmable
Gain Amplifier (PGA) for each channel, facilitating by this the development of
automatic gain control algorithms. Finally, the SignalMaster Quad board has
four TSM320C6416 DSPs and two Xilinx Virtex-4 FPGAs. One of these FPGAs
is hosting the remaining signal processing blocks of the receiver.

The IF outputs generated by the DAC components of the MIMO-OFDM mo-
bile WiMAX transmitter are fed in two ESG4438C VSG instruments, which
up-convert the signal and provide the RF output centered at 2.595 GHz. The
Elektrobit Propsim C8 radio channel emulator, allows accurate multi-channel
emulation of custom or standardized models at the laboratory. This is feasible
by adding complex and time-varying effects of multipath and Doppler-shifts in
the digital domain (e.g., adjusting the tap amplitude, delay spread, operation
frequency and mobile speed). For the 2x2 MIMO scenario considered in this
paper, four uncorrelated multipath fading channels were created (with different
distribution seeds), using either the ITU Vehicular A or the ITU Pedestrian B
channel model [20]. The receiver’s RF front-end from Mercury Computer Sys-
tems (Echotek Series RF 3000 Tuners) comprises 1 Direct Digital Synthesizer
(DDS) and 4 receiver modules. This instrument features high spectral purity and
dynamic range and applies phase-coherent down-conversion of the RF signal to
the system’s IF frequency. Finally, two uncorrelated broadband RF noise gen-
erators provide extremely flat white noise at IF and facilitate the measurement
campaign and the assessment of system’s performance under variable SNR con-
ditions (e.g., the two noise sources were calibrated and balanced for every 2dB
attenuation step).
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Fig. 6. The GEDOMISR© testbed setup

4.2 Baseband and DAC Circuitry Integration

Once the baseband RTL design of the MIMO-OFDM mobile WiMAX transmit-
ter was verified (VHDL versus Matlab co-simulations), a detailed study was con-
ducted to provision its integration with the DAC circuitry of the target boards.

In order to produce the global synthesized IF (i.e., 67.2 MHz) and take the
maximum advantage of the filters contained in the DAC devices of Lyrtech’s
VHS-DAC board, an appropriate filter-interpolation strategy was selected. Hence,
considering that a total x16 interpolation is required for each of the two I&Q
data-streams of the transmitter, it was selected to apply a x2 interpolation in
the FPGA domain and a x8 interpolation in each dual DAC device.

In more detail, the I&Q 16-bit data at the output of the FIFOs shown in
figure 3 are fed to four separate filters (hosted in the FPGA device), which
apply an interpolation by two. The filters are clocked at 44.8 MHz (i.e., the
baseband clock is at 22.4 MHz). The use of two separate filters for the I&Q
data components of each antenna was made to avoid the multiplexing of data,
which requires a double clock rate from the one currently used at baseband (i.e.
increasing the input clock from 44.8 MHz to 89.6 MHz). This decision was made
after realizing that what was gained in terms of FPGA slice area (by using two
instead of four interpolation filters clocked at 89.6 MHz), was resulting in a
complicated place-and-route process, which is prone to timing errors (i.e., the
FPGA routing algorithms are stressed to the limits for achieving the desirable
clock rate). Manual placing of the implemented logic to the FPGA device area is
another design option that is equally complicated when considering large FPGA
design with numerous digital processing components.
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Fig. 7. The magnitude and phase response of the x2-interpolation pre-DAC interpola-
tion filters used in the transmitter

Each dual DAC device, from the other side, is using 3 filters that are applying
a x8 interpolation, which results in a 358.4 MHz clock (i.e., x8 FMIX QMC
CMIX [21]). Taking into account the pass-bands of the different interpolation
filters within the DAC, the frequency response of the inverse-sinc filter, and the
frequency bands of the signals and their aliases, the coarse mixer was set to 89.6
MHz (equal to Fs/4, where Fs 358.4 MHz, i.e., the sampling frequency of the
DAC) and the fine mixer was set to -22.4 MHz. The registers corresponding to
the NCO frequency, the fine mixer gain and the coarse mixer mode-configuration
(i.e., cm mode(3:0) = 1000) were programmed through a C-based application.
The latter allows the read/write access of several internal registers of the DAC
5687 chips on-the-fly.

The choice of the interpolation filters was a significant design, implementa-
tion and system-integration decision, which in fact has to be carefully consid-
ered every time a designer of MIMO-OFDM transmitters intends to interface the
baseband design with a DAC device. The filter interpolation is an excessively
processing-consuming implementation for FPGA devices, having a very hard
to define trade-off between of FPGA resources utilization (embedded memory
blocks and DSP48s versus generic FPGA slices) and maximum achievable clock
rate. The heavily populated FPGA designs with multiple clock domains are
making the place-and-route process of the FPGA implementation-flow, a par-
ticularly hard task. Therefore, a key system-design objective is to migrate the
challenging implementation of the interpolating filters from the FPGA domain
to high performance versatile DAC devices. In our case for instance, it would
have been impossible to implement a higher order interpolation in the available
FPGA area (perhaps, this is feasible using the largest Xilinx Virtex-6 devices).

The filters were designed using the FDAtool of Matlab having a high rejection
response (i.e., 80 dB). This in turn implied a high number of filter coefficients,
which ultimately is translated to high computational cost. The filter coefficients
are featuring a symmetric response (i.e., 76 coefficients) and the produced file
was used to configure the four respective Xilinx IP cores (i.e., Finite Impulse
Response (FIR) filter). Distributed arithmetic logic has been selected for imple-
menting the internal filter computational architecture, because the multiply and
accumulate filter implementation option is requiring a high number of embedded
FPGA RAM blocks (i.e., RAMB16s). This implementation decision was taken
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Table 1. The main FPGA utilization metric corresponding to the PHY-layer imple-
mentation of the real-time MIMO-OFDM mobile WiMAX transmitter

Device utilization summary

Logic Utilization Used Available Utilization

Number of Slice Flip Flops 76,598 135,168 56%

Number of 4 input LUTs 69,189 135,168 51%

Logic Distribution

Number of occupied Slices 52,650 67,584 77%

Total Number of 4 input LUTs 80,466 135,168 59%

Number of FIFO16/RAMB16s 285 288 98%

Number of DSP48s 81 96 84%

Number of DCM ADVs 8 12 66%

Total equivalent gate count for design 20,565,470

considering the total number of RAMB16s, DPS48s and slices available in the
Virtex-4 LX160 device and the internal processing architecture of the MIMO-
OFDM mobile WiMAX transmitter. The latter has several intermediate stages
that require large data-set storage (i.e., high RAMB16s utilization). Finally, the
28-bit output of the I and Q filters had to be appropriately truncated to allow
the utilization of the full dynamic range of the baseband part of the transmitter.
This was achieved by running simulations of the whole MIMO mobile WiMAX
transmitter. The truncated 14 bits are then interfaced with the DAC device of
the Lyrtech board (the board firmware utilizes a 2 bit back-off margin).

4.3 FPGA Resource Utilization

The design of the transmitter has passed through numerous optimization stages
to improve the performance and minimize the FPGA resource utilization, when
targeting the Virtex-4 LX-160 device and using the Xilinx ISE 9.2 (i.e., manda-
tory software version for maintaining compatibility with the target board’s
firmware). The FPGA implementation was proved to be quite challenging since
the chosen arithmetic-logic implementation of the four interpolation filters re-
siding in the FPGA domain is making exclusive use of FPGA slices. Therefore,
a study of the appropriate synthesis, mapping and place-and-route options was
conducted trying to balance the implementation trade-offs, in terms of design
speed (e.g., meet timing requirements) and FPGA area utilization. The place-
and-route process resulted in significantly different FPGA implementation times,
since the ISE 9.2 software tool is applying radically different execution routines.

As it is seen in table 1 the MIMO-OFDM mobile WiMAX transmitter is
practically leaving very limited resources to the given Virtex-4 LX160 FPGA
device for future extensions of the design. This could be partially solved with
the migration of the whole design to the new Xilinx ISE 12 design suite. We
have conducted some preliminary tests which show a reasonable reduction of the
FPGA resource utilization. However, it has to be noted that the implementation
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Fig. 8. Resulting MIMO time-signal,
along with its spectrum (Agilent 80804B
Infiniium Oscilloscope)

Fig. 9. Visualization of the demodulated
data at the receiver side (Xilinx Chip-
scope Pro)

feasibility-analysis of this option is tightly coupled with an equivalent migration
to a new FPGA board (i.e., out of scope for this paper).

5 Experimental Validation and Results

The resulting data at the output of the PHY-layer of the mobile WiMAX receiver
is captured and visualized in real-time through vendor-specific tools and the
Chipscope Pro software from Xilinx, using two different hardware configurations.
In the first case, the emulated transmitter presented in [3] is used, while in the
second case it is used the real-time FPGA-based MIMO-OFDM mobile WiMAX
transmitter presented in this paper (see figures 8 and 9).

It is important to underline that the same VSGs are used to playback in
real-time the Matlab-generated MIMO mobile WiMAX signal (i.e., PHY-layer
emulation and baseband to RF signal up-conversion), and to up-convert to RF
the IF signal generated by the real-time FPGA-based MIMO-OFDM mobile
WiMAX transmitter. Therefore, the RF front-end performance is common for
both testing scenarios. In other words, the deviations that may be observed
when comparing the performance of both deployments have their origins in the
baseband signal processing implementation (e.g., fixed-point arithmetic opera-
tions). Other indicative factors that could also result in differences during the
result-comparison are the DAC features and the connector losses.

In order to analyse the performance of the system, the real-time channel
emulator was configured with two static MIMO channel models (i.e., no mobil-
ity is emulated). These random channel models have the tap and delay spread
characteristics, defined by the ITU Vehicular A and the ITU Pedestrian B spec-
ifications. The accuracy of the received constellation points is validated at the
receiver by calculating the Error Vector Magnitude (EVM), as shown in figure
10. Additional assessment of the system’s performance is provided by means of
the raw Bit Error Rate (BER) calculation (i.e., no channel coding was used),
as it can be seen in figure 11. Both performance metrics are calculated for a
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(a) ITU-T vehicular A-based (b) ITU-T pedestrian B-based

Fig. 10. System performance under static channel conditions: EVM-SNR curves

(a) ITU-T vehicular A-based (b) ITU-T pedestrian B-based

Fig. 11. System performance under static channel conditions: BER-SNR curves

set of suitable Signal-to-Noise Ratio (SNR) values that cover a wide range of
signal reception conditions (i.e., pre-defined white noise gain attenuation steps
are used to generate uncorrelated white noise signals, which are added to each
of the received signals). The real-time captures that have been performed are
covering several entire frames, allowing by this way an averaged (and thus more
robust) calculation of the presented metrics for each analysed scenario.

As it may be observed in the related figures, the performance for both deploy-
ments is quite similar. This not only proves the functional validity of the FPGA
development, but also demonstrates the high implementation precision of the
baseband signal processing algorithms. The minimal performance differences are
due to the factors described next. First of all, the MIMO-OFDMmobile WiMAX
transmitter is only validated under static channel conditions; this means that the
performance comparison between the emulated transmitter and its FPGA-based
counterpart is only analysed for a specific channel frequency response for each
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Fig. 12. The MIMO-OFDM mobile WiMAX transmitter during a live demonstration
(European Nanoelectronics Forum 2010)

channel model, which could represent a different performance condition among
models at a given time (e.g., very low or very high attenuation). This frequency
response would vary over time in mobility testing scenarios. In that case, the two
system performance metrics are extracted by averaging numerous measurements
corresponding to different channel seeds. This important testing scenario will be
presented as a future work. Second, despite the fact that we tried to re-produce
the exact testing conditions in both scenarios (e.g., transmitted power, noise lev-
els), it is unavoidable that the hardware set-up features certain differences (e.g.,
number of RF/IF cables, DAC features, intermediate gain values) that influence
the overall system’s performance.

A limited setup of the full MIMO-OFDMmobile WiMAX transceiver is shown
in figure 12. The real-time operation of the transmitter was demonstrated with
success during the European Nanoelectronics Forum 2010.

6 Conclusions and Future Work

This paper presented the design, implementation and validation of the PHY-
layer of a high-performance real-time MIMO mobile WiMAX transmitter fea-
turing the Alamouti’s STBC-based scheme. The system has been successfully
validated under realistic channel conditions in static scenarios. The performance
of the system has been analysed, by comparing the FPGA-based deployment
to an emulated version of the transmitter (i.e., ideal baseband implementation).
The presented work covers the most relevant issues to be taken into account,
when confronting the complex task of designing, implementing and validating a
real-time MIMO-OFDM system. The authors’ contribution is mainly found in
building and validating a realistic MIMO system based on the mobile WiMAX
standard, having a high channel bandwidth of 20 MHz. These system specifi-
cations have scaled up the implementation complexity, but have offered at the
same time an added-value to the whole undertaking.
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The modular design of the system will be extended to include more advanced
MIMO-OFDM schemes in the future. For instance, a real-time MIMO-OFDM
closed-loop scheme could enhance the scalability and MIMO configuration op-
tions of the entire testbed. This will be implemented by using a feedback channel
from the receiver to the transmitter. This real-time feedback link will contain
quantized information for the actual channel conditions, which will enable an
adaptive signal transmission. Finally, a broader analysis will be conducted in
the future, to cover the performance of the system under the presence of mobil-
ity at high-speeds (e.g., ITU-T vehicular A up to 120 Km/h).
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Abstract. In this paper, we consider mobile multimedia services deliv-
ered over a UMTS network. In this convergent scenario, low level error
recovery mechanisms of the access network entail that almost all packet
losses are caused by frames arriving at the receiver later than the play-
out time. Our aim is to find a simplified yet realistic expression for the
statistics of the end–to–end delay in order to characterize related appli-
cation level losses and infer resulting Quality of Experience (QoE). We
present a simple and easy to implement model based on empirically ob-
tained parameters that quantitatively reflects the statistical properties of
delay. We apply the model to estimate the behavior of application level
losses and delay which are the key factors while forecasting QoE in VoIP.
Obtained results prove the suitability of the model to be integrated in
cross–layer adaptation mechanisms and its utility for dimensioning VoIP
playout buffers is also tested.

Keywords: UTRAN, SR–ARQ, delay, QoE, VoIP.

1 Introduction

Nowadays the utilization of mobile communications for multimedia services over
converged networks is becoming more frequent. For the reproduction of these
streaming services, packets in the reception buffer are read at deterministically–
spaced time intervals, so that those packets that do not respect the timing con-
straints imposed by applications (i.e. arrive later than expected playout time) are
discarded. Therefore, at the playout time of these discarded packets either “noth-
ing” is reproduced or just copies of previous samples, which negatively affects
user Quality of Experience (QoE). So, these application level losses happen even
in allegedly lossless networks, even under not–severe degradations, whenever the
end–to–end (e2e) delay of a packet is above a playout time related threshold
(implemented with a buffer). Non–interactive multimedia services usually allo-
cate long buffers in order to cope with these losses, so that it is the jitter and
not the delay the indicator to consider. Unfortunately, VoIP services can not
use so long buffers due to associated initial delay (see [1]) since it would affect
the interactivity of the conversation. Even with dynamic adaptative buffers the
tradeoff between delay and losses imposes a maximum size for the playout buffer.
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Then, our analysis aims at determining the probability that the e2e delay is
above the threshold related to player buffer length, Pr{de2e > dmax}, which will
provide us with application level loss rate. As a result, we need the Complemen-
tary Cumulative Distribution Function (CCDF) of the e2e delay to be evaluated
at that threshold point instead. The scenario considered in this work includes a
traditional 3G cellular access (UMTS) and a wired CN (Internet). However, the
core part of the UMTS network (i.e. SGSN/GGSN nodes) and the Internet are
assumed to introduce a constant delay, so the delay caused by low level error
recovery mechanisms in the last mile radio part is the only contributor to the
total variable e2e delay.

We have considered UMTS and not a HSPA/LTE/WiMAX scenario because
it is the most widespread commercial network nowadays. Furthermore, unlike
variants such as HSPA/HSPA+ where the final QoS (Quality of Service) will de-
pend on the number of users and the scheduler, classical 3G connections provide
dedicated channels (DCH), so that QoS constraints can be fulfilled. Additionally,
the analysis of delay will be focused on ARQ (Automatic Repeat reQuest) based
low level error recovery mechanisms that are quite similar to those in Beyond–3G
(B3G) technologies.

Hence, the main objective of this work is to obtain an expression of the e2e
delay CCDF under different reception and UMTS network conditions. To obtain
the analytical expression of the delay statistics in the UTRAN (UMTS Radio
Access Network), an in-depth analysis of retransmission techniques in UMTS
has been carried out together with empirical fitting of simulation data. The
impact of particular network and service parameters such as Block Error Rate
(BLER), packet size, bitrate and average burst length (ABL) has been taken into
account. Estimation of the delay calculated with the obtained model has been
later used for predicting QoE on mobile VoIP service. Such closed–form solution
will allow researchers to model network effects in cross–layer adaptation systems
and design decision making algorithms accordingly.

The rest of the article is organized as follows. Section 2 describes retransmis-
sion schemes for UMTS Acknowledged Mode (AM). In Section 3 we propose
using empirical data and fitting techniques in order to overcome the drawbacks
of classical ARQ analysing schemes. Resulting expressions and fitted coefficients
will be calculated just once. Later they will be included in a delay estimation
system that will interpolate the obtained model to every possible input situation.
Finally, Section 4 will show the capability of the proposed method for forecasting
QoE for VoIP calls and Section 5 will summarize main contributions.

2 Preliminary Analysis of Delay for UMTS AM Mode

In this Section we will describe the analysis of the additional delay caused by
retransmissions due to level 2 error recovery mechanisms in UMTS networks.
Concerning the transmission in the UTRAN, different ARQ techniques are used
in order to face the high error probability in the wireless medium, resulting in
erroneous packets retransmissions. These mechanisms introduce a random delay
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at RLC (Radio Link Control) level, which is translated to a random delay at the
application layer.

In UMTS networks, Selective Reject (SR) ARQ (see for example [2]) schemes
are used instead of the typical ARQ ones (like Stop & Wait and Go-Back-N),
due to their superior throughput performance. The basic operation of SR-ARQ
consists on performing selective retransmission of frames, this is, only erroneous
frames are retransmitted. These retransmissions happen when the sender receives
a “NACK” (or Bitmap ACK with erroneous packets) belonging to an erroneous
frame or when a timer reaches its time-out.

As defined in 3GPP Specifications [3], the RLC layer operation mode re-
sponsible for handling the frames recovery by means of SR-ARQ is called AM
(Acknowledged Mode). As specified in this standard, error correction is done at
MAC PDU (Medium Access Control Protocol Data Unit) or Transport Block
(TB) level. In typical configurations these blocks have a payload capacity of 40
bytes, in which data from superior layers can be inserted, plus the corresponding
bytes of RLC+MAC headers. In this way, upper level packets are segmentated
in blocks of 40 bytes that are later on individually transmitted. TBs are trans-
mitted at time intervals called TTI (Transmission Time Interval). One or several
PDUs can be transmitted in each TTI, and it is the MAC layer which decides
how many PDUs must be transmitted in each TTI (a typical example of bearer
configuration is: 12 TBs transmitted per TTI and 10 ms TTI duration).

1 2 3 n-
1 n

1st transmission
un/successful

RTT

1st retransmission
un/successful

RTT

2nd retransmission
un/successful

original TB scheduled 
at t+RTT

delay for erroneous TBs due to n-retransmissions

"side effect"
additional delay to pending TBs

Fig. 1. ARQ retransmission from the sender point of view

Normally a RLC level transmitter uses both a transmission and a retrans-
mission buffer. When a PDU is scheduled for submission, it is placed in the
transmission buffer, and once transmitted to the channel, it is moved to the
retransmission buffer. The PDUs in the retransmission buffer are deleted or re-
transmitted depending on the answer sent by the receiver. Retransmission buffer
has priority over the transmission one; this is, upon the reception of erroneous
frame notification, those to be retransmitted must be sent before the one orig-
inally scheduled in the transmission buffer, which has to wait to the next TTI
(considering that there is no TB available in the RLC frame). Furthermore, since
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some feedback from the receiver is needed for the sender to detect the loss/error,
possible retransmissions will arrive at the receiver delayed n · RTTu ms., con-
sidering this UTRAN Round Trip Time (we will use the term RTTu from now
on) as the time needed for the “NACK” to go back to the sender plus the time
needed for the retransmitted AMD (Acknowledged Model Data) PDU to arrive
at the receiver (i.e. 100ms for typical UMTS commercial configurations). The
overall processs is depicted in Fig. 1.

In the receiver, AMD PDUs remain in the reception buffer until a complete
RLC SDU (Service Data Unit) is received. However, if a retransmitted RLC
PDU is once again lost, retransmissions are tried until either the SDU Discard
Timer expires or the number of retransmission exceeds a threshold (see different
retransmission modes in [3] and [4]). Once all the PDUs associated to a RLC SDU
are correctly received, they are reassembled and passed to superior layers. When
all the PDUs of a RLC SDU are correctly received, resulting SDU is moved
forward to the upper layer regardless the status of the previous RLC SDUs.
This reception buffer policy is called not-in-order delivery. On the other hand,
if SDU order is respected and SDUs with lower sequence number are required
to be correctly received before sending data to higher layers, the buffer policy is
in-order delivery.

Finally, due to the characteristics of the propagation of radio signals over the
air, errors usually occur in bursts, and a correlation exists among them also
at TB level in UTRAN. In [7] this behavior is modeled by means of modified
Markov chains. For a dynamic scene (with mobility), it is concluded that the
behavior of error bursts at TB level is similar to those of burst at TTI level,
and this is modeled with a modified Gilbert–Elliot model (see [5] and [6]) at
TTI level. On the contrary, for the static case a lower granularity analysis at
TB level is required resulting in a more complex Markov model. In this context,
burst length concept is defined as the number of consecutive TTIs or TBs with
errors. These advanced models represent with higher fidelity the behavior of the
wireless link, far beyond typical ones based on independent losses.

As a conclusion of this preliminary analysis note here that in our study we
will consider UMTS RLC AM mode, SR-ARQ retransmission scheme, with 12
TB/TTI configuration, not–in–order delivery and complex bursty air error model
in mobility based on modifications of Gilbert–Elliot’s one in [7]. These consider-
ations are not trivial since many studies do not state them explicitly and usually
yield inaccurate simulation results. A common example is the UMTS module
for ns-2 of the Eurane project [8] that does not support not–in–order delivery
model, so that the evolution of the delay is not the expected one.

3 UMTS Delay Modeling

Once the behavior of the AN (Access Network) considered in our study has been
analyzed we focus on modeling SR-ARQ.

In [9] a simple UTRAN SR-ARQ delay modeling is carried out based on
combinatorics both for in–order and out–of–order delivery. A discrete PDF
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(PMF-Probability Mass Function) evaluated only at RTTu multiples is obtained.
However, obtained expressions are too simplified solutions. On the one hand, they
do not consider the typical situation where TBs are scheduled for transmission
at the same time slot that a retransmission request. In this case, the slot would
be occupied and therefore scheduled TB should wait to the next free TTI to be
sent, resulting on an impact into delay statistics (see Fig. 1). Modeling this effect
is not trivial. On the other hand, TBs are considered to be lost independently,
which is also a simplification. In fact, as explained before, a correlation and a
bursty behavior exists, which is not modeled by the authors.

Similarly, the analytical expressions proposed in [10] regarding SR-ARQ delay
in the UTRAN, for the two reception buffer policies, are deduced on a greedy
source situation, where packets are sent continuously, and later validated with
simulation. However, the greedy source assumption is not always realistic. Fur-
thermore, related mathematical expressions are based on iterative computation,
so that obtained results are quite complex in order to be implemented in real
mobile devices.

Considering the inability of different theoretical proposals for modeling delay
in the UTRAN we decided to obtain a model of UTRAN SR-ARQ delay by
analizing delay distributions out of simulation results.
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Fig. 2. Retransmission sections in an dAN histogram

The basic analysis of the AM RLC mode and obtained simulation results for
AN delay show a RTTu-spaced periodic pattern due to successive retransmis-
sions. Within each retransmission section most of the frames arrive at the first
slot (TTI) available but there appear also delayed frames in successives slots
due to the so-called “side effect” shown in Fig. 1. Then, it is clear that the solu-
tion must be defined in retransmission sections due to SR-ARQ working mode;
where the first section represents the retransmission-free frames. When analysing
simulation data, a RTTu of 100ms is considered, so that the distance between
retransmission periods will be 10 TTIs (a TTI duration of 10ms is used). At
very high BLERs or bitrate situations, it is possible to find samples from pre-
vious section (so i − 1 retransmissions) that appear in the following one (ith
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retransmission section) because they have been delayed more than a whole re-
transmission interval. This situation appears whenever the retransmission buffer
is so full that no free slot is available for the originally scheduled ones for a
whole RTTu period. However, the contribution of those samples is considered
negligible, so that this effect is not taken into account and the retransmission
sections are considered as a single function for the whole retransmission period
(note the regular function in (1)). Besides, there are no samples between the
origin (t = 0) and the first sample in the first section. This delay is due to fixed
transmission delay and packetization and reception buffer effects, and it is not
taken into account for fitting. For convenience we shifted all delay samples to
the origin, considering this the arrival of the first packet without losses. Fig. 2
shows the per-retransmission section behavior along up to 50 TTIs.

In order to obtain both the shape and empirical parameters for every network
state and application setting considered an extensive set of simulations have
been carried out. The main features about the simulation scenario are collected
in Table 1.

Table 1. Simulation parameters for AN modeling

Element Value

Loss model Modified Gilbert Elliot’s in [7]
Reception policy Not-in-order delivery
Discard Timer (ms) 500
Bearer configuration (384kbps DL, 64kbps UL)
TTI (ms) 10
Transport format (TB/TTI) 12
Transmission channel type Dedicated Channel (DCH)
Simulation tool OPNET Modeler

For PMF fitting, nonlinear Least Squares method [11] is used, which mini-
mizes the summed square of residuals. We have modeled the PMF of the delay
in the AN, DAN [n] = DAN (t)|t=n·TTI), by an approximation with delayed ex-
ponentials, so that the resulting analytic expression of the PMF of the delay in
the UTRAN is shown in equation (1).

N∑
i=1

ai · ebi·(t−(i−1)·RTTu) · �RTTu

(
t− i · RTTu

2

)
(1)

where:

– �RTTu

(
t− i · RTTu

2

)
is the rectangular function

• width RTTu

• centered in i · RTTu

2
– i identifies the retransmission section.
– N is the maximum number of retransmission sections.
– ai and bi parameters are the result of the exponential fitting done with each

section samples.
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To validate the fitting (i.e. to check the correlation between the normalized
histogram and the estimated delay PMF for each configuration) the R-Square
parameter has been analyzed. Chosen exponential functions for all the retrans-
mission sections provide good results (see Table 2).

Table 2. R-square values for packet size=30bytes, bitrate=12.2kbps, ABL=1.75 and
different BLERs

BLER R-square R-square R-square R-square R-square
(%) (section 1) (section 2) (section 3) (section 4) (section 5

1 0.999 0.837 - - -
5 0.999 0.717 0.726 - -
10 0.988 0.854 0.953 - -
20 0.994 0.926 0.974 0.701 0.633
30 0.983 0.797 0.919 0.848 0.567
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Fig. 3. Comparison between empirical and approximated AN delay PMF for packet
size=30byte, bitrate=12.2kbps, ABL=1.75 and different BLERs

As shown in Fig. 3, the impact of BLER on the delay is clearly reflected, as
when this is higher, retransmissions are more probable resulting in lower values
for the histogram at the beginning of the first section (free of retransmissions).
This behavior is also reflected on the values of ai and bi coefficients. Besides, the
analysis of Table 3 shows that the fitting mechanism provides all the coefficients
(including i = 5) at high BLERs only, since there are no delay samples for low
BLERs in latter sections.

After carrying out the simulations with all possible combination of interesting
input values (BLER, ABL, packet size and bitrate -see Fig. 4-) we have built a
set of tables of ai and bi coefficients. Later, by using the expression (1) and ai
and bi associated to the specific network state under study we can obtain the
model for DAN [n] that will be finally used for the estimation of e2e delay. These
lookup tables and the expression for DAN [n] provide researchers with a simple
but effective method for forecasting the behavior of a UMTS network for certain
RLC configuration sets and network states.
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Table 3. ai and bi coefficients at the i–th retransmission section for different BLER
(packet size=30bytes, ABL=1.75, bitrate=12.2kbps)

BLER(%) a1 a2 a3 a4 a5 b1 b2 b3 b4 b5
1 0.98 2.5E-03 — — — -458.97 -38.53 — — —
5 0.89 10.5E-03 6.0E-04 — — -312.54 -28.30 -35.88 — —
10 0.79 0.017 2.6E-03 — — -253.49 -18.49 -33.12 — —
20 0.62 0.026 8.2E-03 7.0E-04 2.0E-04 -189.40 -12.58 -23.75 -15.97 –20.36
30 0.46 0.029 0.013 3.0E-03 2.0E-04 -151.04 -7.61 -11.54 -14.84 –2.01
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Fig. 4. Proposed process for modeling AN delay

Although a limited set of discrete input values for the AN modeling will be
enough for most services, since they allow a limited range of values for bitrate or
packet size, other multimedia services may require a full estimation of e2e delay
for continuous ranges of service and network states. For these special cases, we
propose a second stage consisting of an ANFIS (Adaptive Neuro-Fuzzy Inference
System) [12] [13]) based interpolation mechanism to obtain the estimation for
all posible combinations of inputs. Note here that, regardless the granularity
needed, the first stage has to be carried out just once. After the ANFIS system
is deployed and trained, it will provide the estimation of the delay distribution
for any possible input parameters (BLER, ABL, bitrate and packet size) with
no need of additional modeling. We have developed an ANFIS–based learning
model to predict ai and bi values for different combinations of BLER, ABL,
packet size and bitrate. In our system, after training the ANFIS network with
simulation–derived dataset, we have obtained a nearly “infinite” interpolated
shape for different ai and bi parameters of the exponentials in (1).

In Fig. 5 we can see the comparison between the original, empirical data-based
approach and the ANFIS extended one for different combinations of BLER and
packet sizes.
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As a conclusion, in comparison with previous studies about the SR-ARQ
in UMTS networks, we have obtained a much simpler expression of the PMF
but still capable of providing a good approximation of UTRAN behavior for
different BLERs (and different packet size, bitrates and lower level parameters).
Nevertheless, in order to know when the delay exceeds a threshold the CCDF is
needed. Formally,

CCDF {dAN} (t) = 1−
 t

TTI �∑
k=0

DAN [k] (2)

As the AN PMF is defined on the interval
[
0, N · RTTu

TTI − 1
]
the value of k is

limited, so that kmax is:

kmax = N · RTTu

TTI
− 1 (3)

As was expected, since PMF approximation was good, obtained CCDFs match
those obtained with simulation (see Fig. 6).

Moreover, recall that the fixed delay (df ) introduced by propagation, serial-
ization and forwarding processes both in the wireless and wired segments is not
included in the previous expression. As obtained from simulation, this delay is
about 60ms. Therefore, the e2e delay CCDF is computed as follows:

CCDF {de2e} (t) =
{
1 t < df
CCDF {dAN} (t− df ) t >= df

(4)

This expression will be used in next section to infer QoE in VoIP.



76 I. Taboada, F. Liberal, and J.O. Fajardo

0 5 10 15 20 25 30 35 40 45 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

A
N

 d
el

ay
 C

C
D

F

t (TTI)

 

 

BLER=1 analysis
BLER=1 simulation
BLER=5 analysis
BLER=5 simulation
BLER=10 analysis
BLER=10 simulation
BLER=20 analysis
BLER=20 simulation
BLER=30 analysis
BLER=30 simulation

Fig. 6. Comparison between modeled and simulated AN delay CCDF for packet
size=30bytes, bitrate=12.2kbps, ABL=1.75 and different BLERs

4 Forecasting VoIP QoE

Finally, we will show the capability of the proposed system for forecasting the
evolution of the VoIP QoE under different network states. AMR-based VoIP
services [14] will be analyzed, comparing the obtained analytical results with
the simulated ones.

The predominant method for assessing the QoE of VoIP services is the E-
model, defined by the ITU-T in [15] and applied to AMR-based VoIP services
over 3G UMTS connections in [16] resulting in expression (5).

R = Ro − Is − Id − Ie−eff +A (5)

This model allows computing the value of a rating factor, R, which provides
an evaluation of the communication impairment, and relating this score to the
corresponding MOS (Mean Opinion Score) score. The additional impairment
due to the network performance is caused by two main factors: Id is defined as
the impairment due to the total mouth–to–ear delay, while Ie is the impairment
factor due to the combined effect of the codec and packet losses.

For a specific e2e delay distribution, the values experienced by Id and Ie
factors will depend on the application buffer size. At high buffer sizes, user
experiences a higher delay in the communication, and thus Id increases. Yet, all
those voice samples that reach the destination endpoint with a variable delay
inferior to the buffer value are successfully presented to the end user, resulting on
lower Ie impairments. On the contrary, lower buffer sizes will result on lower Id
values but likely increased Ie impairment, depending on the e2e delay statistics.
Therefore, the proposed e2e delay estimation method is worth to estimate the
expected QoE at different network states, as well as to infer the most suitable
buffer policy for each case.

Table 4 represents the estimated MOS scores for a concrete VoIP configura-
tion (AMR–12.2 and 1 voice frame per IP packet), using a dejittering buffer of
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200ms, for different combinations of network states (represented by the expe-
rienced BLER value at the radio segment). In order to validate the proposed
QoE estimating approach, two MOS values (MOSV oIP ) are provided for each
network state. The first one illustrates the outcome of the proposed model: the
e2e delay CCDF is computed with (4) and the specific application–level delay
and loss ratio is obtained for the established buffer size. The second value is the
average MOS as directly computed from simulation traces. As can be observed,
the proposed system provides good estimations of the expected values of the
QoE for this kind of VoIP services.

Table 4. Forecasted and simulated MOS values for VoIP AMR calls (MOSV oIP )

BLER MOSV oIP MOSV oIP

(%) Model Simul.

1 3.84 3.78
5 3.50 3.70
10 2.91 3.01
20 2.07 2.14
30 1.54 1.55

The expressions presented in this paper can be further used for optimizing
the provisioning of multimedia content in convergent networks. Once identified
the current network state for a VoIP user, it is easy to check the enhancement
in terms of QoE of possible cross–layer adaptations that will lead to a different
state.

Additionally, the method proves to be useful for real–time buffer dimensioning
also. As illustrated in Fig. 7, once obtained the e2e delay CCDF for the specific
case, estimating the associated application–level losses for different buffer size
values is straightforward. Later, obtained new application–level delay and loss
ratio values can be taken as inputs for the MOS estimation expressions, in order
to infer the most suitable configuration for the current state. According to Fig. 7
we can conclude that, for that particular network state, a buffer of 100ms is better
in terms of QoE than a buffer of 150ms since the CCDF is almost identical (so
that application level losses -and Ie- are the same) while the constant delay due
to buffering (included in Id) is higher on the second case.

Therefore, reception buffer dimensioning plays an important role in order to
obtain the best service configuration for a certain network state, and our ana-
lytical results provide finding the most appropriate buffer length for each case.
The expected MOS map for different network and service states is summarize in
Fig. 8. Network states are defined with BLER values 1, 5, 10, 20 and 30, while
service state, s, is defined as:
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s = (i − 1) · 123 + (j − 1) · 41 + k (6)

where:

– AMR mode: i = (1 - 3) for 12.20, 10.20, 7.95 kbps.
– Packetization: j = (1 - 3) for 1, 2, 3 frames/packets.
– Buffer size: k = (1 - 41) for 100, 110, 120, ..., 500 ms of buffer.
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The VoIP configuration will be represented as a 3-tuple of parameters (i, j, k).
For all the network states defined, we can find the most suitable VoIP configura-
tion for each considered network case. Table 5 summarizes the results obtained in
the whole process. As was expected, the best service configuration for all network
states is the AMR–12.20 codec mode with one voice frame per packet. However, if
the distance in the MOS scale between two possible VoIP configurations is low, it
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could be preferable the configurationwith a lower bitrate requirement; this is, with
lower AMR mode or higher packetization scheme. This is useful from the stand-
point of the optimization of resource and battery usage. On the other hand, dif-
ferent optimum dejittering buffer sizes are obtained for each network state, which
clearly reflects the importance of using an adaptative buffer.

Table 5. Best choice of service level parameters

Network state Optimum service state Expected MOS
( BLER %)

1 (1,1,180) 3.90
5 (1,1,210) 3.51
10 (1,1,270) 3.21
20 (1,1,320) 2.72
30 (1,1,370) 2.23

5 Conclusions

In this paper, we propose a model for estimating e2e delay aimed at estimating
QoE in multimedia services over 3G networks. This way, application level losses
due to excessive delay have been considered.

The main contribution of this paper is that a simple yet realistic model for
e2e delay statistics has been described. A new retransmission–based empirical
model has been proposed for the analysis of the delay statistics in the UTRAN.
This model overcomes the limitations found in the state of the art, and allows
estimating the random delay contributions at different service and network con-
ditions. We have obtained both a fitted closed–form expression, for coarse grained
network-service states, and ANFIS based estimation for finer granularity.

Finally, e2e delay characteristics have been mapped to user experienced
QoE for the specific case of AMR VoIP service using the E–model. Estimated
MOSV oIP values fit simulation results and make our system suitable to be in-
cluded in decision makers of multimedia cross–layer adaptation systems. This
way, by forecasting MOSV oIP for the network state that would result after ev-
ery possible adaptation, we can choose the best suitable combination of service
level paramaters and network states. For the same network state, the model
allows us to calculate the length of the buffer associated the most convenient
tradeoff solution between losses and delay.
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Abstract. The communications inside MANETs usually show frequent
disruptions due to changes in topology and the condition of having a
shared physical channel. It is necessary to implement a mechanism to
maintain connectivity and ensure Quality of Service (QoS). In this pa-
per we introduce a route recovery mechanism for a QoS routing protocol
called AQA-AODV (Adaptive QoS-Aware AODV) which is an extension
of the AODV protocol. Our proposal provides a mechanism to detect the
link failures in a route and reestablish the connections taking into account
the conditions of QoS that have been established during the route dis-
covery phase. The simulation results reveal performance improvements
in terms of packet delay, number of link failures and connection setup
latency while the end-to-end throughput is not affected compared with
the throughput achieved by other protocols like AODV.

Keywords: Wireless ad hoc networks, quality of service-aware routing,
route recovery, link failure.

1 Introduction

A mobile ad hoc network (MANET ) is a group of autonomous wireless devices
organized themselves dynamically in a mesh topology. The key feature of this
type of networking is the nonexistence of any permanent infrastructure. Due to
these infrastructure-less and self-organized characteristics, MANET encounters
different problems from infrastructure-based wired network, such as bandwidth-
constrained, variable capacity links and energy-constrained operation. Moreover,
routes may include multiple hops because communications need to use interme-
diate nodes as routers in order to communicate with nodes that are out of its
transmission range. This mobility of nodes causes frequent link failures and high
error rates, so it makes difficult to maintain the desired QoS in the network.
Additionally, due to the fact that the wireless channel is shared among neighbor
hosts and that network topology can change as hosts move, the transmission
of time-sensitive data (e.g. video packets) is made more difficult. Especially in
applications that generate a huge data volume that is delay-sensitive and bursty,
since losses of some important data segments (such as synchronization data) may
seriously disrupt a long sequence of frames [1].
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The main issue is how to efficiently transmit a large volume of delay-sensitive
data when many packets are dropped due to the fact that network resources
are limited and time-varying. We propose in [2] a QoS-aware routing protocol
(AQA-AODV, Adaptive QoS-Aware AODV ) which is a modified and enhanced
version of the Ad hoc On-demand Distance Vector (AODV ) [3] that allows the
source to adapt the transmission rate. More precisely, we have introduced into
the original AODV protocol, an adaptive feedback scheme and two mechanisms:
one for the estimation of the available bandwidth in the node and the other for
the prediction of the consumed bandwidth for a route of multihops. In addition,
a QoS extension is added to the AODV control packets and the routing table.
The result is a QoS path finding mechanism that can provide feedback to the
application about the current network state in order to allow the application to
appropriately adjust the transmission rate.

To support QoS routing on MANETs, new protocols, like AQA-AODV, need
to use an efficient route maintenance mechanism. In this paper, we propose a
route recovery mechanism for AQA-AODV, which not only has to re-establish
the connections but it also has to take into account the conditions of QoS that
have been established during the route discovery phase.

In order to test the performance of our route recovery model, we have imple-
mented the proposed solution in the ns-2 simulator [4]. Results indicate that the
packet delay, link failures and the connection setup latency decrease significantly
while the overall end-to-end throughput is not impacted.

This paper is organized as follows. Section 2 briefly reviews some related
works. Section 3 describes the main components of AQA-AODV protocol. Sec-
tion 4 presents the performance evaluation of our route recovery mechanism and
Section 5 offers some conclusions.

2 Related Works

Several approaches have been proposed based on AODV routing protocol. In [5],
Pan et al. suggest the approach with two routing protocols called AODV - Local
Repair TTL (AODV-LRT ) and AODV - Local Repair Quota (AODV-LRQ). In
these approaches are decreased the breadth and depth, of route repair requests.
Decreasing the breadth of the repair mechanisms means to limit the maximum
number of hops that RREQ packets have to pass, assuming that the size of the
network topology and transmission range of every node are known. Decreasing
the depth of the repair mechanisms means to limit the number of times a node is
allowed to forward the route repair request. In [6], Youn et al. propose a new local
repair scheme using promiscuous mode which is mainly composed of two parts:
adaptive promiscuous mode and quick local repair scheme. Adaptive promis-
cuous mode repeats the switching processes between promiscuous mode and
non-promiscuous mode. The proposed scheme adopts promiscuous mode such
that each node keeps monitoring the overheard packets from which the rout-
ing information about the route path in adjacent nodes can be obtained. This
action can cause excessive energy consumption and reduce network efficiency.
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The solutions proposed by Pan et al. [5] and Youn et al.[6] aim to change the
AODV protocol to make it more efficient in relation to route maintenance, but
do not take into account the conditions of QoS, since these were designed for a
routing protocol without QoS support, like AODV. Other proposed studies can
be consulted in reference [7] which offers a survey of AODV-based approaches.

Sarma et al. [8] proposed two route maintenance mechanisms for AODV with
QoS support. One is based on a special local route repair by limiting route re-
covery flooding to one hop neighbors only. Other one is route recovery by the
destination node itself. However these mechanisms fail when try to re-establish
connection to destination with the QoS conditions that had been negotiated dur-
ing the initial route discovery phase. Other QoS routing protocols for MANETs
with route recovery mechanisms are described in references [9], [10] and [11].
They are based on AODV with QoS extensions using a model of admission con-
trol according to QAODV internet draft [12]. However, these solutions do not
integrate an adaptive feedback scheme by which the source node can easily adapt
its transmission rate according to the state of the route.

3 AQA-AODV: QoS Routing Protocol with Adaptive
Feedback Scheme for MANETs

The AQA-AODV (Adaptive QoS-Aware Ad-hoc On-demand Distance Vector)
protocol, is a QoS routing protocol based on AODV, designed with the following
modifications:

1. New fields in the packets used in the route discovery phase (RREQ, Route
Request and RREP, Route Reply) to the bandwidth requirements and a
“session ID”, used to identify each QoS flow that is established.

2. An intermediate node receiving RREQ/RREP packets with QoS extension
must examine whether it can satisfy the QoS requirements or not in order
to rebroadcast/forward the packet to the next hop

3. Algorithms used for the estimation of the available bandwidth that allow
nodes along the path to know their available resources (in terms of band-
width).

4. An adaptive feedback scheme by which the source node can easily adapt its
transmission rate according to the state of the route.

3.1 Route Discovery in AQA-AODV

If a source node requires a route to a destination node with specific bandwidth
requirements, it broadcasts a RREQ packet with the QoS extension (QRREQ)
to its neighbor nodes. When a node receives a QRREQ packet, a reverse route
entry is created with the session ID, and the QRREQ packet is rebroadcasted
as in AODV. This process continues until the QRREQ packet reaches the des-
tination node. In AODV, when a destination node or an intermediate node has
a “fresh enough” route to the destination, it sends a route reply message to the
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source [3]. However, only the destination will be able to send the route reply
packet (QRREP) in AQA-AODV. This will ensure that all nodes in the selected
route satisfy the bandwidth constraints. When the destination node receives a
QRREQ packet, if it is a new request, a reverse route entry for the new session
is created. Before sending the QRREP to the source, local available bandwidth
is checked. However, it is not enough to affirm that the route can offer the
required bandwidth indicated in the QRREQ. The reason is the mutual interfer-
ence between packets of the same flow, also called “Intraflow contention” [13].
Therefore, one final check is necessary in the destination node. To estimate the
intraflow contention, we use the relation between the number of hops and the
end-toend throughput. Since the destination node is the last host, it can deter-
mine its distance from the source (by the number of hops in QRREQ). This
information will allow the node to estimate the bandwidth along a path taken
into account the contention between packets of the same flow. Figure 1a shows
the host’s working procedure after receiving a QRREQ. Finally, the QRREP will
be transmitted to the source with a modified header that includes the minimum
value between required bandwidth for the source and the maximum bandwidth
that all hosts along the route could support taken into account the intraflow
contention. Once an intermediate node receives the QRREP packet, it compares
its available bandwidth with the bandwidth indicated in the QRREP. If its local
available bandwidth is lower, it updates the min-bandwidth field in QRREP,
using its available bandwidth. Otherwise, the node forwards the QRREP. This
procedure will ensure that the source knows the minimum bandwidth along the
path which will be the maximum rate that it may transmit. The procedure is
shown in Figure 1b. Figure 2 illustrates the overall operation of the key phases
of AQA-AODV.

Fig. 1. Procedure in nodes after receiving a QRREQ (a) and QRREP (b)
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Fig. 2. Overview of AQA-AODV

3.2 Route Recovery Mechanisms for AQA-AODV

Due to changes in topology because of the mobility of the nodes and the condi-
tion of having a shared physical channel, the communications inside MANETs
usually show frequent disruptions. For this reason, it is necessary to implement
a route recovery mechanism. This mechanism not only has to re-establish the
connections but also take into account the conditions of QoS that have been
established during the route discovery phase.

The implemented route discovery mechanism in AQA-AODV detects the con-
nection losses in a route when a host doesn’t receive a Hello message from a
neighbor during an interval of time. The Hello messages may not be received for
three main reasons:

Case 1. There is total connectivity but due to congestion some of the
Hello messages are lost.

Case 2. The neighbor node is no longer available because it is out
of transmission range and the node should look for a new path to the
destination.

Case 3. The node is no longer available in the ad hoc network.

Our route recovery mechanism implemented in AQA-AODV, perfectly works in
any of the two previous cases in which connection recovery is possible. To explain
the functionality of the proposed route recovery mechanism in detail, we show
two examples for case 1 and case 2. The example showed in Figure 3 consists of
a network with four nodes in which each node is inside the transmission range of
its one hop neighbors and inside the interference range of its two hop neighbors.
Node 1(source node) broadcast a QRREQ message to obtain a route to node 4
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with a transmission rate of 1 Mbps. When the destination node checks that the
maximum transmission rate available is 0.5 Mbps, it sends the information to
the source using a QRREP message. During the backward process of the QR-
REP, each node checks its own available bandwidth and compares it to the value
included in the QRREP message. This process has been described in previous
sections and we will refer to it as standard procedure of route discovery. More-
over, each node adds a register in the session cache list associated to a session
identifier (sid) and an expiration time (Expiration Time) with the aim of erasing
the old registers (see Figure 3a). Once the route from node 1 to node 4 is de-
fined, data packets are sent through the network. Each time a node gets a data
packet related to that session, it updates the expiration time of the registers,
avoiding the elimination of the register and keeping the session alive. When some
of the hello messages sent by node 4 are lost due to congestion, node 3 detects a
link failure and it sends an error message (RERR) to the source, including the
affected session identifier (esid) (See Figure 3b).

Fig. 3. Example of route recovery mechanism. Case 1.

When node 1 receives the RERR message, it queries its session cache list
using the session identifier received in the RERR message (esid, Error Session
ID). Therefore the source sends a QRREQ message which includes the required
bandwidth, the actual data rate and the session identifier (see Figure 3c).

When the destination node receives the QRREQ message it checks if it has
a register with the same sid as the one sent by the source in the QRREQ. If
it does have one, the destination creates a QRREP message with the same ses-
sion identifier, the supported maximum data rate – this rate may be different
from the original one – and an immediate reply flag (c = 1 immediate reply, c
= 0 standard reply). The immediate reply flag warms the intermediate nodes not
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to execute the standard procedure to verify the available bandwidth but send
the QRREP message directly to the next hop back to the source. As a conclu-
sion, the route recovery mechanism tries to re-establishconnection to destina-
tion with the QoS conditions that had been negotiated during the initial route
discovery phase.

In Figure 4, we have the same conditions as in the previous example. However,
a new node (node 5) has been added and it does not take part in the present route
between nodes 1 and 4. In Figure 4a, we can see the information of the previous
session established in the ad hoc network, using the procedure mentioned before.
We also suppose that node 4 is moving in the opposite direction of node 3 and,
at that moment, there will be a link failure.

Fig. 4. Example of route recovery mechanism. Case 2.

The link failure between nodes 3 and 4 will be detected in a similar way as
it was shown in Figure 3 using a RERR message sent to the source (Figure 4b).
Nevertheless, now it is possible to achieve the destination node (node 4) through
node 5, which is inside the transmission range of nodes 3 and 4. When node 1
receives the error message, it sends a QRREQ message and node 5, after pro-
cessing the message, without finding a register associated to a session identifier
(sid), proceeds to generate a new sid (Figure 4c). This makes the difference with
the example shown in Figure 3. For this reason, node 4 does not take into consid-
eration the information of the previous session and it analyses the route request
in the standard way. Therefore, it calculates the available bandwidth again and
compares it with the bandwidth requested by the source (1 Mbps). The response
to the route request is sent to the source through the intermediate nodes using
the standard way. These nodes create a new register in session cache and check if
they have enough bandwidth to transmit the traffic (Figure 4c). Once the source
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receives the QRREP message, it adapts its transmission rate according to the
available bandwidth calculated in the route recovery mechanism, and it starts
sending packets to the destination. Registers in the session cache in each node
are erased when the time-out expires.

4 Performance Evaluation

The performance of the proposed route recovery algorithm was evaluated using
Network Simulator (NS-2 ). This simulator implements the IEEE802.11 protocol
for the MAC layer, working in the Distributed Coordination Function (DCF)
mode with a channel data rate of 2 Mbps. The radio propagation model is Two
Ray Ground and queue type is Drop Tail with maximum length of 50. The
transmission range and interference range are 250 m and 550 m respectively.
The performance of our route recovery mechanism was evaluated by compar-
ing it with conventional AODV protocol, using two simulation scenarios: the
first scenario consists of a static linear topology with variable length where the
parameters was evaluated as a function of the chain length and the second sce-
nario consists of 30 mobile nodes in a rectangular field, 1000m x 1000m, and the
mobility model uses the random waypoint model.

4.1 Simulations Results

Scenario 1: Static linear topology with variable length. The first scenario
consists of a chain of nodes where the performance was evaluated as a function
of the chain length. In this scenario, the performance of AQA-AODV is tested as
function of the number of hops on the path. Node 1 is the source of data traffic
and the last node in the chain is the traffic sink. Initially the source required
a transmission rate of 0,9 Mbps which be maintained constant when AODV is
used, but can be changed by the source when AQA-AODV is used in the network
due to the adaptive feedback scheme.

As seen in Figure 5, using AQA-AODV, the network congestion is significantly
reduced. Therefore, the time used for waiting in the packet queue and contending
for the channel decreases. In other words, our adaptive feedback scheme and our
route recovery mechanism allow getting an important decrease in packet loss
(Figure 5a) and delay (Figure 5b) without any bandwidth sacrifice.

Figure 5c shows the number of link failures and the Connection Setup Latency
(CSL). CSL is the latency incurred in establishing new connection from source
to destination after the previous connection is lost (which includes route break
detection time and recovery time). In Figure 5c, we notice that, when the chain
has 3 or more nodes, the transmission rate (0.9Mbps) is not supported efficiently
and the number of link failures drastically increases for AODV, which is about
25% higher than link failures for AQA-AODV. CSL (Connection Setup Latency)
in case of AQA-AODV is the lowest and varies from 0.05s (for a chain of 4 nodes)
to 0.5s (for a chain of 15 nodes) due to reduced recovery time in comparison with
AODV.
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(a)

(b)

(c)

Fig. 5. Packet Loss (a), Average end-to-end delay (b) and Number of link failures and
CSL, Connection Setup Latency (c) with variable chain length



90 W. Castellanos et al.

(a)

(b)

(c)

Fig. 6. Packet Loss (c), Average end-to-end delay (b) and Throughput (c) with variable
requested rate
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Scenario 2: Mobile Topology. The second scenario consists of 30 nodes move
in a 1000m x 1000m area according to the random waypoint model with pause
time set to 20sec. The nodes move toward a random destination using a speed
between 0 – 3 m/s. A random source-destination pair sends packets using a
request rate between 0,1 and 1,0 Mbps. All traffic flows are Constant Bit Rate
(CBR) streams over UDP with a packet size of 1000 bytes. Figure 6 shows the
results of our simulations in which the packet loss, average end to end delay
and throughput are plotted versus the requested rate by source node. In terms
of packet loss (Figure 6a), AQA-AODV shows great improvement over AODV,
which achieves very high packet losses for some requested rates. For example, the
packet loss is between 19% and 83% using AODV, whereas using AQA-AODV
the packet loss remains lower than 24%.

Figure 6b shows that the average end to end delay of AQA-AODV is always
below 0,4s, whereas, the end to end delay of AODV increases badly when the
transmission rate increases from 200 kbps to 1000 kbps. With AODV, the max-
imum average end to end delay reaches 1,9s at 700 kbps, about 16 times higher
than using AQA-AODV. As seen in Figure 6c the total network throughput
achieved with AQA-AODV is very close to throughput achieved using AODV.
We would expect the AQA-AODV protocol’s performance will degrade in sce-
narios with high mobility because the nodes will need a specific time for ex-
changing information about the network status. We observe in figure 7 that in
a scenario with mobile nodes the frequencies of route break increase in the net-
work compared with previous static scenario where the link failures were caused
by congestion in the nodes. Each time a route breaks due to node mobility,
there is some latency in new connection setup (which includes route break de-
tection time, route discovery time and recovery time) and packet gets lost during

Fig. 7. Number of link failures and CSL (Connetion Setup Latency) with variable
requested rate
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connection setup period which could explain the growth of the packet loss. Fig-
ure 7 shows that the CSL of AQA-AODV is always lower than CSL of AODV
(about 50% of average lower than CSL for AODV ).

5 Conclusions

The proposed route recovery algorithm for QoS routing protocol (AQA-AODV )
can contribute to the diminishing of the latency incurred in establishing new
connection from source to destination after the previous connection is lost. Our
approach incorporates new fields in the route request and route reply packets,
an extension of the routing table and the implementation of a session cache
table where registers of the active sessions are stored. Simulations show that
our proposed mechanism is perfectly integrated into adaptive feedback scheme
of AQA-AODV. This reduces significantly the dropping rate, the end-to-end
delay and the connection setup latency, without impacting the overall end-to-
end throughput. In the future, we plan to examine how to implement a hybrid
algorithm using source and local repair, which would decrease the connection
setup latency and improve the performance in mobile environments.

Our main goal is to implement a framework where the video source exploits
the feedback information from the underlying protocol (AQA-AODV ) to tune
a parameter on the source coding in order to adapt the traffic rate to the path.
Moreover, this framework must include the route recovery mechanism that would
allow nodes to repair link failures with previous QoS conditions.
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Abstract. This paper deals with the analysis of user perceived visual
quality for mobile multimedia services. H.264/AVC is selected for low
resolution video encoding, and 3G UMTS is considered for mobile data
services. From subjective tests results, the combined impact of different
service– and network–level parameters is inferred. As a result, different
cross–layer adaptation alternatives are proposed to maximize the per-
ceived quality level under different service conditions.

Keywords: Mobile multimedia services, H.264/AVC, 3G UMTS,
adaptation.

1 Introduction

Multimedia applications have become increasingly popular over Internet. Fur-
thermore, the wide–spreading of enhanced mobile Internet access and the con-
tinuous evolution of multimedia encoding techniques allow provisioning video
services over mobile data connections at acceptable quality levels. For instance,
the mobile version of the YouTube video sharing platform currently offers
H.264/AVC–encoded video clips, which can be accessed from a mobile hand-
set via RTSP with a standard video client. Typically, two versions of the video
clips are available. On one hand, the normal version is based on the low spatial
resolution (SR) of QCIF (176x144) and low encoding bitrate (about 80kbps).
On the other one, the High Quality (HQ) versions offer a higher SR at QVGA
–or square pixel SIF– (320x240) at higher encoding bitrates (about 250kbps).

The choice of the most suitable version depends on different parameters. The
screen resolution of the mobile device imposes a first requirement. Nowadays,
typical screen resolutions are QCIF, QVGA and VGA. As well, the performance
variability associated to mobile data services must be considered. Taking into
account a typical 3G Universal Mobile Telecommunications System (UMTS) ser-
vice, the 384kbps bearer supports the requirements of HQ versions under per-
fect reception conditions. However, the variable radio conditions may introduce
degradations in the transmission, and the normal version could be preferred.

As widely studied, an adaptive approach could provide the best quality level
all over the service time by introducing real–time modifications in the service
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provision configuration. This paper deals with this topic, focusing on the pro-
vision of H.264/AVC–based video services over 3G UMTS data connections.
Specifically, the work presented here tries to offer a consolidated performance
study by taking into account the combined effects of the specific characteristics
of the UMTS Terrestrial Radio Access Network (UTRAN) on one hand, and the
specific characteristics of the H.264 encoding on the other one. Additionally, both
service– and network–level adaptations are proposed in a cross–layer approach.
In order to perform the most suitable adaptation actions, the decision making
process shall be driven by the expected visual quality level as perceived by end
users. Extensive subjective tests have been performed in order to model the
combined impact of the service and network conditions into the visual quality.

1.1 Background

The analysis of user perceived visual quality has been subject of many studies in
recent years. With regard to H.264/AVC at mobile resolutions, several studies
present their subjective tests results for service contexts similar to the considered
in this paper.

From the subjective tests results presented in [1], the H.264/AVC codec can
be assumed as the best performing codec for QCIF mobile video services. As
well, the most suitable audio–video (A/V) bitrate ratio is inferred as a function
of the content type (CT). In [2] authors study the combined effects of the source
bitrate (SBR) and frame rate (FR) for mobile resolutions. The main outcome
is a regression–based expression which relates the Mean Opinion Score (MOS)
to the SBR and FR values for different CT. The FR is considered in the range
of 5 fps to 15 fps, while the target SBR varies from 24kbps to 105kbps. In this
case, all the subjective test sequences are presented at QCIF resolution screen,
which justifies the low values considered for SBR. This range of SBR values
is considered insufficient for the aims of this paper, where higher SR values are
considered. As well, in these studies only the encoding parameters are considered,
assuming ideal transmission conditions.

Concerning higher SR, e.g. results in [3] present quality evaluations of CIF
(352x288) video sequences in terms of blocking, blurring and flickering artifacts.
The SBR is considered from 100kbps to 300kbps for this SR at 25fps. However,
only the encoding effects are considered for the quality analysis as well.

Both H.264/AVC CIF video sequences and transmission effects are considered
in the analyses of perceived video quality presented in [4] and [5]. In both cases,
a 2–state Markov model is used to implement the bursty packet losses. However,
in both cases the loss model is implemented at IP level. In our case, the bursty
error pattern is implemented at UMTS Radio Link Control (RLC) level following
the results shown in [6], where the error pattern is obtained from live UMTS
network traces. This feature entails a better emulation of the combined effects
of the service–level settings and the experienced UMTS performance conditions.

As a result, although all the reviewed studies are close to the case study, none
of them covers all the objectives proposed in this paper and hence new subjective
tests have been performed.
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1.2 Scope and Objectives

The main objective of the study is to in–depth study the combined impact
of different service– and network–level parameters into the experienced visual
quality from a consolidated standpoint, in order to analyze the most suitable
cross–layer adaptations that maximize the Quality of Experience (QoE). In this
sense, the main contributions of this paper are twofold:

– A thorough analysis of the visual quality which could be expected in a mobile
multimedia service, as currently being provided in real–world services.

– A dynamic cross–layer adaptation mechanism based on three configurable
parameters, aimed at maximizing the QoE under variable UMTS service
conditions.

One of the main novelties of the paper is the mobile multimedia service aware-
ness. All the subjective tests have been performed resembling actual service
conditions, including mobile–oriented media encoding and presentation to end
users. As well, the used UMTS reception patterns are based on real–world mea-
surements under different mobility scenarios.

The remainder of this paper is structured as follows. Section 2 presents the
methodology followed for performing the subjective tests. Section 3 focuses on
the analysis of perceived visual quality, in function of the encoding settings.
From subjective tests results, the evolution of expected MOS with the SBR is
inferred for each CT and SR. This way, the most suitable SR can be identified
for the achievable SBR and per CT. Likewise, Section 4 focuses on the analysis
of perceived visual quality in function of the UMTS performance. From subjec-
tive tests results, the evolution of expected MOS with the experienced UMTS
conditions is inferred for each CT. This way, the most suitable SBR can be iden-
tified for the experienced Block Error Rate (BLER) and per CT. Section 5 states
the considered adaptation capabilities and discusses the expected improvement
in terms of QoE. Based on the subjective testing results, a cross–layer adapta-
tion mechanism for mobile video streaming services is proposed and evaluated.
Finally, Section 6 gathers the main conclusions to this paper.

2 Subjective Testing Methodology

The experimental design for the subjective video tests is mainly based on ITU
recommendations and tutorials [7] [8] [9]. Different aspects are taken into account
for planning the subjective tests for this kind of multimedia applications.

Concerning the viewing conditions, video sequences are presented to end users
resembling a mobile UMTS service in order to enhance the accuracy of results
[10]. All video sequences are displayed in a mobile handset and users are asked
to hold it in their hands. The device used in the tests is a Nokia N95-8Gb, which
provides a 320x240 screen resolution. The tests are carried out with RealPlayer
for s60, which uses image re–scaling for presenting QCIF sequences at full screen.

The video sequences are a priori generated including both encoding and trans-
mission effects, and they are stored in the mobile device for its presentation to
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subjects. So, an appropriate device and displaying format is used to achieve the
proposed objectives in a fixed environment conditions for all the subjects. In
order to capture the combined effects of the specific encoding and transmission
techniques, long duration video sequences (about 2 minutes) have been used
instead of the typical short (about 10s) reference video sequences.

Taking as reference the proposed test structure in [7] [8] and [9], before starting
with test sessions, written instructions were shown to subjects and a training
phase was done in which some videos are presented and evaluated, without
taking into account these results. Then this is followed by several test sessions.
In each test session different types of test scenes are shown. These are presented
in random order and some implicit replications are included to check coherence
[7]. Due to fatigue issues, break periods between sessions are introduced [9].
For carrying out the different experiments proposed in this study, each subject
participates in the experiments for three different days.

In order to reproduce viewing conditions that are as close as possible to real–
world contexts, Single Stimulus (SS) tests are used and the audio track is also
included in the multimedia stream. The evaluations are based on Absolute Cat-
egory Rating (ACR). Thus, after each test sequence presentation the subjects
are asked to evaluate the quality of the presented sequence in the MOS scale of
1 to 5.

3 Service–Level Parameters

Three different CT have been considered: low–motion (LM), medium–motion
(MM), and high–motion (HM) video sequences. As seen in [11], there are dif-
ferent alternative approaches for content classification based on the spatial and
temporal activity of the whole video sequences. Besides, other studies (e.g. [12])
propose the use of a single content motion estimation metric in a dynamic way
all over the video sequence. In this paper, the content categorization has been
performed following the parameters proposed in [13], which associates an scene
complexity (C) and level of motion (M) value to each video sequence based on
the average bits per frame and the average quantization parameter (QP) for I
and P frames respectively. These metrics allow implementing an easy estimation
of the content complexity directly from the results of the encoding process. All
the video sequences have been encoded with the H.264/AVC Joint Model Ref-
erence Software. The considered content and associated complexity metrics are
described as follows:

– LM sequence is made up of news video clip with two people, including change
of planes and a commercial in middle of the sequence (C=0.62; M=0.96).

– MM sequence is a typical TV series scene, featuring different people and
including change of planes (C=0.49; M=0.42).

– HM sequence is taken from a basketball top 10 best plays video sequence,
with changes of planes from field to face planes (C=0.46; M=0.28).

Instead of analyzing the visual quality as a function of the combined setting of
FR and SBR, in this study only the SBR is modified. The FR values are set up



98 J.O. Fajardo et al.

Table 1. Encoding settings for subjective tests

CT SBR (kbps) SR FR (fps)

LM {80, 130, 200} 320x240 10
{48, 88, 128} 176x144 10

MM {80, 130, 200} 320x240 12.5
{48, 88, 128} 176x144 12.5

HM {80, 200, 256} 320x240 15
{48, 88, 128} 176x144 15

in function of the content dynamics: 10, 12.5 and 15 fps are established for LM,
MM and HM respectively. Table 1 summarizes the considered values.

The H.264/AVC encoder is set up to its Baseline Profile at level 1.2. The
frame structure is IPPP, with a Group of Pictures (GOP) size of 10 seconds.
Thus, each 10 seconds the video sequence is refreshed with a new I frame.

3.1 Encoding Quality

First, subjective tests were performed for evaluating the impact of SBR into
the encoding quality of QVGA sequences. A total of 20 people evaluated each
sequence, for a total of 180 tests. The obtained results are presented in Fig. 1,
which gathers the box plots of the subjective testing results for the whole set
of considered CT–SR conditions. For each combination of CT and SBR consid-
ered, the median, Q1 and Q3 percentiles and minimum/maximum values are
illustrated. As well, those values which are considered outliers in the data sam-
ple are individually plotted. Outlier values are determined by the Chauvenet’s
Criterion and they are not taken into account in the computation of the MOS.
Table 2 shows the average quality values derived from the subjetive tests for
QVGA resolutions.

Table 2. Subjective tests results for QVGA

SBR (kbps) LM MM HM

80 3.49 2.90 1.98
130 4.26 3.92 –
200 4.53 4.49 3.73
256 – – 4.26

Similarly, new tests were performed for the QCIF versions of the same videos.
In order to resemble actual service conditions, QCIF video sequences are pre-
sented at full screen in the mobile handset with RealPlayer, so image scaling is
required. A total of 20 people evaluated each sequence, for a total of 180 tests.
In this case only the averaged MOS values are provided in Table 3.



Cross–Layer Adaptation of H.264 over UMTS Mobile Video Services 99

1

2

3

4

5

M
O

S

[CT SBR(kbps)]

HM
 8

0

M
M

 8
0

LM
 8

0

M
M

 1
30

LM
 1

30

HM
 2

00

M
M

 2
00

LM
 2

00

HM
 2

56

Fig. 1. Boxplot of subjective testing results for encoding of QVGA sequences

Table 3. Subjective tests results for QCIF

SBR (kbps) LM MM HM

48 3.49 2.75 1.83
88 3.52 3.46 2.65
128 3.66 3.60 2.91

The QCIF versions, being half the size than the QVGA sequences, require
less SBR to achieve an acceptable visual quality. However, the increase of SBR
does not entail a proportional increase in the perceived quality for different SR
values. As described in [5], the video encoding process may reach the visual
quality threshold and above this threshold a higher SBR is not captured by the
human visual system.

3.2 Impact on Service–Level Adaptation

In order to evaluate the evolution of both alternatives, we applied fitting tech-
niques to the subjective results and obtained an approximation of the relation-
ship between MOS and SBR values for both SR. The fitting function is given in
equation 1 as proposed in [5].

MOS = a · log(SBR) + b (1)

Parameters a and b are related to the activity level of the content and spatial
resolution, and the obtained values are illustrated in Table 4.

By using these results, Fig. 2 presents the expected evolution of the subjec-
tive visual quality in terms of MOS for each pair of considered CT–SR values.
For each CT, the two resulting curves cross at a specific point (SBRth) and two
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Table 4. Experimental coefficients for the fitting function

LM MM HM LM MM HM
QVGA QVGA QVGA QCIF QCIF QCIF

a 1.141 1.739 2.274 0.159 0.608 1.124
b -1.442 -4.665 -7.954 2.858 0.556 -2.48

50 100 150 200 250
1

2

3

4

5

Encoding SBR (kbps)

E
xp

ec
te

d 
M

O
S

 

 

LM, QVGA
MM, QVGA
HM, QVGA
LM, QCIF
MM, QCIF
HM, QCIF

Fig. 2. Evolution of expected MOS vs. SBR per CT and SR

differentiated regions are identified. For SBR values lower than SBRth, it is
preferable to switch to a lower SR in order to control the impact of the limited
SBR. The SBRth value is higher for more dynamic sequences. For the three CT
considered in this study, we find that this threshold is around 80, 100 and 115
kbps for LM, MM and HM respectively.

4 UMTS Access Network

The scope of this paper regards to the provision of mobile video streaming ser-
vices over a typical wide–area 3G UMTS data service, as defined in 3GPP TR
25.993 [14] for the InteractiveorBackground/UL : 64DL : 384kbps/PSRAB.
This kind of bearer service provides a maximum downlink bitrate (DLBR) of
384kbps. A detailed description of the considered service provision and the im-
pact of the UTRAN is given in [15].

From the total bitrate, the final amount available for the video encoding pro-
cess is reduced by several factors. First of all, the RTP/UDP/IP packetization
introduces an overhead in the data transmission. Second, we must consider the
effect of the audio stream within the multimedia transmission. The analysis of
the audio quality and the integral quality (as shown e.g. in [16]) is out of the
scope of this paper. Yet, the impact of its transmission is simulated by adding
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a 64 kbps stream to the considered video stream. Finally, part of the DLBR is
used by the RLC AM functions for the local recovery of lost MAC PDUs. In
this sense, the performance of the video streaming service highly depends on the
radio error pattern.

As cited in Sect. 1.1, one of the novelties of this paper is that the UMTS
error model is implemented at RLC level from real–world measurement results,
instead of using a typical 2–state Markov model for simulating the IP–level loss
events. For the simulation of different network conditions, the implemented error
model is a 2–state Markov model with variable Block Error Rate (BLER) values.

Two characteristics are adopted from the results presented in [6]:

– For mobile users, the radio errors can be grouped at Transmission Time
Interval (TTI) level.

– The Mean Burst Length (MBL) of erroneous TTIs can be approximated to
1.75.

The error model, as well as the simulation methodology, is further detailed in
[17]. The RLC–level error model, in combination with the application–level set-
tings, determines the performance of the service. The RLC errors may derive to
additional delays if the RLC is able to recover the lost PDU, or to video frame
losses otherwise.

Taking into account the relevance of the different frame types, a content–
aware scheduling is implemented in a similar way to the concepts proposed in
[18] for 3G UMTS and in [19] for HSDPA. In this case, the priority of different
RLC retransmissions is modified in order to implement an enhanced protection
for I frames. This way, we prevent severe degradations in the initial picture of
each GOP and its propagation all over the 10 seconds period.

4.1 3G UMTS Transmission Quality

Considering the mentioned characteristics for 3G UMTS mobile multimedia ser-
vices, different combinations of service and network conditions are simulated. All
the simulations are run with OPNET Modeler, where both the specific UMTS
error pattern and a H.264/AVC RTP trace injector have been implemented.
QVGA video traces corresponding to the three CT have been used in the sim-
ulations with several SBR values. 80, 130 and 200 kbps have been considered
for LM and MM video sequences, while an additional 256 kbps version has been
used for HM traces. All the traces have been transmitted several times from a
video server to the mobile endpoint, traversing the UMTS network segment. The
downlink BLER value in the radio part is set up from 1% to 30% at 5% steps.
At 30% of BLER, all the sequences experience high degradations except for the
LM 80kbps versions.

From the whole set of results obtained, a mapping between different BLER
values and experienced IP Loss Ratio (IPLR) patterns is established. For those
points with negligible IPLR values (under 0.1%), the service performance is
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considered accurate. Similarly, high IPLR values (over 5%) indicate unaffordable
service conditions.

The rest of intermediate points are considered for subjective evaluation of the
visual quality perceived by users. Table 5 presents all the service– and network–
level conditions that have been included in this set of subjective tests. The
application–level performance (in terms of IPLR) is not only determined by the
experienced BLER values, but also by the different traffic patterns associated
to the different CT. Thus, different conditions require subjective evaluation in
function of the CT. For the aims of this study, a total of 114 subjective tests
were performed by 20 people.

Table 5. SBR and BLER settings for subjective tests

CT SBR (kbps) BLER(%)

LM 130 15, 20, 25
200 5, 10

MM 130 20, 25
200 5, 10

HM 256 5

Fig. 3 illustrates the results obtained from subjective tests for the considered
encoding/transmission conditions. As can be observed, especially two conditions
(namely LM–130–20 and MM–200–10) show a high variability in the quality
scores provided by users. In those cases, the associated MOS are 2.15 and 2.58
respectively.
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Fig. 3. Boxplot of subjective testing results for UMTS transmission of QVGA sequences
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4.2 Impact on Cross–Layer Service Adaptation

The extensive results obtained both from the analysis of simulation results and
from subjective tests allow us depicting a mapping between the application and
transmission conditions to the expected video quality in terms of MOS, as shown
in Fig. 4 for each considered CT.

From the behavior illustrated in Fig. 4, each combination of CT, SBR and
BLER determines the expected visual quality value. Thus, for a specific BLER
value, the video streaming session can be set up to the new SBR value that
maximizes the expected MOS. For the aims of this paper, this adaptation is
considered as a standalone decision making process.

The BLER value is not modified (e.g. by modifying the power control functions
of the link layer) so the impact of the adaptation of a video stream on the
performance experienced by other users in the same cell is limited in this case.

If power or rate control mechanisms are considered in multi–user environ-
ments, where several users are contending for the access to limited cell re-
sources at the same time, the optimization problem can be studied as shown
in [20].

Another alternative in the standalone management of mobile services is the
capability of modifying the Radio Bearer settings in function of the experienced
conditions. If for the experienced BLER condition none of the highest considered
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SBR values is suitable, the UMTS Radio Bearer can be switched to a DLBR
value of 128 kbps, which exhibits a better resilience to noise and interference at
the same transmission power levels. Thus, low BLER values can be expected in
order to guarantee no further impairments than the encoding process itself.

At the same time, the multimedia streams are switched to a lower SBR in order
to cope with the new DLBR requirements. As a result, this approach entails a
combined encoding/network service adaptation. As in the previous case, the
impact on other users is limited and each user can be adapted by itself.

5 Evaluation of Cross–Layer Adaptations

Based on the results obtained from the subjective tests, different adaptation
approaches can be evaluated. Four alternative approaches are considered, each
option including a new adaptation capability from zero to three configurable
parameters.

– No Adaptation (NA). In this case, no adaptations actions are considered.
Thus, the achieved MOS values are those corresponding to the initial ser-
vice conditions. In order to offer accurate quality levels, for LM and MM
sequences the initial SBR is set up to 200kbps, while HM sequences are
configured to 256kps.

– Network–Aware Bitrate Adaptation (NABA). This alternative considers the
adaptation of SBR to the value that maximizes the expected MOS for the
specific CT and experienced BLER, driven by the estimation curves shown
in Fig. 4. For the purposes of this paper, the allowed SBR values are 256,
200, 130 and 80 kbps.

– Network–Aware Bitrate and Spatial Adaptation (NABSA). This approach
takes into account the two configurable service–level parameters considered
in this paper: SBR and SR. Thus, based on the resulting SBR adaptation,
the SR is also switched from QVGA to QCIF if the optimal SBR is lower
than the SBRth for the specific CT as illustrated in Sect. 3.2.

– Network–Aware Cross–Layer Adaptation (NACLA). In this case, a cross–
layer adaptation is adopted by taking into account the three parameters
considered. Besides the application–level adaptation (combined SBR/SR),
the DLBR can be decreased to overcome severe degradation conditions in
the UMTS data connection.

Fig. 5 shows the obtained results for each dynamic adaptation approach, taking
into account the different CT considered.

For LM sequences, only two curves are differentiated. If no dynamic adapta-
tion is applied, the mobile video service gets completely degraded around the 15%
of BLER. However, the service can be kept at suitable quality levels (MOS=3.5)
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Fig. 5. Quality achieved by the different adaptation approaches

just with bitrate adaptation under the analysed UMTS conditions. The LM se-
quences exhibit no degradations at BLER=30%, and both SR versions provide
similar quality levels at SBR=80kbps. Hence, the three dynamic adaptation ap-
proaches offer analogous behaviours at the whole range of the BLER conditions
studied. Thus, just SBR adaptation provides the maximum achievable quality
under different conditions in this case.

As can be observed, this is not case for MM and HM sequences. On one hand,
the SBRth is located above 80kbps in both cases, and thus the SR should be
switched to QCIF when SBR is set up to 80kbps. On the other hand, the QCIF
versions exhibit frame losses when the experienced BLER is above 25%. As a
result, the three dynamic adaptation approaches provide different quality levels
under severe UMTS degradations and different type of adaptations are required
in order to maximize the QoE.

From the analysis of results, a dynamic network–aware cross–layer adaptation
mechanism can be proposed, as illustrated in Fig. 6. Following the depicted
logic, a mobile endpoint could be capable of launching the required adaptation
procedures to keep the mobile video service in the maximum achievable quality
level along the service time.
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6 Conclusions

This paper deals with possible dynamic adaptations for H.264/AVC based video
services over 3G UMTS mobile connections. In order to get an optimal con-
figuration, different cross–layer adaptations are proposed and evaluated. Thus,
both service– and network–level adaptations are considered to cooperate in a
coordinated way in order to maximize the QoE.

Since the proposed adaptations are driven by the expected QoE, specific sub-
jective tests have been performed to cope with the specific service context. Thus,
both specific H.264/AVC parameters and specific error models for commercial
UMTS networks have been used. The outcomes of the subjective testing phase
are later considered as inputs for the dynamic service adaptation logic.

Different adaptation approaches have been evaluated, considering different
number of variable parameters. As a main result of this paper, we can state
the enhancements of the three–parameter adaptation approach, based on the
combination of encoding bitrate, spatial resolution and UMTS bearer bitrate.
As described in Section 5, the considered adaptations do not have an impact on
other users, so it can be implemented in a per–user basis.

In order to implement the adaptation logic at the mobile endpoint, the mobile
device requires access to low–level parameters. Currently, several Android–based
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commercial mobile devices are capable of providing BLER statistics in real–time.
As a work in progress, we have developed the software to capture these statistics
from the chipset in order to make them available for the applications.
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Abstract. In this paper we use a gossip algorithm to obtain the pro-
jection of the observed signal into a subspace of lower dimension. Gossip
algorithms allow distributed, fast and efficient computations on a Wire-
less Sensor Network and they can be properly modified to evaluate the
sought projection. By combining computation coding with gossip algo-
rithms we proposed a novel strategy that leads to important saving on
convergence time as well as exponentially decreasing energy consump-
tion, as the size of the network increases.

Keywords: Wireless Sensor Networks, Computational Codes, Signal
Subspace Projection, Neighborhood Gossip.

1 Introduction

The fast spreading of wireless sensor networks has recently encouraged
researchers to design and develop fast and efficient algorithms for such networks.
The most common approach for computation and information exchange in wire-
less sensor networks has been done by using a class of decentralized algorithms
known as Randomized Gossip Algorithms [1]. Wireless sensor networks are char-
acterized for having very particular properties, of which we can highlight the
limited computation power and energy resources. Besides, such networks usually
do not have a centralized entity that synchronizes communication and therefore
the knowledge that nodes have about the topology of the entire network is very
limited.

In order to be more precise, consider a network composed of N sensors dis-
tributed randomly (uniformly) within the unit area circle. Sensors are assigned
a limited transmission power PT per source symbol. Therefore, they can com-
municate reliably with a certain number of neighbors within their coverage area,
which will be the set of sensors located to a distance less than d (that depends
on PT ). Let Nd(i) ⊂ {1, . . . , N} denote the local neighborhood of node i, i.e.,
the set of nodes within distance d of node i.

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 109–119, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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d

Fig. 1. Sensor network with N nodes. The gray circle is the local neighborhood of the
active node, which is the set of sensors within distance d of the active node.

Randomized gossip algorithms have been mainly used for computing the aver-
age in an arbitrarily connected network of nodes as in figure 1 in a decentralized
fashion. These algorithms are proven to be fast, efficient and to have a low com-
putational cost and their operating basics are as follows: In the tth time slot,
a sensor awakens at random and randomly chooses another sensor within its
neighborhood, setting their values equal to the average of their current values.
As t → ∞ the entire network will converge to the desired average. For a proof
and for further details refer to the work of Boyd et al. [1].

In a recent work, Nazer et al. [2][3] have used a new coding technique, known
as computation coding [4], which together with a modification of a randomized
gossip algorithm, leads to both time and energy savings in computing the av-
erage. Nazer’s algorithm, called neighborhood gossip, is based on the following
modifications of Boyd’s algorithm: A node wakes up randomly in the tth gos-
sip round and it requires all of the nodes within its neighborhood to transmit
their values using a computation code that is designed so that the central node
receives only the average of the values. The central node uses the received in-
formation and its own value to compute the average of the entire neighborhood,
broadcasting the updated value to all nodes in its neighborhood. That way, the
entire neighborhood gets the average in a single gossip round.

In this work, we are interested in using the random gossip technique to solve
a much more general problem than averaging. We are looking for the projection
of the observation vector into a subspace. Barbarossa was the first to propose a
decentralized technique to perform the projection minimizing convergence time
in [5]. We will use computation coding in order to achieve both time and energy
savings with respect to Barbarossa’s technique.

Computing the projection of the observed signal into a subspace of a known
dimension is very useful for reducing the measurement noise. In general, the
observation of a single sensor may be unreliable due to noise or malfunctioning.
But, if the environment we are monitoring is smooth, the projection into a
subspace will improve the reliability of the observation thanks to the interaction
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among nodes. Mathematically speaking, being smooth means that the signal
exhibits spatial correlation and therefore belongs to a subspace of dimension
smaller than the number of nodes.

Consider for instance that the network composed of N sensors is measuring a
signal that can be expressed in a Fourier basis of dimension r, r < N . Then, the
projection of the observed signal (which lies in a space of dimension N) into a
subspace of dimension r will lead to very important noise reduction. The goal of
the current work is to compute the projection achieving both time and energy
savings.

The remainder of the paper is organized as follows: Section 2 precisely de-
fines the framework of the current problem. In section 3 a valid strategy for
performing neighborhood gossip is concluded based on the general gossip algo-
rithm proposed by Boyd et al. Section 4 introduces Computation Coding and
states the conditions for the computation code to exist and to work properly
in our framework. Section 5 compares the gain of the algorithm when it uses
computation coding and finally, Section 6 concludes the paper.

2 Problem Statement

Given the random wireless sensor network introduced in section 1, we consider
that sensors do not have any geographic information available, although they
know the sensors within their local neighborhood. Sensors have an initial obser-
vation z � (z1, . . . , zN )T , which is a version of the useful signal vector ξ ∈ RN

corrupted by some additive noise vector v ∈ RN , that is,

z = ξ + v (1)

where, zi denotes the observation taken by sensor i ∈ {1, . . . , N}. Furthermore,
it will be assumed that the useful signal lies in some subspace of dimension
r < N . That is, ξ = Us for some s, where U is an N × r matrix representing a
basis of the r-dimensional useful signal subspace.

The least square estimator of the ξ is ξ̂, which is given by the orthogonal
projection of the observed vector onto the subspace spanned by the columns of
U as shown in Figure 2. Without any loss of generality, we consider that the
columns of U are orthonormal and therefore, the projector can be written as

ξ̂ = (ξ̂1, . . . , ξ̂N )� = UUT z (2)

Now the goal is to compute ξ̂i at each node of the network i ∈ {1, . . . , N} in
a decentralized fashion by performing neighborhood gossip using computation
codes, so that both time and energy savings can be achieved. For that purpose,
we seek to obtain the estimate ξ̂ iteratively by using the following recursive
dynamics

ξ̂[t+ 1] = Wξ̂[t], t = 0, 1, . . . W ∈ R
N×N (3)

where ξ̂[t] denotes the value of the estimate at iteration t, ξ̂[0] = z, and the
matrix W rules the transmissions between sensors at every iteration or time
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z

ξ̂

Signal Subspace

Fig. 2. Projection of the observed vector z into the target signal subspace. The goal is
to have the network compute ξ̂.

instant t. There are multiple choices for W but we are particularly interested in a
sparse one, such that (3) can be performed using neighborhood gossip techniques.
Therefore, we set that wij = [W]ij �= 0 only if j ∈ Nd(i) or j = i. In words,
the only nonzero elements of W correspond to pairs of sensors that are within
a distance d. We will therefore say that W satisfies the topology constraint.

It is shown in [5] that, if the transmission power PT is high enough (and equal
for all the sensors), a symmetric and sparse matrix W exists, which satisfies
the topology constraint, minimizes the convergence time and makes the network
converge to ξ̂, i.e.,

lim
t→∞ ξ̂[t] = lim

t→∞Wtz = UUT z = ξ̂ (4)

and therefore,
lim
t→∞Wt = UUT (5)

Necessary and sufficient conditions for (5) are given next [5]:

Proposition 1.- Given the dynamical system in (3) and the projection matrix

UUT , the vector ξ̂ = UUT z is globally asymptotically stable for any fixed z ∈
RN , if and only if the following conditions are satisfied:

WUUT = UUT

UUTW = UUT

ρ(W−UUT ) < 1 (6)

where ρ(·) denotes the spectral radius operator. Under these three conditions, the

error vector e[t] � ξ̂[t]− ξ̂ satisfies the following dynamics:

e[t+ 1] = (W−UUT )e[t], t = 0, 1, . . . (7)
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Intuitively, the previous proposition can be understood as follows:

– There should be a communication path between any two nodes with at most
N − 1 hops.

– The number of neighbors of each node should not be smaller than the di-
mension of the signal subspace r for generic subspaces.

In one word, the radius of the neighborhoods d (and so the transmission power
PT ) must be large enough to satisfy the convergence conditions.

Provided that the iteration in (3) minimizes the convergence time of the net-
work, the goal now is to reduce the energy and time of each local iteration. This
can be done using computation coding, which efficiently converts the wireless
channel into a set of reliable equations between users [4].

In order to describe the algorithm required for the distributed projection we
will rewrite (3) to clearly define the set of equations that should be transmitted
within the local neighborhoods:

ξ̂i[t+ 1] =

N∑
j=1

wij ξ̂j [t], i = 1, 2, . . . , N t = 0, 1, . . . (8)

Due to the sparsity of matrix W (given by the topology of the network and the
transmission power) most of its terms will be zero. Actually, the only non-zero
terms will be those referring to the local neighborhood and to the sensor itself,
and therefore, the previous expression reduces to

ξ̂i[t+ 1] =
N∑

j∈Nd(i)∪{i}
wij ξ̂j [t], i = 1, 2, . . . , N (9)

Notice that in order to perform the distributed projection, the ith sensor only
needs to know the ith column of W, which in turn means that sensor i only
needs to keep |Nd(i)|+ 1 values.

We now consider a wireless channel with finite bandwidth so that we can
model it as a discrete-time channel. Assuming transmissions occur within the
neighborhood, the received signal at time instant t ∈ N by node i is

yi[t] =
∑

j∈Nd(i)

hij [t]xj [t] + ni[t],

hij [t] = d
−α/2
ij ejθij [t] (10)

where dij is the distance between nodes i and j, α ∈ R+ is the power path loss
coefficient, θij [t] are the phases, and xj [t] is the signal transmitted by sensor
j at time t. The channel noise samples {ni[t]} are realizations of i.i.d circular
symmetric Gaussian random variables with variance σ2.

As already mentioned, the main goal of our technique is to reduce power
consumption. To that end, we propose the use of computation codes for reliable
communication among nodes, strategy that will lead to important power gains.
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Notice that in order to apply coding, one has to assume that each sensor has
an i.i.d sequence of observation (vector) instead of just a single observation, as
it has been assumed so far. The proposed strategy can be performed by using a
general gossip algorithm as in [1] and it follows on a similar strategy as the one
used in [2] and [3] for including computation codes1.

3 Neighborhood Gossip Algorithm

The most important aspect when computing (9) in a distributed fashion is to
try to maintain synchronized the number of iterations at the nodes, so that
convergence is guaranteed using as few gossip rounds as possible. In other words,
all the estimated quantities ξ̂j , j ∈ Nd(i), available at the nodes inside Nd(i)
should have been updated the same number of times t (i.e., all should be at

iteration t), before computing the next iteration t+1 of ξ̂i, at node i. This requires
a substantial change in the general averaging gossip algorithm proposed by Boyd
et al. in [1], and also in the neighborhood gossip algorithm with computation
codes introduced by Nazer et al. in [2] and [3]. The reason is that the goal of
these algorithms is to obtain a single parameter estimation at all the nodes of
the network, mainly the average of the observations, and the convergence to the
average does not require to keep the same number of updates for the nodes inside
a neighborhood. Therefore, none of those algorithms can be directly applied in
the current context.

Let us look at the gossip algorithm proposed in [2]. A node i wakes up ran-
domly and requires all the nodes within its neighborhood Nd(i) to transmit their
observations by using a computation code so that the decoded value at node i is
the average of the observations of all the nodes belonging to Nd(i). Then, node
i broadcasts the new computed average to all the nodes in Nd(i) so that these
nodes get in a fast way the new average value in a single iteration or gossip
round. This process is repeated until a good estimate of the average is obtained.
If one tries to apply this gossip algorithm into our problem, it will fail for two
reasons. First, the final broadcasting stage is clearly inapplicable in our problem
since we are not looking for a single parameter estimator (average) at all the
nodes, but rather for a set of N parameter estimators, one for each node of the
network. Second, the system dynamics given in (3) would be violated (i.e., syn-
chronization of iterations at the nodes would fail) whenever a node woke up more
times than others within a neighborhood. To better understand this problem let
us consider two sensors, s1 and s2 within a distance d. Assume that s1 starts
the tth gossip iteration: node s1 wakes up at random and requires s2 and the
rest of its neighborhood to send their observations. They will be sending their
observation that comes from gossip iteration t− 1. After receiving the messages,
s1 will update its current observation. Now consider that s2 wakes up and re-
quires their neighbors to send their observations too. All neighbors of node s2
will be transmitting their last estimation except node s1, which will be required

1 However, here the goal is to compute the projection, whereas in [2] [3], the goal was
to compute the average of the sensors.
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not to send its latest update but the previous one (observation referring to it-
eration t− 1). This fact requires that nodes keep track of previous observations
for each neighbor and then Boyd’s general gossip algorithm can be applied to
our problem.

According to [5], the convergence time τ0(W) of our strategy, defined as the
number of gossip rounds required for the error (7) to decrease by a factor 1/e for
the worst possible initial vector, given that all nodes have performed the same
amount of gossip rounds, is given by

τ0(W) � 1

ln
(

1
ρ(W−UUT )

) . (11)

The problem of finding the matrix W that minimizes the convergence time given
a particular network topology can be converted into a convex problem [5] and
solved by using classical Semidefinite Programming (SDP) tools [6].

4 Computation Coding

The most energy consuming stage is when all nodes in the local neighborhood
transmit their corresponding observations to the central node. The key here is
to realize that the central node does not need to know the observation of each
neighbor. Rather, it only needs to know the weighted sum of the observations.
Since the weighting process is already done in the source nodes, the central node
only requires the sum of the incoming messages. This can be done very efficiently
by using a code construction recently developed in [4] and known as computation
coding.

First, we will assume that sensors know the channels in their local neigh-
borhood from themselves to the central node. For node i, this is equivalent to
knowing the channel coefficients (dij , θij [t]) in (10) for every j ∈ Nd(i). Exploit-
ing this knowledge leads to a simplification of the multiple-access channel and
it can be considered to be the following simple multiple-access channel:

yi[t] =
∑

j∈Nd(i)

xj [t] + ni[t] (12)

Now that the channel behaves as a simple adder, we know that we can effi-
ciently and reliably compute sums by using computation coding to improve the
performance of the transmissions as in [3]. All nodes in the neighborhood of i
encode and send their values using identical linear codebooks. The transmitted
codewords will be added on the channel and node i will receive the sum of the
codewords. Since the codebook is linear, the sum of the codewords is also a code-
word and it is actually the codeword corresponding to the desired sum. Node
i has to simply add the received message to its observation weighted by the
coefficient wii to get its desired new observation.

This said, we are ready to state the following theorem from [3], which estab-
lishes the required condition for the computation code to exist.
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Proposition 2.- Choose ε > 0. Assume each node in a local neighborhood has a
length L bounded real-valued weighted observation vector, that is, ‖sij [t]‖2 ≤ LPT

∀i, j, t. For L large enough, there exists a coding scheme such that the receiving
node i can make an estimate ξ̂i[ti+1] of the sum ξi[ti+1] as in (9)that satisfies2:

P
(
‖ξi[ti + 1]− ξ̂i[ti + 1]‖2 ≥ PT

L
2−2B

)
< ε ∀i, ti (13)

so long as:

T log

(
1

|Nd(i)| +
PT

(maxj∈Nd(i) dij)
−α/2σ2

)
> B (14)

for some choice of T channel uses per observation symbol and precision B bits.

See [4] for a proof.
The computation code is based on using the same lattice code by all sensors,
which is chosen to simultaneously be a good channel and a good source code. The
transmitters within a neighborhood quantize their weighted observation vector
to the lattice and they transmit such quantization simultaneously. The receiver
decodes the sum and makes an estimate of it. Next, the transmitters send their
quantization errors using the same lattice code. This continues until the total
number of channel uses T is exhausted and the desired precision B is reached.

5 Performance Comparisons

We now compare the performance of the proposed strategy when it uses the best
possible separation scheme or when it uses a computation code. We will conclude
that we can achieve an exponentially increasing power gain by using computation
codes as the density of sensors in the network increases. To that end, we will
make use of two theorems from [4], which compute the achievable distortion for
sending a Gaussian sum over a Gaussian MAC. Notice that distortion here is
again measured by the mean-squared error criterion,

D = max
i,ti

(
1

L
‖ξi[ti + 1]− ξ̂i[ti + 1]‖2

)
. (15)

Proposition 3.- For T channel uses per observation symbol, T ∈ Z+, the fol-
lowing distortion is achievable for sending a Gaussian sum (of M transmitters)
over a Gaussian MAC with noise variance σ2 so long as PT > M−1

M σ2:

D = Mσ2
S

(
σ2

σ2 +MPT

)(
Mσ2

σ2 +MPT

)T−1

, (16)

where σ2
S is the variance of the Gaussian sources.

On the other hand, we have an interesting result for separation-based schemes.

2 Notice that ξi[ti +1] refers to the actual sum of the observations and ξ̂i[ti +1] refers
to the value that node i gets after T channel uses.
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Proposition 4.- The best achievable distortion for a separation-based scheme
for sending a Gaussian sum (of M transmitters) over a Gaussian MAC with
noise variance σ2 is given by:

D = Mσ2
S

(
σ2

σ2 +MPT

) T
M

, (17)

where σ2
S is the variance of the Gaussian sources and now the number of channel

uses per observation symbol T might not be an integer. See [4] for the proofs.

Since computation coding is optimal for symmetric linear MACs [4], the dis-
tortion given in proposition 3 is achievable using computation codes. Although
we cannot guarantee that the messages of the sensors follow a Gaussian dis-
tribution, we will consider it as the worst case result. Therefore, based on the
previous propositions, we can compute the number of channel uses per source
symbol that computation codes and the best separation-based scheme need to
achieve the given distortion D. Consider that node i wakes up and requires all
the nodes within its neighborhood Nd(i) to transmit their observations. The
number of channel uses per symbol is then given by:

TCOMP (i) =
log
(

σ2
S

D

)
log
(

1
|Nd(i)| +

PT

σ2

) . (18)

TSEP (i) =
|Nd(i)| log

(
D

|Nd(i)|σ2
S

)
log
(

σ2

σ2+|Nd(i)|PT

) (19)

If we consider that all channel uses require the same energy and since we know that
both schemes will converge in the same number of gossip rounds, the energy ratio
will be given by the difference in the number of channel uses per source symbol.

Nevertheless, both quantities depend on the number of transmitters, i.e. the
neighborhood of the current active node Nd(i), and that quantity is in general
a random variable which we will model next.

Consider a circular region of unitary area (radius 1/
√
π) and distribute N sen-

sors uniformly on it, so that we have N sensors per unit square. The distribution
of the distances of the nodes to the center of the circle R will be:

fR(r) = 2πr 0 < r <
1√
π

(20)

Now assume without loss of generality that our target node i is on the center
of the circle and has a coverage area given by d < 1/

√
π. The probability of a

sensor falling within the coverage area of sensor i is then given by integrating
(20) between 0 and d, which yields Pd = πd2. Therefore, the number of neighbors
M of node i is given by the set of nodes that fall within its coverage area, which
is distributed as

PM (m) =

(
N

m

)(
πd2
)m (

1− πd2
)N−m

(21)
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We only have to finally compute the average of the channel uses per symbol,
which are given by:

TCOMP =

N∑
m=1

(
N

m

) log
(

σ2
S

D

)
log
(

1
m + PT

σ2

) (πd2)m (1− πd2
)N−m

(22)

TSEP =

N∑
m=1

(
N

m

) m log
(

D
mσ2

S

)
log
(

σ2

σ2+mPT

) (πd2)m (1− πd2
)N−m

(23)

And therefore the average gain is given by

g =
TCOMP

TSEP

=

∑N
m=1

(
N
m

) log

(
σ2
S
D

)

log
(

1
m+

PT
σ2

) (πd2)m (1− πd2
)N−m

∑N
m=1

(
N
m

) m log

(
D

mσ2
S

)

log
(

σ2

σ2+mPT

) (πd2)
m
(1− πd2)

N−m

(24)

so long as PT ≥ σ2 and d < 1/
√
π.

Figure 3 shows the shape of the gain when the density of nodes increases. In
general terms, the gain is very little dependent on the distortion but it grows
exponentially as the density of sensors increases.
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Fig. 3. Energy gain of the projection algorithm with computation codes with respect to
the best possible separation-based scheme. d = 0.2, σ2 = 1, σ2

S = 1, PT = 3, D = 10−5.
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6 Conclusion

The main goal of the current paper has been to modify a general gossip algorithm
by introducing computation coding in order to achieve both time and energy
savings in a projection problem. The results that lead to the goal are summarized
in the following list:

– The problem of finding the projection of the observed signal into a subspace
can be solved in a distributed fashion by solving an SDP problem.

– A general gossip algorithm has been modified to allow the use of computation
coding.

– Combining computation coding with a gossip algorithm to perform the pro-
jection leads to exponentially increasing power savings when the number of
nodes increases.
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Abstract. Duty cycling is an efficient mechanism to conserve energy in
wireless sensor networks. Several existing duty cycling techniques have
been proposed to conserve energy, but they are not able to handle the
contention under dynamic traffic loads. In this paper we propose a proto-
col called Sender-Assisted-Receiver-Initiated MAC (SA-RI-MAC) which
solves this problem without sacrificing the energy efficiency. SA-RI-MAC
employs the receiver initiated transmissions mechanism of RI-MAC with
a sender assisted approach to handle the contention at the receiver.
Senders tend to cooperate with each other to resolve the contention dy-
namically based on the contention level at the receiver. A further im-
provement is achieved by prioritizing the sender transmissions which has
been starved long for the channel occupancy. Our simulation results in
ns-2 show that SA-RI-MAC achieves significant improvement in con-
serving energy over RI-MAC. It can handle traffic contention much more
efficiently than RI-MAC; thus improving end to end delivery ratio with
a reduction in the latency. Under light traffic load, the performance of
SA-RI-MAC is comparable with RI-MAC in terms of end to end delivery
ratio, latency and energy efficiency.

Keywords: MAC, Duty Cycling, energy efficient wireless sensor
networks, asynchronous duty cyling, dynamic traffic loads.

1 Introduction

One of the major limitations considered in wireless sensor networks is scarcity of
energy. In order to conserve energy, power efficient protocols are desirable. These
protocols tries to mitigate energy consumption by devising different clever mech-
anisms at different layers of the protocol stack. Among these methods, mech-
anisms deployed at the Medium Access Layer (MAC) are more power efficient
due to its direct access to the wireless medium.

Generally, a wireless Radio has four power levels depending on its state: idle,
sleeping, receiving and transmitting. During the active state a node is able to
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transmit and receive data but in sleep state it completely turns its radio off.
Idle listening is one of the main reasons of energy consumption as it requires
the same amount of energy as to transmit and receive. This consumption can
be saved by turning the radio of a sensor off as frequently off as possible. Duty
cycling is an efficient mechanism to handle the problem of idle listening [1, 2]. In
duty cycling, wireless nodes periodically turn their radios on and off to reduce
the idle listening time.

Different approaches to duty cycling MAC can be categorized as synchronous
and asynchronous. Synchronous approaches include RMAC [3], T-MAC [4], DW-
MAC [5] and S-MAC [6]. In these approaches, neighbouring nodes synchronize
their active and sleep schedules by using some synchronizing protocol. These
approaches greatly reduce idle listening but are complex and need extra overhead
to synchronize different neighbours with different sleep and active schedules. On
the other hand, asynchronous approaches such as WiseMAC [7], X-MAC [8],
B-MAC [9] and RI-MAC [10] allow nodes to have their own sleep and active
schedules independent to any neighbouring nodes. Asynchronous schemes work
efficiently for light traffic loads but become less efficient in terms of latency,
energy consumption and delivery ratio under high traffic loads.

In some applications of wireless sensor networks such as convergecast [11] and
correlated-event workload traffic [12] where sensors are used for event monitor-
ing, communication demand may suddenly increase in a burst. For example, in
the event of fire several sensors report this event to some common sink. If con-
tention created by such events is not handled well, the data sent to the sink may
experience longer delays or may be lost. Under such dynamic traffic loads, MAC
layer protocols should be able to handle the contention at the sink.

In this work, we present a sender-assisted asynchronous duty cycling MAC
protocol, called Sender-Assisted-Receiver-Initiated MAC (SA-RI-MAC). SA-RI-
MAC attempts to resolve the contention among the senders with a common
intended receiver and helps them to find a rendezvous time to communicate
with the receiver. SA-RI-MAC differs from RI-MAC and previous asynchronous
duty cycling protocols the way different contended senders resolve the contention
at the receiver by cooperating with each other. In SA-RI-MAC, a sender waits
for an explicit beacon from the receiver to initiate the transmissions. An explicit
beacon containing the value of channel access failure is exchanged among the
neighbours which have a common intended receiver. This value of channel access
failure is used to resolve the contention among the senders for the medium access.
Another improvement is achieved by prioritizing the transmissions of the senders
which have been starved longer for the channel occupancy.

We believe this the first attempt which combines the idea of receiver initi-
ated transmissions with the sender assisted contention resolution. This sender
assisted coordination adaptively increases the channel utilization which improves
the packet delivery ratio, and power efficiency under dynamic traffic loads. We
have implemented SA-RI-MAC in ns-2 [15] simulator for evaluation in different
network scenarios under dynamic traffic loads.
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The rest of the paper is organized as follows. Section 2 discusses related work.
Section 3 discusses the contention resolution mechanism in RI-MAC and its
weaknesses. Section 4 presents the detailed SA-RI-MAC design. Section 5 reports
the performance evaluation of SA-RI-MAC using ns-2 simulation. Finally in
section 6, we present our conclusions.

2 Related Work

In wireless sensor networks where energy is a scarce resource, transmissions
between sender and receiver can be classified as sender or receiver initiated. The
idea of Receiver initiated transmissions in a MAC protocol has been recently
introduced in [10]. We make the first attempt to combine the idea of receiver
initiated transmissions with the sender assisted contention resolution in ad hoc
wireless sensor networks.

Receiver initiated collisions avoidance schemes for general wireless networks
have been proposed in [16]. In these approaches collision avoidance is more im-
portant than energy efficiency. However under high traffic loads when the degree
of contention rises, these approaches lack any coordination among the senders
to resolve the contention. Low power probing (LPP) is an asynchronous receiver
initiated transmission mechanism used in Koala systems [17]. In koala systems,
downloads of the bulk data are initiated by the gateway nodes which allows other
nodes to sleep most of the time to conserve energy. In LPP, each node broad-
casts a preamble periodically. Other nodes which receive the preamble sends an
acknowledgement. After receiving an acknowledgement, a node stays awake and
starts acknowledging the probes of other nodes. However LPP approach triggers
the false wake ups and sleeps affecting the throughput and energy efficiency.

B-MAC [1] and X-MAC [8] are asynchronous duty cycling MAC protocols
in which transmissions are initiated by the senders. Prior to transmissions a
sender sends a wake up signal to the receiver by using a long preamble. The
length of the preamble is longer than the sleep interval of a node to ensure that
the node will wake up at least once during this duration. B-MAC is optimized
under light traffic loads for energy consumption. However, an increase in the
traffic load may keep a node awake unnecessarily spending a significant amount
of time in the active state even if the packets are destined for other nodes. X-
MAC solves this problem by sending the preamble as a series of short preambles
prior to any transmission and waits for an acknowledgement generated by the
receiver which reduces the channel occupancy significantly. X-MAC preamble
contains the target address which allows the irrelevant nodes to go to sleep
immediately to conserve energy and allows the intended receiver to send an
acknowledgement to the sender to stop probing the channel. After receiving the
first DATA transmission, a receiver in X-MAC stays awake for a duration equal
to maximum back-off window size. This time interval termed as dwell time is
used by the sender to send any queued packets.
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RI-MAC [10] uses the concept of receiver initiated transmissions. In R-MAC,
it is the receiver which initiates the transmissions by sending beacons at regular
intervals. Sender wakes up asynchronously at regular intervals to receive an
invitation for transmission from the receiver. In response to an invitation from
the receiver, sender sends a DATA frame to acknowledge the reception of the
beacon. In RI-MAC collisions are handled by receiver dynamically. On detecting
the contention, receiver sends an explicit beacon with an increased value of
Contention window to the senders to reduce the contention at the receiver. In
RI-MAC medium access among senders is controlled by the receiver, however
such contention resolution is not very power efficient and reliable under dynamic
traffic loads. Senders back off according to the back off value specified by the
receiver, however under dynamic traffic loads an increased value of back offs
affect the energy efficiency and delivery ratio significantly.

Previous synchronous and asynchronous duty cycling approaches such as X-
MAC, B-MAC and RI-MAC achieves greater energy efficiency under light traffic
loads. However SA-RI-MAC differs from these approaches by dynamically trig-
gering the coordination among the senders to handle the contention under high
traffic loads. Other asynchronous duty cycling approaches give no preference to
nodes to transmit which have been starved longer for channel occupancy. SA-RI-
MAC on the other hand, prioritizes the transmissions from the starved senders
after contention resolution.

3 Contention Resolution Mechanism in RI-MAC

In RI-MAC, a receiver coordinates the DATA transmissions from the contend-
ing senders by exchanging an explicit beacon. In the beacon, receiver specifies
back off window size(BW) which senders should use to contend the channel. The
size of BW is controlled by the receiver depending on the number of collisions.
Receiver can know about an incoming packet with the help of Start Frame De-
limiter (SFD). Clear channel assessment (CCA) is used to detect any channel
activity. If CCA detects any channel activity, receiver assumes a collision and
generates another beacon with an increased value of BW. Depending on the net-
work conditions, receiver in RI-MAC adjusts the value of BW by using binary
exponential back off (BEB). Receiver turns its radio off if it keeps detecting
continuous collisions after consecutive beacon transmissions or if the value of
BW exceeds maximum back off window size. Due to high contention, a sender
could potentially miss the beacon with the exact value of BW. Sender incre-
ments the retry count, if no beacon has been received from the intended receiver
for duration equal to three times of the sleep interval. Further, retry count is
incremented if no acknowledgement has been received from the receiver for a
DATA transmission within the maximum back off window time. If the value of
retry count exceeds a predefined value of retry limit, sender cancels the further
transmission of the DATA frame.
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Contention resolution mechanism used by RI-MAC does not involve the con-
tended senders to resolve the contention at the receiver. RI-MAC tries to handle
the contention with the help of a BW value specified by the receiver. We show
that by using only BW value specified by the receiver is not sufficiently enough
to cope efficiently with the collisions at the receiver. This increased BW value
increases back off at the contended senders which decreases throughput and in-
creases latency. Further, increased back offs at the contended senders does not
help to conserve any energy even when the sender is not able to access the
medium. If the contending senders are not well coordinated , they may deviate
from the BW value specified by the receiver and may decide to transmit without
any back off. This deviation from the BW value specified by the receiver only
can degrade the throughput [18].

Figure 1 shows continuous collisions at the receiver caused by simultaneous
transmissions from the contending senders in RI-MAC. RI-MAC tries to handle
these collisions by adjusting the size of the BW. However under high traffic loads,
the probability of loss of the beacon with the exact BW value by the contending
senders increases which makes their transmissions more likely to collide at the
receiver.

4 SA-RI-MAC Design Overview

Sender in SA-RI-MAC tracks the number of times it has failed to access the
channel when trying to transmit a packet to the receiver. A counter CHAN-
NEL ACCESS FAILURE is maintained to record the failure to access the chan-
nel. This counter is updated every time retry limit exceeds the maximum retry
limit threshold. Contending senders exchange an explicit beacon with each other
containing the value of CHANNEL ACCESS FAILURE counter at regular inter-
vals. Prior to transmission, sender estimates the contention level at the receiver
by using the BW value specified by the receiver. If the value of BW specified
by the receiver exceeds the maximum contention window size, sender consid-
ers it as an indication of high contention. However, under high traffic loads,
possibility to drop the beacon containing the BW value increases. In this case,
maximum value of CHANNEL ACCESS FAILURE among all the contending
senders is compared with the CHANNEL ACCESS FAILURE THRESHOLD.
If CHANNEL ACCESS FAILURE exceeds CHANNEL ACCESS FAILURE
THRESHOLD; this indicates the high contention at the receiver.

If the contention at the receiver is significantly high, the sender node will eval-
uate if any of its neighbours has the value of CHANNEL ACCESS FAILURE
higher than its own value. If there is such a contending neighbour which starved
longer , it turns its radio off immediately to conserve energy and to minimize fur-
ther contention at the receiver and wakes up asynchronously. More importantly,
this sender assisted contention resolution increases fairness among the senders
and gives priority to starved senders. This design choice is more energy efficient
to resolve the contention at the receiver.
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Figure 2 shows how SA-RI-MAC avoids collisions at the receiver. It shows
that contending senders S1 and S2 coordinate with each other under high traf-
fic loads by exchanging their recent CHANNEL ACCESS FAILURE values. S1
has CHANNEL ACCESS FAILURE value greater than S2; therefore S1 starts
transmissions to the receiver R. In order to avoid collisions at the receiver, S2
turns its radio off to conserve energy.

Fig. 1. RI-MAC: DATA frame transmissions from contending senders. Simultane-
ous transmissions from the contending senders can cause continuous collisions at the
Receiver.

Fig. 2. SA-RI-MAC: DATA frame transmissions from contending senders. Transmis-
sions from the contending senders are well coordinated to avoid continuous collisions
at the Receiver.

4.1 Beacon Frame in SA-RI-MAC

When a receiver wakes up it sends a base beacon containing the value of source
field. Base beacon can have two optional fields, destination field and BW size. If
destination field is set in the base beacon, it means beacon frame is an acknowl-
edgement to the sender with the destination field and other senders can treat
this it as a request to send data.
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BW value is specified by the receiver according to the contention level at the
receiver. In RI-MAC, this BW value is used by the contending senders to back off
before transmissions to reduce the chance of collision at the receiver. However, in
SA-RI-MAC this value is used as an indication of the contention at the receiver
and triggers the coordination among the contending senders prior to further trans-
missions. It is a better design choice instead of continuous back offs which are not
very any energy efficient and does not improve delivery ratio significantly. Further
these back offs increase the latency of the transmissions significantly.

After receiving a beacon from the receiver, a sender always makes a Clear
Channel Assessment(CCA) before transmission in order to avoid collisions at the
receiver. CCA must indicate the medium idle for at least SIFS plus maximum
propagation delay time. If no activity is detected during this time, receiver R
turns its radio off.

4.2 Collisions in SA-RI-MAC

By coordinating the senders to transmit data at the receiver, SA-RI-MAC re-
duces collisions significantly at the receiver and thus cuts down unnecessary
retransmissions. As data transmissions among contending senders are explicitly
controlled and coordinated based on the contention level at the receiver, con-
tending senders know when not to send the data and thus can turn their radio
off to conserve energy. In RI-MAC, if the back off value reaches the maximum
back off window and receiver keeps detecting collisions, it turns its radio off.
On the other hand, SA-RI-MAC tries to reduce the continuous collisions at the
receiver and thus prevents any back offs forced by the collisions which affects
latency and delivery ratio significantly.

5 Performance Evaluation

We evaluated SA-RI-MAC in ns-2 simulators and compared its performance with
the RI-MAC. We simulated SA-RI-MAC under different network scenarios with
dynamic traffic loads.

5.1 Simulation Evaluation

we used two-ray ground reflection radio propagation model for all the scenarios.
Different simulation parameters used are shown in Table 1. These parameters are
similar to CC2420 radio [18] used in MICAz motes. CCA check is performed by
sampling RSSI delay as reported by Ye et al [14]. This check is performed every
20ms longer than the interval between two short preambles. The transmission
and sensing range are modelled according to 914 MHz lucent WaveLAN radio,
as similar ranges have been observed in some sensor nodes [20]. In both RI-
MAC and SA-RI-MAC, BW value is adjusted based on BEB which takes value
of 0,31,63,127 and 255. We used Initial value back off window size of 32 and
congestion window of size 8 which are default values used in UPMA package



Sender-Assissted-RIMAC 127

distributed as TinyOS [21]. Dwell time for both RI-MAC and SA-RI-MAC is
dynamically adjusted based on the BW specified by the receiver plus propagation
delay and SIFS. Initial wake up for both the protocols is randomized and a value
of 1 second is used for the sleep interval.

We compared the performance of SA-RI-MAC with RI-MAC in random net-
works, clique networks and a 49 node (7×7) grid network.

Table 1. Simulation parameters for Radio

Tx range 250 m

Slot time 320 us

SIFS 192 us

Bandwidth 250 Kbps

CCA check Delay 128 us

Carrier Sensing Range 550 m

Duty Cycle 1 %

CHANNEL ACCESS FAILURE THRESHOLD 5

Tx Power 31.2 mW

Rx Power 22.2 mW

idle Power 22.2 mW

Contention Window (CW) 32 ms

Clique Networks. We compare the performance of SA-RI-MAC and RI-MAC
in clique networks. In a clique network all the nodes are within the transmission
range of each other. We varied the number of flows in the network to vary the
traffic load in the network. We allow flows to share the same destination to cause
contention.

For clique network, number of nodes in the network are twice the number
of flows. Each source node generates packets 10 seconds after the start of the
simulation. The interval between two packets is uniformly distributed between
0.5 and 1.5 seconds. Next wakeup time for each node in the network is randomly
chosen between 0 and 10 seconds. A packet is not considered delivered if it is in
the queue. Each simulation runs for 100 seconds. We have taken an average on
three random clique network scenarios.

Figure 3 shows the delivery ratio of SA-RI-MAC for a clique network with
an increase in the number of contending flows. Both RI-MAC and SA-RI-MAC
achieves delivery ratio close to 100 when the number of flows are fewer than
15. However, as the number of flows exceed 15, the delivery ratio of RI-MAC
drops significantly due to an increase in the contention level at the receiver. The
delivery ratio of SA-RI-MAC does not drop significantly as an immediate coordi-
nation will be triggered among the contending senders to resolve the contention
at the receiver.
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Fig. 4. Duty Cycle vs. Number of Flows

The overall duty cycle of the nodes is shown in figure 4. In addition to a
gradual drop in the delivery ratio, SA-RI-MAC conserves much more energy
than RI-MAC. It can be observed from the figure that for all contending flows
the energy consumption of SA-RI-MAC is less than RI-MAC. For all flows,
SA-RI-MAC saves more than 75% energy compared to RI-MAC. SA-RI-MAC
conserves much more energy during high traffic loads by triggering coordination
among the senders giving them a chance to conserve energy by turning their
radio off compared to back off mechanism used by RI-MAC.
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Fig. 5. Avergae Latency vs. Number of Flows

In addition to high duty cycle, RI-MAC also has higher latency compared to
SA-RI-MAC as shown in figure 5. This increase in latency is due to an increased
value of back off by the receiver to handle the contention. However, SA-RI-MAC
avoid collisions at the receiver by prioritizing a starved node among the con-
tending senders to transmit during high traffic loads which reduces unnecessary
back offs and helps to conserve the energy.

Grid Network under Correlated Event Workload. We compare the per-
formance of SA-RI-MAC with RI-MAC in a grid network with 49 nodes. Maxi-
mum distance between two neighbouring nodes is 200 meters. Target sink node
to receive event notifications is at the centre of the grid. We used a Random
Correlated-Event (RCE) model to generate traffic in the grid network [13]. RCE
is based on the correlated-event workload which simulates spatially-correlated
events in a sensor networks. This model simulates a synchronized triggered traffic
load in the network which is a common case for tracking and detection applica-
tions. In RCE, an event is generated on some randomly selected location (x,y)
in the network. A node in the network can sense and report an event if it is in
the radius R centred at (x,y). We generated a new event once every 200 seconds.
Each node with in radius R senses the event and reports it to the sink. In a
7×7 grid network, path traversed by each packet varies from 1 to 6 hops and on
average 3.05 hops. We perform each simulation for 3 random runs for a series of
48 events triggered from random locations. Unicast packets are transmitted by
the nodes within the radius R to notify the sink. Each simulation run lasts for
10,000 seconds.
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Fig. 7. Duty Cycle vs. Number of Flows

Performance comparison of RI-MAC and SA-RI-MAC is shown in figure 6.
Figure 6 shows the packet delivery ratio. When the traffic load in the network
is not very high RI-MAC and SA-RI-MAC maintains packet delivery ratio upto
100%. However, with an increase in sensing range high contention is caused for
medium access so the performance of RI-MAC and SA-RI-MAC drops. However,
SA-RI-MAC is augmented with sender assisted coordination which maintains its
delivery ratio higher than RI-MAC in high traffic loads. SA-RI-MAC as shown
in figure 7 in addition to achieving the better delivery ratio than RI-MAC also
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achieves lower duty cycles. In RI-MAC, contention is handled at the receiver end
only which increases the value of back off for senders. This unnecessary back
off does not conserve any energy. On the other hand, in SA-RI-MAC, sender
coordination allows contended sender to turn off their radio to conserve energy
and reduce contention at the receiver. For all sensing ranges, the duty cycle
for SA-RI-MAC is significantly lower than RI-MAC. For example, for a sensing
range of 1000 m, SA-RI-MAC duty cycle is better than RI-MAC duty cycle at
200m. Figure 8 show the minimum end to end latency for packets reported to
a sink for RCE model as the sensing range increases in the grid network. It is
apparent from the figure that, in SA-RI-MAC an event notification is received
earlier than the RI-MAC. This event reporting is faster than RI-MAC for all the
sensing ranges. Sender coordinated contention resolution conserve energy and
at the same time allows contended senders to deliver packets without collisions
at the receiver. For the RCE model, how quickly an even has been notified to
a sink is more important than average and maximum latency of all the packets
received at the receiver.

Random Networks. We compare the performance of SA-RI-MAC and RI-
MAC in 3 random networks with 40 nodes randomly located in 1000m × 1000m
simulation area. Flows are generated between a random source and a randomly
selected sink node. The interval between two consecutive packets is 1 second.
Each simulation run lasts for 100 seconds. Figure 9 shows the delivery ra-
tio achieved by SA-RI-MAC and RI-MAC. For random network scenario, with
flows between random source and destination pairs, SA-RI-MAC outperforms
RI-MAC. SA-RI-MAC shows a substantial improvement over RI-MAC in terms
of delivery ratio as the traffic load in the network increases. SA-RI-MAC
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maintains delivery ratio above 90% for all the traffic loads. SA-RI-MAC con-
serves much more energy than RI-MAC by turning off the radio of a contended
sender under high traffic loads as shown in figure 10. Figure 11 shows that for
light traffic loads, RI-MAC has lower latency than SA-RI-MAC. However, as
the contention in the network increases, RI-MAC triggers increased back offs
at the senders which causes an increase in the latency. On the other hand, SA-
RI-MAC triggers sender assisted coordination among the contended senders to
avoid collisions at the receiver which reduces its latency significantly.
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6 Conclusion

In this paper, we have presented a sender assisted receiver initiated asynchronous
duty cycling MAC protocol for wireless sensor networks. SA-RI-MAC adaptively
resolve the contention at the senders as traffic load increases, allowing SA-RI-
MAC to achieve higher delivery ratio, lower delivery latency and less energy
consumption under dynamic traffic loads. To achieve this, SA-RI-MAC turns off
the radio of the contending senders to minimize the collisions at the intended re-
ceiver while still decoupling sender and receiver clocks. SA-RI-MAC significantly
improves fairness among the contending senders by prioritizing the transmissions
from the most starved senders.

We compared SA-RI-MAC with RI-MAC through extensive simulations. We
found through evaluation that SA-RI-MAC significantly outperforms RI-MAC,
with higher delivery ratio, lower delivery latency and higher power efficiency
under high traffic loads. For example, under high traffic loads in clique networks,
SA-RI-MAC conserve more than 75% energy than RI-MAC. In addition, SA-RI-
MAC improves delivery ratio and latency under all scenarios in our simulations.
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Abstract. Indoor Positioning has been an active research area in the last
decade, but so far, commercial Indoor Positioning Systems (IPSs) have
been sparse. The main obstacle towards widely available IPSs has been
the lack of appropriate, low cost technologies, that enable indoor position-
ing. While Wi-Fi infrastructures are ubiquitous, consumer-oriented Wi-
Fi enabled mobile phones have been missing. Conversely, while Bluetooth
technology is present in the vastmajority of consumermobile phones, Blue-
tooth infrastructures have been missing. Bluetooth infrastructures have
typically been installed as part of complete hardware-/software IPSs that
often incur a substantial hardware cost. Furthermore, Bluetooth has low
power consumption compared to Wi-Fi devices, which promotes longer
battery life-time on mobile phones. In this paper, we present a Bluetooth
IPS based entirely on commodity-grade products. The positioning accu-
racy is evaluated by using the so-called location fingerprinting technique
which is well-known from Wi-Fi positioning literature. The results show
that 2 meters median accuracy is achievable - a result that compares
favourably to results for Wi-Fi based systems.

Keywords: indoor positioning, bluetooth, fingerprinting, radio map.

1 Introduction

Since the turn of the century, Location-Based Services (LBSs) have been hailed
as one of the next “killer apps”. To provide such services, an underlying posi-
tioning system is required. One such system is the Global Positioning System
(GPS), which has uncovered the potential of LBSs as witnessed by the prolifera-
tion of LBSs that work outdoors. Unfortunately, GPS radio waves are unable to
penetrate most building structures, leaving large areas of indoor positioning po-
tential untapped. Thus, an Indoor Positioning System (IPS) is needed to enable
LBSs in indoor environments.

Wi-Fi is an appealing technological alternative in GPS-less environments due
to the ubiquity of Wi-Fi infrastructures and has thus been the subject of much
recent research [1,2,3,4,5,6,7,8]. However, consumer-oriented Wi-Fi enabled mo-
bile phones currently constitute only 18% of the total mobile phone market [9,10].
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Although, the market share is rising (e.g. Nokia provides Wi-Fi capabilities in
35% of their new models in the UK [11]), the vast majority of mobile phones have
Bluetooth capabilities. It is estimated that 75% of all existing phones and 95%
of all new phones on the Australian market have Bluetooth [12]. Thus, it can
be expected, that for some time to come, Bluetooth will remain more common,
especially since manufacturers only provide Wi-Fi capabilities in their high-end
mobile phones. Although Bluetooth has been an integrated part of mobile phones
for years, Bluetooth infrastructures have been rare. Typically, Bluetooth infras-
tructures have been set up as part of a complete hardware-/software Indoor
Positioning System (IPS), e.g., as developed by companies like BLIP Systems
[13]. The cost of a complete hardware-/software IPS may be too prohibitive
for many, especially smaller companies, but recently, a cheaper alternative has
emerged. It is now possible to set up a Bluetooth infrastructure at a very mod-
est cost simply by extending modern commodity-grade Wi-Fi access points with
Bluetooth dongles [14,15]. This extension also provides the possibility of making
a combined Wi-Fi/Bluetooth IPS based on the same infrastructure.

Another advantage of using Bluetooth is that it has a low power consumption.
Specifically, it only uses 81-120mW compared to Wi-Fi which uses 890-1600mW
under load [16]. Thus, Bluetooth is ideal for mobile phones where a desirable
property is to increase battery life-time.

Positioning in an indoor environment is a non-trivial task. As signals propa-
gate through an indoor environment, they are reflected, scattered, and subject
to multipath fading. Moreover, signals are affected by transient effects such as
changes in humidity level and human bodies absorbing the signals.

The most widely used technique for accurate indoor positioning is called lo-
cation fingerprinting and is a technique that counters the adverse effects from
environmental factors by relying on empirically measured signal strengths. The
term location fingerprinting refers to the fact that the Received Signal Strength
(RSS) values from nearby access points form spatio-temporally, approximately
unique, RSS vectors.

The location fingerprinting technique is divided into two phases. In the offline
phase, before an IPS becomes operational, a location fingerprint is created by
empirically measuring the RSS values at a particular location for a period of time.
At the end of the measurement period, the 〈location,RSSvector〉 pair is saved
as an entry in a radio map. This measurement process is typically conducted for
locations spaced 2-3 meters apart throughout the indoor environment. In the
operational online phase, a location estimate is obtained by comparing the RSS
values recorded by an end-user’s device with the entries saved in the radio map.
The location of the closest matching RSS vector is returned as location estimate.

Accuracy and precision are two common performance metrics of a positioning
system whose definitions are described below and used in the following:

Accuracy. describes the extent to which the estimated location deviates from
the actual location. That is, accuracy denotes the euclidian distance between
an estimated location and the actual location.
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Precision. refers to the percentage of measurements retaining a particular
accuracy.

In this paper, we examine the positioning accuracy that can be obtained by a
cheap dongle-based Bluetooth IPS using the location fingerprinting technique.
Additionally, we investigate how different Bluetooth power-classes influence the
performance, and evaluate the performance/cost tradeoff. Finally, we investigate
the effect of different ways of constructing a radio map with respect to user
orientation. Traditionally, a fingerprint is constructed by measuring RSS values
in four orthogonal orientations and then averaging them [1,2]. However, this may
mask important RSS differences dependent on orientation as noted in [14,15].
Thus we have compared three different radio map construction methods:

– Average Method
– Four Directions Method
– Single Direction Method

The average method refers to the traditional approach of constructing a fin-
gerprint. The four directions method keeps all four fingerprints without averag-
ing them. Finally, the single direction method is identical to the four directions
method in the offline phase. However, when matching the fingerprints in the
online phase, only a subset of fingerprints, corresponding to the user’s current
orientation, is searched. The intuition is that accuracy may be improved by dis-
regarding fingerprints from other directions that may potentially yield erroneous
results. The vision is that the system is able to deduce orientation of the user
either by harnessing a compass, which is available in many smartphones today,
or by using the history of previously estimated locations to deduce a path, which
may provide a heuristic of user orientation.

The remainder of this paper is organised as follows: Section 2 describes related
work on IPSs, Section 3 presents the challenges of using Bluetooth as an IPS
technology, Section 4 describes the methodology of our research, followed by
Section 5 where the results are evaluated, and finally, Section 6 concludes the
paper.

2 Related Research

As mentioned, signals are vulnerable and influenced by several environmental
factors such as reflection, changing humidity levels, presence of people, and mul-
tipath fading. The interplay of influencing factors means that traditional trilat-
eration and signal propagation techniques are not equipped to deliver accurate
position estimates [3,4,17].

Wi-Fi is a widely adopted as technology for indoor positioning. As Wi-Fi and
Bluetooth operate on the same frequency band, they are both vulnerable to the
same impacting environmental factors. One of the primary motivations for us-
ing Wi-Fi is that it is ubiquitous; many facilities such as educational institutions
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and companies include a Wi-Fi infrastructure for extending the Intranet for the
mobile users. Hence, the deployment cost of a Wi-Fi based IPS is low.

The RADAR project [17], carried out at Microsoft Research, pioneered the
field of IPSs by proposing the location fingerprinting technique to enable ac-
curate indoor positioning in the face of a noisy Wi-Fi channel. The RADAR
project used a deterministic Nearest Neighbour algorithm to match online fin-
gerprints against the offline fingerprints saved in the radio map resulting in a
median accuracy of 2.94 meters. Subsequent research efforts have tried to im-
prove the obtainable positioning accuracy by different classification algorithms,
including Support Vector Machines [5,6], Neural Networks [7,8], and Bayesian
Inference [18,19]. Moreover, motion models have been applied to counter adverse
effects caused by increased signal strength fluctuations when users are moving
[1,20] (We refer to survey papers such as [21,22] for an additional overview
of existing algorithmic approaches). However, the obtainable accuracy can not
be attributed exclusively to the use of a particular location determination al-
gorithm, as it is also affected by factors such as the number and placement
of access points, the number of samples used in the measurement process, the
density of the radio map, the sensitivity of the antennas, orientation, and the
environment [1,3,23]. In fact, the obtainable accuracy is inherently limited by
the very nature of the Radio Frequency (RF) signals: Elnahrawy et al. [24] per-
formed an extensive study that compared a wide range of different positioning
algorithms. The study concluded that ten feet accuracy represents a feasible
lower bound due to inherent limitations of differentiating RSS values at closer
distances. Therefore, at roughly the ten feet mark, algorithms are only able to
improve the precision, i.e., the percentage or confidence with which a given accu-
racy is obtained. However, ten feet accuracy is still more than enough to support
a wide range of IPSs.

Commercial Bluetooth IPSs have typically used trilateration or discrete posi-
tioning to deliver context-aware information to end-users in certain information
zones [13,25]. Lower granularity position estimates are acceptable for pushing
content to end-users whereas navigation scenarios impose higher demands on
positioning accuracy.

3 Bluetooth Challenges

Using Bluetooth for indoor positioning introduces some challenges which we
have not observed elsewhere in the Wi-Fi literature. The following describes the
challenges we have encountered in our work and our solutions to these.

3.1 Received Signal Strength Indicator (RSSI) Values

The Bluetooth specification [26] dictates that a signal strength can be read in
terms of an RSSI value, which, as the name implies, is a metric indicating the
strength of the signal. However, the problem is that the Bluetooth specification
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does not prescribe a standardised mapping between the RSS values measured
in dBm and the RSSI values. This means that individual Bluetooth vendors are
responsible for implementing their own mapping. Typically, an interval of RSS
values are mapped to one RSSI value, hence the distribution granularity is rel-
atively coarse. However, the granularity may be sufficient if the RSSI values are
distributed such that small changes in distance yield distinguishable RSSI val-
ues. To ensure that the Bluetooth implementation on the mobile phone exhibits
this behaviour, we have made preliminary experiments where RSSI values are
measured at different distances using a Class 2 Bluetooth device [14]. As shown
in Figure 1, the RSSI values are distinguishable at the different distances and
the Bluetooth implementation on the mobile phone is thus applicable for indoor
positioning.

Fig. 1. Relationship between RSSI values as a function of distance

Furthermore, it should be noted that they follow the radio propagation models
describing the theoretical relationship between RSS and distance to be logarith-
mic [27] for distances up to 20 meters. This is a rather interesting result since
the Bluetooth specification describes that Class 2 devices have an effective range
of 10 meters and that useful RSSI values cannot be expected if this range is in-
creased. However, as evidenced by the graph in Figure 1, the experiment yielded
results that are in accordance with the radio propagation model. Hence, we can
conclude, that our Class 2 devices do not exhibit unusual behavior at distances
up to 20 meters thereby proving them amenable for comparison with Class 1
devices that theoretically, according to the Bluetooth specification, can yield
useuful RSSI values up to a range of 100 meters.
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3.2 RSSI Cache

Through observations [15], we determined that the implementation of RSSI value
measurement on our mobile phone updates an internal RSSI value cache when-
ever it receives a signal in the form of a packet from one of its peers, and it is
this value which is returned when enquired. If multiple enquiries are made for
the RSSI value in-between updates, the same value is returned multiple times.
It is subject to further research whether this problem applies to all Bluetooth
hardware, or only for particular models. However, it indicates that the problem
requires some attention when developing indoor position systems. A simple so-
lution is to force the cache to be updated whenever RSSI values are enquired, by
setting up a small communication which ensures that the internal RSSI cache is
updated.

3.3 Measuring RSSI Values

An important characteristic of Bluetooth is its usage of frequency hopping in
order to reduce the impact of interference from other wireless communication
using the same frequency [26]. Specifically, Bluetooth hops every 625 microsec-
onds between 78 frequencies with 1 MHz intervals above 2.4 GHz. This impacts
the time required for discovering visible devices and connecting to devices since
the frequencies must be searched to synchronise. As a consequence, a search that
with high probability detects all discoverable Bluetooth devices takes up to 10
seconds [28], hence doing this will only allow position estimates to be made with
this interval. However, [29] have shown that the search time can be optimised
by manually decreasing the search time to 5 seconds since this does not decrease
the quality of the search. That is, Bluetooth position estimates can be made
with 5 seconds intervals.

In a deployment, we suggest to reduce the search time to 5 seconds, and, if
supported by the hardware, make a discovery search return the RSSI values for
the discovered devices. However, in our research, we want to test in a controlled
environment, and therefore, we make manual connections to the access points.

4 Method

Currently, Bluetooth devices are classified into three power-classes denoting the
power of the transmitted signals and thereby the effective range of these. Class
1, 2, and 3 have theoretical ranges of 100, 10, and 1 meters, respectively. Class
1 devices, given their communication range, offer the lowest installation cost
of a Bluetooth-based IPS, but Class 2 devices theoretically have the potential
to perform better due to RSSI values being distributed in a lower range which
produces higher diversity in fingerprints on smaller distances [15]. Class 3 devices
are not considered applicable for an IPS due to the short communication range
and thereby high cost.
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The applicability of Class 1 and 2 Bluetooth location fingerprinting IPSs has
been evaluated by performing experiments in three different environments. As
part of the evaluation, it has been examined how the average method, four di-
rections, and single direction approaches influence the results.

4.1 Hardware

The experiments were conducted using three types of hardware: A mobile phone,
access points, and Bluetooth adapters for the access points. Table 1 specifies the
hardware used and the corresponding price.

Table 1. Specification and price of used hardware in the experiments

Mobile Phone
Device HTC Touch Diamond
Operating System Windows Mobile 6.1

Access point
Device Asus WL-500gP V2
Firmware OpenWRT Kamikaze 8.09.1
Price 93.96 Eur

Bluetooth Class 1 Adapter
Device Belkin Bluetooth USB
Price 10.00 Eur

Bluetooth Class 1 Adapter
Device Deltaco BT-108 USB
Price 14.63 Eur

Bluetooth Class 2 Adapter
Device Kensington BT Micro USB
Price 29.99 Eur

4.2 Test Bed and Setup

The experiments are conducted in three different environments (denoted Cluster
1 to 3) at the Department of Computer Science at Aalborg University. The floor
plans of the clusters are shown in Figure 2 and 3. Note that the floor plans of
Cluster 1 and 2 are equal.

Following is a description of each of the clusters:

Cluster 1. Is primarily a corridor environment containing many offices that
leads to a common room. The experiments were conducted in the summer
period, and this cluster remained empty from people and Wi-Fi activity was
at a minimum. This environment was chosen to provide a picture of how
Bluetooth applies under nearly optimal conditions.
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Fig. 2. Floor plan of Cluster 1 and Cluster 2. Circles represent fingerprinted locations.
The marked line indicates the walked route during the online phase.

Fig. 3. Floor plan of Cluster 3
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Cluster 2. The floor plan of this environment is equivalent to Cluster 1. How-
ever, the significant difference is that many negatively impacting factors
were present. These include people in the majority of the offices, high Wi-Fi
activity, and other temporal differences in the environment caused by the
presence of people. This cluster was chosen to provide evidence for whether
or not Bluetooth is sufficiently robust to sustain many temporal differences
in the environment.

Cluster 3. This environment is not equivalent to the two aforementioned. It
resembles medium Wi-Fi activity and people density and is generally a more
open environment containing a wide range of different surface materials and
obstacles. The environment was primarily chosen to determine how well
Bluetooth performs in a different environment than the others.

Fingerprints in the offline phase were collected according to the four directions
method, since data collected using this method can be used to derive radio maps
for the remaining two methods. For each fingerprint, 20 RSSI values for each
detectable access point were collected in a round-robin fashion 10 times. This
gives a total of 200 RSSI values per access point collected over a period of time,
reducing the impact of the natural fluctuation of RSSI values [15].

This approach is consistent with the fact that the values are normally dis-
tributed. We have demonstrated this distribution experimentally by sampling
RSSI values at a constant distance. The distribution of these is shown in Fig-
ure 4. Hence a certain amount of values can be averaged to indicate which RSSI
value is most likely to be obtained on the specific position from a specific access
point.

Fig. 4. Histogram showing the frequency of each measured RSSI value at a 4 meters
distance
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Fingerprinted locations were spaced three meters apart, and access points
were placed such that three access points were detectable at each fingerprinted
location.

In the online phase, a path covering the majority of the given cluster was
walked in both directions. Online fingerprints were collected by measuring RSSI
values when moving between two adjacent positions along the path. When the
latter position was reached, the measurements were stored. During all measure-
ments, the mobile phone was positioned in the hand of the user to resemble
normal usage and the walking speed was approximately 1m/s.

A benchmarking tool was developed which calculates the cumulated accuracy
of a walked path in the online phase given a radio map and online fingerprints
[15]. The tool uses K-Nearest Neighbour (KNN) and the Manhattan distance
to match online fingerprints against the radio map. In our case, we have chosen
K = 3. The results from the average method were obtained by comparing the
online fingerprints against the averaged values in the radio map. The results
from the four directions method were obtained by comparing online fingerprints
against the radio map entries in all directions. Finally, the single direction results
were obtained by comparing online fingerprints against the subset of fingerprints
that matches the user’s orientation.

5 Results

This section summarises the results of the Class 1 and 2 Bluetooth experiments in
the three different environments using the three different radio map construction
methods. Figures 5 and 6 show the results of the construction methods with Class
1 and 2 devices, respectively.

Figure 5 shows the results of using the three different methods together with
Class 1 devices. As can be seen, Class 1 differences are negligible with different
construction methods. In contrast, Class 2 devices indicate greater variations
(see Figure 6). Here, the single direction method tends to be better up until the
6 meter accuracy mark. This behaviour is likely attributed to the fact the Class
2 devices use a lower power output which means that larger fluctuations occur
if a person breaks the line of sight between a sender and receiver.

Comparing the overall performance of Class 1 and 2 devices from the graphs,
it can be seen that they have a similar median accuracy (around 2 meters)
with the single direction method. The performance remains similar up until the
85% precision mark (at ca. 6 meters). After that, the accuracy curve of the
Class 2 devices grows more steeply, and 8 meters accuracy is achieved with 95%
precision compared to ca. 11 meters for Class 1 devices. Of course, the question
for a given deployment is whether the final performance boost of Class 2 devices
warrants the increased hardware cost. To cover very large areas, approximately
ten times more Class 2 devices are needed due to the shorter communication
ranges. Motion models, such as the weighted graph model suggested in [1] may
prove to even out the differences at no extra hardware cost.
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Fig. 5. Accuracy for the different map construction methods using Class 1
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Fig. 6. Accuracy for the different map construction methods using Class 2
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5.1 Class 1 and 2 Performance in Different Environments

Figure 7 illustrates the differences caused by environmental factors. The results
indicate that the best accuracy is observed in Cluster 1 - the office environ-
ment where relatively few people were present at the time of the experiment.
In comparison, Cluster 2 - the same office plan but with more people present
- illustrates the effect on positioning accuracy in a more dynamic environment.
The main difference between Cluster 2 and Cluster 3 is that Cluster 3 contains
a significantly more open environment with a diverse set of obstacles such as
continuous pillars in each side of the corridor; factors that are known to impact
the Bluetooth signals [4]. However, the median accuracy in Cluster 3 with Class
1 devices is still below three meters, thus, demonstrating the applicability of
Bluetooth location fingerprinting with low-cost equipment.
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Fig. 7. Class 1 accuracy in the different environments using the single direction method

5.2 Summary

To better distinguish the different configurations, Table 2 summarises the ac-
curacy for different configurations at certain percentiles interpreted from the
graphs.

As shown, the accuracy is 2-3 meters at the 50th percentile for all the config-
urations. A similar constant accuracy is observed at the 80th percentile where
the accuracy is 5-6 meters. Finally, at the 90th percentile the accuracy ranges
from 7 to 10 meters. From table 2 it is clear that Class 2 devices give better
accuracy, especially at the higher percentiles.



148 C. Frost et al.

Table 2. The achievable accuracy at given percentiles using Class 1 and 2 devices.
Furthermore, whether the accuracy is for the single direction, four directions or average
direction construction method is denoted as Single, Four, and Average, respectively.

Percentile
Class 1 Class 2

Single Four Average Single Four Average

50 2m 3m 3m 2m 2m 3m
80 6m 5m 6m 6m 6m 6m
90 10m 10m 10m 7m 10m 7m

6 Conclusion

In this paper, we have examined the positioning accuracy of Class 1 and 2 Blue-
tooth IPSs using the location fingerprinting technique and low-cost Bluetooth
dongles that function as Bluetooth infrastructure. The impact of orientation
was examined by comparing three different radio map construction methods.
The single direction method, where a user’s current orientation is used as a pa-
rameter in location determination, indicates to have a positive effect on the
achievable positioning accuracy with Class 2 devices. Overall, the experiments
showed that both Class 1 and 2 devices are able to achieve 2 meters median
accuracy. These results, coupled with the fact that the signal strength measure-
ment process can be conducted simultaneously for Bluetooth and Wi-Fi, means
that accurate IPSs that target the maximum number of end-users can be devel-
oped easily and cheaply. Furthermore, using Bluetooth in isolation in IPSs can
potentially reduce the power consumption of the mobile phones.

Using Bluetooth as foundation for an IPS, we observed some challenges which
must be accounted for. Initially, one must be aware of the usage of RSSI val-
ues and how they are affected by increasing the distance from transmitter and
receiver. Through an analysis, we showed that the equipment used in our exper-
iments, distributes the RSSI values sufficiently over increasing distances, hence
allowing for fingerprints with fine granularity.
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Abstract. Real-time, indoor user localization, although limited to the
current user position, is of great practical importance in many Ambient
Assisted Living (AAL) applications. Moreover, an accurate prediction of
the user next position (even with a short advice) may open a number
of new AAL applications that could timely provide the right services in
the right place even before the user request them. However, the prob-
lem of forecasting the user position is complicated due to the intrinsic
difficulty of localization in indoor environments, and to the fact that dif-
ferent paths of the user may intersect at a given point, but they may
end in different places. We tackle with this problem by modeling the lo-
calization information stream obtained from a Wireless Sensor Network
(WSN) using Recurrent Neural Networks implemented as efficient Echo
State Networks (ESNs), within the Reservoir Computing paradigm. In
particular, we have set up an experimental test-bed in which the WSN
produces localization information of a user that moves along a number
of different paths, and in which the ESN collects localization information
to predict a future position of the user at some given mark points. Our
results show that, with an appropriate configuration of the ESN, the sys-
tem reaches a good accuracy of the prediction also with a small WSN,
and that the accuracy scales well with the WSN size. Furthermore, the
accuracy is also reasonably robust to variations in the deployment of the
sensors. For these reasons our solution can be configured to meet the
desired trade-off between cost and accuracy.

Keywords: Movement Forecasting, Sensor Stream Analysis, Received
Signal Strength, Echo State Networks, Wireless Sensor Networks, Am-
bient Assisted Living.

1 Introduction

Wireless Sensor Networks (WSN) [7] are a recent development for unattended
monitoring, which resulted particularly useful in many different application fields.
In a typical deployment, a WSN is composed by a number of wireless sensors:
small micro-systems that embed a radio transceiver and a set of transducers

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 151–168, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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suitable to monitor different environmental parameters. In many applications
sensors are battery powered. One of the most promising application is Ambi-
ent Assisted Living (AAL) [12], an innovation funding program issued by the
European Commission. AAL seeks for solutions integrating different technolo-
gies suitable for the improvement of the quality of life of elders and disabled in
the environments where these people live (primarily in their houses) and work.
In AAL spaces WSN play an important role as they are generally the primary
source of context information about the user. For example WSN can monitor
physiological parameter of the user, the environmental conditions and his/her
movements and activities [34]. In most cases, raw data acquired by the WSN
is given in input to software components that refine this information and that
forecast the behavior or needs of the user in order to supply the user with ap-
propriate services. In this paper we consider a scenario related to forecasting of
user movements. In this scenario the user is localized in real time by a WSN
(composed by low cost, low power sensors such as those of mote class [1]), and
localization information is used to predict (with a short advance) whether the
user will enter in a room or not, in order to timely supply the user with some
services available in the room where the user is entering in. To this purpose the
user wears a sensor, whose position is computed by a number of static sensors
(also called anchors) deployed in the house. The sensor on the user and the en-
vironmental sensors exchange packets in order to compute the Received Signal
Strength (RSS) for each packet, and use this information to evaluate the position
of the user in real time. Although simple, this approach faces two main prob-
lems. The first is that indoor user localization is not sufficient by itself, since the
current user position is not sufficient to predict the future behavior of the user.
The second is that RSS measurements in indoor environments are rather noisy
and this fact makes localization information imprecise. This latter problem is
due both to multipath effects of indoor environments, and to the fact that the
body of the user affects the radio signal propagation with irregular patterns,
depending on the orientation of the user, orientation of the antenna etc. Over-
all, the considered scenario requires an approach which is adaptive, efficient and
robust to the input noise. For this reasons, we take into consideration Machine
Learning models in general, and neural networks in particular. More specifically,
we exploit Recurrent Neural Networks (RNNs) [22], a class of dynamical neu-
ral network models that can work directly on the streams of RSS produced by
the environmental sensors rather than on a localization information. The RNN
takes into account also past measurements that reflect the history of previous
movements, in order to overcome the fact that the current user position does not
provide enough information. In particular, we consider the Reservoir Computing
(RC) [26, 37] approach for modeling RNNs. Featured by extreme efficiency, RC
models represent ideal candidates for approaching the problem in the consid-
ered scenario. Efficiency of the learning model used is in fact a critical factor,
in particular in view of its deployment within the sensors themselves. In this
work we present the results of a set of experiments in a real indoor environment
aimed at producing a sufficiently large dataset to be used for the learning and
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evaluation of the RC model, and we evaluate our solution in terms of predictive
classification accuracy and cost. In particular, we evaluate the cost in terms of
the number of anchors that are necessary to achieve the desired accuracy and
in terms of independence from the actual deployment of the anchors (that we
evaluate by comparing the accuracy of the predictions depending on the position
of the anchors) which has a direct impact on deployment costs. In our experi-
ments we show that our approach provides optimal accuracy with 4 anchors, but
it can already provide a good accuracy even with a single anchor. Furthermore
our approach scales with the number of anchors, hence it can be easily tuned in
order to attain the desired trade-off between accuracy and cost of the solution.

2 Related Work

In the past years, many developed indoor positioning systems extract the location-
dependent parameters such as time of arrival, time difference of arrival and angle
of arrival [35] from the received radio signal transmitted by the mobile station.
Such a measurement needs to be estimated accurately and it requires line of
sight (LOS) between the transmitter and the receiver. Furthermore, it requires
specialized and expensive hardware integrated into the existing equipments. Due
to the high implementation cost, the indoor positioning system based on the use
of RSS thus gets more and more interests. Since the deployments of WLAN in-
frastructures are widespread and the RSS sensor function is available in every
802.11 interface, the RSS-based positioning system is obviously a more cost-
effective solution.

The model-based positioning approach is one of the most widely used technol-
ogy seen in the literature since it expresses the radio frequency signal attenuation
using a path loss model [8, 9]. From an observed RSS, these methods triangu-
late the person based on a distance calculation from multiple access points.
However, the relationship between position and RSS relationship is highly com-
plex due to multipath, metal reflection, and interference noise. Thus, the RSS
propagation may not be adequately captured by a fixed invariant model. In
contrast to model-based positioning, fingerprinting based RSS approaches are
used [6, 23, 31, 39]. Fingerprints are generated during an offline training phase,
where RSS data is collected at a set of marked training locations. The most
challenging aspect of the fingerprinting based method is to formulate a distance
calculation that can measure similarity between the observed RSS and the known
RSS fingerprints. Various Machine Learning techniques can be applied to the lo-
cation estimation problem [21]. Probabilistic method [28], k-nearest-neighbor [6],
neural networks [29], and Support Vector Machines [23] are exploited in pop-
ular positioning techniques based on the location fingerprinting. Euclidean dis-
tance based calculation has been used in [20] to measure the minimum distance
between the observed RSS and the mean of the fingerprints collected at each
training point. RADAR [6] uses a k-nearest-neighbors method in order to find
the closest match between fingerprints and RSS observation. Recently, research
efforts have concentrated on developing a better distance measure that can take
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into account the variability of the RSS training vectors. These methods esti-
mate probability density for the training RSS and then compute likelihood/a
posteriori estimates during the tracking phase using the observed RSS and the
estimated densities [39]. User localization is then performed using a maximum-
likelihood (ML) or maximum a posteriori (MAP) estimate of position. All these
location determination methods do not solve the problem to forecast the user be-
haviors leveraging on empirical RSS measures. The Machine Learning approach
can take advantage of training RSS data to capture characteristics of interest of
their unknown underlying probability distribution. In this paper we consider the
Echo State Network (ESN) [17, 18] model within the RC paradigm for model-
ing of RNNs. ESNs are dynamical neural networks used for sequence processing
tasks. One of the main characteristics of ESNs is the efficiency of the approach.
Learning is indeed restricted to a simple linear output tool, while the dynami-
cal part of the network (the reservoir) is left untrained after initialization. The
contractive reservoir dynamics provides a fading memory of past inputs, allow-
ing the network to intrinsically discriminate among different input histories [17]
in a suffix-based fashion [13, 14, 36], even in the absence of training. Despite
the extreme efficiency of the approach, ESNs have been successfully applied to
many common tasks in the area of sequence processing, often outperforming
other state-of-the-art learning models for sequence domains (e.g. [17, 18]). In
particular, in the last years ESN models have shown good potentialities in a
range of tasks related to autonomous systems modeling. Examples of such tasks
include event detection and localization in autonomous robot navigation [4, 5],
multiple robot behavior modeling and switching [3, 38], robot behavior acquisi-
tion [16] and robot control [30]. However, such applications are mostly focused
on modeling robot behaviors and often use artificial data obtained by simula-
tors (e.g. [3–5, 38]). In this paper we apply the ESN approach to a real-world
scenario for user indoor movements forecasting, characterized by real and noisy
RSS input data, paving the way for potential applications in the field of AAL.

3 Experimental Setup

We carried out a measurement campaign on the first floor of the the ISTI insti-
tute of CNR in the Pisa Research Area, in Italy. The environment is composed
of 2 rooms (namely Room 1 and Room 2), which are typical office environments
with overall dimensions of approximately 12 m by 5 m divided by an hallway.
The rooms contain typical office furniture: desks, chairs, cabinets, monitors that
are asymmetrically arranged. This is a harsh environment for wireless commu-
nications because of multi-path reflections due to walls and interference due
to electronic devices. For the experiments we used a sensor network of 5 IRIS
nodes [1] (4 sensors, in the following anchors, and one sensor placed on the
user, hereafter mobile), embedding a Chipcon AT86RF230 radio subsystem that
implements the IEEE 802.15.4 standard. The experiments consisted in a set of
measures between anchors and mobile. Figure 1 shows the anchors deployed in
the environment as well as the movements of the user. The height of the anchors
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Fig. 1. Test-bed environment where the measurements have been done. The positions
of the anchors, and the 6 user movements are shown.

was 1.5 m from the ground and the mobile was worn on the chest. The measure-
ments were carried out in empty rooms to facilitate a constant speed of the user
of about 1 m/s. Each measure collected about 200 RSS samples (integer values
ranging from 0 to 100), where every sample was obtained by sending a beacon
packet from the anchors to the mobile at regular intervals, 10 times per second,
using the full transmission power of the IRIS. During the measures the user per-
forms two types of movements: straight and curved, for a total of 6 paths (2 of
which straight) that are shown in Fig. 1 with arrows numbered from 1 to 6. The
straight movement runs from Room 1 to Room 2 or viceversa (paths 1 and 5 in
Fig. 1) for 50 times in total. The curved movement is executed 25 times in Room
1 and 25 times in Room 2 (paths 2, 3, 4 and 6 in Fig. 1). Each path produces a
trace of RSS measurements that begins from the corresponding arrow and that
is marked when the user reaches a point (denoted with M in Fig. 1) located at
60 cm from the door. Overall, the experiment produced about 5000 RSS samples
from each of the 4 anchors. The marker M is the same for all the movements,
therefore the different path can not be only distinguished from the RSS values
collected in M. The scenario and the collected RSS measures described so far can
naturally lead to the definition of a binary classification task on time series for
movements forecasting. The RSS samples from the four anchors are organized in
100 input sequences, corresponding to the conducted measures until the marker
(M) is reached. The RSS traces can be freely downloaded in [2]. Each single
trace is stored in a separate file that contains one row for each RSS measure-
ment. Each row has 4 columns corresponding to: anchor ID, sequence number of
the beacon packet, RSS value, and the boolean marker (1 if that measurement is
done in point M, 0 otherwise). The resulting input sequences have length varying
between 16 and 101. A target classification label is then associated to each input
sequence, namely +1 for entering movements (paths 1 and 5 in Fig. 1) and −1
for non-entering ones (paths 2, 3, 4 and 6 in Fig. 1). The constructed dataset is
therefore balanced, i.e. the number of sequences with positive classification is
equal to the number of sequences with negative classification.
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3.1 Slow Fading Analysis

The wireless channel is affected bymultipath fading that causes fluctuations in the
receiver signals amplitude and phase. The sum of the signals can be constructive or
destructive. This phenomenon, together with the shadowing effect, may strongly
limit the performance of wireless communication systems and makes the RSS val-
ues unstable. Most of the recent research works in wireless sensor networks, mod-
eled wireless channel with Rayleigh fading channel model [11,25], which is suitable
channel model for wireless communications in urban areas where dense and large
buildings act as rich scatterers. In indoor environments Nakagami or Ricean fad-
ing channel model works well, because it contains both non-LOS and LOS com-
ponents. But Nakagami-m distribution function, proposed by Nakagami [27], is
a more versatile statistical representation that can model a variety of fading sce-
narios including those modeled by Rayleigh and one-sidedGaussian distributions.
Furthermore, in [33] the authors demonstrated that Nakagami-m distribution is
more flexible and fits more accurately with experimental data for many propa-
gation channels than the other distributions. We observe that the received signal
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Fig. 2. Distribution of received power level from the anchor A4 and Nakagami-m dis-
tribution with μ = 0.58 and ω = 17.22

envelope is modulated by a slow fading process that produce an oscillation of RSS
with respect its mean. This is due to multipath effects caused by scattering of
the radio waves on office furniture. In order to verify this hypothesis, we look for
the signature of multipath fading, by considering the distribution of the received
power. The fading distribution approximates a Nakagami-m distribution around
the mean received power. The Nakagami-m distribution has two parameters: a
shape parameterm and a controlling spreadω. ω andm, lie in the range from 17 to
50 and from 0.5 to 0.8 for most of the measurements, respectively. The distribution
observed on measured data (Fig. 2 shows an example for the same measurement
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Fig. 3. Nakagami parameters of the different user paths

as above and for the anchor A4) are consistent with what is observed in [33]. As
far as the dependence of the fading statistics on measurement parameters is con-
cerned, we observe that the power spectrum is similar for all the measurements.
In fact, m and ω are similar for all the measurements. For the arc movements, the
Nakagami parameters are more widely spread, as shown in Fig. 3 with respect to
the straight ones. As highlighted in Fig. 3 all the paths produce similar RSS traces,
making it hard to forecasting the user behavior. Despite the similar RSS distribu-
tions, in Section 5 we will show that the proposed system is able to forecast the
user behavior. It is also interesting to note that the traces collected in Room 1
can be modeled with m parameter values more close together with respect to the
traces collected in Room 2. Consequently, we expect that the proposed systemwill
mis-classify these paths more frequently.

4 Model

An ESN is a RNN with an input layer ofNU units, a large and sparsely connected
hidden reservoir layer of NR recurrent non-linear units and a readout layer of
NY feed-forward linear units (see Fig. 4).

The untrained reservoir acts as a fixed non-linear temporal expansion function,
implementing an encoding process of the input sequence into a state space where
the trained linear readout is applied. More formally, given an input sequence
s = [u(1), . . . ,u(n)] over the input space RNU , at each time step t = 1, . . . , n the
reservoir computes the following state transition function:

x(t) = f(Winu(t) + Ŵx(t− 1)) (1)
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Fig. 4. The architecture of an ESN

where x(t) ∈ RNR denotes the reservoir state (i.e. the output of the reservoir
units) at time step t, Win ∈ RNR×NU is the input-to-reservoir weight matrix

(possibly including a bias term), Ŵ ∈ RNR×NR is the (sparse) recurrent reservoir
weight matrix and f is the component-wise applied activation function of the
reservoir units (we use f ≡ tanh). A null initial state is used, i.e. x(0) = 0 ∈ RNR .
For the case of sequence binary classification tasks, which is of interest for this
paper, the linear readout is applied only after the encoding process computed
by the reservoir is terminated, according to the equation:

y(s) = sgn(Woutx(n)) (2)

where sgn is a sign threshold function returning +1 for non-negative arguments
and −1 otherwise, y(s) ∈ {−1,+1} is the output classification computed for the
input sequence s and Wout ∈ RNY ×NR is the reservoir-to-output weight matrix
(possibly including a bias term).

In this paper we also consider leaky integrator ESNs (LI-ESNs) [19], in which
leaky integrator reservoir units are used. In this case, the state transition function
of equation 1 is replaced by the following:

x(t) = (1− a)x(t − 1) + af(Winu(t) + Ŵx(t− 1)) (3)

where a ∈ [0, 1] is a leaking rate parameter, which is used to control the speed
of the reservoir dynamics, with small values of a resulting in reservoirs that
react slowly to the input [19, 26]. Compared to the standard ESN model, LI-
ESN applies an exponential moving average to the state values produced by the
reservoir units (i.e. x(t)), resulting in a low-pass filter of the reservoir activations
that allows the network to better handle input signals that change slowly with
respect to the sampling frequency [5, 26]. LI-ESN state dynamics are therefore
more suitable for representing the history of input signals. Note that for a =
1 equation 3 reduces to equation 1 and standard ESNs are obtained. In the
following, we thereby use equation 3 to refer the reservoir computation for both
LI-ESN and ESN (with a = 1).

The reservoir is initialized to satisfy the so called Echo State Property (ESP)
[17]. The ESP simply states that the reservoir state of an ESN driven by a long
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input sequence does only depend on the input sequence itself. Dependencies on
the initial states are progressively forgotten after an initial transient (the reser-
voir provides an echo of the input signal). A sufficient and a necessary condition
for the reservoir initialization are given in [17]. Usually, only the necessary con-
dition is used for reservoir initialization, whereas the sufficient condition is often
too restrictive [10, 17]. The necessary condition for the ESP is that the system
governing the reservoir dynamics of equation 3 is locally asymptotically stable
around the zero state 0 ∈ RNR . Setting W̃ = (1−a)I+aŴ, where a is the leak-
ing rate parameter of equation 3, the necessary condition is satisfied whenever
the following constraint holds:

ρ(W̃) < 1 (4)

where ρ(W̃) is the spectral radius of W̃. In the following, for the ease of notation,

we simply use ρ to refer the spectral radius of matrix W̃. Matrices Win and Ŵ
are therefore randomly initialized from a uniform distribution, and then Ŵ is
scaled such that equation 4 holds. Values of ρ close to 1 are commonly used
in practice, leading to reservoir dynamics close to the edge of chaos [24], often
resulting in the best performance in applications (e.g. [17]).

For sequence classification tasks, each training sequence is presented to the
reservoir a number of Ntransient consecutive times, to account for the initial
transient. The final reservoir states corresponding to the training sequences are
collected in the columns of matrix X, while the vector ytarget contains the cor-
responding target classifications. The linear readout is therefore trained to solve
the least squares linear regression problem

min ‖WoutX− ytarget‖22 (5)

Usually, Moore-Penrose pseudo-inversion of matrix X or ridge regression are
used to train the readout [26].

The most striking feature of ESNs is efficiency. Indeed, training is restricted
only to a linear output part and is very efficient, whereas the dynamic part of
the network is fixed and the cost of its encoding procedure scales linearly with
the length of the input for both training and test. In this regard, the ESN ap-
proach compares extremely well with competitive state-of-the-art learning mod-
els for sequence domains, including RNNs (in which the dynamic recurrent part
is trained, e.g. [22]), Hidden Markov Models (with the additional cost for the
inference also at test time, e.g. [32]) and Kernel Methods for sequences (whose
cost can scale quadratically or more with the length of the input, e.g. [15]).

5 Computational Experiments

5.1 Experimental Settings

Accordingly to the classification task defined in Section 3, the t-th element u(t)
of an input sequence s consists in the t-th set of RSS samples from the different
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anchors considered in the corresponding measure, rescaled into the real interval
[−1, 1]. Each input sequence was presented Ntransient = 3 times to account
for the initial transient. For our purposes, we considered different experimental
settings in which the RSS from one or more of the four anchors is non-available.
Therefore, the dimension of each u(t) can vary from 1 to 4 depending on the
setting considered, i.e. on the number Nanchors of anchors used.

In our experiments, we used reservoirs with NR = 500 units and 10% of
connectivity, spectral radius ρ = 0.99 and input weights scaled in the interval
[−1, 1]. For LI-ESNs, we used the leaking rate a = 0.1. A number of 10 indepen-
dent (random guessed) reservoirs was considered for each experiment (and the
results presented are averaged over the 10 guesses). The performances of ESNs
and LI-ESNs were evaluated by 5-fold cross validation, with stratification on the
movement types, resulting in a test set of 20 sequences for each fold. For model
selection, in each fold the training sequences were split into a training and a
(33%) validation set. To train the readout, we considered both pseudo-inversion
and ridge regression with regularization parameter λ ∈ {10−3, 10−5, 10−7}. The
readout regularization was chosen by model selection on the validation set.

5.2 Experimental Results

Number of Anchors. In this subsection we present the performance results ob-
tained by ESNs and LI-ESNs corresponding to the different experimental settings
considered, with a number of anchors Nanchors varying from 1 to 4. For every
value of Nanchors, the results are averaged (and standard deviations are com-
puted) over the possible configurations of the anchors. The accuracies on the test
set achieved by ESNs and LI-ESNs are graphically shown in Fig. 5. It is evident
that the performances of both ESNs and LI-ESNs scale gracefully (and almost
linearly) with the number of anchors used, i.e. with the cost of the WSN. The
accuracy of ESNs varies from 0.53 (for Nanchors = 1) to 0.66 (for Nanchors = 4),
whereas the accuracy of LI-ESNs varies from 0.81 (for Nanchors = 1) to 0.96
(for Nanchors = 4). Thus, the performance of the LI-ESN model is excellent for
Nanchors = 4, scaling to acceptable values even for Nanchors = 1. In this regard
it is also interesting that ESNs are consistently outperformed by LI-ESNs for
every value of Nanchors. This result enlightens the better suitability of LI-ESNs
for appropriately emphasizing the overall input history of the RSS signals con-
sidered with respect to the noise. The ROC plot in Fig. 6 provides a further
graphical comparison of the test performances of ESNs and LI-ESNs.

Tables 1, 2, 3 and 4 detail the mean accuracy, sensitivity and specificity of
ESNs and LI-ESNs, respectively, on the training and test sets, for increasing
Nanchors. For both ESNs and LI-ESNs, sensitivity is slightly higher than speci-
ficity on the test set.

The nice scaling behavior of the performance with the decreasing number of
anchors used, thus with the decreasing cost of the WSN, is also apparent from
Tables 5 and 6, which provide the confusion matrices for ESNs and LI-ESNs,
respectively, averaged over all the test set folds, with 20 sequences each (10 with
positive target, 10 with negative target).
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Fig. 5. Mean accuracy of ESNs and LI-ESNs on the test set, varying the number of
anchors considered

Table 1. Mean training accuracy, sensitivity and specificity of ESNs, varying the
number of anchors considered

Nanchors Accuracy Sensitivity Specificity

1 0.96(±0.01) 0.96(±0.02) 0.97(±0.01)
2 1.00(±0.00) 1.00(±0.00) 1.00(±0.00)
3 1.00(±0.00) 1.00(±0.00) 1.00(±0.00)
4 1.00(±0.00) 1.00(±0.00) 1.00(±0.00)

Table 2. Mean test accuracy, sensitivity and specificity of ESNs, varying the number
of anchors considered

Nanchors Accuracy Sensitivity Specificity

1 0.53(±0.05) 0.53(±0.05) 0.53(±0.06)
2 0.55(±0.04) 0.55(±0.06) 0.56(±0.02)
3 0.59(±0.03) 0.59(±0.04) 0.58(±0.02)
4 0.66(±0.00) 0.69(±0.00) 0.63(±0.00)

The distribution of LI-ESN classification errors occurring in correspondence
of each of the path types (see Fig. 1) is provided in Table 7, for the case of
Nanchors = 4. Interestingly, the classification errors mainly occur for input se-
quences which correspond to movements in the Room 1, i.e. paths 1, 2 and 3
in Fig. 1. This actually confirms the coherence of the LI-ESN model with respect
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Table 3. Mean training accuracy, sensitivity and specificity of LI-ESNs, varying the
number of anchors considered

Nanchors Accuracy Sensitivity Specificity

1 0.92(±0.02) 0.97(±0.01) 0.87(±0.04)
2 0.99(±0.01) 1.00(±0.00) 0.98(±0.02)
3 1.00(±0.00) 1.00(±0.00) 1.00(±0.00)
4 1.00(±0.00) 1.00(±0.00) 1.00(±0.00)

Table 4.Mean test accuracy, sensitivity and specificity of LI-ESNs, varying the number
of anchors considered

Nanchors Accuracy Sensitivity Specificity

1 0.81(±0.02) 0.86(±0.04) 0.76(±0.02)
2 0.86(±0.04) 0.88(±0.05) 0.85(±0.04)
3 0.92(±0.04) 0.93(±0.04) 0.90(±0.04)
4 0.96(±0.00) 0.98(±0.00) 0.93(±0.00)

Table 5. Averaged confusion matrix on the test set (with 10 positive samples and 10
negative samples for each fold) for ESNs, varying the number of anchors considered

Nanchors True Positives True Negatives False Positives False Negatives

1 5.29(±0.52) 5.28(±0.57) 4.73(±0.57) 4.71(±0.52)
2 5.46(±0.59) 5.60(±0.24) 4.40(±0.24) 4.54(±0.59)
3 5.90(±0.42) 5.84(±0.22) 4.17(±0.22) 4.10(±0.42)
4 6.90(±0.00) 6.30(±0.00) 3.70(±0.00) 3.10(±0.00)

Table 6. Averaged confusion matrix on the test set (with 10 positive samples and 10
negative samples for each fold) for LI-ESNs, varying the number of anchors considered

Nanchors True Positives True Negatives False Positives False Negatives

1 8.57(±0.40) 7.60(±0.15) 2.40(±0.15) 1.43(±0.40)
2 8.80(±0.52) 8.47(±0.43) 1.53(±0.43) 1.20(±0.52)
3 9.31(±0.45) 9.01(±0.40) 0.99(±0.40) 0.69(±0.45)
4 9.84(±0.00) 9.26(±0.00) 0.74(±0.00) 0.16(±0.00)

to the RSS input signals. Indeed (see Section 3), the movement paths in Room 1
are very similar and more hardly distinguishable among each other (in particular
paths 1 and 2, see Fig. 1) than the path types in Room 2.

Actual Deployment of the Anchors. In this sub-section, we detail the per-
formance results of ESNs and LI-ESNs for each possible configuration of the
set of anchors used, with Nanchors varying from 1 to 4. For each configuration
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Table 7. Distribution of test errors for LI-ESNs in the case Nanchors = 4 (with a total
test error of 4%) occurring for each of the path types in Fig. 1

Test Error (%)
Path 1 Path 2 Path 3 Path 4 Path 5 Path 6

10.76% 51.86% 32.52% 1.43% 3.43% 0%
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Fig. 6. ROC plot of ESNs and LI-ESNs on the test set, varying the number of anchors
considered (indicated beside each point in the graph)

considered, the results are averaged (and the standard deviations are computed)
over the 10 reservoir guesses. Tables 8 and 9 show the mean test accuracy, sen-
sitivity and specificity for ESNs and LI-ESNs, respectively, in correspondence
of every configuration of the anchors. Although the performances achieved in
correspondence of the different choices for the same value of Nanchors are quite
similar, Tables 8 and 9 indicate that specific configurations can result in better
performances. Despite the fact that different combination of anchors could give
different performance was expected (since the disturbance and quality of signal
is clearly affected by the position of the anchors in the environment), we observe
from the tables that the accuracy of the prediction is reasonably robust to the
position of the available anchors, which means that the deployment of the an-
chors does not need to be extremely accurate (thus reducing deployment costs).

On the other hand, the results show clearly that it is better to distribute the
anchors as much as possible, e.g. in Table 9 the worse results are obtained when
the available anchors are in the same room, while with two anchors displaced in
different rooms the system already achieves accuracy in the range 87% - 93%.
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Table 8. Mean test accuracy, sensitivity and specificity of ESNs for the possible
configurations of the considered anchors

Anchors Accuracy Sensitivity Specificity

A1 0.49(±0.06) 0.51(±0.10) 0.47(±0.09)
A2 0.47(±0.05) 0.45(±0.08) 0.48(±0.08)
A3 0.59(±0.06) 0.58(±0.10) 0.61(±0.07)
A4 0.57(±0.06) 0.57(±0.08) 0.56(±0.10)

A1, A2 0.52(±0.06) 0.47(±0.10) 0.56(±0.08)
A1, A3 0.51(±0.07) 0.50(±0.11) 0.52(±0.08)
A1, A4 0.58(±0.07) 0.60(±0.08) 0.57(±0.09)
A2, A3 0.61(±0.07) 0.62(±0.09) 0.60(±0.08)
A2, A4 0.53(±0.06) 0.50(±0.11) 0.55(±0.08)
A3, A4 0.58(±0.06) 0.60(±0.08) 0.56(±0.10)

A1, A2, A3 0.57(±0.07) 0.57(±0.10) 0.56(±0.10)
A1, A2, A4 0.58(±0.06) 0.57(±0.08) 0.59(±0.08)
A1, A3, A4 0.57(±0.06) 0.56(±0.09) 0.57(±0.08)
A2, A3, A4 0.64(±0.06) 0.66(±0.08) 0.62(±0.08)

A1, A2, A3, A4 0.66(±0.07) 0.69(±0.10) 0.63(±0.09)

Table 9. Mean test accuracy, sensitivity and specificity of LI-ESNs for the possible
configurations of the considered anchors

Anchors Accuracy Sensitivity Specificity

A1 0.84(±0.01) 0.90(±0.01) 0.77(±0.01)
A2 0.80(±0.03) 0.85(±0.06) 0.75(±0.03)
A3 0.81(±0.03) 0.88(±0.03) 0.74(±0.02)
A4 0.78(±0.03) 0.79(±0.06) 0.78(±0.03)

A1, A2 0.83(±0.03) 0.87(±0.06) 0.78(±0.02)
A1, A3 0.87(±0.03) 0.89(±0.04) 0.85(±0.05)
A1, A4 0.88(±0.02) 0.91(±0.02) 0.85(±0.02)
A2, A3 0.89(±0.02) 0.89(±0.03) 0.88(±0.03)
A2, A4 0.93(±0.01) 0.95(±0.02) 0.91(±0.02)
A3, A4 0.79(±0.03) 0.78(±0.04) 0.80(±0.05)

A1, A2, A3 0.87(±0.03) 0.89(±0.04) 0.86(±0.04)
A1, A2, A4 0.94(±0.03) 0.96(±0.04) 0.92(±0.03)
A1, A3, A4 0.88(±0.03) 0.89(±0.04) 0.87(±0.03)
A2, A3, A4 0.98(±0.02) 0.99(±0.01) 0.96(±0.03)

A1, A2, A3, A4 0.96(±0.03) 0.98(±0.03) 0.93(±0.03)

6 Conclusions

We have discussed the problem of forecasting the user movements in indoor
environments. This problem cannot be tackled with by using mere user local-
ization, since the information about the current position of the user does not
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necessary provide an indication about his future position. In our approach we
have combined localization information obtained by a wireless sensor network
of MicaZ sensors with a RNN (implemented as an ESN) that takes in input a
stream of RSS data produced by the sensors and signals when the user is about
to enter in/exit from a given room. The problem is also made complex due to
the intrinsic difficulty of localization in indoor environments, since presence of
walls and objects disturb the radio propagation and makes RSS data impre-
cise. We have considered a scenario in which a user enters in and exits from
two rooms according to different paths, which intersect in a marker point at
the time in which the ESN is requested to make the prediction. We also have
considered different numbers and combinations of anchors in order to investi-
gate the trade-off between the cost of the WSN, the cost of deployment (that is
dependent on the sensibility of the solution to the position of the anchors) and
accuracy of prediction. The results confirmed the potentiality of our appproach.
In particular we have observed that our solution obtains good precisions also
with a single anchor, and it scales gracefully with the number of anchors (with 4
anchors it reaches a test accuracy of 96%). Furthermore it is reasonably robust
to the position of the anchors, although the experiments gave a clear indication
that the anchors should be placed as distant from each other as possible, in
order to guarantee a better coverage. Concerning the ESN models considered,
results in Section 5.2 have shown that LI-ESNs consistently lead to better per-
formances than standard ESNs for every experimental setting (i.e. for varying
the number and the deployment of the used anchors). The bias of in the LI-ESN
model, acting as a low-pass filter of the reservoir states, has therefore revealed
to be suitable for approaching the characteristics of the problem considered. LI-
ESNs have indeed shown a good ability to appropriately represent the history of
the noisy RSS input signals used in experiments. Standard ESNs, on the other
hand, would need a larger dataset and less noise in the input signals in order to
achieve better generalization performances. Moreover, the experimental results
have enlightened the coherence of the learning models used with respect to the
known difficulties of the problem. In fact, the great part of the classification
errors of LI-ESNs (for the 4 anchors setting) has occurred in correspondence of
movements in Room 1, where the possible path types are much more similar
among each other than the corresponding paths in Room 2. Finally, we observe
that the ESN-based solution is potentially suitable for its embedding in wireless
sensors of the mote class, due to its efficiency and low requirements of memory
and processing. This embedding is matter of ongoing work. Future work also
include the investigation of trade-off between accuracy and energy spent by the
sensors to produce localization information, and the extension of our approach
to environments of different nature (e.g. public buildings, building with different
composition of walls, room size etc.). As final remark, we stress that the dataset
used in our experiments is openly available for download in our website [2].
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15. Gärtner, T.: A survey of kernels for structured data. SIGKDD Explorations
Newsletter 5, 49–58 (2003)

16. Hartland, C., Bredeche, N.: Using echo state networks for robot navigation behav-
ior acquisition. In: IEEE International Conference on Robotics and Biomimetics
(ROBIO 2007), pp. 201–206. IEEE Computer Society Press (2007)

http://www.xbow.com
http://wnlab.isti.cnr.it/paolo/index.php/dataset/forecasting


User Movements Forecasting by Reservoir Computing 167

17. Jaeger, H.: The ”echo state” approach to analysing and training recurrent neural
networks. Tech. rep., GMD - German National Research Institute for Computer
Science (2001)

18. Jaeger, H., Haas, H.: Harnessing nonlinearity: Predicting chaotic systems and sav-
ing energy in wireless communication. Science 304(5667), 78–80 (2004)

19. Jaeger, H., Lukosevicius, M., Popovici, D., Siewert, U.: Optimization and applica-
tions of echo state networks with leaky- integrator neurons. Neural Networks 20(3),
335–352 (2007)

20. Kaemarungsi, K., Krishnamurthy, P.: Modeling of indoor positioning systems based
on location fingerprinting. In: Twenty-third Annual Joint Conference of the IEEE
Computer and Communications Societies, INFOCOM 2004, vol. 2, pp. 1012–1022
(March 2004)

21. Kjærgaard, M.B.: A Taxonomy for Radio Location Fingerprinting. In: Hightower,
J., Schiele, B., Strang, T. (eds.) LoCA 2007. LNCS, vol. 4718, pp. 139–156.
Springer, Heidelberg (2007)

22. Kolen, J., Kremer, S. (eds.): A Field Guide to Dynamical Recurrent Networks.
IEEE Press (2001)

23. Kushki, A., Plataniotis, K.N., Venetsanopoulos, A.N.: Kernel-based positioning in
wireless local area networks. IEEE Transactions on Mobile Computing 6(6), 689–
705 (2007)

24. Legenstein, R.A., Maass, W.: Edge of chaos and prediction of computational per-
formance for neural circuit models. Neural Networks 20(3), 323–334 (2007)

25. Liu, W., Li, X., Chen, M.: Energy efficiency of mimo transmissions in wireless
sensor networks with diversity and multiplexing gains. In: Proceedings of the IEEE
International Conference on Acoustics, Speech, and Signal Processing (ICASSP
2005), vol. 4, pp. iv/897–iv/900 (March 2005)

26. Lukosevicius, M., Jaeger, H.: Reservoir computing approaches to recurrent neural
network training. Computer Science Review 3(3), 127–149 (2009)

27. Nakagmi, M.: The m-distribution. a general formula of intensity distribution of
rapid fading. Statistical methods in radio wave propagation. Pergamon, Oxford
(1960)

28. Madigan, D., Einahrawy, E., Martin, R., Ju, W.H., Krishnan, P., Krishnakumar,
A.: Bayesian indoor positioning systems. In: INFOCOM 2005, vol. 2, pp. 1217–1227
(March 2005)

29. Mart́ınez, E.A., Cruz, R., Favela, J.: Estimating User Location in a WLAN Using
Backpropagation Neural Networks. In: Lemâıtre, C., Reyes, C.A., González, J.A.
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Abstract. We propose a stochastic filtering algorithm capable of inte-
grating radio signal strength (RSS) data coming from a wireless sensor
network (WSN) and location data coming from the global positioning
system (GPS) in order to provide seamless tracking of a target that
moves over mixed indoor and outdoor scenarios. We adopt the sequen-
tial Monte Carlo (SMC) methodology (also known as particle filtering)
as a general framework, but also exploit the conventional Kalman filter in
order to reduce the variance of the Monte Carlo estimates and to design
an efficient importance sampling scheme when GPS data are available.
The superior performance of the proposed technique, when compared
to outdoor GPS-only trackers, is demonstrated using experimental data.
Synthetic observations are also generated in order to study, by way of
simulations, the performance in mixed indoor/outdoor environments.

Keywords: Bayesian filtering, indoor/outdoor tracking, Kalman filter,
particle filter, switching models.

1 Introduction

The existing outdoor and indoor systems for target positioning and/or tracking
have evolved in rather different ways. The global positioning system (GPS) is the
most common technology in outdoor scenarios. It provides broad coverage, essen-
tially ubiquitous except for a few “tough” environments, such as urban canyons
[11], yet it has a poor accuracy, in the order of 10 meters [8,16]. Positioning
based on cellular networks yields a similar precision and the coverage, even if
not global [15], can include urban areas where GPS fails. Combinations of both
technologies [15] are attractive but do not resolve the accuracy problem. Dur-
ing recent years, localization systems based on wireless sensor networks (WSNs)
have gained momentum, specially for indoor applications [15,12]. In outdoors en-
vironments, WSNs providing radio signal strength (RSS), time of arrival (ToA)
or angle of arrival (AoA) data can potentially beat GPS and cellular networks
in terms of accuracy, but they are ad hoc systems to be deployed only in small
areas [15].

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 169–185, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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Another major difference between positioning in outdoor and indoor environ-
ments is the need to model very different kind of signals. Let us focus hereafter
in systems that use RSS observations, although similar arguments could be put
forward for ToA and AoA measurements. In an “open” outdoor area, with no
obstacles, it is relatively easy to extract range information (i.e., estimate the dis-
tance between the transmitter and the receiver of the signal) which can then be
used for positioning. Unfortunately, such information is much harder to extract
in indoor environments, due to the multipath propagation of the radio signals
[15]. As a consequence the kind of models that are needed outdoors, with a di-
rect line of sight (LOS) between the transmitter and receiver, and indoors, with
strong multipath and non LOS transmission, can be very different.

In order to deal with the nonlinearities inherent to RSS (but also AoA and
ToA) observations, sequential Monte Carlo (SMC) methods, also known as parti-
cle filters (PFs) [9,6,5], have been proposed as tools for positioning and tracking,
both outdoors and (specially) indoors [10]. These methods rely on the simula-
tion of candidate positions and tracks for the target of interest, which are later
weighted and combined using a statistical procedure, and differ substantially
from the (much simpler) Kalman filtering methods that are often used with
GPS data [14].

In this paper, we tackle the design of a tracking algorithm that can work
both indoors and outdoors, using GPS and/or RSS data collected from a WSN.
The basic methodology that we adopt is particle filtering, which enables us to
deal with variety of different models (representing various indoor and outdoor
scenarios) both for the observations and for the target motion, possibly switch-
ing among them using the general scheme of [1]. However, we also exploit the
availability of GPS data and the ability to process them using Kalman filter-
ing in order to (a) simplify the complexity of the tracker (when GPS alone is
available) and (b) design efficient particle filtering algorithms for the online fu-
sion of GPS and RSS observations. The superior performance of the resulting
methods, when compared to outdoor GPS-only trackers, is demonstrated using
experimental data. Synthetic observations are also generated in order to study,
by way of simulations, the performance in mixed indoor/outdoor environments.

The rest of the paper is organized as follows. In Section 2 we describe three
environment-specific tracking models. The proposed algorithms are introduced
in Section 3. In Section 4 we describe the experimental setup used to collect GPS
and RSS data in an outdoor environment and we illustrate the performance of
the proposed tracker, both with synthetic and experimental data.

2 System Model

2.1 Outdoor Linear Model

The dynamics of the target can be described using a linear and Gaussian state-
space system [10]. Let x4,t = [r�t v

�
t ]

� ∈ R
4 be the state of the system. The state
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vector contains the position, rt ∈ R2 and the velocity, vt ∈ R2, of the object
to be tracked in a 2-dimensional plane and the subscript t ∈ N denotes discrete
time. The state of the dynamic system evolves according to the stochastic model

⎡⎢⎢⎣
r1,t
r2,t
v1,t
v2,t

⎤⎥⎥⎦
︸ ︷︷ ︸

x4,t

=

⎡⎢⎢⎣
1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1

⎤⎥⎥⎦
︸ ︷︷ ︸

A

⎡⎢⎢⎣
r1,t−1

r2,t−1

v1,t−1

v2,t−1

⎤⎥⎥⎦
︸ ︷︷ ︸

x4,t−1

+

⎡⎢⎢⎣
1
2T

2 0
0 1

2T
2

T 0
0 T

⎤⎥⎥⎦
︸ ︷︷ ︸

Q

[
u1,t

u2,t

]
︸ ︷︷ ︸

ut

, (1)

where A is a transition matrix that depends on the period T , x4,t−1 is the state
vector of the previous time instant and ut is a 2× 1 real Gaussian vector of zero
mean and diagonal covariance matrix, σ2

uI2. As a result, the process noise is a
4×1 real Gaussian vector, Qut, with zero mean and covariance matrix σ2

uQQ�,
which represents the effect of unknown accelerations. This model is often termed
constant velocity model [10].

More often, tracking in a purely outdoor scenario can be carried out using
GPS data. The GPS observations give the position of the object in geodetic
coordinates (latitude, longitude and altitude) and are easily converted to carte-
sian local coordinates. Thus, mathematically, we model the GPS observations
as a linear function of the state, x4,t ∈ R4, with an added noise term εt, which
accounts for errors in the measurements

[
y1,t
y2,t

]
︸ ︷︷ ︸

yt

=

[
1 0 0 0
0 1 0 0

]
︸ ︷︷ ︸

B

⎡⎢⎢⎣
r1,t
r2,t
v1,t
v2,t

⎤⎥⎥⎦
︸ ︷︷ ︸

x4,t

+εt.
(2)

Note that εt is modelled as Gaussian noise vector of zero mean and known
covariance matrix εt ∼ N(εt; 0, Σε). When experimental data are available, the
covariance parameter, Σε, can be adjusted from the sample (empirical) variance.

2.2 Indoor Non-linear System Model

For an indoor environment we seek a more flexible system model capable of
capturing rapidly changing movements and capable of modeling measurements
with a high variance. On one hand, the movements which we are going to track
are closer to maneuvers than to a linear motion. On the other hand, we assume
that the observations available for tracking the target are RSS measurements
collected by a sensor network. Unfortunately, the severe multipath propagation
effects in indoor scenarios make the modeling of RSS data a challenging task.

Let ωt ∈ R be the change, in radians, of the angle of the velocity at time t+1,
and redefine the state vector as x5,t = [ωt, rt,vt]

�, that evolves according to
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ωt ∼ p(ωt|ωt−1)⎡⎢⎢⎣
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+Qut, (3)

where the transition matrix A(ωt−1) is now a function of the angle ωt−1 as well
as the period T and the conditional probability density function (pdf) p(ωt|ωt−1)
is known. If we select different distributions for ωt, we can create different motion
models. Note also that in the extreme case where ωt = 0 for all t, (3) becomes
the constant velocity model (1).

Let us assume that, the objective can move according to one out of Lmodels of
motion, identified by the indices {1, 2, . . . , L}. Each one of the motion models cor-
responds to a different transition pdf for the Markovian process {ωt}t∈N. Thus,
to identify the different densities, we introduce a new state variable, denoted at.
This is a discrete random indicator, at ∈ {1, . . . , L}, so that at−1 = l implies
that ωt is generated according to the l-th model. Therefore we need to write
ωt ∼ p(ωt|ωt−1, at−1) to make the dependence explicit. The probability mass
function (pmf) p(at|at−1) is part of the model and therefore is assumed known.
This type of dynamic model description, where the are various sub-models to
describe different type of motion, is often denoted interacting multiple models
(IMM) [10]. Incorporating the indicator at to the state, we obtain a 6×1 vector,
x6,t = [at, ωt, rt,vt]

� which evolves in time according to the equations

at ∼ p(at|at−1), ωt ∼ p(ωt|ωt−1, at−1), x4,t = A(ωt−1)x4,t−1 +Qut. (4)

For the observation model, we assume that at time t we obtain J RSS mea-
surements. The datum obtained from sensor j at time t is denoted as yj,t. The
relationship between the received observation, yj,t, and the position of the tar-
get, rt, depends on the environment in which the measurement is taken and can
change with time [13]. In order to model this uncertainty in the observations
we are going to use an interacting multiple model (IMM) approach the same as
for the dynamic model. Specifically, we represent the observation yj,t using one
out of K different models that describe the different environments. Finally, we
model the observations as

yj,t = fmj,t(rt) + εmj,t , (5)

where mj,t ∈ {1, ...,K} is a random index with a known probability mass func-
tion (pmf), p(mj,t), which identifies the observation model at time t for each
sensor j, fmj,t is the function that describes the propagation conditions in model
mj,t, and εmj,t ∼ N(εmj ; 0, σ

2
mj,t

) is Gaussian noise with zero mean and a known

variance σ2
mj,t

, which is also associated with the model mj,t. The form of the

functions {f1, f2, . . . , fK} and variances {σ2
1 , σ

2
2 , . . . , σ

2
K} should be determined
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from a bank of empirical observations collected in the scenarios in which the
tracking will be performed. In [1] we give full details of the functions and vari-
ances obtained when the RSS is measured using a network of ZigBee models. We
assume the same indoor environment and hardware setup in the present paper.

We write the measurement-model indicators together in a J × 1 vector
mt = [m1,t, . . . ,mJ,t]

�, hence the full target state has J + 6 components,
xJ+6,t = [mt, at, ωt, rt,vt]

�. The observations are put together in a J × 1 vector
yt = [y1,t, . . . , yJ,t]

�. The indices in mt are assumed independent, but not neces-
sarily identically distributed. The probability mass functions p(mj,t), j = 1, . . . , J
are assumed known and independent of time.

2.3 Outdoor Nonlinear Model

In this section we describe an outdoor system model that includes ZigBee obser-
vations as well as GPS observations. The dynamic model is the same as described
in Section 2.1.

The observation vector is composed of J measurements received from ZigBee
sensors and S GPS measurements, that is

yt = [y1,t, . . . , yJ,t, yJ+1,t, . . . , yS+J,t]. (6)

The GPS observation model is the same as described in Section 2.1.
The outdoor ZigBee observation models we propose are based on the log

distance path-loss model described in [13]

yj,t = fj(rt) + εj = Lj,0 + γj10 log10

(
dj,0
dj,t

)
+ εj , (7)

where dj,t is the distance between sensor j and the target at time instant t,
dj,0 is a reference distance for sensor j, Lj,0 is the path loss corresponding to
the reference distance, γj is the path loss exponent and εj ∼ N(εj ; 0, σ

2
εj ) has a

normal distribution with zero mean and variance σ2
εj . The parameters Lj,0, γj ,

dj,0 and σ2
εj should be adjusted using experimental data.

In particular, assume that we collect k RSS measurements for a sensor-to-
target distance di and this is repeated for l different distances, d1, . . . , dl. Then,
the parameters L0 and γ are selected as the solution to the optimization problem

(L0,j , γj) = argmin
L0,γ

=

{
l∑

i=1

k∑
n=1

(
yn,i − L0 − γ10 log10

(
d0
di

))2
}
,

where yn,i is the n-th observation measured at distance di in the experiments,
k is the number of measurements we have at distance di and l is the number of
distances at which we have measurements.

The variance parameter is fitted as

σ̂2
ε,j =

1

l

1

k

l∑
i=1

k∑
n=1

(
yn,i − L0,j − γj10 log10

(
d0
di

))2

.

Note that L0,j , γj and σ2
ε,j are adjusted for each sensor separately.
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3 Tracking Algorithms

3.1 Kalman Filter

When both the dynamic and observation models are linear and Gaussian, the
density p(xt|y1:t), t = 1, 2, . . . is also Gaussian and can be exactly computed
using the Kalman filter [14]. Specifically if we assume

Specifically, p(xt|y1:t) is Gaussian if we assume that

– ut y εt are independent and have known Gaussian distributions,
– the dynamic model is a linear function of xt−1 and ut, and
– the observation model is a linear function of xt and εt.

Obviously these requirements are satisfied by the outdoor linear model of
Section 2.1.

Assume that at time t = 0 the prior distribution of xt is Gaussian with mean
x̂0|0 and covariance matrix P0|0 denoted x0 ∼ N(x0; x̂0|0,P0|0). The Kalman
filter consists on the set of recursive equations [14]

x̂t|t−1 = Ax̂t−1|t−1

Pt|t−1 = Qu,t−1 +APt−1|t−1A
�

x̂t|t = x̂t|t−1 +Kt(yt −Bx̂t|t−1)

Pt|t = Pt|t−1 −KtStK
�
t

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(8)

where Qu,t = σ2
uQQ� is the covariance matrix of the process noise,

St = Bt−1Pt|t−1B
�
t−1 +Qv,t (9)

is the covariance matrix of the innovation νt = yt −Btx̂t|t−1, Qv,t = Σε is the
covariance matrix of the observation noise and

Kt = Pt|t−1B
�
t S

−1
t (10)

is the Kalman gain. The recursive application of these equations gives us the
mean and covariance matrix of the posterior probability distribution function
p(xt|y1:t), namely p(xt|y1:t) = N(xt; x̂t|t,Pt|t).

Table 1 summarizes the Kalman filter algorithm for outdoor tracking using
GPS observation data.

3.2 Particle Filter for the Indoor Nonlinear Model

Sequential Monte Carlo approximation. From a Bayesian point of view,
the smoothing pdf

p(r0:t, ω0:t, a0:t|y1:t) =
∑
m0:t

∫
v0:t

p(xJ+4,0:t|y1:t)dv0:t (11)
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Table 1. Kalman filter for online tracking in outdoor environments using GPS data

1. Initialization, at t = 0:
– Assign a mean vector x̂0 and a covariance matrix P0 to the first time instant

t = 0, all taken from the prior distribution p(x0; x̂0,P0).
2. Recursive step, for t > 0:

– Obtain a new GPS observation yt.
– Apply the recursive formulae (8), (9) and (10) to obtain p(xt|y1:t) =

N(xt; x̂t|t, P̂t|t).

contains all relevant statistical information for the estimation of r0:t. The elimi-
nation of v0:t and m0:t by marginalization is often termed Rao-Blackwellization
and reduces the estimation variance [7,3]. Unfortunately, the density of (11) can-
not be obtained analytically and we have to resort to numerical approximation
techniques. Our approach, is to build a point-mass approximation of the distri-
bution with density p(r0:t, ω0:t, a0:t|y1:t), consisting of M random samples in the

space of {r0:t, ω0:t, a0:t}, denoted {r(i)0:t, ω
(i)
0:t, a

(i)
0:t}Mi=1, and associated importance

weights, {w(i)
t }Mi=1. Each pair

{(
r
(i)
0:t, ω

(i)
0:t, a

(i)
0:t

)
, w

(i)
t

}
is called a particle and we

can use them to build the random measure

pM (r0:t, ω0:t, a0:t|y1:t) =
M∑
i=1

δi(r0:t, ω0:t, a0:t)w
(i)
t , (12)

where δi is a unit delta measure located at
(
r
(i)
0:t, ω

(i)
0:t, a

(i)
0:t

)
and the weights

are assumed normalized, i.e.,
∑M

i=1 w
(i)
t = 1. If the approximation is properly

constructed, meaning that the moments of pM (r0:t, ω0:t, a0:t|y1:t) converge to
those of p(r0:t, ω0:t, a0:t|y1:t) in some adequate sense [4], then it is straightforward
to use (12) in order to approximate any estimators of r0:t or rt. In particular,
since

pM (rt|y1:t) =
∑
a0:t

∫
ω0:t

∫
r0:t−1

pM (r0:t, ω0:t, a0:t|y1:t)dr0:t−1dω0:t =

M∑
i=1

δi(rt)w
(i)
t ,

(13)

where δi is the delta unit measure located at r
(i)
t , we readily calculate the (ap-

proximate) minimum mean square error (MMSE) estimate of rt as

r̂mmse
t =

∫
rtpM (rt|y1:t)drt =

M∑
i=1

r
(i)
t w

(i)
t . (14)

The generation of samples and the computation of weights is carried out by
means of the sequential importance sampling (SIS) principle [7]. Specifically, we
can decompose teh smoothing pdf using a Bayess theorem
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p(r0:t, ω0:t, a0:t|y1:t) ∝ p(yt|rt)p(rt|r0:t−1, ω0:t−1)p(at|at−1)

× p(ωt|ωt−1, at−1)p(r0:t−1, ω0:t−1, a0:t−1|y1:t−1), (15)

and, if we draw the particles using the transition pdf’s

a
(i)
t ∼ p(at|a(i)t−1)

ω
(i)
t ∼ p(ωt|ω(i)

t−1, a
(i)
t−1)

r
(i)
t ∼ p(rt|r(i)0:t−1, ω

(i)
0:t−1,y1:t−1) (16)

then the importance weight becomes

w
(i)
t ∝ w

(i)
t−1p(yt|r(i)t ). (17)

Eqs. (16) and (17) together yield a sequential IS (SIS) type of algorithm for the
construction of pM (r0:t, ω0:t, a0:t|y1:t) [7].

It is well known, however, that the sequential application of (16) and (17) with
a finite number of samples,M < ∞, quickly leads to a degenerate set of particles
[7]. Indeed, the variance of the weights increases stochastically with time and,
after a few time steps, one single particle tends to accumulate all the weight
and the approximation pM (r0:t, ω0:t, a0:t|y1:t) becomes useless. This difficulty is
commonly overcome by adding a resampling step [7,2] which, intuitively, consists
in stochastically discarding the particles with low weights while the particles with
higher weights are replicated. Although several resampling schemes exist (and all
of them can be plugged into the tracking algorithm without any added difficulty),
in this paper we adopt the conceptually simple multinomial resampling method
[7,4]. A resampling step can be taken every time the approximate effective sample
size [7] M̂eff = 1∑

M
i=1 w

(i)2

t

falls below a user-defined threshold. Since M̂eff ≤ M ,

typical threshold values are λM for some 0 < λ < 1.

Evaluation of the weights. In order to ensure that the weights of (17) can
be computed, we must be able to draw from p(rt|r0:t−1, ω0:t−1) and to evalu-
ate the factors p(at|at−1), p(ωt|ωt−1, at−1) and p(yt|rt). The transition densities
p(at|at−1) and p(ωt|ωt−1, at−1) are part of the model, hence known by assump-
tion. The prior density of the position at time t, p(rt|r0:t−1, ω0:t−1), is Gaussian

and can be obtained in closed form for each particle. Indeed, given r
(i)
0:t−1 and

ω
(i)
0:t−1, the system

⎡⎢⎢⎣
v1,t
v2,t

r
(i)
1,t

r
(i)
2,t

⎤⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
cos(ω

(i)
t−1T ) − sin(ω

(i)
t−1T ) 0 0

sin(ω
(i)
t−1T ) cos(ω

(i)
t−1T ) 0 0

sin(ω
(i)
t−1T )

ω
(i)
t−1

− cos(ω
(i)
t−1T )−1

ω
(i)
t−1

1 0

1−cos(ω
(i)
t−1T )

ω
(i)
t−1

sin(ω
(i)
t−1T )

ω
(i)
t−1

0 1

⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎣
v1,t−1

v2,t−1

r
(i)
1,t−1

r
(i)
2,t−1

⎤⎥⎥⎦+
⎡⎢⎢⎣
T 0 0 0
0 T 0 0
0 0 1

2T
2 0

0 0 0 1
2T

2

⎤⎥⎥⎦
⎡⎢⎢⎣
u3,t

u4,t

u1,t

u2,t

⎤⎥⎥⎦
(18)
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is linear and Gaussian, with known parameters, and all posterior pdf’s, including

p(rt|r(i)0:t−1, ω
(i)
0:t−1), are Gaussian and can be computed exactly using a Kalman

filter [3,10]. In the sequel, we denote

p(rt|r(i)0:t−1, ω
(i)
0:t−1) = N(rt; r

(i)
t|t−1,Σ

(i)

t|t−1). (19)

The pdf p(yt|rt) is usually referred to as the likelihood of rt. If we write p(yj,t|rt)
as a marginal of the joint density p(yj,t,mj,t|rt), then it is straightforward to
obtain the expression

p(yt|rt) =
J∏

j=1

p(yj,t|rt) =
J∏

j=1

∑
mj,t

p(yj,t|rt,mj,t)p(mj,t), (20)

(note that the observations are conditionally independent given the position rt)
where both

p(yj,t|rt,mj,t) = N(yj,t; fmj,t(rt), σ
2
mj,t

) (21)

and p(mj,t) are known from the model, for all j = 1, ..., J .
Table 2 summarizes the proposed SIS algorithm for the system model de-

scribed in Section 2.2.

Table 2. SIS for indoor tracking with RSS data

1. Initialization, at t = 0:
– For i = 1, . . . ,M , sample r0, v0, ω0 and a0 from the priors p(r0), p(v0), p(ω0)

and p(a0). Initialize weights to w
(i)
0 = 1

M
.

2. Recursive step, for t > 0:
– For i = 1, . . . ,M , sample a

(i)
t ∼ p(at|a(i)

t−1), ω
(i)
t ∼ p(ωt|ω(i)

t−1, a
(i)
t−1) and ob-

tain r
(i)
t from the distribution p(rt|r(i)0:t−1, a

(i)
0:t−1, ω

(i)
0:t−1) = N(rt; r

(i)

t|t−1
,Σ

(i)

t|t−1
)

obtained with the Kalman filter.
– For i = 1, . . . ,M , update weights, w

(i)
t ∝ w

(i)
t−1p(yt|r(i)t )

– Compute the particle effective size M̂eff = 1/
∑M

k=1 w
(k)2

t . If M̂eff < λM

perform resampling and set w
(i)
t = 1

M
∀i.

3.3 Particle Filter for the Outdoor Nonlinear Model

The algorithm that we are going to use for outdoor tracking with GPS and RSS
data is a particle filter similar to the one used for indoor tracking. The main
difference is the use of a different proposal pdf for the generation of particles
and the subsequent change in the computation of the weights. Recall that the
state vector for our nonlinear outdoor model is defined as x4,t = [r�t v

�
t ]

� and,
as a consequence, the probability density function of interest is

p(r0:t|y1:t) =

∫
v0:t

p(x0:t|y1:t)dv0:t ,

where the velocity is integrated to reduce the variance in the estimation.
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In order to obtain an efficient proposal pdf, we note that even though the
complete vector of observations is not linear, the part of the vector that corre-
sponds to the GPS observations is linear, therefore if we take only this part of
the vector we can construct a posterior Gaussian pdf of rt given partial data.
To be specific, if we define the vector of GPS observations as

yS,t = rt + εS,t,

then we can derive an analytic expression for the posterior density p(rt|r0:t−1,yS,t),
namely

p(rt|r0:t−1,yS,t) ∝ p(yS,t|rt)p(rt|r0:t−1) =

1

2π|Σt|t−1| 12 |Σε| 12
exp{−1

2
[(yS,t − rt)

�Σ−1
ε (yS,t − rt) +

(rt − rt|t−1)
�Σ−1

t|t−1(rt − rt|t−1)]}, (22)

where Σε is the covariance matrix of yS,t and p(rt|r0:t−1) = N(rt|rt|t−1,Σt|t−1).
Equations 22 can be written in a more compact form if we use the equality

(y −Br)�V(y −Br) + (r− ra)
�U(r − ra) = (r− rp)

�C(r− rp) +

+(y�Vy + r�a Ura)− (B�Vy +Ura)
�C−1(B�Vy +Ura) (23)

where all vectors have compatible dimensions, C = B�VB + U and rp =
C−1(B�Vy + Ura). if we identify y = yS,t, V = Σ−1

ε , B = I, r = rt,

U = Σ−1
t|t−1, ra = rt|t−1, Σ̃t = C−1 and r̃t = rp, then we can see that sub-

stitution of (23) into (22) gives a Gaussian density

p(rt|r0:t−1,yt) ∝ 1

2π|Σ̃−1|1/2 exp{−1

2

[
(rt − r̃t)

�Σ̃−1
t (rt − r̃t)

]
}.

Therefore, the proposed pdf that incorporates GPS observations can be charac-
terized as a Gaussian density, N(rt; r̃t, Σ̃t), where the vector of means and the
covariance matrix are computed as

Σ̃−1
t = Σ−1

ε +Σ−1
t|t−1 and r̃t = Σ̃t(Σ

−1
ε yS,t +Σ−1

t|t−1rt|t−1), (24)

respectively. The weight update equation becomes

w
(i)
t ∝ w

(i)
t−1

p(yt|r(i)t )p(r
(i)
t |r(i)0:t−1)

N(rt; r̃
(i)
t , Σ̃

(i)
t )

. (25)

Note that the pdf p(yt|rt) incorporates both GPS and RSS data as

p(yt|rt) =
J+S∏
n=1

p(yn,t|rt) =
S∏

s=1

p(ys,t|rt)
J∏

j=1

p(yj,t|rt), (26)

where both p(ys,t|rt) = N(ys,t; rt, σ
2
vI2) and p(yj,t|rt) = N(yj,t; fj(rt), σ

2
εj ) are

known, for j = 1, . . . , J y s = 1, . . . , S.
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Table 3 shows a summary of the SIS algorithm for the nonlinear outdoor
model.

Table 3. SIS algorithm with a more efficient proposal function for tracking in an
outdoor environment with GPS and RSS data

1. Initialization, at t = 0:
– For i = 1, . . . ,M , sample r0 and v0 from the prior functions p(r0) and p(v0).

Initialize weights w
(i)
0 = 1

M
.

2. Recursive step, for t > 0:
– For i = 1, . . . ,M , compute the vector of means r

(i)

t|t−1
and the covariance

matrices Σ
(i)
t|t−1 with the Kalman filter.

– With the current GPS observation, yS,t, compute the vector of means r̃
(i)
t and

the covariance matrices Σ̃
(i)
t of the proposal pdf as defined in (24).

– For i = 1, . . . ,M , draw r
(i)
t from the distribution p(rt|r(i)0:t−1,yS,t) =

N(rt; r̃
(i)
t ,Σ

(i)
t ).

– For i = 1, . . . ,M , update the weights, w
(i)
t ∝ w

(i)
t−1

p(yt|r(i)t )p(r
(i)
t |r(i)0:t−1)

N(rt ;r̃
(i)
t ,Σ̃t)

with

the complete vector of observations of the current time instant yt.

– Compute the effective sample size M̂eff = 1/
∑M

k=1 w
(k)2

t . If M̂eff < λM

resample and set w
(i)
t = 1

M
∀i.

3.4 Switching between Algorithms

As the targets move from an indoor environment to an outdoor environment, or
vice versa, we have to switch between different tracking algorithms. There are
essentially three cases. If the target moves form indoors to outdoors, or outdoors
to indoors, but RSS data are available in both environments, then the tracking
algorithms are particle filters and it is straightforward to go from one to another.

In order to switch from an outdoor environment with GPS data alone to an
indoor environment with RSS data, we have to generate a collection of parti-
cles from the Gaussian distribution computed by the Kalman filter immediately
before the transition, which plays the role of a prior pdf for the particle filter.
Specifically if p(xt−1|y1:t−1) = N(xt−1; x̂t−1|t−1,Pt−1|t−1) then we can draw M
samples with equal weights,

x
(i)
t−1 ∼ N(xt;xt−1|t−1,Pt−1|t−1), w

(i)
t−1 =

1

M
i = 1, . . . ,M, (27)

from which the positions of the particles, r
(i)
t−1, i = 1, . . . ,M , are extracted.
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The prior p(vt−1|y1:t−1) is a Gaussian marginal ofN(xt−1; x̂t−1|t−1,Pt−1|t−1)
that is straightforward to compute.

x̂t−1|t−1 =

M∑
i=1

w
(i)
t−1x

(i)
t−1

Pt−1|t−1 =

M∑
i=1

w
(i)
t−1(x

(i)
t−1 − x̂t−1|t−1)(x

(i)
t−1 − x̂t−1|t−1)

�. (28)

where x
(i)
t = [r

(i)
t

�
v
(i)
t

�
]� and v

(i)
t is the mean of p(vt|r(i)0:t) which is obtained

from a Kalman filter for the i-th particle (this is the same Kalman filter that is

used to compute p(rt|r(i)0:t−1, ω
(i)
0:t−1).

The algorithms require of a variable that will indicate them the available
technology at each instant t. To do so, we introduce a new variable Kt ∈ {0, 1, 2}
that can take 3 values: Kt = 0 indicates that we only have ZIgbee observations
and that we must use particle filters for indoor tracking, Kt = 1 indicates us
that we only have GPS observations available and that we must use the Kalman
filter, and lastly Kt = 2 indicates that we have GPS and ZigBee observations
and we therefore use the data fusion particle filter for outdoor.

4 Experimental Setup and Results

4.1 Experimental Setup

We have developed two kind of hardware nodes using standard parts. For the col-
lection of RSS data, we have set up J= 8 anchors, acting as ZigBee transmitters,
built using Arduino boards and XBee (series 1) modules (IEEE 802.15.4 com-
pliant). The mobile device, that acts as a target, uses an Arduino Mega board,
a XBee (series 1) module, and adds an small OEM GPS receiver. The antennas
for 2.4 GHz band were all equal, 2 dBi monopole omnidirectional antennas. For
the GPS receiver we used a RHCP external antenna. Each node was mounted
inside a plastic enclosure and attached to a 2 m long non-metal pole. This was
done to minimize the interferences caused by the person who carries the device.
Figure 1 shows the setup of the mobile device. The anchors look really similar,
with a smaller Arduino inside and without the GPS receiver (and its antenna).

The ZigBee and GPS measurements were taken in an outdoor scenario, in the
middle of a clear area (without walls or trees) of about 600m2. We deployed an 8
ZigBee node network (anchors) covering a 6× 10 m area and, on the other hand,
another mobile node, with ZigBee and GPS receivers. This mobile node acted as
a gateway, receiving both the ZigBee packets (from the 8 anchors) and the GPS
signal every 1 s. The measurement were tagged by this node and sent to a small
laptop using the USB port, where they were stored for future off line process.

In order to test the performance of the proposed algorithms and to be able to
build realistic observation models we collected a large number of RSS and GPS
observations in the mentioned area. The GPS observations are modelled as the
position of the target with an added Gaussian noise. Therefore once known the
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Fig. 1. Mobile device setup, with ZigBee and GPS receivers

true position where the GPS data are being taken, xn,real, we may translate the
GPS global coordinates onto ENU coordinates (east north up) [14] and we may
compute the covariance matrix applying a maximum likelihood criteria

Σε =
1

N

N∑
n=1

(xn − xn,real)(xn − xn,real)
�, (29)

where N is the total number of GPS observations taken in the experiment, n is
the index of a unique observation and xn,real is the true position where the n-th
observation has been taken. The resulting covariance matrix is

Σε =

[
7.5 −0.58

−0.58 11.3

]
. (30)

For the modeling of the ZigBee observation functions we have followed the crite-
ria described in 2.2 to fit the real data taken in the experiments. Figure 2 shows
experimental data taken from sensors 1 and 8 and the log-distance path loss
models adjusted to them. Note we have fitted one model for each sensor.

The details of the hardware and experiments performed for the indoor model
construction can be found in [1].
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Fig. 2. Real ZigBee outdoor measurements taken in an outdoor environment for Sen-
sors 1 and 8 and the observation functions adjusted to them
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4.2 Results

In order to illustrate the performance of the outdoor algorithms we have taken
experimental data of 8 ZigBee sensors and experimental GPS data from a moving
target following three specific trajectories (see Figures 3, 4 and 5).

Figures 3, 4 and 5 show a tracking example of the two outdoor algorithms:
the Kalman filter with GPS data alone and SIS algorithm. The figures in the
left show the estimation of the target trajectory with the Kalman filter and the
GPS observations and the figures in the right show the estimated trajectories
with the SIS filter that uses GPS and RSS data. The true trajectory is drawn
with a dark colored line, the estimated trajectory is drawn in a light colored line
and the ZigBee nodes are depicted with squares.
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Fig. 3. Outdoor tracking example using ZigBee and GPS real data. The figure in the
left uses GPS only for the estimation (via de Kalman filter) and the figure in the right
uses both GPS and ZigBee data (vis de SIS algorithm).
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Fig. 4. Outdoor tracking example using ZigBee and GPS real data. The figure in the
left uses GPS only for the estimation (via de Kalman filter) and the figure in the right
uses both GPS and ZigBee data (vis de SIS algorithm).

As we can observe the trajectories with GPS data have a greater error and the
improvement we obtain by incorporating RSS data is high. This is as expected,
because the precision that the civil GPS system can obtain is from 5 to 10 meters
and depends on open sky conditions [16,8]. The area in which we perform the
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Fig. 5. Outdoor tracking example using ZigBee and GPS real data. The figure in the
left uses GPS only for the estimation and the figure in the right uses both GPS and
ZigBee real data.

tracking is, therefore, too small for the precision that the technology provides.
The ZigBee technology, on the other hand, has a much lower range but achieves
a greater precision.

In order to illustrate the performance of the tracking scheme we have gen-
erated synthetic trajectories that switch between environments (from indoor to
outdoor) and we have synthetically generated observations that switch between
technologies (from indoor ZigBee to outdoor ZigBee with GPS, to outdoor with
GPS only).

We have simulated a scenario consisting of an indoor room of dimension 6×10
meters, linked to a 2 meter long and 2 meters wide corridor that leads on to an
outdoor environment, which is also an area of 6 × 10 meters. This is shown in
Figure 6. In the 6 × 10 meters area on the right and in the corridor we assume
we are in an indoor environment. In the 6× 10 meter area of the left we assume
we are in an outdoor environment.

A random trajectory that switches between environments, generated accord-
ing to the corresponding dynamic models, has been randomly generated for ex-
emplification. At each time instant t, we check the position of the target in the
previous time instant, rt−1, and the new position, rt, is generated according to
the environment-specific dynamic model. In order to generate the observations
that switch between technologies we also check where the target is at every time
instant, and we generate the observations according to the environment-specific
model. On the other hand, as we have two observation models for the outdoor
environment (GPS only and GPS and ZigBee) we have introduced a new random
variable which in outdoor environments chooses the available technology. When
Kt = 1 we assume we only have GPS technology available and when Kt = 2 we
assume we have the two technologies and we, therefore, simulate both types of
observations. We have also associated a transition probability for the technol-
ogy selection variable so that we do not change technologies too fast, that is,
p(Kt = i|Kt−1 = i) = 0.95, i = 1, 2.
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Figure 6 shows a tracking example in this mixed scenario. The dark line is
the true trajectory, the light line is the estimated trajectory and the squares are
the ZigBee nodes. The beginning of the simulation is situated in the right indoor
room, and the simulation lasts 300 seconds. The observation period is T = 0.4
seconds. In the first 200 seconds the target moves in an indoor environment
and we have used the indoor specific algorithm. From the 200-th second, the
target has moved on to the corridor and then on to the outdoor environment. In
the corridor we assume we have both GPS and outdoor ZigBee measurements
available. Then, in the left outdoor environment we have allowed variable Kt to
choose which technology is available in each time instant.
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Fig. 6. Example of tracking a simulated trajectory using different technologies in dif-
ferent time instants and commuting between environment and technology specific al-
gorithms. The beginning of the trajectory is situated in the right indoor room and the
trajectory end in an outdoor environment (in the left area). For the indoor environ-
ment we have used ZigBee measurements to perform the tracking and for the outdoor
environment we have used for some instant GPS measurements only and others GPS
and ZigBee outdoor measurements.

4.3 Conclusions

We have introduced a target tracking algorithm for mixed indoor and outdoor
scenarios based on the particle filtering methodology and a class of generalized in-
teracting multiple-model state-space systems. The resulting method enables the
fusion of GPS and RSS data in such a way that a target moving between indoor
and outdoor environments, and therefore switching between different available
data (GPS alone, RSS alone or both), can be seamlessly tracked. Within the par-
ticle filter, we use Kalman filtering techniques to reduce the variance of Monte
Carlo estimates and to design efficient importance sampling schemes when GPS
data are available. The performance improvement, compared to outdoor track-
ers that use only GPS data, is demonstrated using experimental data. Computer
simulation results are presented to illustrate the application of the method in
mixed indoor/outdoor scenarios.
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5. Djurić, P.M., Kotecha, J.H., Zhang, J., Huang, Y., Ghirmai, T., Bugallo, M.F.,
Mı́guez, J.: Particle filtering. IEEE Signal Processing Magazine 20(5), 19–38 (2003)

6. Doucet, A., de Freitas, N., Gordon, N. (eds.): Sequential Monte Carlo Methods in
Practice. Springer, New York (2001)

7. Doucet, A., Godsill, S., Andrieu, C.: On sequential Monte Carlo Sampling methods
for Bayesian filtering. Statistics and Computing 10(3), 197–208 (2000)

8. Reza Ehsani, M., Sullivan, M.D., Zimmerman, T.L., Stombaugh, T.: Evaluating
the dynamic accuracy of low-cost gps receivers. American Society of Agricultural
and Biological Engineers, ASAE Meeting Paper No. 031014. St. Joseph, Mich.:
ASAE (2003)

9. Gordon, N., Salmond, D., Smith, A.F.M.: Novel approach to nonlinear and non-
Gaussian Bayesian state estimation. IEE Proceedings-F 140, 107–113 (1993)

10. Gustafsson, F., Gunnarsson, F., Bergman, N., Forssell, U., Jansson, J., Karlsson,
R., Nordlund, P.-J.: Particle filters for positioning, navigation and tracking. IEEE
Transactions Signal Processing 50(2), 425–437 (2002)

11. Kaplan, E.D.: Understanding GPS: Principles and Applications, 2nd edn. Artech
House Publishers (2005)

12. Patwari, N., Ash, J.N., Kyperountas, S., Hero III, A.O., Moses, R.L., Correal, N.S.:
Locating the nodes. IEEE Signal Processing Magazine 22(4), 54–69 (2005)

13. Rappaport, T.S.: Wireless Communications: Principles and Practice, 2nd edn.
Prentice-Hall, Upper Saddle River (2001)

14. Ristic, B., Arulampalam, S., Gordon, N.: Beyond the Kalman Filter. Artech House,
Boston (2004)

15. Sun, G., Chen, J., Guo, W., Liu, K.J.R.: Signal processing techniques in network-
aided positioning. IEEE Signal Processing Magazine 22(4), 12–23 (2005)

16. Wing, M.G., Eklund, A., Kellogg, L.D.: Consumer-Grade Global Positioning Sys-
tem (GPS) Accuracy and Reliability. Society of American Foresters (2005)



Social Acceptance and Usage Experiences from

a Mobile Location-Aware Service Environment

Bernhard Klein1, Jorge Perez2, Christian Guggenmos1, Olli Pihlajamaa3,
Immo Heino3, and Javier Del Ser2

1 DeustoTech - Deusto Institute of Technology, 48007 Bilbao, Spain
{bernhard.klein,christian.guggenmos}@deusto.es

2 TECNALIA Research and Innovation, 48170 Bilbao, Spain
{jorge.perez,javier.delser}@tecnalia.com

3 VTT Technical Research Centre of Finland, Espoo, Finland
{olli.pihlajamaa,immo.heino}@vtt.fi

Abstract. MUGGES is a European research project with the goal of
evaluating peer-to-peer service concepts based on GNSS systems for mo-
bile phones. MUGGES provides an infrastructure to create, publish, pro-
vide and consume mobile micro-services directly from mobile devices. As
part of the project four application prototypes have been developed,
which allow for the description and sharing of places and routes between
users. This paper reports about a user trial conducted in real environ-
ments with early adopters. The goal has been to identify benefits and
best practices for the type of applications envisioned in the MUGGES
project. The obtained results indicate that users like to share information
about preferred places or routes, and see it as a complementary applica-
tion to already existing applications such as Facebook or Twitter. These
types of applications are often used in time-killing situations, e.g. at the
bus stop. Their value lies on the highlighting of important places or non-
everyday events, and on making daily coordinations simpler. People feel
that the application is less intrusive, since no information such as the
whereabouts of persons are shared anyhow.

Keywords: Prosumer concept, peer-to-peer, semantic location model,
micro-services, user trial.

1 Introduction

Social services such as Facebook, YouTube or Twitter have empowered users
by making them not only consumers of information but also producers. This
trend is now moving to mobile social services, which offer a more natural way
of social interaction – anywhere at any time from the user’s mobile device. In-
terestingly, most current mobile devices incorporate Global Navigation Satellite
Systems (GNSS) technology such as GPS, thus making location-based mobile
social services a very clear current trend of business innovation. This is due to
the fact that location is considered a key context attribute for more optimal
service filtering and recommendation in mobile domains [1,2].

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 186–197, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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The MUGGES project (Mobile User Generated Geo Services, [3]), funded
by the European Commission’s 7th Framework Programme [4], goes one step
beyond current mobile location-based services (LBS) by providing such location-
aware services and their contents directly from the user’s mobile device, i.e. the
mobile device evolves to be a server. Thus, mobile users turn into location-aware
service super-prosumers, i.e. producers, providers, and consumers of services
and associated contents from their mobile devices. Besides, this project also
focuses on the development and real-world testing of a new and sophisticated
heterogeneous location model which combines GNSS-based positioning and user-
provided social positioning.

This paper deals with on the analysis of the information gathered from the
testing of the MUGGES concept through a trial. The main objective of the user
trials is to analyze how the prosumer concept is accepted, the feasibility of mobile
peer-to-peer approach and the benefits for mobile location-based micro-services.
The structure of the paper is divided into two main parts. The first part (Section
2) defines the MUGGES system by providing an explanation of the key topics
behind this project: the super-prosumer role of users, the MUGGES location-
aware services, the peer-to-peer architecture and the location management. The
second part of the document (Section 3) describes the trial held in Finland,
tackling the planning and the first experiences collected from the assessment of
the information gathered therein.

2 The MUGGES System

The rationale behind the MUGGES project is to demonstrate that there is sig-
nificant market potential for location-based services in Europe, and that the
technology associated to this kind of services is currently mature enough to de-
liver real benefits to users. The main challenge of MUGGES is to find a new
perspective to introduce massive mobile applications focused on mobile users’
instant needs and interests, i.e. user- generated services, where the location is
the enabling feature.

So far location has been exploited in the mobile environment mainly as a
key service enabler for personal usage in client-server schemes, e.g. navigation,
guidance and tourism. The underlying idea beneath MUGGES is to provide users
of mobile devices the right tools that allow them to create focused, knowledge-
based, mobile location-based micro-services on the go, converting the mobile
device not only into a “player”, but also into a “server”.

In this context mobile users are not just seen as mere passive consumers of
contents, but they are actively involved in the process of producing, creating
and distributing location-based services and contents from their own mobile de-
vices. Therefore, users in MUGGES are considered super-prosumers. By super-
prosumer, we understand that users act as providers, producers and consumers
of micro-services by using only the mobile device. In other words, prosumers pro-
vide contents directly from their mobile devices (or other user-owned electronic
devices), where these contents are stored, and thus transforming the mobile de-
vice into a server. Within MUGGES these micro-services are called Mugglets ;
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they are small and independent location-based social services hosted in the mo-
bile terminal and provided from the mobile terminal to a distant mobile device.

2.1 Location-Aware Micro-services in MUGGES

Before delving into the roots of the MUGGES system, let us first elaborate
on the application of the MUGGES project to a short real-world example by
commenting on one specific Mugglet, the ”MUGGES Note”:

Bob is visiting Lisbon’s most traditional nightspot, Barrio Alto. After wandering
around the streets for some time, he decides he may need some advices on the
best spots. He takes his mobile phone and searches for MUGGES Note on the
MUGGES Mugglet Search Engine. Shortly thereafter, he is looking at a list of
notes posted around his current location and decides to check out ”Maria Cax-
uxa” on the ”Rua da Barroca”, where people seem to be having a lot of fun! When
he reaches the bar, he posts a photo of himself showing off how much fun he is
having. This photo is now accessible by all the MUGGES Note users walking by
and maybe attracts them to join Bob at the bar.

This example illustrates the benefits of attaching a location attribute to notes,
achieving an improved integration between the physical and digital world. In
order to demonstrate that 1) there is significant market potential for location-
based services in Europe, and 2) that the LBS technology is mature enough
to deliver real benefits to the users, we have implemented more complex micro-
services which represent groupings of MUGGES notes. Specifically, the following
four Mugglets have been designed and experimented by real users:

– “MUGGES Note”: This Mugglet allows publishing short messages with a
photo and attaching it to a specific location. Other users can then retrieve
these messages at this location (see Figures 1.a and 1.b).

– “MUGGES Journal”: The main goal of this Mugglet is to maintain a journal
bound to the current position of the user. This Mugglet represents a set
of semantically-related MUGGES notes maintained by a single author and
ordered by date. Each note has its own location (See Figure 1.c).

– “MUGGES Trail”: This Mugglet is an application which allows users to de-
fine routes with information about the places on them by adding a sequence
of MUGGES notes (i.e. a starting point, intermediate points and a goal).
This kind of Mugglet permits users to see the directions from their current
location to the next point on the route, with the aim of guiding them to the
end of the route without any trouble (See Figure 1.d).

– “MUGGES Race”: This Mugglet is made for runners allowing them to follow
a predefined route and compete with others in an asynchronic manner. Users
must reach specific checkpoints to get to the goal and complete the race. The
total time is measured and recorded by the service (See Figure 1.e). In the
case of this Mugglet, each point of the race is considered and implemented
as a MUGGES note.
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(a) (b) (c) (d) (e)

Fig. 1. MUGGES application interfaces: a) MUGGES Note. b) MUGGES Note photo
view. c) MUGGES Journal. d) MUGGES Trail. e) MUGGES Race.

2.2 MUGGES Peer-to-Peer Architecture

As depicted in Figure 2, the MUGGES platform is modeled as a triangle where
there is no central service provider, only the service infrastructure that facili-
tates connections between producers and consumers. The process is as follows:
the service provider creates the service and publishes it through the service
infrastructure. A Mugglet published through the service infrastructure can be
searched and found by other Mugglet users. To consume a Mugglet, users have
to query the server infrastructure. After downloading and installing the Mugglet
on their device, users can execute the Mugglet. Communication is then han-
dled directly between the Mugglet provider and consumer. Such peer-to-peer
architectures have several advantages for the user:

– Service provision can be done instantly, without need for cumbersome up-
loads to an intermediate internet platform.

– Users maintain always full control over their services and can withdraw them
at anytime.

MUGGES provides two mobile applications to manage Mugglets on the mobile
phone: 1) the “creation kit”, which is used to guide the user through the creation
process and make Mugglet creation as convenient as possible for the user; and 2)
the “execution platform”, which manages Mugglet installations and provides ac-
cess to mobile phone capabilities such as the embedded GPS or camera systems.
On the server side, different software components ensure the correct function-
ality of the MUGGES system: on one hand, the service infrastructure hosts a
storage system for the Mugglets and related templates. It allows users to search
them based on keywords, template category and location. Since mobile devices
may use different positioning technologies, a location manager part of the service
infrastructure supports the translation between different location concepts. On
the other hand, the user management and accounting component of the server
infrastructure provides user and community profile management functions, and
also records information required for billing purposes.
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2.3 Location Management in MUGGES

Mugglets are bound to the physical world through location descriptions. Conse-
quently, location descriptions become a crucial filter to search and access Mug-
glets. Managing locations can be complicated due to heterogeneous location
technologies and different interpretations by humans. Different systems exist for
indoor and outdoor positioning. Well-known indoor position systems are visual
markers, Wi-Fi or Bluetooth based systems. Visual marker technologies trans-
late symbols in locations, whereas Wi-Fi and Bluetooth positioning are based on
triangulation, a methodology which calculates the position from different signal
strengths issued by senders placed in the environment. For outdoor positioning
the most commonly used system is GPS. GPS expresses locations through co-
ordinates in latitude, longitude and altitude, e.g. in the World Geodetic System
[5]. For instance, the city of Bilbao is located at latitude 4315’25”, longitude
-255’24” and altitude 19 m.

The Location Server (LS) component of the service infrastructure hides the un-
derlying technology used to determine the user’s location. This may be anything
from a GNSS receiver’s coordinates, to the phone’s Cell-ID, the surrounding Wi-
Fi base stations, a RFID reader, 2-dimensional barcodes or even plain text. For
the verification of this location management concept we implemented GPS and
Cell-ID for outdoor positioning and visual markers as indoor positioning system.
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It is the LSs responsibility to identify the correct position based on one or a com-
bination of these pieces of location information. The significant advantage of this
approach is a stronger independence of heterogeneous location technologies, and
makes the MUGGES system well suited for a wider range of usage scenarios.

As opposed to machines, people use conceptual language to represent loca-
tion data. In other words, while computers use numbers, people use concepts
(e.g. “near the station”, “at the museum”, “in the market area”). Hence, in
MUGGES location-based services are accommodated to the way people need
to utilize them, and correctly interpret expressions at a semantic level, just
as humans do. Location information is represented and used in a humanized
way. Therefore, the Location Server distinguishes between physical, symbolic
and semantic locations. In MUGGES users collaboratively create, maintain and
constantly update a coherent location model based on their collective contribu-
tions. Besides the location server seeks the help from external location mapping
or modeling services such as GeoNames [6] or Google Maps [7].

3 MUGGES Trial and Evaluation

3.1 MUGGES Finnish Trial Setup

A functional and technical evaluation of the MUGGES system was carried out
through user trials hosted in Espoo, Finland. This trial was conducted based on
the Living Lab concept requiring and seeking high involvement of the users in
real usage setups. MUGGES services were provided from a server installed and
operated in Spain. The trial itself was held in one single phase of two weeks, one
indoor and outdoor trial aiming to test heterogeneous location mechanisms for
LBS applications. The base scenario consisted of:

– 8 users equipped with advanced mobile phones powered by MUGGES com-
ponents and a GNSS receiver.

– 10 hot areas for interaction limited by geographic coordinates.
– 4 deployed social LBS applications that promote location-based interactions

among different user types.

The trial was held close to VTT headquarters, mainly in a roughly 1 km2 area
within the Otaniemi technology campus. VTT’s technical campus was furnished
with symbolic locations with the help of the MUGGES location model. Trial
users, however, were not restricted to experiment with the application in the
main trial area, but encouraged to test the application elsewhere as well, in order
to gain as much information as possible regarding the technical and operational
evaluation of the system.

Regarding the recruited group, 8 IT professionals – aging from 26 to 53 years
and working at VTT – were recruited. This sample group represented a group
of critical, tech-savvy early adopters (enthusiastic to try new technologies). For
that reason, the results of the trial cannot be identified with a layman’s view
on MUGGES experience. Since the trial has been held in the heart of winter,
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weather conditions in Finland turned out to be very demanding for testing any
mobile application. The temperature was continuously below 0oC, leading to
frequent heavy snowfalls (see Figure 3). Harsh conditions highlighted not only
the requirements for usability, but also to fit to the context [8].

Fig. 3. Weather conditions rose exceptional challenges for mobile service use

For the trial, users were given Nokia 5800 XpressMusic touch screen smart
phones with pre-installed and preconfigured MUGGES software. All the uti-
lized phones have a small touch screen, embedded GPS and a prepaid 3G/3.5G
data connectivity that allowed 0.4-6 Mbit/s downlink data transfer. Tests before
the trial revealed several shortcomings of the phones and MUGGES software:
the application was not easy to use due to touch screen problems, the upload
bandwidth represented a bottleneck for the peer-to-peer messaging and the run-
time memory was too small and slowed down the application over time or even
crashed occasionally. The trial was started with a 2-hour kick-off introduction
to MUGGES concepts and the functionality of the application. This intensive
training session was used besides explaining the MUGGES user interface to teach
trial participants to deal with the technical problems described above.

3.2 Assessment of Trial Results

Based on obtained data during the trial we analyzed MUGGES usage and its
workflow. People used Mugglets over a period of two weeks. Mugglet usage was
the highest in the initial days of the trial and dropped slightly in the remaining



Social Acceptance and Usage Experiences 193

time. During weekends MUGGES was usually not used, since technical support
was not available. The drop of the usage rate during the week can be explained
by the bad weather conditions in Finland (heavy snowfall). Besides the weather,
trial users mentioned distractions through the environment and the unstable im-
plementation as the biggest and major reasons to dismiss the usage of MUGGES.
Such reasons are graphically shown in Figure 4.b. Based on an interview per-
formed at the end of the trial, it is inferred that most of the trial users would
use Mugglets once a day (see Figure 4.a). This can be deemed as a value lying
in the range of similar third-party applications.

(a) (b)

Fig. 4. a) Mugglet usage prediction; b) envisioned distractions for not using MUGGES

In the following we take a closer look on the Finnish trial results as examples
of spatial distribution of the occurrences of MUGGES activities, as well as we
discuss the findings and related experiments from trial conducted in Finland. In
the spatial examination, we concentrate on the following three basic MUGGES
tasks: creation of Mugglets, provision of existing Mugglet and consumption of
Mugglets, i.e. downloads of Mugglets from another user. Execution of each task
by the trial user created an event with the location, which enabled us to visualize
the MUGGES activities of trial users on maps. In Figure 5 occurrences of each
task type are visualized on a pair of maps. The first map in the pair renders a view
on the area of interest in larger geographical scale, while the second one zooms
into the Otaniemi campus, which was the main trial area. Task occurrences are
represented as circles of different yet proportional sizes in the maps, in the sense
that the more events bound to the same location there are, the bigger the circle
representing the number of events in that location is.

• Creation of Mugglets: During the Finnish trial a total of 149 Mugglets
were created (published) and most of them (84 %) were basic MUGGES Note
Mugglets. The proportions of mash-up Mugglets from all created Mugglets were:
MUGGES Journal 7%, MUGGES Trail 6%, and MUGGES Race 3%. The small
proportion of mash-up Mugglets is understandable since they acted as special-
purpose containers of already existing Note Mugglets. Even though the sample
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of trial users and number of created Mugglets were small, clear hints of participa-
tion inequality (the 90-9-1 rule for lurkers and contributors [9]) can be observed
in the Finnish trial where one of the trial users created 60% of all Mugglets. In
summary, This rule means that “In most online communities, 90% of users are
lurkers who never contribute, 9% of users contribute a little, and 1% of users
account for almost all the action”.

(a) (b)

Fig. 5. Spatial distribution of Mugglet creation locations

As the left-hand side map in Figure 5 shows, Mugglets were mainly created in
the Otaniemi campus area according to the initial trial assignment and due to
the fact that trial participants were working in that area. Other publishing places
were related mostly to users’ home locations and some outdoor locations related
to the leisure time activities of trial users (the trial coordinators encouraged
users to test Mugglets at their leisure time as well). The right-hand side map in
Figure 5 elucidates that the main publishing activity was centralized in the VTT
Digitalo premises and its surroundings, including the student society building
and its popular student restaurant (the Otahalli sports center) where trial users
had their activities. In VTT Digitalo, QRCodes located conveniently near the
coffee rooms were often used to bind the Mugglets to the location. As the users
used often two-phase workflow for creating and finalizing Mugglets, there was a
clear need for providing private workspace for Mugglet creation, where users are
able to keep their Mugglets as long as they are finalized and ready for publishing
for others.

• Providing Mugglets: Regarding the provision of Mugglets, it was detected
and reported that mobile devices became slower over time due to the insta-
bility of the MUGGES system. By thoroughly analyzing this phenomenon we
discovered a strong correlation of the provided Mugglets and the execution speed.
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In a range up to 30 Mugglets per phone the execution speed was so slow that
some people started to uninstall their Mugglets again. We also discovered that
no more than 5 MUGGES consumers could access the same Mugglet at the same
time. The reason may lie on the asymmetric upload and download bandwidth of
the installed connection, which is counterproductive for the peer-to-peer concept
of MUGGES. Regarding the provider-consumer ratio per Mugglet, it was seen
that most Mugglets were intended for smaller groups, but some were targeted
for larger audiences (i.e. up to 8 people). Since the size of the test group was 8
people, we assume that they tried to address the general public.

The peer-to-peer approach in MUGGES architecture gave rise to several tech-
nical challenges. When the user decided to either close the MUGGES application
or to switch his/her phone off, the provided content disappeared from the other
terminals, which was considered as a major drawback of the proposed solution.
For the same reason, the searches made by the trial user often led to problems
when providers closed MUGGES applications and old search results referring to
the disappeared Mugglets still remained within the search results (if user did not
made a re-search). Fortunately, this drawback can be solved by forcing a timed
refresh of the search engine upon disconnection of a certain MUGGES user.

• Discovery and consumption of Mugglets: In total over 300 consumption
events (i.e. the download of a given Mugglet from a peer) were logged in total
during the Finnish trial. According to the compiled data, the MUGGES system
was mainly utilized daily during the working hours (from 8 a.m. to 5 p.m.).
The main activity gravitated on the Otaniemi campus area, but some users also
examined Mugglets in their home locations outside Otaniemi. In the latter case,
consumption took place also during weekends, as well as at times beyond work-
ing hours. Most of the consumption in the Otaniemi trial area was accumulated
inside the VTT Digitalo premises (indoors), where users experienced with the
MUGGES application during the coffee and other breaks along their work sched-
ules. Other popular locations for consumption included the surroundings of the
student society house, library and bus stops. It is remarkable that consumption
of Mugglets was accumulated in indoor locations where working with mobile
device was the most convenient choice. In addition, and as expected, also “dead-
time” moments offered opportunities for Mugglet consumption, e.g. during the
waiting time at the bus stop, or while waiting on something or someone at a
public place.

Mugglets were consumed often in locations that were different from the Mug-
glet location. This result states that current MUGGES applications were not
strongly location-aware, but just location-based applications. This result is fur-
ther explained by the fact that Mugglets were searched primarily through other
than location-based means (keyword and category searches). Furthermore, proac-
tive features (e.g. those that notify users when some interesting contents are
nearby the user’s location) were missing from the current MUGGES implemen-
tation.
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3.3 Frequently Requested Features

After the field trials, users were asked about the features they missed most during
the trial. The following aspects were mentioned repeatedly:

– In order to increase the transparency of the MUGGES community, users
requested the enhancement of MUGGES with social features such as Mugglet
recommendations and ratings. In addition, they suggested incorporating,
to the Mugglet creation procedure, the option to address specific groups
of friends for their Mugglets, e.g. by extracting the contact list from the
Facebook account of the Mugglet creator. Not all of the created Mugglets
were intended for the public usage.

– Users also claimed that the process of creating a Mugglet is a strong effort,
and consequently they are willing to get feedback from the consumers of
their created Mugglets. From the consumer point of view, recommendations
allow for easily distinguishing popular and important Mugglets from others,
a feature which in the long run increases the value of the offered Mugglets.

– Another frequently requested property was the real-time administration of
Mugglets, e.g. by notifying MUGGES users about new comments or notifi-
cations of the Mugglet itself. Some users also wanted to interact with their
Mugglet provider through direct chat tools.

4 Concluding Remarks

Mugges opens new opportunities for people to create mobile micro services and
share them with others. The trial conducted in Finland revealed interesting re-
sults: first, trial users found it appealing to furnish real-world locations with their
own digital content. Trial users perceived the concept of mash-up Mugglets as
very powerful and suggested to extend the concept by allowing the re-usage of
notes from others. The creation process for Mugglets with wizards was seen as
ineffective. Note Mugglets were almost always containing a photo, which empha-
sizes the importance of multimedia as mobile content.

Users also raised issues that were related to the discovery and search proce-
dures of Mugglets. Especially when the number of Mugglets increases, users felt
that simple Mugglet retrieval lists were not useful and better ways of grouping,
sorting and restricting of search results were needed. In comparison to existing
commercial products, MUGGES can be seen as a complementary offer. Face-
book, Twitter and Foursquare are more concerned about social networks, and
less about the physical environment. It is important to note that users are wor-
ried about their privacy, and would hence prefer to share information about their
favorite places and routes instead of publishing their current position. Based on
this observation, the possibility to control the content was seen as very positive.
This is buttressed by the fact that people envision to use it quite frequently – at
least once per day – preferable in typical time-killing situations such as bus stops.
However, one user remarked that there is a potential threat if the MUGGES ap-
plication is hacked and outsiders may get access to personal information on the
phone. Further research will be conducted to circumvent this issue.
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This paper summarizes the results obtained from the Finnish trial. Taking into
account these results and the comments made by the trial users, new function-
alities and improvements in the MUGGES system will be included and further
tested by users in the future through new trials.

Acknowledgments. This project has been supported by the project grant
no. 228297 (MUGGES [3]), funded by the European Commission’s 7th Frame-
work Programme, as well as by the Spanish Ministry of Science and Innovation
through the Torres-Quevedo programme (no. PTQ-09-01-00740 and PTQ-09-01-
00745).

References

1. Kaasinen, E.: User Needs for Location-Aware Mobile Services. Personal Ubiquitous
Computing 7, 70–79 (2003)

2. Fisher, M.: European Mobile Mapping Trends, Directions Magazine (2008),
http://www.directionsmag.com/printer.php?article_id=2756

(retrieved on March 7, 2011)
3. MUGGES (Mobile User Generated Geo Services) project, official website:

http://www.mugges-fp7.org (retrieved on March 7, 2011)
4. CORDIS: FP7, European Commission,

http://cordis.europa.eu/fp7/home_en.html (retrieved on March 7, 2011)
5. Department of Defense, World Geodetic System 1984, Its Definition and Relation-

ships With Local Geodetic Systems, NIMA Technical Report TR8350.2, 3rd edn.
(1997)

6. GeoNames Ontology - Geo Semantic Web, http://www.geonames.org/ontology/
(retrieved on March 7, 2011)

7. The Google Geocoding Web Service - Google Maps API Web Services,
http://code.google.com/apis/maps/documentation/geocoding/index.html

(retrieved on March 7, 2011)
8. Cockton, G.: From Quality In Use to Value in the World. In: Extended Abstracts

on Human Factors in Computing Systems (CHI), pp. 1287–1290. ACM, New York
(2004)

9. Participation Inequality: Encouraging More Users to Contribute. Jakob Nielsen’s
Alertbox (2006),
http://www.useit.com/alertbox/participation_inequality.html

(retrieved on March 7, 2011)

http://www.directionsmag.com/printer.php?article_id=2756
http://www.mugges-fp7.org
http://cordis.europa.eu/fp7/home_en.html
http://www.geonames.org/ontology/
http://code.google.com/apis/maps/documentation/geocoding/index.html
http://www.useit.com/alertbox/participation_inequality.html


Mobile-Human Interaction Monitoring System

Ivan Pretel and Ana Belen Lago

DeustoTech - Deusto Institute of Technology, 48007 Bilbao, Spain
{ivan.pretel,anabelen.lago}@deusto.es

Abstract. Information and Knowledge Society is involved into a more
challenging phenomenon than ever. The ability of mobile devices to ac-
cess information and services from anywhere and anytime is the main
reason that empowers the massive usage of this kind of technology. Soft-
ware quality has to be improved by developing mobile device interaction
models according to the user necessities. These necessities have more kind
of users than ever. It means the quality in use improvement is vital to
the interaction. By this work we aim to give a more explicit point of view
of the problems that appear during mobile application quality testing.
In order to do so, we have studied a context model for mobile interaction
design and the existing ways to capture, analyze and evaluate the user
interaction. Finally we present one software solution consisted by a tiny
mobile application and a desktop application. The exposed system can
capture all necessary information to calculate quality in use metrics de-
fined within ISO/IEC 9126 standard. The contribution revealed is a new
approach to quality testing methodology focused on mobile applications
where it is possible to improve the reliability of its results by paying
special attention to minimize the influence of external elements used to
monitor the interaction.

Keywords: Quality in use, mobile services, context-awareness.

1 Introduction

The Information and Knowledge Society has evolved into a more challenging
phenomenon than ever. Information and communications technologies have been
introduced into all fields of human activity linked by the key technology: full con-
nectivity mobile devices. By this key, everybody can be aware of their economics
and entertainment among others.

The ability to access information and services from anywhere is the main
reason that empowers the massive usage of this kind of technology, which not
only focuses on the individual but also on business and social groups. These
social tendencies create the need for better awareness and readiness to face these
demands quickly. The software quality is becoming increasingly important due
to the exigencies of the new and aggressive mobile software market. In addition,
the software design and development is progressively more focused on the user.
Due to this tendency, a great amount of resources are invested in the long-term
ambition of finding and developing mobile device interaction models according to

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 198–205, 2012.
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the user necessities. In order to achieve this aim, knowing how the users feel using
the product and what kind of problems could have is vital. Inside the quality
topic, ISO 9126 [1] standard describes the quality in use. This kind of quality
measures how a product can satisfy the needs of the specified user to achieve
specific goals in a particular context with effectiveness, productivity, safety and
satisfaction. Unfortunately, a good software quality evaluation takes more time
than the companies can invert.

The contribution revealed is a new approach to quality testing methodology
focused on mobile applications where it is possible to improve the reliability of its
results by paying special attention to minimize the influence of external elements
used to monitor the interaction. Firstly, the quality focused on mobile devices
interaction is explained in Chapter 2. Secondly, the context in use is studied
and the context focused on mobile interactions is defined in Chapter 3. Capture
methods and existing monitoring systems are studied in Chapter 4. The mobile
interaction monitoring system is presented in Chapter 5. Finally, the research is
concluded and further work discussed in Chapter 6.

2 Quality Focused on the Interaction

ISO 9126 defines a quality framework by three aspects: Intern Quality, Extern
Quality and Quality in Use. Internal Quality is the totality of characteristics
of the software product from an internal view (i.e. cyclomatic complexity, code
maintainability). This kind of quality can be improved during code implemen-
tation, reviewing and testing. External Quality is the quality when software is
executed, which is measured and evaluated focusing on the software application
behavior (i.e. number of wrong expected reactions of software). Finally, Qual-
ity in Use is defined within ISO/IEC 9126-4. It is the quality of the software
system that the user can perceive when it is used in an explicit context of use.
It measures the extent to which users can complete their tasks in a particular
environment. It is measured by four main capabilities of the software product in
a specified context of use:

– “Effectiveness”: The capability to enable users to achieve specified goals with
accuracy and completeness.

– “Productivity”: The capability to enable users to expend appropriate amounts
of resources in relation to the effectiveness achieved.

– “Safety”: The capability to achieve acceptable levels of risk of harm to peo-
ple, business, software, property or the surrounding environment.

– “Satisfaction”: The capability to satisfy users.

These capabilities have to be measured in order to calculate how the quality in
use of evaluated software is. Focusing on mobile devices, every software capability
has to be measured per task and also per user, who is surrounded by the context
in which actions are needed to be tracked. Owing to the wide range of contexts,
an explicit context in use definition focused on mobile interactions has to be
defined.
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3 Context in Use

According to ISO 9241-11[2] standard, context in use is defined as every user,
task, equipment and also physical and social environment that is affected by the
interaction. In 2007, the NIST [3] institute published a new document adding ev-
ery stakeholder to the context in use defined in the first standard. Other context
in use definition is specified by Kankainen [4], he defines context in use as the
environment that involves the user and his community. Nadav Savio and Jared
Braiterman [5] explain the context by enumerating the following layers: culture,
environment, activity, goals, attention, tasks, interface, device, connection and
carrier. For mobile interaction, context is everything.

According to the exposed definitions, the different mobile context components
are user, mobile device and environment.

The user has to be described by four main groups of attributes: personal,
knowledge, skills and attitudes. Personal attributes are name, age and sex. The
attributes related to knowledge are those attributes that can affect language, sys-
tems, products, work area, experience and eases with the tasks defined, culture,
education level and experience using similar products. Physical abilities, mental
abilities, disabilities and qualifications form the skills group. The attitudes group
is formed by motivations, previous experiences and expectations.

The environment is also formed by groups of attributes: physical, ambient,
technical and sociocultural groups. Inside physical group are attributes that de-
scribe the tangible environment (e.g. work area dimensions). The aim of ambient
group is to keep attributes that can describe meteorological conditions, such as
humidity, temperature or sound level. The sociocultural attributes group de-
fines the cultural and social agents that can determine the user experience (e.g.
cultural habits, religion). Technical group define every characteristic used dur-
ing the tests excluding the mobile device, for example, connectivity attributes,
hardware and software characteristics and so on.

If the work is focused on mobile environments studies, it appears the first
complication. The main problem the quality in use shows is it is highly context-
dependent. It is widely acknowledged that mobile environments are continu-
ously changing. Therefore, context in use focused on mobile-human interaction
(Figure 1) is formed by one mobile device, its owner, and also every environment
that appears during the tasks execution.

4 Interaction Data Compilation

In order to define the best mobile-human interaction capturing we have studied
the existing capture methods and the different advantages and disadvantages of
the monitoring systems.

4.1 Capture Methods Classification

Firstly, we have studied the existing methods used to capture user interaction
to conclude the best monitoring way. Different kinds of classification are found:
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Fig. 1. Context in use definition

focused on environment, on automation level and also on the participation of
users.

Focused on the environment which in the capture is developed, we can differen-
tiate between real environments and laboratory environments. Testing executed
in laboratory is easy because all influencing factors can be controlled and data
can be recorded with several cameras and capturing tools. However, the context,
which is the most influential factor, is not considered or it can hardly be simu-
lated. In contrast to the laboratory methods, testing in real environment means
that all data can be captured within real context influence.

Other kind of classification is by the automation level. They can be differen-
tiated between manual and automatic methods. The manual method does not
require any additional software or hardware and they are very flexible methods
(it can measure specific and general parameters). The main problem this kind
of method has is that it is extremely subjective. Because of that those captures
could easily go wrong. However, automatic methods can capture highly objective
information they are very quick.

The last method grouping is by the participation of users. Experiments done
by real and direct interactions made by users (direct users and also stakeholders)
can provide real data and can discover new problems. Contrary to the exper-
iments with real users, experiments done by experts can only detect known
problems and they also have more subjectivity than the first group.
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After studying those methods, focusing on the objectivity and reliability of
the captured information, the best method to capture user interaction is in real
environments with real users in order to retrieve data as objective as possible
and also the automatic methods to save time and add more objectivity to the
capture. To sum up, we have explained the context in use is formed by user,
mobile device and environment. Additionally, the best way to capture the most
objective data is by monitoring the real user interaction in real environments
by automatic systems. The next step is to study the best way to capture the
information without influencing the context in use.

4.2 Existing Monitoring Systems

During the design of the system showed in this work, various interaction capture
tools were studied: Morae [6], The Observer [7] and AQUA [8] among others.
We have found a wide range of ways to capture the interaction.

The most common way is by camera installation in the device or added on a
helmet. These added elements influence the context (the ergonomics of mobile
device and the comfort of the user). When giving a sample, if a user whose phone
has external capturing accessories (i.e. added camera), he will feel uncomfortable
and he will change his behaviour. Consequently, this interaction will be corrupted
and it will show worse quality results than without camera.

Interaction capturing by tests is a good method because they can be done
after or before the interaction without influencing the context although they can
add subjectivity depending on the design of the test questions.

Other way is by human observers. Although this method is manual, it has to
be mentioned because is a good sample to understand the problem could lightly
appear in camera installation and testing methods. The problem is that user
can have a tendency to show expected (but not real) results due to the being
observed and being evaluated feelings (i.e. if the user detects cameras, he will
feel observed and evaluated). The most objective way to capture the interaction
is by logs. The element that is altered is the mobile device because the logging
software can reduce its performance.

In summary, if we capture data focusing on mobile context by the mobile
device we can provide deeper and objective information without changing dras-
tically the interaction. Therefore, the main goal to the capturer designed is to
capture interaction data by registering information only using the mobile device.

5 Mobile Interaction Monitoring System

The exposed monitoring system is made up of a tiny mobile application that is
able to capture the interaction and a desktop application that is able to simu-
late the interaction captured by the mobile application. It can capture data by
saving screenshots and the user actions. Every key pressed is logged within its
timestamp and its corresponding screenshot.



Mobile-Human Interaction Monitoring System 203

5.1 Methodology

In order to register the interaction, we have defined one methodology that is
divided in five main steps.

– Firstly, the devices have to be configured. The configuration consists in defin-
ing tasks and contexts which in the users have to do the experiment. These
tasks and contexts are defined by one xml file. This file is stored in phones
to lent and ridden by the mobile application.

– Secondly, users have to borrow the configured phones and do the specified
tasks. The task information is showed by the graphical user interface of
the capturing system. When user chooses one task to do, he notifies to the
application he is going to start. After ending the task the user notifies to the
application the task is ended. The system stops capturing.

– When the user ends every task, he has to go the lent device back. The ad-
ministrator has to dump the interaction data from the device to the system.

– After dumping information the system administrator has to introduce miss-
ing data (i.e. interaction errors, search times...) simulating the interaction
by processing the recorded information.

– Finally, all necessary information to analyze the quality in use is stored.
Therefore, the desktop application can generate graphs and reports.

Fig. 2. Methodology
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5.2 Architecture

The system is formed by two modules (see Figure 3): mobile application and
desktop application. The first module is developed to be executed in mobile
devices. The files which contain the configuration, context and task information
are ridden by the controller. It is developed in Java and its functionality is to
interact with the user by its Graphical User Interface (GUI) and to send TCP
commands (Start, stop, resume and pause) to the interface interaction capturer.
The controller has been developed in J2ME language. Java Virtual Machine for
J2ME has screen and key access limitation. If the application has not got the
focus, it cannot access to the screen and the keys of the mobile device. This
limitation was solved by developing interface interaction capturer (module that
can capture data interaction) in PyS60 (Python on Symbian Series 60). This
capturer can save information generated by the interaction in three types of
files: image files (PNG format), test answers files (XML format) and log file
(text format). Due to this module, the only element affected by the interaction
monitoring system is mobile phone because its performance is reduced.

The second module is the desktop application. When users finish the experi-
ment, desktop application takes this information and normalizes every data. This
data is used to calculate metrics of characteristics that define quality in use. It
stores this data in the database of the system (MySQL database). Another func-
tionality this application has is simulation. It can simulate the interaction. By
this way, we can capture the data that we cannot capture automatically. After
seeing simulations and introducing incomplete data manually, it can calculate
every metric and show analysis reports.

Fig. 3. Architecture
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6 Conclusions and Future Work

The ability of mobile devices to access information and services from anywhere
is the main reason that empowers the massive usage of this kind of technology.
Owing to this tendency, software quality has to be improved by developing mobile
device interaction models according to the user necessities. These necessities that
have to be satisfied by the new applications have more kinds of users. It means
the quality in use is getting more important than ever. The exposed system
can capture all necessary information to calculate quality in use metrics defined
within ISO/IEC 9126 standard. By this work we aim to give a more explicit point
of view of the problems that appear during mobile application quality testing.
In order to do so, we have studied a context model for mobile interaction design
and ways to capture the user interaction.

To sum up, this work reveals whether the quality in use testing is focused
on mobile context, we have to take care choosing the interaction monitoring
methodology because the context can be easily influenced. The solution pre-
sented by this work shows limitations and problems that have to be solved in
future works. The first problem is we have to trust the user is doing the tasks
in the specified context. Another problem is the device influence caused by the
exposed capturing tool. These problems can be solved by automatic context
detection and by optimizing the mobile capturing tool. This work concludes in
order to design successful mobile interactions; we must be aware and understand
the context in which they take place.

References

1. ISO/IEC 9126:2001. Information Technology - Software Product Evaluation – Qual-
ity Characteristics and Guidelines for their use (2001)

2. ISO 9241-11:1998(E). Ergonomic requirements for office work with visual display
terminals (VDTs) Part 11: Guidance on usability (1998)

3. NISTIR7432. Information Access Division – Information Technology Laboratory,
Common Industry Specification for Usability –Requirements (2007)

4. Kankainen, A.: Thinking model and tools for understanding user experience related
for information appliance product concepts. Dissertation of Anu Kankainen (2002)

5. Savio, N., Braiterman, J.: Design Sketch: The Context of Mobile Interaction,
http://www.giantant.com/publications/mobile_context_model.pdf

(retrieved on March 20, 2011)
6. Morae: usability testing and market research software,

http://www.techsmith.com/morae.asp (retrieved on March 20, 2011)
7. The Observer XT,

http://www.noldus.com/human-behavior-research/products/the-observer-xt

(retrieved on March 20, 2011)
8. Covella, G.J., Olsina, L.A.: Assessing quality in use in a consistent way. In: Pro-

ceedings ICWE 2006, pp. 1–8. ACM, New York (2006)

http://www.giantant.com/publications/mobile_context_model.pdf
http://www.techsmith.com/morae.asp
http://www.noldus.com/human-behavior-research/products/the-observer-xt


J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 206–218, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

Design and Implementation of a Simulation Environment 
for the Evaluation of Authentication Protocols  

in IEEE 802.11s Networks 

Ikbel Daly, Faouzi Zarai, and Lotfi Kamoun 

LETI Laboratory, University of Sfax 
Sfax, Tunisia 

{ikbel.daly,faouzi.zarai,lotfi.kamoun}@isecs.rnu.tn 

Abstract. Mesh technology presents a great deviation in the field of wireless 
networks thanks to its assets brought in the level of mobility, the quality of 
services and distribution of radios resources. Due to its importance, a working 
group was formed in IEEE organization in order to work out a standard for the 
Mesh networks under the reference IEEE 802.11s. Consequently, a whole of 
tasks remain in the course of research such as security. That allows the 
appearance of several solutions and protocols suggested by the researchers' 
community in the literature. However, the existing simulators do not contain yet 
complete modules which allow studying this network. To remedy these 
problems, we thought of developing an environment of simulation for the 
evaluation of the authentication protocols for the IEEE 802.11s networks. This 
tool allows the easy development and the integration of new modules and 
thereafter its performances evaluation by providing appropriate measurements. 

Keywords: IEEE 802.11s, Mesh network, simulator, authentication protocols, 
handoff. 

1 Introduction 

After the success of the Wireless Local Area Networks (WLANs), the world of wireless 
saw the birth of new technologies such as the Ad hoc networks and the Wireless Mesh 
Networks (WMNs) which propose a facility and a flexibility of deployment.   

The Mesh network also called multi-hops network constitutes a flexible 
architecture ensuring the effective circulation of data between the wireless 
equipments by elimination of the problem of corrupted ways. This characteristic is 
consolidated by the automatic installation and configuration as well as the co-
existence with existing networks. This technology is all the more reliable since it is 
dense and is by definition multi-services voice, data and video.   

Moreover, WMN is characterized by its capacity to extend its coverage area. 
Consequently, its architecture is able to change dynamically to allow the fluent 
mobility of its users. This freedom during clients' movement imposes several 
challenges that we quote mainly the problem of security. Indeed, we must ensure the 
access only to authorized users by avoiding all risks of attack or intrusion. This 
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problem becomes increasingly serious and vulnerable with the opening of network 
medium towards the outside and in the case of routers movement. 

A simulator network presents a fast, economic and effective solution for the 
networks tests. Indeed, the installation of a real network introduces a heavy operation 
from sides of material, time and cost.  Then, it is essential to have a solution which 
makes it possible to solve these problems by guaranteeing the application of the 
various mechanisms and protocols which are necessary for the engineering of such a 
network. This solution reveals by the use of a network simulator which allows 
moreover the study of the behavior and the capacities of complex networks. Besides, 
it provides the possibility of developing new protocols and furthermore testing its 
performances and effectiveness. 

In the field of networking, there are several types of network simulator. NS2 is one 
of the most known simulators in the researchers’ community [1]. Indeed, it is open-
source, fast and contains a big diversity of models. On the one hand, the complexity 
of the language programming used with NS2 causes a great difficulty for the 
development of new protocols. On the other hand, NS2 is characterized by the 
management of wireless networks as well as new technologies such as the Ad-hoc 
network and the study of some aspects in particular the mobility management, the 
access security and the control of congestion, etc. These aspects are treated by other 
simulator; we quote as an example Glomosim, Qualnet and Opnet.   

Mesh technology states a subject of topicality since its standardization is under 
development. It is not adjusted yet in the majority of existing network simulators. In 
contrast, a novice version of this type of network was implemented in the new 
simulator NS3 [2]. This version just provides the backbone which is the first level of 
the WMN and is made up of the Mesh nodes bound by the routing protocol HWMP 
[3]. This implementation adopts the proposal IEEE 802.11s draft standard version 3.0.   

Because of our need to test the performances of the new suggested solutions and 
protocols in the field of Mesh networks, the idea to develop an adequate simulator to 
this type of network is triggered. The new simulator is modular; it integrates several 
modules which allow the management, the control and the administration of network. 
We quote as an example the following modules:   

• Channel Modeling  
• Area modeling 
• Management of the arrivals  
• Deployment of the radios resources  
• Radios resources management (CAC, Scheduling...)  
• Neighbors discovery  
• Mobility management (handoff)  
• Security management 
• Management of the observations. 

The remainder of this paper is organized as follows. In Section 2, we give an 
overview about the Mesh technology. In Section 3, we explain through a class 
diagram the design our environment of simulation. Then, the implementation phase is 
illustrated in Section 4. And an example of manipulation of this new tool is described 
in section 5. Finally, we conclude the paper in Section 6. 
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2 Overview of WMN 

The revolution of wireless, started by the success of the standard IEEE 802.11, 
pushed the community of researchers in the design, the analysis, the development, and 
the deployment of new wireless solutions. In particular, the Wireless Mesh Networks 
(WMN), have captured the interest of university research and industry, because of 
their capacity to meet at the same time the requirements of the suppliers of wireless 
access to Internet and the users.   

Mesh topology is a network topology qualifying the networks (wired or not) in 
which all the hosts are connected gradually without central hierarchy, thus forming a 
structure in form of net. That makes it possible to avoid having critical points, which 
in the case of breakdown, cut the connection of part of the network. Indeed, if a host 
is out of service, its neighbors will pass by another path. The implementation of such 
a topology is called network Mesh [4].   

Thus, Mesh network consists of nodes which communicate directly with their 
neighbors by removing the interconnected network between the access points. Moreover, 
this type of network forms an emergent class of wireless networks, which is able to be 
dynamically organized and configured. It takes the principle of a wireless network that  
is based on the multi-hop transmission. A typical example of a Mesh is presented in 
Figure 1. Mesh architecture of two levels concentrates the routing on the wireless part 
(the first level - backbone), made up of Wireless Mesh Routers (WMRs) and of the 
access points which offer a connectivity to mobile stations (the second level) [5].   

Considering the importance of this type of networks and the various advantages 
brought by this technology, a working group was created within the IEEE (Institute of 
Electrical and Electronics Engineers) with an aim of arranging a new standard under 
the reference 802.11s [6], [7].   

 

 

Fig. 1. Overview of wireless Mesh network 
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This emergent standard defines a whole of terminologies schematized in Figure 1. 
First of all, any node that supports Mesh services such as control, management, and the 
operation of the Mesh is a Mesh Point (MP). If the node supports in more the access to  
stations (STAs) or with the nodes which do not have the Mesh services, it is called a 
Mesh Access Point (MAP). Moreover, a Mesh Portal Point, noted MPP, is a Mesh point 
which has a non-802.11 connection with Internet and the external networks.   

Although there are the significant advantages of the successful deployment of the 
wireless Mesh networks in the whole world, some technical limitations and problems 
will remain to be solved and will probably require more advanced research for the 
deployment of such a network [8] Moreover, the upcoming standardization of Mesh 
network will clarify some concepts and will put an end to some problems. We quote 
mainly the quality of service, the security, the mobility and the interference problem. 

While these networks continue to develop, several efforts and works are provided 
to be ensured of the smooth running of the services offered by Mesh network. Indeed, 
we cannot be certain of granting the access to network only for the authorized users or 
the continuity of connectivity following the mobility of the various network 
equipments or the conservation of an acceptable quality of services even with real 
time applications only if we propose a set of protocols that manage all these aspects 
and others in order to provide a reliable Mesh network. 

With the aim of solving these problems, the community of researchers suggests 
several solutions and protocols. And concerning the phase of validation, they were 
obliged to adapt their proposals to an ad hoc environment due to the absence of a Mesh 
network implementation in the majority of network simulators. Following this need, the 
existence of a simulator adapted to this type of network becomes a need which makes it 
possible to test the suggested protocols and to evaluate its performances.  

3 Simulation Design 

In this section, we start on the design of an environment of simulation for the 
evaluation of authentication protocols for the IEEE 802.11s networks. First of all, this 
developed tool is supposed to create the wireless Mesh network architecture with its 
various levels and nodes. Then, it handles and manages the Mesh services and nodes 
by the management of traffic, the management of the mobility and the mechanism of 
neighbors discovery, etc.  Then, the simulator allows the addition of a set of control 
mechanism through the implementation of new protocols and in particular those of 
security and re-authentication.   

In order to carry out all these modules in such a simulator, we start with the 
construction of a conceptual model for this tool in the form of a class diagram. In fact, 
this schema is a net of classes and associations which models the structure of an 
object, its role within the system in addition to its relations with the other objects.  

Figure 2 presents the various modules which will be implemented in our simulator. 
The principal class of this diagram is the model of the WMN creation. It includes all the 
essential methods for the generation of such a type of network as well as the other 
additional methods for services control and the administration of the various network 
equipments. 
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First, we have to prepare our environment of study which is composed of the set of 
nodes mentioned in Figure 1. This task appears in the diagram by the reservation of 
classes for the creation of the different network components; the stations, the nodes 
MAPs and MPPs. Indeed, the MP class is formed by the whole of specific parameters 
to MAPs in Mesh network. Moreover, we find multiple methods to operate the 
various services of an access point as an intermediate point with the external networks 
(MPPs).   

For the second network level, a station class was developed.  It comprises the 
required information to identify a WMN user as well as the various actions which are 
likely to be carrying out by a simple station such as the emission and the reception of 
data. 

After the formation of the Mesh, we have recourse to regulate the several 
functionalities ensured by any wireless network and those specific to IEEE 802.11s 
networks. Indeed, we also require specifying the type of studied architecture and the  

 

 

Fig. 2. Simulator class diagram 
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distribution of the different components (such as central, distributed or hierarchical 
network architecture) create by using the module "Area modeling". With an aim of 
ensuring and managing the communication between MPs and their users, we have 
recourse to a whole of models which are used to adjust the transmission of packets 
between the various Mesh network entities.  

Indeed, to ensure the connectivity and the establishment of communications, we 
must manage the different channels (Channel modeling) by reserving the required 
radios resources (Deployment of the radios resources) and organizing the exchanged 
flows and packets (Management of the arrivals).  Consequently, the characteristics of 
the services and the applications managed in a network from traffic point of view 
make it possible to know and control the load of a specified network. Moreover, the 
study of behavior and the analysis of performances of such a network require the 
knowledge of the characteristics and statistical measurements for the various types of 
applications which are active during the transmission.   

Among the assets brought by an IEEE 802.11s network, we quote the effective 
mobility management with an aim of providing a freedom in moving for the 
customers who seek to communicate during their movements without any constraint 
of connectivity, and where the change point of attachment is completely transparent. 
For these reasons, the study of mobility notion is raised by the module "Mobility 
management". In order to establish the scan phase, the network nodes carry out the 
procedure of the "neighbors discovery" to browse the vicinity of every MP and STA 
to facilitate the connectivity between these entities.  

The reliability, the adaptability and the scalability are the most significant 
attributes of this type of network. However, security in a Mesh network is not yet well 
defined which requires the adoption of powerful mechanisms to be protected from 
several attacks. This problem of the insecurity becomes increasingly vulnerable and 
critical especially during handoff phase (i.e. following the change of channel during 
communication). That requires the application of an effective and well defined policy 
of security.   

Moreover, securing the transmitted information is a task whose complexity 
gradually grows, parallel to the increase in the number of applications and with the 
degree of medium opening towards the outside.  Consequently, the authentication of 
users becomes necessary. It is significant as well on the level of ensuring security as 
of the facility and the safety of employment for the user. Indeed, the authentication 
process is one of significant measurements to confront against attacks in Mesh 
networks, by allowing only authorized users to obtain connections and preventing the 
intruders from being integrated in the network and disturbing its operation.   

In our simulator, we have integrated the security aspect of the dynamic stations 
during channel changes, in order to evaluate the performances of such an 
implemented authentication protocol.  

4 Simulation Implementation 

A flexible and easy handling remains always among the most decisive criteria for the 
success of such a development project. This is why the choice of a programming 
language must be well studied.  
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The software of development on the subject of simulation is diversified and can be 
presented in the form of a structured programming language like the language C++ 
and object oriented programming language for example Java. The choice of a specific 
language depends on the category of the tasks which will be carried out, the 
requirements to satisfy and its performance compared to the other languages.   

In our case, it was necessary to choose Java, an object oriented language which 
proves to be most adequate thanks to its rich and fertile libraries, the portability of its 
programs, its flexibility, its facility of use and its robustness [9].   

Through the development of this environment of simulation we endeavor to:   

• set up a wireless Mesh network architecture with the required entities and 
components,  

• implement the mobility aspect in order to study the station handoff,  
• implement the security aspect of the dynamic stations during their changes of 

channel, 
• evaluate the impact of these concepts on the behavior of network.   

Consequently, this tool makes it possible to specify the various parameters of this 
type of network and to simulate its behavior with an aim to study the performances 
and the effect of implemented aspects such as the protocols of mobility and security. 
To guarantee the correct functioning of our network generated by the simulator as 
well as the studied models. A model is an essential element to understand the 
behavior of such a phenomenon or such an object. In our case, we implemented some 
models which are mainly:   

• Traffic model: it can be mathematical or analytical. The model of network traffic is 
represented by the statistical models, namely Poisson model , Exponential model 
or Geometrical model,  

• Mobility model: it define the manner of nodes movement in the coverage area of 
the network,  

• Propagation model: it contains the implementation of the wireless propagation 
environment, namely the attenuation model.   

4.1 Models 

4.1.1   Traffic Model 
In our study, we will consider two traffic models; voice and Internet flow (Web).   

• Voice Model  

The voice transmission is a real time service. The constraint of time constitutes a 
priority that must be respected for the generation of this type of application [10].   

For this type of application, we have adopted the traditional model. In this case, the 
arrival of the phone calls follows the "Poisson process", which is characterized by the 
value λ as an average rate of call and the duration of a call follows an "Exponential 
process" with µ average. 
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• Web Model 

This model is characterized by a whole of the parameters based on the consultation of 
HTML pages. In Internet flow, the access to the Web sites can be split in several 
sessions. Each session is defined by specific characteristics such as periods of 
datagrams loading, periods of datagrams inter-arrived and the periods of reading 
(periods of silence).   

The statistical characteristics of this model are [10]:   

 The appearance of the sessions follows a "Poisson process",  
 On the session level:   

- the number of HTML pages call follows a Géométrical distribution of typical 
average μ = 5 calls/session, 

- the reading time of HTML pages follows an Exponential distribution of average 
μlec, with 1 / μlec  between 4 and 12 s,  

- the number of datagrams per call follows a Géométrical distribution of average 
μdgm  = 10 dgm/call,  

- the duration of datagrams inter-arrival is an Exponential distribution depending 
on the network rate of transmission.   

4.1.2   Mobility Model 
The mobility model is based on a non uniform and random distribution of stations 
movements in the coverage area of the network. The movement of a node follows a 
Random Waypoint model, which is expressed by [11]: 

 Mean speed of the movement noted  such as    0, 20 ⁄ , 
 Movement direction represented by the angle noted , such as   0, 360° .   

The movement of nodes is generated in a periodic way and with a random way during 
simulation. 

4.1.3  Propagation Model 
The simulated propagation model supposes that the signals transmitted between the 
various network components undergo attenuation on a small scale. Indeed, if a node i 
sends a message with a power of emission Pe the station j receives it with a power of 
reception Pr (eq1) such as:                            10 log                                                        (1) 

With: P : Power of emission of the signal of i expressed in dB,   P : Received power of the signal of J expressed in dB, 
 : Distance between the nodes expressed in meters, 
: Zone of vicinity expressed in meters.   
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4.2 Parameters and Results of Simulation 

After having implemented the various models of a wireless Mesh network, the 
following stage consists in studying the performances of our simulator. The stage of 
evaluation is based on the influence of the increase in the mobile stations number and 
their mobilities on a set of criteria. As a preliminary phase, we must fix a list of 
parameters in order to carry out the various scenarios on the simulator as well as to 
extract precise values reflecting the state of network. 

4.2.1  Parameters of Simulation 
An example of Mesh network architecture is defined by its geographical coverage 
(Size with X and Y coordinates) and its population (MPs and STAs). The simulated 
network is characterized by a cover which is spread out over hundreds of meters, 
comprises a preset number of MPs nodes and a variable number of stations that varies 
according to the scenarios of simulation.   

Each MP node is defined by:   

• Its position in the network: defined by the node coordinates following the axes X 
and Y, 

• Its channel number: allotted in order to avoid the problem of interference, 
• Its range of transmission: defined by the coverage of its signal which decreases 

while moving away from the site of the concerned MP, 
• A unique identifier.   

Each station is defined by:   

• Its position in the network: defined by the node coordinates following the axes X 
and Y. In order to adjust our simulation with reality, it is necessary that nodes 
have different positions and carry out random movements in the network,  

• The mobility model: the speed   0, 20 ⁄  and the movement direction 
follows the angle   0, 360° , 

• A unique identifier, 
• The traffic model:   

 The arrival of a packet follows the "Poisson process" with average λ = 0,2 
call/hour , 

 The duration of the communication follows the "Exponential process" with 
average µ=10 minutes. 

4.2.2  Scenarios of Simulation 
After the configuration of the network parameters and nodes and the implementation 
of the various models, it is essential to simulate the behavior of this simulated 
network to evaluate its performances.    

We will consider two types of exchanged traffic between the nodes:   

• Voice communication, 
• Web communication  
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While basing on these types of communications as well as the parameters of 
simulation, we evaluate the performance of implemented protocols by extracting the 
simulation results according to three criteria:   

 Handoff latency: the time passed between the change of point of attachment 
request and the association with the new MAP, 

 Blocking rate: represents the number of blocked stations at handoff for the 
total number of stations which requests handoff, 

 Loss rate: represents the number of lost packets for the total number of the 
emitted packets. 

5 Example of Use 

Due to its importance and many the assets brought by this technology, wireless Mesh 
networks capture the attention of the industrialists and the researchers that allows the 
appearance of a variety of products and protocols. Indeed, several interesting works were 
undertaken on this type of networks of which some propose solutions to manage users' 
mobility, others study the problem of security, and a third category which are interested 
in the re-authentication after a change of location in the wireless Mesh network.   

The endeavor in [12] is to introduce a secure re-authentication mechanism named 
SWMM (Secure Wireless Mobility Management), which is carried out during the 
cross of mobile stations by different nodes to allow users fulfilling an effective and 
reliable handoff as well as a secure access to services offered in Mesh network. In this 
study, the authors have improved previous methods which deal with the problem of 
mobility as well as security. Indeed, they have applied the Wireless Mobility 
Management (WMM) mechanism [13] to support an environment which manages 
handoff in effective way. In addition, they have also slightly modified this previous 
method and the EAP-TTLS scheme [14] to provide the network’s security. 

In order to prove that the proposed protocol SWMM outperforms other existing 
method, this solution and another suggested in literature, EAP Independent Handover 
Authentication method (EAP-IHA) [15], have been implemented in our simulator.  

 

Fig. 3. WMR architecture generated by the simulator for SWMM and EAP-IHA 
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Figure 3 shows the Mesh network architecture generated by the simulator for the 
evaluation of the authentication protocols. It is made up of 9 MPs and a variable 
number of stations. Each MP is characterized by its coverage area and its number of 
channel. This last parameter is granted to different MPs by the network in order to 
eliminate the problem of interference.   

The obtained results by the simulator following the implementation of these two 
protocols make it possible to plot the curves of Figure 4.  

 
(a) Handoff Latency vs. Mobile stations number 

 
(b) Blocking Rate vs. Mobile stations number 

Fig. 4. Simulation results with SWMM and EAP-IHA protocols 
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(c) Loss Rate vs. Mobile stations number 

Fig. 4. (Continued) 

The interpretation of these curves makes it possible to evaluate the influence of the 
increase of network population on the value of handoff latency (a), blocking rate (b) 
and loss rate (c) on SWMM and EAP-IHA. 

6 Conclusion 

In this paper, we have presented our Java network simulator which is dedicated to the 
IEEE 802.11s networks. This tool is classified among the first simulators which treat 
this type of network since wireless Mesh network is still in the course of 
standardization by the IEEE organization. Among the advantages of this environment 
of simulation, we first of all quote the simplicity of the handling of various offered 
functionalities. Moreover, this simulator allows the easy development and the 
integration of new modules and protocols. Thereafter, it provides the required 
measurements to evaluate the performances of these modifications with more reduced 
time compared to the other existing simulators. Our current simulator presents the 
first stage towards the implementation of a more advanced tool which allows the 
treatment of Mesh networks. Indeed, we aim to add a set of supplementary modules 
which ensure a better handling of network. As future work, we claim to integrate a 
graphic interface to facilitate the use of the supported modules and the 
implementation and the validity test of the added protocols.   
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Abstract. The Heterogeneous Wireless Networks (HWN) is a type of 
framework which includes different varieties of wireless technologies. To 
ensure a robust management and a reliable behavior of HWN, it is necessary  
to well manage the interworking between its technologies and in particular to 
secure interworking and roaming between the 3rd Generation Partnership 
Project (3GPP)/Long Term Evolution (LTE) and Wireless Local Mesh 
Networks.  A whole of solutions has been proposed to solve this problem; we 
quote mainly Extensible Authentication Protocol-Authentication and Key 
Agreement (EAP-AKA) which still suffers from some vulnerabilities such as, 
man-in-the-middle attack, Sequence Number (SQN) synchronization, and 
disclosure of user identity. In this paper, we propose new re-authentication 
protocol. The suggested solution proves its effectiveness following the studies 
of simulation which carried out according to different criteria handoff latency, 
loss and blocking rate. 

Keywords: Re-authentication protocol, Heterogeneous Wireless Networks, 
3GPP LTE, Mesh networks, Handoff, Security. 

1 Introduction 

A heterogeneous network is an association between several types of networks which 
belong to various generations and technologies. These varieties of equipments 
manage between them to provide a new range of functionalities with a better quality 
of services and more security. One of the most important kind of this heterogeneity in 
wireless networks, we find 3G-WLAN interworking which is the future generation of 
mobile and wireless communication systems. Indeed, this specific environment 
integrates two various types of networks; the WLANs networks and the cellular 
networks of the third generation.   

Each category of these networks brings a whole of assets with an aim of 
guaranteeing the best interworking of various procedures and mechanisms between its 
components and of fulfilling the user's requirements and needs. Consequently, the 
integration of these different architectures makes it possible to benefit from the 
diversity of the advantages brought by each category and thereafter this 
complementarity improves the effectiveness of network as it guarantees the resolution 
of some problems such as the security, the interference and the quality of services.   
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In our study, we will extend our research to illuminate the interworking between 
SAE/LTE (System Architecture Evolution / Long Term Evolution) network [1], [2] 
(or simply LTE network) and the Wireless Mesh Network (WMN) [3]. On the one 
hand, the first type of network, developed by the 3rd Generation Partnership Project 
(3GPP), presents an improved and more secure version of the system UMTS 
(Universal Mobile Telecommunication System).  In addition, WMN presents one of 
the promising technologies in the world of wireless communications. Indeed, Mesh 
network makes it possible to provide a free mobility and the self-configuration of the 
various equipments of network, extensible zone of cover by the addition of routers, as 
well as a better quality of services.   

In spite of the diversity of the benefit brought by each one of these technologies as 
well as the multiplicity of the research carried out in this field in order to improve the 
performances of these two types of networks, the security remains an enormous 
challenge which needs to be studied. Indeed, the open medium of these technologies 
increases their vulnerabilities and the risks of attacks. Moreover, the integration of the 
networks, 3G-WLANs worsens the situation and the environment of association 
becomes increasingly vulnerable and less protected.   

The architecture of LTE-Mesh interworking is illustrated by Figure 1. This 
environment is composed of the set of components belonging to the Mesh and LTE 
networks. First of all, in Wireless Mesh Network, we distinguish the following 
equipments; WMR, Mesh AG and AAA server. The nodes WMRs (Wireless Mesh 
Router) support the services of Mesh network and make it possible to establish 
connections with the close nodes in order to ensure the property of the transmissions 
multi-hops.   

The communication with the external networks is carried out by the entity Mesh 
AG (Mesh Access Gateway).  And with an aim of controlling the access to Mesh 
network, a procedure of authentication must arise in this environment. Indeed, WMN 
has recourse to an authentication server called AAA (Authentication, Authorization 
and Accounting). This entity is the responsible for mobility management, the 
registration, the authentication and the re-authentication of the various equipments of 
Mesh network.  

On the other hand, the LTE network has its own architecture, which is composed 
by an access network and a core network. The first block, called EUTRAN (Evolved 
UMTS Terrestrial Radio Access Network), is made of a whole of nodes, noted 
eNodeBs, which ensure the transmission of the radio signals [4]. Moreover, the AAA 
server is used to guarantee the authentication between the networks 3G and Non-
3GPP while using the ePDG entity (evolved Packet Data Gateway) and to register the 
users by allotting a whole of parameters such as IMSI (International Mobile 
Subscriber Identity). This confidential information will be stored in a data base called 
HSS (Home Subscriber Server).    

In addition, the LTE network is made up of other set of entities such as MME 
(Mobility Management Entity) for the management of mobility and session, PDN GW 
(Packet Data Network Gateway) for the establishment of external communications 
and the allowance of the addresses as well as Serving GW (Serving Gateway) for the 
packets routing.  
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The remainder of this paper is organized as follows: In Section 2, we give some 
related works. In Section 3, we detail a new solution to secure interworking and 
roaming between 3GPP LTE and Wireless Local Mesh Networks. The proposed 
authentication protocol uses new equipment, named hybrid unit. In Section 4, we 
describe a simulation method of our scheme and analyze the numerical results derived 
from simulation and highlight the contribution developed in the previous sections. 
Finally, we conclude the paper in Section 5. 

 

 

Fig. 1. Architecture of the LTE-Mesh interworking 

2 Related Work 

Because of the diversity of mechanisms, equipments and technologies within such an 
LTE network, the constraints and the challenges become increasingly critical and 
demanding.  Indeed, the users, who are by definition mobile, seek to communicate 
during their moves across different domains without any constraint of connectivity, 
and having a completely transparent network change.   

Moreover, securing the network access is a task whose complexity grows 
progressively, parallel to the increase in the number of applications and with the 
degree of opening towards the outside which they imply. Consequently, to provide a 
robust system of security should solve this problem and maintain the safety of data. 
Due to the importance of the security aspect in any network and in particular in LTE 
network, this subject catch sight of the organizations what allows the standardization 
of some new authentication protocols and the keys management such as UMTS AKA 
(Authentication and Key Agreement) [5] and EAP-AKA (Extensible Authentication 
Protocol-AKA) [6]. Besides, the whole of the assets provided by LTE network 
encouraged the community of researchers to propose new solutions to confront and 
resolve these problems.   
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The first study [7] reveals with a whole of mechanisms which make it possible to 
optimize security following the execution of the vertical handoff in a heterogeneous 
environment (Heterogeneous Wireless Networks - HWN). First of all, the authors 
have proposed a new model for optimizing network access authentication procedure. 
Then, they have detailed a mechanism ensuring the security context transfer.   

Our field of research is limited to the first procedure which accentuates the 
integration of a new intermediate entity between WLAN network and LTE network, 
called "Interworking Unit". This component ensures a protected communication and 
safe data exchanges between the various types of networks in the heterogeneous 
environment. 

In spite of the profit illustrated within the execution delay of the re-authentication 
procedure, the proposed mechanism did not well profit by the addition of 
Interworking Unit which only plays the role of a protected and safe bridge between 
the two networks. Moreover, the confidential parameters allotted for each user in a 
given network should not be circulated towards the other external networks because 
that makes it possible to increase the risks of attacks.   

With an aim of ensuring the security in 3G-WLAN interworking, we have recourse 
to a protocol called EAP-AKA. But, the latter still suffers from some vulnerability 
such as Sequence Number synchronization, disclosure of user identity, additional 
bandwidth consumption and man in the middle. Consequently, a variety of work 
treated this subject in order to improve this authentication protocol. 

Among these studies, we quote [8] which proposes a new protocol of 
authentication and key agreement based on EAP-AKA, quoted previously. With the 
intention of overcoming, the vulnerabilities of EAP-AKA, the suggested method 
exploits the ECDH mechanism (Elliptic Curve Diffie-Hellman) with the encoding 
technique “symmetric key cryptosystem”.   

The proposed protocol is composed of four principal phases namely; Initialization, 
Registration and generation of TK (Temporary Key), Authentication and key 
agreement and finally Transmission of MSK (Master Session Key). The authors of [8] 
underline in their model the need for having secure mutual communications between 
each pair of equipments of the interworking. 

Moreover, the present mechanism makes it possible to ensure a “Perfect Forward 
Secrecy” (PFS) which provides more security in this environment while making it 
possible to keep from the replay attack. On the other hand, the suggested protocol 
handles a great quantity of parameters, which are greedy in memory capacities as well 
as several functions of encoding and of keys generation that carry out to weigh down 
the mechanism side time of execution and of calculation, memory capacity for data 
storage as well as the signaling overhead. Thereafter, this solution does not take into 
account the mutual authentication between the two types of networks 3G-WLAN and 
supposes the existence of a confidence relation between these two parts. What 
contradicts the existing.   

In this same context, a second solution [9] which treats the protocol EAP-AKA in 
order to improve the aspect security in the field of 3G-WLAN. The contribution of 
this work appears by the proposal of more effective, robust and new authentication 
procedure as well as a more reliable and protected keys management. To solve the 
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problems of security in an environment that includes a 3G-WLAN integrated 
networks, the project 3GPP (3rd Generation Partnership Project) introduced an 
architecture which is based on the protocol two-pass EAP-AKA authentication [10]. 
As it is indicated through its name, the mechanism contains two phases of 
authentication. The first one is used for the user registration in WLAN network. For 
the second authentication, the EAP-AKA technique is encapsulated in the protocol 
IKEv2 (Internet Key Exchange version 2) which allows the registration of client in 
the field of 3G Public Land Mobile Network (3G PLMN).   

One-pass EAP-AKA authentication procedure presents the innovation brought by 
this work. This mechanism eliminates the duplication of the EAP-AKA protocol 
execution. What causes a reduction of the authentication overhead and the 
minimization of messages flow exchanged between the various equipments of the 
heterogeneous network. In addition, the suggested model does not supervise the mutual 
authentication between the different equipments intervening in the procedure of 
authentication and it supposes the existence of confidential relations without specifying 
the means which ensure the security of confidential data transmission. 

According to the study of some existing solutions, we could extract an optimal 
solution by the proposal of a new authentication protocol. During the establishment of 
this mechanism, we held in consideration the legitimacy of the connections between 
the various equipments to ensure more security and the minimization of 
authentication delay in order to preserve a better quality of services.  

3 Proposed Solution 

This present work deals with the problem of the lack of security at the time of handoff 
in a heterogeneous framework in particular the interworking between a WLAN 
network (Mesh) and a 3G network (LTE). The suggested solution is based on a re-
authentication protocol by exchanging a whole of parameters between Mesh and LTE. 
This interworking between these two various types of technologies is ensured by a 
new entity called “Hybrid Unit” (HU). 

On the one hand, HU is connected by a secure channel to the Mesh network while 
benefitting from the advantages of the VPN (Virtual Private Network) network which 
allows the data transmission in safety. On the other hand, this entity is binding on the 
various components of LTE network. Consequently, it profits from a set of 
parameters and keys such as an identity and the keys CK, IK and K which make it 
possible to check its legitimacy beside LTE network as well as to ensure the integrity 
and the data confidentiality exchanged between these components.  

The innovation brought by the proposed re-authentication protocol is the 
preparative phase which precedes the execution of the point of attachment change. In 
which we arrange a base of identities and keys that facilitates thereafter the generation 
of the new identity as well as the new key for the mobile station. Indeed, this stage 
makes it possible on the one hand to minimize the time of the re-authentication and 
consequently more quality of services and on the other hand to ensure more safety for 
the exchanged confidential data and the access to the network. This new protocol is 
composed of three great phases: Initialization, Pre-handoff and EAP procedure, as it 
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is shown in Figure 2. In the first phase, we prepare a data base formed of the couple 
identity and key (id, k).  This information is shared between AAA server of WLAN 
network (AAAWLAN) and the hybrid unit (HU) (step 1).   

Before carrying out the execution of the point of attachment change mechanism for 
the mobile station (STA) which migrates from LTE network towards Mesh network, 
we have recourse to a new procedure, the pre-Handoff phase. This procedure starts by 
sending a message from the mobile user towards the new point of attachment (WMR). 
This element contains the temporary identity (TMSI - Temporary Mobile Subscriber 
Identity) of the station, which identifies in more the identity of its network mother, the 
first TMSI is transmitted in clear and the second is associated with a Sequence 
Number (SN) and enciphered by the key CK of STA with an aim of ensuring the 
confidentiality and the safe and protected data transmission. This association between 
TMSI and SN makes it possible to minimize the risk of attack especially the Reply 
Attack (step 2).   

After the reception of these data, WMR adds its identity (IDWMR) to the received 
message and sends it to server AAAWLAN (step 3). Immediately, the Mesh server 

checks the legitimacy of WMR entity by testing its identity. If step 4 does not cause 
any doubt on the topic of the wireless Mesh router entity, AAAWLAN transfers, in its 
turn, the data coming from the station after the addition of its identity (IDAAA) 

towards the hybrid unit (step 5). In order to ensure more security and in spite of the 
presence of the secure tunnel, HU checks in addition the identity of AAA server (step 
6). Then, it identifies the original LTE network of the mobile STA by referring to its 
temporary identity TMSI. Afterward, HU sends to MME entity the data which relate 
to, on the one hand, the station made up of its identity (TMSI) and a Sequence 
Number (SN) enciphered by the key CK of STA and on the other hand to the Mesh 
network that contains its identity (IDAAA), which is encrypted with the key CK of 

HU (step 7). 
Following obtaining this information, the MME entity, from LTE network, starts 

the step 8 that concerns the checking of the station validity and if it is authorized to 
reach the selected Mesh network while being based on its profile. If the two 
conditions are valid, MME sends some parameters about STA; its identity IMSI and 
its key K. The confidentiality of this information exchanged between MME and HU is 
ensured by the application of encoding with the key CK of the hybrid unit (step 9).   

The reception of this last message launches the step 10 for the reservation of an 
index from the base (identity, key), noted “ind”. HU associates this index to the 
received parameters of STA from its home network (IMSI, K) then it sends the 
totality of the data to the server AAAWLAN while using the secure channel to ensure 

the safety of the transmissions (step 11).  At this stage, all the necessary elements for 
the generation of the new parameters are present on the level of the entities; HU and 
AAAWLAN. Consequently, on the one hand these two components launch the 
mechanism of calculation of new identity (IDSTA) by taking advantage of a preset 

function "f" and the old identity of STA (IMSI). On the other hand, they generate the 
new key (KSTA) while referring to old key (k) and a function "g" (step 12).   
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After the generation of the user new parameters, we send them towards the MME 
entity encoded by the keys CK and IK of HU in order to ensure the confidentiality 
and the integrity of the transmitted data (step 13). Then, this information (IDSTA, 
KSTA) reached the station STA through its home network at step 14, enciphered by the 
keys CK and IK of STA. This last message encloses the second phase, the pre-
handoff procedure.   

 

Fig. 2. Re-authentication procedure following the handoff in a heterogeneous network 
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Following the preparation for the handoff execution, which allows the checking of 
the legitimacy of various equipments as well as the generation of new identities and 
keys for the mobile stations, we achieve our proposed re-authentication protocol by 
the application of EAP procedure. This mechanism is established by sending a 
message “EAP Start” from STA towards the wireless Mesh router (step 15). The latter 
answers by a request for identity “EAP ID Req” at step 16. Afterward, STA sends its 
answer “EAP ID Rsp” containing its identity (IDSTA) and a Sequence Number 
encoded by its new key (KSTA) (step 17).    

At step 18, WMR transmits this network access request “Access Req” and the 
received information from message “EAP ID Rsp” to the server AAAWLAN. 

Thereafter, the application of the EAP method allows the checking of the validity of 
various equipments and in particular that of STA and the generation of the session 
key, noted KS, which is a temporary key shared between the entities STA and WMR. 

In step 19, the decision of the Mesh server for acceptance or refusal of the access 
request is mentioned. In case of acceptance, AAAWLAN sends a message “Access 
Accept / EAP Success” containing the session key (KS) towards WMR. In its turn, 

the entity WMR transmits this decision in a message “EAP Success” containing the 
temporary key (KS) to station STA (step 20). 

4 Performances Evaluation 

In order to test and evaluate the performances of the re-authentication protocol for a 
mobile station which migrates from LTE network towards a Mesh network, we have 
recourse to apply the method of simulation which presents a software tool that reveals 
with a fast, economic and effective solution for the test of networks. Indeed, there is a 
variety of existing simulators which allow the implementation and the analysis of the 
new integrated protocols performances in different networks topologies. On the other 
hand, a whole of new technologies are not yet well adjusted in the majority of the 
existing simulators in particular that of the Mesh and LTE networks. Following the 
need to appreciate the performances of the suggested re-authentication protocol, we 
have developed a simulator which allows the integration of the aspect of interworking 
LTE-Mesh.   

This section is devoted to analyze the results of the protocol implementation in our 
simulator. First, we have defined some details to put into practice our architecture of 
Mesh network in which we will integrate the Mobile users (STAs) coming from LTE 
network. Indeed, this simulator specifies various parameters of this type of network 
which allows simulating its features to study the performances of the new 
authentication protocol suggested in 3G-WLAN environment. The selected network 
covers 300m×300m comprising 9 WMRs and a variable number of Mesh clients and 
also some visited nodes, which migrated from LTE network. To evaluate the 
performances of our solution, we will consider two types of traffic:  voice and Web 
communication and many scenarios. 
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While referring on these types of communications as well as the parameters of 
simulation, we evaluate the simulation’s results according many criteria:  

• Handoff latency: the time passed between the change of point of attachment 
request and the association with the new WMR, 

• Blocking rate: represents the number of blocked STA at handoff for the total 
number of STA which requests handoff, 

• Loss rate: represents the number of lost packets for the total number of the 
emitted packets.  

For the remainder of scenarios, we have concentrated on the comparison between 
Mesh stations behavior on the one hand and the visited stations behavior coming from 
LTE network on the other hand while basing on three criterion;  handoff latency, loss 
rate and blocking rate. In fact, we have fixed the number of Mesh stations at 200 users 
and we have progressively increased the number of external users. 

4.1 Handoff Latency 

Figure 3 shows the results of simulation following the implementation of our new 
protocol of re-authentication in a heterogeneous wireless environment. First of all, the 
obtained curves illustrate an increase in the values of handoff latency which 
accompanies the multiplication in the number of external stations which migrate from 
the LTE network towards the Mesh network. This rise can be justified by the growth 
of handoff requests carried out on the level of WMN. Consequently, it may cause the 
heaviness and the overload of the WMRs nodes. 

 

 

Fig. 3. Handoff latency according to the number of visited Stations for External and Mesh STAs 
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According to Figure 3, the values of handoff latency for visited STAs visitors are 
higher than those of Mesh STAs. Indeed, the procedure of legitimacy checking of the 
external stations which precedes the handoff execution costs more time than the local 
checking of the Mesh network stations. On the other hand, the obtained values for the 
visited stations are optimal in the case of LTE-Mesh interworking and with the 
constraints of quality of service.  

4.2 Loss Rate 

A second parameter, which allows the evaluation of the new protocols performances 
and the test of their network behavior, is the loss rate of the packets in 
communications. Following the increase in the values of handoff latency, mentioned 
in the preceding paragraph and in Figure 3, the risk the packets loss grows 
simultaneously.  Indeed, if the values of handoff delay exceed a well defined 
threshold, which depends on the specific application (example voice or Web 
application), the data in the course of transmission will be announced as lost.   

 

 

Fig. 4. Loss Rate according to the number of visited Stations for External and Mesh STAs 

Figure 4 illustrates the obtained loss rates for the studied protocol with the 
progressive increase in the number of visited stations to Mesh network. The 
comparison between these two curves shows a light difference between the loss rates 
of the two categories of stations. For Mesh STAs, the obtained values by simulation 
are higher than those of visited STAs. This difference can be justified by the priority 
granted to the calls for handoff with those of the internal transmissions since these 
requests present more vulnerabilities and risks of attacks.   
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The obtained results demonstrate that for the first values of external stations 
(between 30 and 50), the loss rates are almost negligible. What reflects the 
effectiveness and the robustness of the implemented re-authentication protocol.   

4.3 Blocking Rate 

The loss of two successive packets of the same communication results in the blocking 
of station. This condition becomes increasingly demanding with real time 
applications. Consequently, the values of blocking rate are related to the results of the 
obtained loss rates. Figure 5 illustrates the rates of blocking gained with the 
application of the proposed re-authentication protocol in the environment of 
simulation for the heterogeneous network.   

As in the case of loss rate, the curves begin with negligible values. Then, these 
rates increase gradually with the increase in the population of STAs, which come 
from the LTE network. Moreover, a comparison between the curves in Figure 5 
shows that the blocking rates for the visited stations are less than those of the local 
stations that belong to the Mesh network. This result can be explained by the notion 
of the priority for the handoff service.   

 

Fig. 5. Blocking Rate according to the number of visited Stations for External and Mesh STAs 

5 Conclusion 

A heterogeneous wireless network cannot prove its effectiveness and robustness only 
if it suitably treats its first challenge, which is the interworking between its various 
technologies. Indeed, this aspect makes it possible to better handle the management of 
mobility and security. In this paper, we were interested in the study of the LTE-Mesh 
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interworking and in particular ensuring the security during handoff of the stations, 
which migrate from LTE network towards Mesh network. Therefore, we have 
proposed a re-authentication protocol for securing interworking and roaming 3GPP 
LTE and wireless local Mesh network. Moreover, the suggested solution is based on 
the use of a hybrid unit. This entity makes it possible to establish a preparative phase 
which precedes the execution of the handoff mechanism. Consequently, that makes it 
possible to ensure a better security and a mutual authentication between the various 
components of the heterogeneous network. These findings can be appreciated by the 
optimal simulation results and the resistance against replay attack. Compared with the 
existing protocols, our re-authentication protocol can reduce computational overhead, 
loss rate of transmitted packets and handoff blocking probability. As a future work, 
we can extend our study to resolve the problem of lack of security in various types of 
clients’ handoff process between others different technologies in heterogeneous 
wireless network. 
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Abstract. Applications on a future Internet of Things require the pro-
visioning of current, relevant and accurate context information to end-
points. Context information existing globally require organization into
object-oriented models available locally in APIs as current, relevant and
accurate views. Moreover, such applications require support for the
highly dynamic interactions influencing continual changes in global con-
text information. Existing approaches, such as the web services, are un-
able to provide this support partly due to the presupposed existence
of a network service brokering context information, relying on DNS; or
adopting a presence model for context which does not adequately scale.
To this end, we propose a distributed framework for the interconnection
of end-points and co-located agent entities, whereby agents are provided
with local views of a relevant subset of global context information. We
show how to achieve relevant local current views of global context infor-
mation via ranking in an object-oriented context model. The distributed
approach realizes the provisioning of context information in real-time,
i.e., with predictable time bounds. Finally, we demonstrate the feasibil-
ity of the approach in a prototype based on P-Grid.

Keywords: mediasense, dcxp, p-grid, context proximity, sensor rank-
ing, context metrics, context distance, sensor ranking.

1 Introduction

The increasing interest in the provisioning of applications and services that de-
liver experiences based on context mandates the continual research into method-
ologies, architectures and support for delivering the context information required.
Constraints on service delivery with respects to real-time availability underpins
any such solution. A future connected things infrastructure with an installed
device base exceeding billions [1], requires support for a wide range of context
centric experiences ranging from personalized and seamless media access, to intel-
ligent commuting and environmental monitoring. This incorporate devices such
as mobile phones, personal computers or IPTV boxes; all merging towards the
paradigm of everywhere computing [2]; the seamlessly connected new world. As
users navigate a vast and seemingly endless connected things infrastructure, it

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 231–247, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012



232 J. Walters, T. Kanter, and E. Savioli

becomes increasingly important to be provisioned with the relevant subsets of
information required in order to be enabled with an experience relative to the
users’ current situation.

1.1 Scenario

John is constantly on the move both for business or pleasure. Within a future
cityscape, he encounters multiple information points which maybe used to inform
him of the state of his surroundings. Embedded into a digital ecosystem, he is
capable of deriving enough information in support of the services wishing to effect
changes or deliver him a unique context-based user experience. Such information
include temperature, humidity and location as well more complex sources such as
audiovisual devices, network connections or traffic conditions. With his smart-
phone, John is able to connect to and derive representations of context from
these points in order to support his applications.

1.2 Analysis

Applications and services wishing to respond relevant to John’s current context
require this information to be organized and made available in globally accessible
end-points. Approaches such as IMS [3] or Senseweb [4] enables the required sup-
port, brokering context information via web service portals on the Internet They
are, however dependent on DNS as a means of locating service portals, users and
applications. Issues with DNS availability due to DoS attacks and configuration
errors raises questions about its continued suitability and prompting research
into Distributed Hash Table (DHT) based overlays such as Chord [5], Pastry [6]
and Tapestry [7] as possible replacements [8].

To this end, early work surrounding the MediaSense architecture implemented
the DCXP protocol [9], a Chord based approach capable of provisioning John’s
context information in support of his dependent applications and services. The
DCXP approach produced the ranges in response times deemed adequate enough
to support real-time context dependent services. Furthermore, it proved that dis-
tributed systems were more capable of achieving this than approaches building
on mobile or web services. Other approaches such as [10] explore the option of
building context provisioning solutions using DHTs. However, while a DHT pro-
vides for a more scalable and resilient approach, it relies on deterministic hashing
algorithms for achieving the distribution, indexing and locating of information.

Consequently, this places a limit on their ability to utilize self-organization
towards realising a more homogeneous distribution of information located on
the overlay. With regards to the persisting of context information, an additional
disadvantage of DHTs is their inability to support queries of a range of values,
critical in scenarios where John might be trying to locate a service in some ap-
proximate area or over a series of context values. While solutions such as [11]
have sought to address this problem, this is not done natively, mandating the
implementation of additional layers of complexity on the existing overlay. DHT-
based implementations such as Chord are limited to a searching complexity of
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O(logN) [12]. However solutions seeking to provision John with current and rel-
evant information mandates investigations into alternatives capable of realising
improved response times.

We are further mandated to organize John’s context information in subsets
representative of the dynamic state of the sensor information to which he has
access. As John changes state in real-time, such as entering a building or vehicle,
he will encounter new sensors or sensor information. This requires that a schema
of available context information be maintained and kept current; an evolving
meta model as suggested in [13].

In approaching such a possible solution, the use of distributed relational
databases such as in [14] and making use of the advanced research in database
distribution would not be applicable. This, as such a distribution assumes com-
munication reliability in order to maintain database integrity across wide area
networks which cannot be guaranteed in heterogeneous mobile scenarios [15],
[16]. This is also undermined by the fact that relational databases are highly
inefficient for supporting real-time data manipulation, evolution and querying.

Current metric approaches such as Internet search engines consider the theory
of connected things, however relative to static document content. A document’s
connectivity determines its relevance. This concept of ranking has been explored
and used both in a centralized [17] as well as distributed [18] solutions. However,
centralized solutions such as Google index only a tiny portion, less than 10 bil-
lion of the estimated 550 billion pages, on the relatively static Internet [19]. Any
attempt to apply such a centralized solution to the ranking of sensors in an In-
ternet of Things would be undermined by its inability to scale well. Distributed
solutions based on the PageRank [20] concept would not scale well to accommo-
date highly dynamic document sets. Current real-time searches are realized by
targeting known content providers, an approach that could not scale to accom-
modate the vast and mostly ad-hoc nature of a connect things infrastructure.

In this paper, we present an alternative approach that permits users to browse
and locate relevant information in a vast and dynamic Internet of Things. So-
lutions capable of providing broad access to context information and enabling
the derivation of context-based metrics. Such metrics include a sensor ranking
and context proximity metric detailed further in Section 3. We therefore revisit
the MediaSense Framework in an attempt to provide the approach required to
support such user activities within real-time. Key to this is our new approach
to the overlay structure, substituting Chord with a more resilient and robust
P-Grid overlay.

For the remainder of this paper, Section 2 details the revised architecture;
Section 3 presents an overview of the metrics while Section 4 summarizes our
conclusion and future work.

2 The MediaSense Framework

In response to the shortfalls discussed in Section 1, the MediaSense framework
seeks to create a solution towards supporting an Internet of Things. A solution
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Fig. 1. The MediaSense Framework

in which presentities [21] are regarded as the focal point, enabling support for
their dependent applications and services. This from the information gleaned
from their interactions and associations within such a digital ecosystem.

Early work on the MediaSense framework realized an architecture for the
distributed provisioning of user sensor information within real time constraints,
providing the foundation for further work towards supporting the browsing of
the dynamic data and interactions existing on an Internet of Things.

Our revised solution entails multiple layers of abstraction, enforcing layer logic
independence. As a completely decentralized solution, nodes are permitted to
freely participate, and realize the components required to supports its functions.
Information Points, such as sensors, actuators or even an audio stream, can be
registered by a node and be made available for usage at any layer across the
solution. This is used to support an application layer exposed to applications
and service providers for accessing the framework’s functionalities. This masks
the complexity of lower layers and their interactions, enabling users to focus on
developing context objects, applications or services; having them transparently
shared across the network with relative ease.

This components are illustrated in Figure 1 and are detailed in the remainder
of this chapter.

2.1 The Overlay

The ability to provision context-centric user experiences from distributed informa-
tion mandates an underpinning distributed overlay. Our previous work was sup-
ported by a Chord based [5] implementation used for maintaining the
backbone communications as well as providing an indexing mechanism for
information that must be persisted amongst participating nodes, also called
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Context User Agents (CUAs). As with typical peer-to-peer protocol implemen-
tations, the nodes participating within the overlay act as entry points for applica-
tions and services wishing partake in the provisioning of sensor information across
the overlay.

Citing issues with DHT based overlays as discussed in Section 1, we have
substituted Chord with P-Grid [22] as the overlay of choice.

Fig. 2. The P-Grid Distributed Tree Structure

P-Grid. In an effort to increase the functionality of the architecture, we saw
the need to move away from a DHT based implementation to overlay structures
offering improved resilience, distribution and self organization. P-Grid, as the
overlay of choice, shares a common behavior to DHT based implementation with
respect to being able to index and locate information. P-Grid, however realizes
a distributed binary tree, illustrated in Figure 2.

The key space is partitioned among all the nodes and organized into a tree
structure with each node’s location determined by the binary bit string represent-
ing the set of values for which the node is responsible. With this, it preserves
the ordering on data and natively enables the resolution of both specific key,
substring and range queries without any pre-existing knowledge. This is achiev-
able with at most the same message complexity of most DHTs and has proven
performance of 0.5logN versus logN for a Chord based implementation.

The non-deterministic distribution of keys, offers improved resilience in the
dynamic environments which are expected to exist in a future Internet of Things
as it permits a more flexible self-organization in response to a very dynamic set
of information. This is complemented with redundancy for fault tolerance; mul-
tiple nodes are assigned to the same key partition and nodes hold references to
multiple partition holders. As a relatively future proof overlay, it readily permits
future extensions and modifications.

While the overlay permits users to make sensor distributed information avail-
able his is not sufficient to support the interconnected and evolving Internet of
Things. It is instead necessary to exploit the overlay as a building block and to
rely on a protocol that focuses on data dissemination across interested nodes.
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2.2 Distributed Content Exchange Protocol(DCXP) Layer

The DCXP layer primarily deals with the realization of such a protocol. One that
permits users to publish and access context information in a structured manner,
enabling the enforcement of some access controls. Residing immediately on top
of the overlay, DCXP is an application-level protocol designed with the goal of
enabling nodes to share and move context information between peers. As with
the early implementations of the MediaSense architecture, this layer implements
the core protocol employed in the provisioning of context information. These are
summarized in Table 1.

One key departure is that the protocol is no longer used to maintain the
overlay structure. With this task managed solely by the P-Grid overlay, network
composition and state is abstracted from the protocol layer. The functionality of
the protocol is now resigned to realising a distributed publish/subscribe interface
to the resources available on the overlay. To this end, we introduce two new
primitives: TRANSFER and SET.

The TRANSFER primitive provides for the ability to relocate context re-
sources in support of applications and services.This is used by the object layer
discussed later in Section 2.4. When a node requires a sensor resource that is
not locally available, it makes a TRANSFER request, the object is then copied
and used locally, reducing network messaging overhead, and the considerable
demands that can be placed on nodes responsible for a context resource. Such
an action could be achieved autonomously or in response to the application
requirements.

The SET primitive enables interaction with actuators in end points com-
pleting the sensor/actuator pair, allowing applications to influence context in
response to user preferences and context information.

The publish/subscribe functionality of the DCXP protocol is realized through
a group of components namely, the Context User Agent, the Context Storage
and the use of a Universal Context Identifier. These are discussed further in
Section 2.2.

The resulting overlay, built using P-Grid, is used solely for maintaining the
connection between nodes, and persisting the data registered by applications and
services residing at the nodes. Such nodes, may not need to actively participate
in the overlay, as would be the case with mobile devices over heterogeneous and
sometimes unreliable connections.

Context User Agent - CUA. A computer wishing to participate within the
context provisioning overlay is only required to implement an instance of the
CUA. The CUA permits the seamless exchange of context information among
sources and sinks, as well as the interaction with the sensors and actuators. Each
CUA corresponds to a node on the virtual distributed tree described in section
2. Each CUA further contains some persistence in the form of object oriented
databases (OODB) along with an API for creating applications and services
consuming and responding to sensor information. It further provides the entry
point for registering and resolving a UCI or a query across the CS.
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Table 1. The Primitives of the Distributed eXchange Protocol

REGISTER UCI Registers a UCI along with the node which is responsible for it.

RESOLVE UCI Resolves a UCI to the node which is responsible for it.

GET Fetches the current context value from the node responsible for a
UCI. The reply is sent using a NOTIFY.

SET Changes the current status of an actuator in an end point.

SUBSCRIBE Makes a subscription request to the node responsible for a UCI, The
node then sends a NOTIFY message containing the current context
value, either at regular intervals or when the value changes.

NOTIFY Notifies an interested node of the current context value associated
with a specified UCI.

TRANSFER Requests the manager of a resource to transfer responsibility to
another node. This might be full responsibility or partial, where the
requester re-creates a copy of the resource permitting improved real
time performance.

Universal Context Identifier - UCI. All resources on the overlay is persisted
using the universal context identifier (UCI) naming scheme. The UCI naming
schema provides a URI inspired naming schema with the following syntax:

dcxp://user[:password]@domain[/path[?options]]

where dcxp is the new URI scheme name and domain is a Fully Qualified Do-
main Name (FQDN) relating to where the CI is located. The user and password
arguments are optionally used as a means of authorization. The path adheres to
the context information namespace hierarchy, permitting the organization and
sorting of the items in a logical sense while options facilitates further modifiers
in the form of parameter=value pairs.

An example of a fully qualified UCI adhering to this would be:

dcxp://andeen.mccarthy@miun.se/weather/temp?unit=celsius

Resources are registered with the Context Storage component residing in the
overlay.

Context Storage - CS. Previous implementations, enabled a Context Storage
mechanism residing on top of the overlay. With this approach, enabling more
useful searches such as range queries involved additional layers of complexity
as discussed in Section 1. In order to exploit these native characteristics of the
overlay, the CS is now built into the overlay. The key role of the CS remains that
of resolving UCIs to physical end point addresses of the responsible nodes, be-
having similarly to a dynamic DNS service. Here the substring and range queries
enable the locating of resources without needing to know the fully qualified UCI.

Additionally, the CS stores the current value associated with a resource.
Where a resource consists of multiple dimensions such as GPS coordinates,
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each attribute dimension is stored separately. We separate dimensions to fur-
ther enable independent queries over any value constituting a context informa-
tion source. An end point is then free to reconstitute and compare the entire
n-dimensional value or any valid subset. We further benefit from the overlay’s
order preservation and range query properties, permitting the acquisition of use-
ful data in support of context metrics or similarity functions.

2.3 Persistence

The CS along with the DCXP protocol enables distributed access to only cur-
rent context information. Any new values reported in connection to a UCI or
context dimension supersedes the current value. This prevents applications from
using expired or stale data. Historical information was previously persisted to
a centralized relational database by the nodes. The dynamic nature of context
information mandates the storage of historical information both on values and
the actual context objects. However storing versions of information as different
entries on the overlay, would undermine its performance as a direct result of the
vast number of attributes persisted at each node; this would be increased by a
factor equal to the number of versions.

We therefore solve this problem by using an additional layer; the persistence
layer. This consists of a collection of localized Object Oriented Databases residing
at each CUA. Each node stores the set of objects that are created locally by the
application and services co-located with the CUA. They further store a collection
of objects that are being used by these applications and services but originate
at a remote node within the overlay. We also persist all observed values for
each context dimension permitting temporal views of data evolution, trend and
pattern discovery.

Before an object is persisted locally, an attempt is made to persist it on the
overlay. If this is successful, then the object being stored is guaranteed to be
globally unique and is then stored locally with its UCI on the overlay. If this
is not successful, the UCI is being stored already exists and the persistence
operation fails. This ensures that locally persisted objects are always globally
unique. All objects that are being used by applications and services local to the
CUA are stored locally, these contribute to some local schema (Section 2.5) being
used at the node.

2.4 Object Layer

The lower layers of the framework utilize only context attributes in the realiza-
tion of the required functionalities. These are persisted as primitive values on the
CS and made accessible through the publish/subscribe interface. Applications
residing above the API, however require context objects with which to realize
support for users and services.

The Object Layer resolves this gap by permitting the composition of context
attributes into context objects. Such as a the latitude and longitude of a GPS
sensor being exposed as a 2D location object attached to a presentity. There is no
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requirement for an object to recompose all the underlying values of a sensor or
for all the values to originate from the same sensor. Such composition is opened
to implementation on the object layer. Application developers further work only
with objects without needing to consider the UCI or location of the primitive
sensor attributes and values.

An application requiring use of an object, makes a TRANSFER request. This
retrieves a description of the object and constructs it locally and made avail-
able to the application or service. When an object is created or retrieved, the
object layer constructs the object from the attributes it describes and realizes
a subscription to all the sensors contributing to its composition. An attempt to
retrieve a value would result in a request for the most up-to-date value stored in
the CI, for both local or remote objects. An attempt to modify a value would be
forwarded to the CI in order to have the value updated. It the object does not
reside at the CUA attempting to modify its value, this fails as the modification
must be done local to the owner of the object.

Additionally, an object initialized on a remote node, realizes a subscription to
the object’s home node. If the object is modifies, all nodes with an instance of
the object are notified and they may update the object as required. This provides
for an always up to date copy of a sensor object on the object layer.

Objects relevant to a presentity are grouped together and presented as a
schema made available to applications through the API.

2.5 Schema Layer

In support of localized object views, we introduce the concept of a Context
Schema [23], defined as:

The collection of information points associated with and contributing to a
presentity’s current context

where an Information Point is defined as:

Any source providing information about the context of an entity or any sink
capable of accepting an input effecting changes to an entity’s context

Within the schema layer, such a schema is attached to a presentity and encapsu-
lates all the information points and the relationships related to a presentity. An
application or service with a requirement to deliver some user-context centric
experience subscribes to the current schema description; it realizes a collection
of information objects underpinned by a publish/subscribe interface to the end
points described by the schema. As a presentity traverses a connected things
infrastructure it discovers new entities and consequently updates its schema to
reflect this. As a result, all subscribing end points receive an updated schema
and can adjust their services to accommodate this.

This addresses the scenario where a context network being highly dynamic,
rapidly evolves, mandating the need for an historical representation of inter-
actions. This permits us to examine the behavior of entities on an Internet of
Things, deriving metrics representative of the interactions among these entities.
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3 Context Metrics

The support of applications on an Internet of Things, mandates the provisioning
of current, relevant and accurate context information to end-points. Such infor-
mation must be derived and represented as a local subset of the global context
information domain. With this, users and applications residing at endpoints are
capable of having access to relevant information within some predictable window,
explore and build dynamic context centric relationships in response to changes
in state and context. In this chapter we discuss two context metrics with respects
to the implementation detailed in Section 2. However, while these metrics may
be implemented on any solutions capable of providing the required data, our
architecture provides the most optimal support in a distributed environment.

Firstly, we need to identify similarities among entities providing a base for
discovering new entities; and secondly, the need to be able to identify important
and useful sources of context information, providing entities with the information
needed to evaluate the reliability of context information sources as well as the
resulting relationships established over this information.

3.1 Context Proximity

One metric we consider desirable in browsing a network of information, is a con-
text proximity metric, a measure of the distance between presentities considering
all expressions of context as illustrated in Figure 3. With this, we can create dy-
namic user-based context-centric clusters of information points and presentities
that are capable of enabling applications and services to provide user experiences
based on current context.

In Figure 3, P1 while connected to S2, derives an implicit but existing relation
to P2 via S1. The implication being that their connection suggests that P1 and
P2 share, to some extent a similar context. If S1 and S2 are expressing the same
context indicator type, i.e. they are two information points of the same type
such as a temperature sensor, then P1 shares a context similar to that of P2 by
a function of the difference between S1 and S2; their sensor value proximity.

With this assumption, we explore our context architecture for context
information sources that lay within XS1; the context proximity limit of P1.

Fig. 3. Context Proximity
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We envision that applications will be able to define limits of XS1 such as: find
all people within 3km with a temperature less than 5 ◦C difference permitting us
to obtain parameters needed to derive the entity sets. Since our solution must
remain fully distributed, we located initial nodes by issuing a search using the
the range querying function of the underlying P-Grid overlay. This returns a list
of entities with respect to the query and constructs a running query at each peer
with the following constraints:

1. The peer is responsible for a sensor fitting the criteria of the search
2. The peer is responsible for a sensor Si with a range such that the set of

sensors fulfilling the query from S1 would be a subset of a query from Si.

Each peer is then required to:

1. Forward the sensors matching the standing query to S1

2. Forward the query from S1 to any node it encounters that matches 1 & 2
above.

This results in a group sensors being returned where for each group G:

G = {S : S ∈ D : (|VS1 − VSi | ≤ X)} (1)

here, VS1 is the current value of S1 and VSi is the current value of Si within a
domain D.

This is a dynamic set of information points with respect to P1 its context di-
mension S1, that continually evolves to reflect the addition or removal of sensors
with respect to their current values as nodes respond to the query.

We consider the fact that not all instances of Si lie within the same proximity
to S1. This implies that S1 shares a closer context with some members of G and
subsequently those members must be given a higher preference with regards to
any context dependent application or services wishing to find context information
points in support of delivering some optimal user experience. Noting the varying
scales for each sensor, we normalize the euclidean distances with respect to their
scales and the distance from S1 such that:

RSi = f(Si) = (1− |VSi − VS1 | ·XS1

−1) where 0 ≤ RSi ≤ 1 (2)

A value of 0 being at the edge and 1 being identical to XS1 . This value is useful
for applying weighting to the edges connecting S1 to Si and subsequently the
edges connecting to P1.

Figure 4 illustrates a possible resulting set of such implicit connections with
some degree of context similarity owing to the fact that their underlying sensors
are within close proximity. By deriving the degree of this closeness, we can obtain
a set of presentities within proximity. Consider P1 and P2 connected to sets of
sensors such that:
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Fig. 4. Determining Presentity Proximity

P1 = {Gw, Gx, Gy, Gz} and P2 = {Gw, Gx, Gy, Gm}

Based on this, we determine PS, the presentity similarity as Jaccard similarity
of the set of sensors shared by P1 and P2:

PS(P1, P2) =
|P1 ∩ P2|
|P1 ∪ P2|=

|Gw, Gx, Gy|
|Gw, Gx, Gy, Gm, Gz | (3)

This permits the comparison of values that cannot easily be measured discretely
such as favorite color, mood, etc. In these expressions of context, we are unable
to perform discrete distance measurements, however we can provide mechanisms
for grouping together similar values which might equate to a user saying: I like
red, but pink, and purple are also acceptable alternatives. Therefore if a presentity
was comprised entirely of non-discrete values, we could still derive a measure-
ment of distance based on the grouping of these values and finding the degree
of similarity between the presentities. An end point could define the dimensions
of context considered when calculating similarity, such that for an application
only interested distance, temperature and humidity, where P2 had only two di-
mensions:

PS(P1, P2) =
|Gw, Gx|

|Gw, Gx, Gy| (4)

Further to this, we consider the equation in 2 and adjust the value derived in
equation 4 to reflect the distance between the underlying expressions of context
supporting the presentities. This is adjusted by a factor of the average of the
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rank of all the connections between P1 and P2. Therefore, we state the distance
between two presentities, PR to be:

PR =

⎧⎪⎪⎨⎪⎪⎩
PS ·

∑k
n=0 RSn

k
, i=0

PS ·
∑k

n=0 RSn · PSn∑k
n=0 PSn

, i>0
(5)

where i is the number of dimension restrictions, P , indicated by the application
or service. When applying such restrictions, all dimensions must be accounted
for. Each unaccounted for dimension will be ignored, effectively given a priority
of 0. We provide for this as we consider that an application or service will be
able to indicate context dimension priorities, eg. find all persons within a context
proximity of 0.7, prioritize by distance, then temperature or find all persons
within 5km, prioritize by distance then temperature. The resulting is a more
relevant subset of presentities and information sources accumulated in an end
point close to a presentity, application or service.

3.2 Sensor Ranking

While traversing an Internet of Things, users will be excepted to encounter
masses of information sources such as sensors. A supporting solution should be
able to provide application developers and users with as much information as
possible in order to select the most relevant and recommended sources available.

Our ranking algorithm consists of two main components, illustrated in Figure
5. Firstly we need to determine the local ranking value for s with respects to Pi.
We then need to aggregate the global ranking value for s.

Localized Ranking. In approaching this problem, we adapt a modified version
of the Inverse Document Frequency algorithm [24]. This is shown in Equation
(6) with a sensor s, and a presentity P . SR is the sensor ranking of the sensor
s, R is the corpus, the total collection of schemata relative to presentity P with
r being all the schemata relevant to P containing a reference to sensor s.

SRs
(P ) = log

|R|
{r : s ∈ r} (6)

This provides us with a representative metric as to the importance of sensor
s relative to P . We consider further, that there exists scenarios where some
presentities will be less dynamic or mobile with respect to s. Such an example
might be a sensor located in a store; the employees working in the store will by
default almost always utilize the sensors that are local to the store accounting
for a disproportionately higher value for SR: In such scenarios, taking:

log
|R|

{r : si ∈ r} (7)
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Fig. 5. Determining Sensor Ranking

considers more dynamic presentities traversing an Internet of Things. Such as
a person that travels around the city interacting with more sensors and subse-
quently creating more context schemata in fulfillment of service delivery. This
is represented by larger ratio of R to {r : si ∈ r}. Such presentities we argue,
indicate a more accurate ranking for s, relative to the wider sensor ecosystem.

We could also calculate a ranking for sensors with respect to some time dura-
tion of interest, t, by limiting the schemata used in calculation to those created
within t.

Global Aggregation. The second component of our approach is a global ag-
gregation of all the local ranking values SR assigned to s. To achieve this, we
calculate the Global Ranking GR by finding the sum of all SR of s such that:

GRs =

n∑
k=0

SR
(P )
k (8)

This value is continually calculated as new schemata referencing s are created.
We further take into consideration the owner of s, the presentity or domain where
it resides or to which it belongs. This we regard as the domain D and assign it
a value equal to the average ranking of all the sensors belonging to D. This we
call DR, the ranking of D. This value is important to us as it would permit us
to identify more connected and important spaces such as domains, buildings or
just a collection of deployed sensors. We calculate DR as:

DR =

∑n
k=0 SR

(P )
k

k
(9)

This ranking value can be made available on the overlay, supporting range queries
across ranking values and readily accessible. No centralization is required for
ranking to occur and new values are updated in real time. The resulting values
can be used as indicators of relevancy or importance of sensors on an Internet
of Things.
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4 Conclusion

Users, applications and services on an Internet of Things demand sensor infor-
mation in support of realising context-centric user experiences. Such information
must be dynamically organized and provisioned as accurate and relevant sub-
sets of global information in end-points. Additionally, such provisioning must
be liberated from the assumption network services enabling the brokering of
information or presence models that do no scale well.

In response to this, we presented further work on the MediaSense framework,
detailing its re-implementation towards a more robust support for the dynamic
properties inherent in provisioning context information among heterogeneous
end-points. As the new overlay of choice, P-Grid realizes a more unstructured be-
havior over DHT solutions. It achieves this by implementing a non-deterministic
key-space organized as a distributed binary tree. This, while preserving the or-
dering of values and allowing us the ability to perform more complex range
queries than DHT based solutions.

The ability to perform such queries along with the self-organization behavior
of the overlay permits us implement algorithms for deriving metrics ranking
entities both personally and globally. Unlike cloud solutions such as Google [17]
which are updated at regular intervals, this permit the ranking of resources
as they become available. As nodes are added, they respond to any relevant
standing queries created by the existing querying nodes. A node recalculates
the proximity and ranking of sensors from this continually updated and relevant
subset. A We further exploit this overlay to persist ranking values for entities
providing a global access to an entity’s reputation.

Future work on towards this includes deriving a large sample set capable of
generating values for testing and bench marking the performance of the solu-
tion. The creation of a simulator for our solution is still required in order to
verify scalablity and performance within a large scale deployment. The solution
further requires the implementation of mobile nodes enabling performance mea-
surements reflective of its usage in a real world scenario. This would include
creating applications on mobile phones or computers. Other work includes the
ability to conduct more knowledge discovery by exploiting the properties of the
overlay and further work on extending and improving both algorithms.
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22. Aberer, K., Cudré-Mauroux, P., Datta, A., Despotovic, Z., Hauswirth, M.,
Punceva, M., Schmidt, R.: P-Grid. ACM SIGMOD Record 32(3), 29 (2003)

23. Walters, J., Kanter, T., Norling, R.: Distributed Context Models in Support of
Ubiquitous Mobile Awareness Services. In: Par, G., Morrow, P. (eds.) S-CUBE
2010. LNICST, vol. 57, pp. 121–134. Springer, Heidelberg (2011)

24. Robertson, S.: Understanding inverse document frequency: on theoretical argu-
ments for IDF. Journal of Documentation 60(5), 503–520 (2004)



J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 248–257, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

An Analysis of Smart Antenna Usage  
for WiMAX Vehicular Communications 

Mihai Constantinescu, Eugen Borcoci, Tinku Rasheed, and David Hayes 

Polytechnic University of Bucharest, Romania 
Create-Net, Italy 

Plasma Antennas, U.K. 
{mihai.constantinescu,eugen.borcoci}@elcom.pub.ro, 

tinku.rasheed@create-net.org, 
dh@plasmaantennas.com 

Abstract. WiMAX communications for vehicular use is a topic of significant 
interest in the research and industry communities, for both V2V (vehicle-to-
vehicle) and V2I (vehicle-to-infrastructure) scenarios. This paper presents 
results of an experimental, simulation-based study, for mobile WiMAX V2I 
communications for different mobile station (MS) speeds. The scenario results 
are applicable to both omni-directional and beam forming smart antenna use. 
This study describes a database consolidation process in order to determine 
multi-dimensional regions where different lower layer parameters have 
influence on the overall performance of WiMAX V2I communications. Based 
on the multi-dimensional graphs, optimal parameter sets and network topology 
information can be provided by the network operator to vehicular MS, (e.g. a 
car or a train), providing essential support for the mobile station’s smart antenna 
tracking systems and allow adaptation of the major WiMAX parameters to its 
speed and network topology.  

Keywords: WiMAX vehicular, smart antenna, cross-layer optimization. 

1 Introduction 

WiMAX communications for vehicular use has gained continuous attention from the 
research community, for both V2V (vehicle-to-vehicle) and V2I (vehicle-to-
infrastructure) applications. Given the high number of WiMAX physical and MAC 
layer parameters, that influence the overall performance in mobility scenarios, 
experimental simulation studies of complex scenarios are very helpful in determining 
the combined effect of such parameters.  

In Ref [4], the authors propose a study of the feasibility of using WiMAX for V2I 
communication on a static setting in urban environment and perform a comparison with 
use of WiFi. Pegasus, a system providing wireless connection roaming at high rates over 
multiple interfaces, uses network information for user locations and used paths for 
effective and balanced utilization of the available bandwidth [5]. Ref [6] evaluates an 
architecture based on IEEE 802.21 framework, integrating both mobility and Quality of 
Service (QoS) mechanisms, through an advanced mobility scenario using a real 
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WiMAX testbed. In Ref [7], mobile WiMAX trials are analyzed to investigate the 
vehicular downlink performance for a number of on-car antenna configurations. 

This paper presents a detailed experimental study related to WiMAX V2I 
communications using an OPNET™ v14.5 [1] simulation environment. Our aim is to 
determine multi-dimensional regions where different lower layers parameters have 
influence on the overall handover performance in mobility scenarios related to 
WiMAX V2I communications. The OPNET WiMAX simulations results in our work 
are consolidated in multidimensional graphs, named as: decision spaces. These 
decision spaces present, in aggregated form, the performance obtained in a WiMAX 
V2I mobility scenario, related on a specific trajectory. The results can be used as a 
method of optimizing vehicular communications by guiding the tracking and scanning 
algorithm and controlling the hand-over (HO) decisions between the base-stations. 

The research leading to these results are supported partially by the European 
Community's Seventh Framework Programme (FP7/2007-2013) within the 
framework of the SMART-Net project (grant number 223937). The SMART-Net 
(SMART-antenna multimode wireless mesh Network) project [13], based on which 
the architectural requirements are drawn for this work, has among its objectives, 
studies and experimental analysis of hybrid mesh networks, including mobility issues. 
SMART-Net project is developing a heterogeneous access network solution 
incorporating multi-radio access technologies (RAT) and smart antennas to offer 
advanced wireless broadband solutions [2][3]. Terminal/user mobility is an integral 
part of the architecture and it is supported by a mobility management and control 
framework. The networking technologies considered in SMART-Net are IEEE 
802.11x, 802.16x and 802.15x. Specifically micro and macro – mobility are studied 
and innovative solutions are targeted both for horizontal and vertical handover types. 
The IEEE 802.16e/WiMAX mobility solutions constitute a major area of work and 
investigation of the project. 

The paper is organized as follows: Section 2 details the scanning, tracking and the 
HO algorithm for smart antenna use, Section 3 describes the simulations and  
the decision spaces in the context of smart antenna use. Section 4 outlines the 
conclusions, identifies a number of open issues and suggests some future work.  

2 Scanning, Tracking and the HO Algorithm for Smart 
Antenna Use 

The work presented in this paper is a continuation of a set of detailed studies on 
WiMAX mobility. The initial results have been shown in  a study of HO performance 
for WiMAX mobility in [8], continued with an WiMAX HO conditions evaluation 
towards enhancement through cross-layer interaction proposed in [9], together with a 
SIP-based cross-layer optimization for WiMAX Hard HO method, described in [10].  
In depth analysis of WiMAX V2I communications are presented in [11].   

In this paper, simulation results are consolidated into multi-dimensional regions, 
where different lower layers parameters have influence on the overall handover 
performance in mobility scenarios. The BS and MS scanning processes are a 
combination of omni-directional and smart antenna scan modes designed to adapt the 
beam selection according to the MS’s movement through the network of BSs and to 
assure the directed beam alignment between the linked MS and BS pairs.  
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Thus the smart antenna mode, a mapping table termed as scanning table, where the 
BS’s corresponding beam will be used during MS communications with the BS 
(Table 1). That table will have one entry for each BS: BS ID – corresponding beam – 
SNR value measured on omni-directional mode. 

Table 1. Scanning table 

BS_ID Corresponding beam SNR_omni-directional mode 

1 11 52dB 
2 1 47dB 

 
The corresponding beams are found when the MS scan is in its omni-directional 

mode. During that period the MS discovers all BSs within the current coverage area 
and identifies the corresponding beam/angle for each BS. The first mapping table is 
updated on each scan. 

A second mapping table, named HO mapping table, based on the first one, will 
provide essential information for smart HO (Table 2). That table will have 6 entries:  

• Serving BS ID – corresponding beam - SNR value measured on smart 
antenna mode;  

• Serving BS ID – predicted beam - SNR value estimated for smart antenna 
mode;  

• Back-up BS ID – corresponding beam - SNR value measured on smart 
antenna mode; 

• Back-up BS ID – predicted beam - SNR value estimated for smart antenna 
mode;  

• Target BS ID – corresponding beam - SNR value measured on smart antenna 
mode; 

• Target BS ID – predicted beam - SNR value estimated for smart antenna 
mode.  

Table 2. HO mapping table 

BS_ID 
beam 

 
SNR_smart 

antenna mode 

Serving 
BS_ID 

1 
Corresponding beam 11 58.2dB 

Predicted beam 10 60.7dB 

Back-up 
BS_ID 

2 
Corresponding beam 1 55.8dB 

Predicted beam 12 58.3dB 

Target BS_ID 3 
Corresponding beam 4 46.9dB 

Predicted beam 3 49.4dB 
 

Each corresponding beam value for each BS is taken from the first table. A 
scanning in smart antenna mode along that beam will provides the related SNR value. 

The serving BS is the BS where the MS is currently connected. The back-up BS is 
the BS where the MS could be connected in the case of the serving BS having 
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unexpected unavailability. That BS is on coverage area, and MS keeps the related data 
for back-up situations.  

The target BS is the BS chosen as the target for the next BS. Due to the added gain 
obtained during the smart antenna mode, the MS has a larger effective coverage area 
than a standard omni-directional antenna. It can be noted that in these situations, the 
number of HOs could be advantageously decreased, based on a smart HO algorithm. 
The MS will decide to skip some BSs along its trajectory, so the target BS could be 
different from next BS with maximum SNR. 

The BSs locations are available from the network operator using periodical 
updates. The update mechanism is outside the scope of this paper. However, it is 
believed the solution proposed in [10] could also be used successfully for the 
information exchange update routines. 

That is, based on GPS information, the MS identifies its geographical position, 
direction, speed, and computes the angle of the beam for each BS under its coverage.  
Each current beam assignment is made during the scanning process and recorded into 
first mapping table, the MS will use the computation results to predict the angle/beam 
for the next position/scanning time stamp. The scanning time stamps, as mentioned, 
are determined one at a time, and the MS position will be established and related to 
the next scanning time stamp reference. 

Simulations have demonstrated that the proposed predicted beam selection process 
is very useful, especially for high speed mobile users, when the corresponding angle 
for each BS is changing quickly and there is a need for a dense scanning process.  In 
fact, based on predicted simulation results, it is noted that the scanning duration could 
be decreased, so moderating the application’s throughput. The scanning, tracking and 
smart handover for a mobile user using a smart antenna is depicted in Fig. 1. 

 

10

1 2

311

12

410

2

311

12
1

4
10

1 2

311

12

410

1 2

311

12

4BS 1 BS 3BS 2

Position 1

BS 1

BS 2

BS 1
BS 3BS 2

BS 1 BS 3BS 2

Position 2

Position 3 Position 4

BS 3

 

Fig. 1. Serving BS, scanned BS and HO target BS for smart antenna mode 

Position 1: 

• MS on BS_1 coverage for both smart antenna and omni-directional mode, 
next to BS_2 coverage in omni-directional mode;  
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• MS attached to BS_1, keeping BS_2 as back-up; 
• Serving BS: BS_1, corresponding beam: 12, predicted beam: 11 (red); 
• Back-up BS: BS_2, corresponding beam:4, predicted beam: 3 (yellow); 
• If in omni-directional mode, MS should initiate the scanning process. In 

smart antenna mode, BS_1 still far from HO SNR threshold, so the target BS 
is not available at that moment; 

• Target BS: not used. 
• However, in case of forced HO due unexpected serving BS failure, the MS 

will initiate HO to the back-up BS, currently BS2. 

Position 2: 

• MS next to BS_1 coverage limit for omni-directional mode, and on BS_2 
coverage  for omni-directional mode; 

• MS attached to BS_1, keeping BS_2 as back-up; 
• Serving BS: BS_1, corresponding beam: 11, predicted beam: 10 (red); 
• Back-up BS: BS_2, corresponding beam: 3, predicted beam: 2 (yellow); 
• If in omni-directional mode, MS should initiate the HO process, serving BS: 

BS_1, target BS: BS_2. 
• In smart antenna mode, BS_1 still far from HO SNR threshold. However, the 

scanning process should be started soon (position 3); 
• Target BS: not used. 

Position 3: 

• MS on BS_1 coverage for smart antenna mode only, on BS_2 coverage for 
omni-directional, and on BS_3 coverage for smart antenna mode; 

• MS attached to BS_1, keeping BS_2 as back-up; 
• BS_3 available on smart antenna mode and selected as possible HO target; 
• Serving BS: BS_1, corresponding beam: 11, predicted beam: 10 (red); 
• Back-up BS: BS_2 , corresponding beam: 1, predicted beam: 2 (yellow); 
• Target BS: BS_3, corresponding beam:4, predicted beam: 3 (blue); 
• BS_1 near HO SNR threshold, so MS should initiate the HO process: serving 

BS: BS_1, target BS: BS_3. the HO is a smart one, due BS_2 was skipped 
from HO process. 

Position 4: 

• MS on BS_3 coverage for smart antenna mode and next to coverage limit for 
omni-directional mode, on BS_2 coverage in omni-directional mode;  

• MS attached to BS_3, keeping BS_2 as back-up; 
• Serving BS: BS_3, corresponding beam: 4, predicted beam 3 (red); 
• Back-up BS: BS_2, corresponding beam: 12, predicted beam: 11 (yellow); 
• Target BS: not used. 

Moving through the BS network, the MS will discover BS_4, and the conditions from 
Position 1 will be encountered again, having BS_3 as serving BS and BS_4 as back-
up BS (not shown in Fig.1). 
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Fig.2.A and B present some advantages of smart antenna use. From fig.2.A, it can 
be seen the extended coverage effect obtained due to smart antenna use. The first 
graph shows the application throughput when MS is using an omni-directional 
antenna, 6dBi gain (blue). There are some communication gaps, due to lack of 
coverage. On the same conditions, but when MS is using a smart antenna with 
13.5dBi cross-over gain (red), and 16dBi peak gain (green), the application 
throughput is completely different, as seen in the second and the third graph.  

On the fig.2.B, the MS has an omni-directional antenna, 6dBi, on first graph (blue), 
and a smart antenna with 13.5dBi cross-over gain (red), and 16dBi peak gain (green). 
Even though the application throughput seems to be the same for all three graphs, the 
extended coverage allows to MS a smart HO decision, so two unnecessary HO are 
avoided (third graph-green). 

 

 

Fig. 2. A and B Advantages of smart antenna use: extended coverage –left (A) and smart HO-
right (B) 

3 Decision Spaces 

A smart antenna, of cylindrical type, 12 beams, was considered, detail beam patterns 
for which are provided by Plasma Antennas (see [12]). It can operate on both omni-
directional and beam selected modes (named smart antenna mode for easy reference). 

The smart antenna has the following gains: 

• Omni-directional gain, with all 12 beams active, acting as a standard 
omni-directional antenna: 6dBi; 

• Smart antenna cross-over gain, measured between two adjacent beams: 
13.5dBi; 

• Smart antenna peak gain, measured on the direction of the active beam: 
16dBi. 
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Given the high number of WiMAX physical and MAC layer parameters influencing 
an inter-dependent mode, the overall performance in mobility scenarios,  a detailed 
experimental study of WiMAX V2I communications has been performed, in order to 
determine multi-dimensional regions where different lower layer parameters have 
influence on the overall handover performance.  

The simulations results are consolidated in multi-dimensional graphs, named 
decision spaces. These decision spaces present in aggregated form the communications 
performance obtained in a WiMAX V2I mobility scenario, related to a specific 
trajectory. Each multi-dimensional graph - decision space is consolidating the results of 
100 simulations, each simulation corresponding to one parameter pair from Table 3. 

Table 3. Main WiMAX parameters analyzed on simulation scenarios 

 WiMAX Parameter 1 2 3 4 5 6 7 8 9 10 

A 
MS Maximum Tx 

Power (W) 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

B MS Antenna Gain (dBi) -1 0 2 4 6 8 10 12 14 16 

C 
MS Scanning Threshold 

(dB) 
3 6 9 12 15 18 21 24 27 54 

D 
MS HO Threshold 

Hysteresis (dB) 
0.4 2 4 6 8 10 12 14 16 18 

E 
BS Maximum Tx Power 

(W) 
0.5 0.8 1 1.3 1.5 1.8 2 2.3 2.5 2.8 

F BS Antenna Gain (dBi) 6 8 8 9 10 12 14 15 16 21 

 
Considering only two parameters as variables, one decision space is defined for 

each MS speed value (10m/s, 20m/s, 30m/s, 40m/s and 50m/s). These decision spaces 
provide an overall estimation about the MS communication capabilities on the related 
network conditions (network topology, BS locations, antenna gain, Tx maximum 
power), combined with mobile constrictions (MS speed, scanning method, antenna 
gain, Tx maximum power).  

Since the network conditions remain unchanged on usual operations, MS could use 
the decision spaces corresponding to its speed to adapt its own parameters (scanning 
method/parameters, Tx maximum power). As example, Fig. 3. presents four decision 
spaces (DS1..DS4), corresponding to the following situations: 

• MS maximum Tx power variable 0.1..1W; 
• MS antenna gain fixed: 6dBi for DS1 and DS 3, and 13.5dBi for DS2 and 

DS4; 
• MS scanning threshold fixed:  24dB; 
• Scanning method fixed: N=4, P=240, T=10, where N=number of 

scanning frames, P=number of interleaving frames, used for data, 
T=number of N_P cycles; 

• MS HO threshold hysteresis fixed:12dB; 
• BS maximum TX power fixed: 1W; 
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• BS antenna gain variable: 6…..21dBi. That parameter is unchanged for 
operator, but in can be different from one BS to another, so for each BS is 
corresponding a vertical section in the decision space, according with BS 
antenna gain value; 

• MS speed fixed for each decision space: 20m/s (72km/h) for DS1 and 
DS3, and 40m/s (144km/h) for DS2 and DS4. 

The DS1 and DS2 could be used for MS with an omnidirectional antenna, moving 
with 20m/s –DS1, and 40m/s respectively -DS2, and the DS3 and DS4 are for an MS 
with a smart-antenna as in Ref [12], at the same speeds.   

 

 

Fig. 3. Decision spaces for MS with omni-directional antenna (6dBi) and smart antenna (cross-
over gain 13.5dBi), moving with 20m/s, and 40m/s respectivelly 

Accordingly, with the system behavior described in DS1 and DS2, the MS 
communication capabilities are decreasing with the speed. At lower speeds (20m/s), 
the increase of the MS Tx maximum power allows a significant increase in 
application throughput. At higher speeds (40m/s), the increase is not so significant, 
and after a specific value of MS maximum Tx power, the application throughput 
reaches a maximum, so bigger values for MS Tx power will have almost no additional 
effect on the communication capabilities. Knowing that threshold value, the MS could 
limit its Tx power so reducing the possibility of interference. 

Analyzing DS3 and DS4, the same communication capabilities decrease is observed. 
However, due to smart antenna use, the coverage area is bigger when compared to omni-
directional use, and the application throughput reaches maximum for small value of MS 



256 M. Constantinescu et al. 

Tx maximum power. Again, knowing the related threshold value, MS could limit its Tx 
power, and could gain an important reduction in potential interference. 

A DS1 against DS3 comparison highlights the importance of smart antenna use. 
The maximum communications capability is dramatically increased using smart 
antennas, and that maximum is reached for low value of MS Tx power. Fig.4 
compares the vertical section through DS1 and DS3, analyzing the benefits of smart 
antenna use for a MS moving with 20m/s on the two situations (omni-directional 
antenna, smart antenna). 

 

 

Fig. 4. Vertical sections through DS1 and DS3, showing the benefits of smart antenna use. MS 
speed=20m/s 

According to these sections, a maximum value is obtained for omni-directional 
antenna use for MS Tx power=0.4W, with a decrease from 0.5W to 0.7W when the 
initial maximum is reached again. On contrary, using a smart antenna, the maximum 
is obtained for MS Tx maximum power=0.2W and remain steady. The MS could stop 
increasing its Tx maximum power, and look for additional fine tuning, as smart HO 
methods, to improve further its communication capabilities. 

4 Conclusions 

In conclusion, this research has demonstrated through a set of OPNET simulations that 
optimal parameter sets, obtained from the decision spaces described above, can be 
provided by a network operator to mobile stations (MS), helping it to adapt dynamically 
its behavior and to obtain the maximum throughput possible from the network at 
different speed, antenna gain, maximum transmission (Tx power), and scanning values.  

With regard to future research, it is recommended that the use of smart antennas on 
both the BSs and MSs be considered for high user densities and more complex 
journeys using extensions of the current OPNET representations.   In this way,  the 
problems of co-channel interference may be assessed and protocols developed to 
facilitate dynamic beam and power management for both the mobile users (i.e. the 
MSs) and their  WiMAX access points (i.e the BSs), thus offering greater frequency 
re-use, better overall coverage and the possibility of increased cell sizes in sparsely 
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populated areas. Moreover, the use of smart antennas for BSs, in the context of a 
highway or other transport infrastructure, will offer greater benefits in terms of 
coverage and reduced interference. 

However a number of open issues remain, such as BS beams synchronization with 
MSs current positions, (possibly requiring GPS timing information), sub-frames 
allocation, BS resource allocations in respect of smart handover protocols.  

Furthermore, advances in smart antenna technology, such as electronically 
selecting beams in both azimuth and elevation, especially at BSs, should also be 
incorporated in the OPNET HO simulations to quantify the resulting gains in 
performance, quality of service and coverage. The introduction of LOS blockage 
caused by buildings and natural objects such as trees should also be introduced to 
access the resilience of the HO process. 
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Abstract. The ever-increasing adoption of the Internet and multimedia services 
rise new challenges for the next generation network solutions, especially on the 
wireless ones. WiMAX is one of the new technologies developed for broadband 
wireless networks. It offers high data rate services while providing high 
flexibility for the radio resource management. Adding smart antenna support 
and developing new scheduling and routing algorithms for wireless mesh 
networks based on WiMAX technology will recommend it as a very attractive 
solution for the next generation wireless networks. In this paper a basic 
simulation testbed for a WiMAX network with smart antenna support is 
proposed. It is based on OPNET simulation tool and uses the System-in-the-
Loop function to interconnect the simulated system with a real network, for a 
better functional and performance evaluation. The advantage of using smart 
antennas is illustrated by the simulation results.  

Keywords: WiMAX networks, smart antenna, OPNET, System-in-the-Loop. 

1 Introduction 

In the last years wireless communications had an exponential growth, with a huge 
social end economical impact. The current services require high data rates at the radio 
interface which pushed forward the development of high capacity wireless 
technologies, such as WiFi, WiMAX or LTE. The throughput increase on the radio 
interface was made possible by the development of new complex techniques in signal 
processing at the physical level, such as turbo coding, MAQ modulation, OFDMA, 
MIMO. However, last-mile access network technologies represent a significant 
congestion spot between the high-capacity core backbone network and the high-
capability terminal equipments. In order to reduce these requirements new solutions 
to exploit these technologies need to be developed. The IEEE 802.16 technology and 
WiMAX based sytems constitute an attractive solution for metropolitan and rural 
areas, [10]. Recently, advances made at physical layer introducing directional smart 
antennas showed a possible increase in performance, while keeping the transmitting 
power at the same level as for omni-directional antennas case. 
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In this paper a basic simulation testbed for a WiMAX network with smart antenna 
support is proposed. It is based on OPNET simulation tool and uses the System-in-
the-Loop function to interconnect the simulated system with a real network, for a 
better functional and performance evaluation [1]. The testbed was developed in the 
framework of the SMART-Net FP7 project [3]. The SMART-Net project defined an 
architecture and then designed and developed a Wireless Mesh Network solution 
mainly based on WiMAX and WiFi technology, by introducing smart antennas 
support in WiMAX. The project proposed  efficient scheduling and routing 
algorithms, to enhance the capacity and to provide scalability, reliability and 
robustness for such a system [2],[5]. Inside this project, both performance evaluation 
based on simulations and real life testbed have been conducted. In order to combine 
the capabilities of the two techniques, cooperation between the two frameworks has 
been achieved by coupling them using the technique called System- in-the-loop, [1]. 
This paper presents a basic simulation testbed for evaluating the smart antennas 
integration on standard OPNET WiMAX nodes and also for evaluating the smart 
antennas capabilities [4]. It represents a starting point for the development of a 
combined simulation model-HW model for the SMART-Net proposed system. 
Adding smart antennas support in OPNET WiMAX nodes was the first step in 
starting integrating the already developed components of the SMART-Net OPNET 
system model. 

This paper is organized as follow. The second section is a short description of the 
SMART-Net system and of the smart antennas. The third section is dedicated to the 
testbed. It is presented its structure and the simulation scenarios. The fourth section 
provides the simulation results. The last section presents conclusions and guidelines 
for future work.  

2 Smart-Net System  

2.1 Smart-Net Features  

Smart-Net solution for Broadband Wireless Access is based on a system architecture 
which consists on multimode devices with smart antennas support. These devices are 
interconnected in a partial mesh topology which has a central point, Smart Gateway 
(SMG), acting as gateway linked to the backhaul networks. The other nodes of the 
network are either SMART Stations (SMS) or SMART Relays (SMR). A SMR is an 
operator’s equipment which is specifically used to forward data traffic to the users, 
allowing coverage extension and cooperative diversity, while a SMS is a subscriber 
station that also enables data transfer for other users based on the service provider 
policy [3], [10]. 

System capacities can be significantly improved by introducing multi-hop 
capabilities and mesh networking in wireless access networks. The use of relay 
stations results in a signal to noise ratio enhancement, allowing obtaining higher 
throughput and coverage while reducing the device transmitting power. Indeed the 
user station does not have to communicate directly with the central station and  
then, by minimizing the transmit power levels, co-channel interference can be reduced 
[8], [9]. 
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Using omnidirectional antennas in wireless networks create inherently interference, 
which decrease the capacity of the system. A significant increase in capacity is 
obtained by using smart antennas. They feature a directivity that can be controlled by 
higher levels protocols (Layer 2, Layer 3) in the network node, allowing its 
orientation towards the destination node and thus reducing interference. In the same 
time, directional antenna can be used to increase radio coverage. 

The Smart-Net project introduced smart-antenna support on WiMAX equipments 
and developed some algorithms for scheduling and routing in a multihop relay based 
WiMAX mesh network [2], [6]. To validate the proposed solutions two testbeds were 
developed during the project. A real life testbed consisting of Wimax equipments with 
smart antennas installed. The WiMAX equipments used in the testbed are produced 
by Thales Company and the smart antennas are produced by Plasma Antennas 
Company. Both are members of the Smart-Net project. In parallel, a simulated testbed 
was developed using the OPNET network simulator [4]. The smart antennas were 
modeled in the OPNET and integrated in WiMAX nodes. Experiments were 
performed to evaluate the smart antennas and the proposed algorithms.  

Also, it was proposed by the project to perform experiments by combining the real 
life and simulated testbeds in order to obtain a more complex experimental system. 
For the testbeds interconnection the System-in-the-Loop (SITL) function provided by 
OPNET was used. Such approach is presented in [7]. OPNET and SITL are used to 
evaluate wireless tactical networks. Two simulated tactical units communicate via 
simulated wireless link. Two real life tactical units are interconnected with the 
simulated network via SITL. The capacity of the simulated tactical units to exchange 
real traffic, generated by a military application installed on the real life unit, while 
they move on a predefined trajectory over a virtual terrain, is evaluated. In this paper 
a similar approach is used to evaluate the smart antennas integration on standard 
WiMAX node and the smart antennas performances related to the standard 
omnidirectional ones.  

2.2 Smart Antennas  

Smart antenna systems intelligently combine multiple antenna elements with signal-
processing capability to optimize its radiation and reception patterns automatically 
[3]. They have a certain number of high gain beams with low sidelobes, which 
minimize interference both on transmit and receive, without using complex adaptive 
nulling algorithms. Low sidelobe multi-beam antennas have the advantage over 
adaptive systems in that they suppress a very large number of interferers in a 
consistent, predictable way. Adaptive systems are limited by their degrees of freedom 
(e.g. number of radios), their adaptation time and might not work well (i.e 
consistently) when the signal of interest is at the edge the receiver’s sensitivity. 
However, they potentially have the advantage of allowing the suppression of 
interfering signals that are close in angle (within a beamwidth) to the source-of-
interest. 

When receiving, smart antennas can maximize the sensitivity in the direction of the 
desired signal and minimize the sensitivity towards interfering sources.  



 Real Time Traffic Capabilities Evaluation of a Hybrid Testbed 261 

For reasons of cost and consistency of performance common smart antennas are 
switched or selectable multi-beam antennas, requiring only a single radio. These 
antennas have multiple fixed beams and the system switches very rapidly between 
these beams. A simultaneous coverage of these beams is also possible, for broadcast 
purposes, in the form of an omnidirectional or a sectoral beam. 

For the SMART-Net project, two types of multi-beam antennas, capable of 
WiMAX operation, have been designed and implemented [2], [3]. 

• An active, 12 beam cylindrical array antenna with omni-mode 

• A passive 9 beam planar array antenna with sectoral mode. 

The active 12-beam cylindrical antenna with it 360° coverage has been selected to be 
most suitable for mesh and nomadic Point to Multipoint operation, with typical ranges 
up to 20 km, depending on the modulation rate. The passive 9 beam planar antenna, 
with its narrow beams has been selected to be most suitable for medium range 
backhaul and relay operations. A representation of both antennas, suitable for 
inclusion within OPNET, has also been provided, but as simulated data. 

Besides the multibeam antennas, a switching algorithm is used to choose the 
appropriate beam among the available antenna beams. This algorithm is based on a 
learning interval in which, based on SINR, the best beam is chosen for each 
destination. Based on the decision took by the selection algorithm, when a smart node 
(a node equipped with smart antennas) needs to communicate with another smart 
node, the beam with the best SINR is used. Because the best beam is decided in the 
learning phase, the switch operation is very fast, a few nanoseconds. Some 
performance degradation is expected in the mobile nodes case, because the learning 
interval lasts a few milliseconds. In this paper only evaluation of smart antenna on 
fixed WiMAX nodes is presented. For mobile nodes the smart antenna integration is 
not ready. 

3 Real Time Simulation of Smart Antenna Using the Smart-Net 
Simulated Testbed 

3.1 Simulated Testbed Infrastructure  

The testbed infrastructure consists of a simulated WiMAX network which is 
interconnected with real devices in order to introduce real time traffic in the 
simulation (figure 1). The System-in-the-Loop is an OPNET facility which allows real 
time communication between real and simulated parts of the networks within the 
simulation loop [1], [7]. By using SITL, OPNET simulation exchanges the packets 
between simulations and real networks in real-time. The SITL gateway represents an 
external device through which the simulation exchanges the packets, where the 
WinPcap library is used to route those packets selected by user defined filter, from an 
Ethernet network adaptor, to the simulation process. 
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Fig. 1. Testbed infrastructure: a simulated WiMAX network interconnected with external 
devices via OPNET System-in–the-Loop functionality 

The simulation runs in real-time and exchanges packets with the external hardware 
via an Ethernet link. The requirement of using Ethernet link between the real devices 
and the SITL gateway introduces limitation in developing joint real and simulated 
wireless network scenarios. Joint scenarios for evaluating scheduling and routing 
algorithms for wireless mesh networks are not possible with SITL. The 
interconnection scenarios were limited at evaluating the effects on real time traffic 
while crossing the interconnected testbeds.   

There are three main simulation topologies for using the SITL module: 

• real-to-real (communication between real devices over simulated network) 
• sim-to-sim (communication between simulated devices over real network) 
• sim-to-real (communication between real and simulated devices). 

3.2 Simulated Scenarios  

The detailed view of the simulated WiMAX network is presented in figure 2. A real-
to-real SITL topology is used for these scenarios. It consists of a single WiMAX link, 
between a Base Station and a fixed Subscriber Station, which is concatenated with 
Ethernet links at both ends. These Ethernet links are used to interconnect, via SITL 
gateways, the WiMAX simulated network with the external stations which are both 
acting as real time streaming server and player. The smart antennas were installed on 
the simulated WiMAX nodes. Introducing smart antenna support on standard 
WiMAX nodes requires modifying the radio transceiver pipeline stages. The beam 
selection algorithm was introduced in the pipeline stages together with the 12 beam 
cylindrical array and 9 beam planar array antenna models.  
 

 

Fig. 2. The OPNET simulated scenario. The Base Station and a fixed Subscriber Station are 
each connected to separate SITL gateways through Ethernet switches. 

PC with OPNET simulated WiMAX  
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Given the complexity of the components, the experiments presented in this paper 
focused on functional evaluation. Further simulations need to be performed in order 
obtain precise performance evaluation for the smart antenna in Smart-Net system.  

The following two scenarios were created in order to evaluate the smart antennas 
integration in standard WiMAX nodes using the OPNET SITL tool. The first one uses 
the topology given in figures 1 and 2 with standard WiMAX nodes (with 
omnidirectional antennas). It is used to evaluate the SITL behavior and as a reference 
for the second scenario. The second one uses the same topology but WiMAX nodes 
with smart antenna support (modified transceiver pipeline stages). This scenario is 
used to evaluate the smart antennas behavior and their performances related to the 
omnidirectional case. 

4 Simulation Results 

As mentioned in the previous section two scenarios were proposed for evaluating 
simulated smart antennas integration on WiMAX nodes. Both scenarios are based on 
real time flows which are sent through the simulated WiMAX network using the 
OPNET SITL functionality. This approach allows the evaluation of the simulated 
system model to transport real time traffic flows, like video streaming, interactive 
voice. More realistic evaluation, closer to a real life one is obtained in [9]. 

In the first scenario, a movie with a rate around 2.5 Mbps is streamed from the 
streaming server through the simulated WiMAX link. On the same link and in the 
same direction (downlink) it is transmitted a noise UDP traffic with the rate of 
5Mbps. All the flows are transmitted as Best Effort. A total of around 7.5 Mbps 
throughput is transmitted on the downlink. The WiMAX physical parameters are: 
20MHz bandwidth, 2048 subcarriers, 10.94 kHz subcarrier frequency spacing,  
symbol duration of 102,86 ms, frame duration of 5ms [10]. The antenna gain is set at 
15 dB. Adaptive modulation and coding is used on the physical interface.  

Both scenarios have been repeated by varying the distance between the BS and SS. 
Also the SS orientation, related to the BS which is fixed, is changed. This is useful for 
the second scenario when smart antennas are used. By changing the orientation, the 
functionality of the beam selection algorithm is evaluated. If it chooses the right 
beam, this will be reflected in the link quality. The simulation duration is set at 5 
minutes for each experiment. The first scenario results are shown in figure 3. It 
illustrates the throughput on the WiMAX link in each selected experiment. For each 
experiment standard omnidirectional antenna was used. As it was expected the 
capacity of the WiMAX link decreases while the distance between nodes is increased. 
On figure 3, the curve with the smallest throughout correspond to the case when we 
have the biggest distance between nodes. The WiMAX capacity decrease is illustrated 
also by the perceptual evaluation of the movie quality. 

For the second scenario the same parameters have been used and moved the SS in 
the same positions as those used in the first scenario. The planar 9 multibeam smart 
antennas were installed on WiMAX nodes. In all experiments performed the WiMAX 
link capacity was similar or better than in case of omnidirectional antenna. This 
assertion is sustained by the results illustrated in figure 4 and figure 5. Figure 4 



264 Ş. Obreja et al. 

presents the throughput obtained in the omni-beam and smart antenna case when the 
BS and SS are at the same distance and in the same positions. The higher throughput 
curve corresponds to the smart antenna scenario. For small distances between the BS 
and SS node the throughput is the same. When the distance is increased the difference 
between the throughputs obtained in each case is increased – the higher throughput 
being obtained when using smart antennas.  

  

Fig. 3. First scenario results: The capacity of the WiMAX link decreases while the distance is 
increased 

Because the direction of the WiMAX link was modified while moving the SS node 
and in all cases the link quality was good, it means that the beam selection algorithm 
is working correctly. To better evaluate the selection algorithm the following 
experiments were performed in the second scenario: the SS node was moved in 
several positions situated on a circle centered in the BS node. The link capacity and 
movie quality remained the same for all experiments. This showed that the smart 
antennas are able to choose the right beam for each case, offering better link quality 
due to better signal to interference ratio obtained when a narrow beam is used. 

The real video flows transmitted through the simulated network offered us the 
possibility to perceptually evaluate the smart antenna benefits. Figure 5 presents a 
capture from the received movie in each of the two mentioned experiments. A frame 
with a poor perceptual video quality, obtained for the standard omni-antenna, is 
presented in figure 5a. Figure 5b shows a video frame taken in the case when a similar 
simulated topology (the same positions for BS and SS) as the one used to obtain 
figure 5a was used. The perceptual movie quality decreased less when smart antennas 
were used. From these results we can say that the WiMAX nodes with smart antennas 
present superior performances comparing with the standard ones. Some performance 
degradation could be obtained when the nodes are situated at border between two 
beams. A larger set of experiments must be performed in order to “catch” and 
illustrate this degradation. 
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Fig. 4. Wimax throughput for the omni-beam and smart-antenna cases, for the same distance 
between the BS and SS nodes and the same nodes positions 

 
a)                                                                       b) 

Fig. 5. Perceptual illustration of the smart antenna benefits. Received movie snapshot for: a) 
omnidirectional antenna. b) smart antenna. 

5 Conclusions 

This paper presents a basic simulation testbed used to evaluate beam selection 
algorithm and switched beam antennas performances for WiMAX technology. The 
discussed solutions are proposed in the Smart-Net project. The presented testbed was 
built on a OPNET (version 14.5) Platform and it uses OPNET SITL module to 
interconnect the simulated network with real life devices. Even if SITL module has 
some limitations, which restrict its use for wireless mesh networks, it proved to be 
very useful for performance evaluations, because it allows introducing real time 
traffic in the simulated network, and then analyzing how it is affected while passing 
through the simulated devices. 
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For the future, the simulated testbed will be developed by implementing with the 
presented smart nodes the wireless mesh network proposed in Smart-Net project. 
Then, the proposed algorithms, for scheduling and routing in this WiMAX based 
mesh network with smart antenna support, will be evaluated. 
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Abstract. A practical wireless network solution for providing community 
broadband Internet access services are considered to be wireless mesh networks 
with delay-throughput tradeoff. This important aspect of network design lies in 
the capability to simultaneously support multiple independent mesh connections 
at the intermediate mobile stations. The intermediate mobile stations act as 
routers by combining network packets with forwarding, a scenario usually 
known as multiple coding unicasts. The problem of efficient network design for 
such applications based on multipath network coding with delay control on 
packet servicing is considered. The simulated solution involves a joint 
consideration of wireless media access control (MAC) and network-layer 
multipath selection. Rather than considering general wireless mesh networks, 
here the focus is on a relatively small-scale mesh network with multiple sources 
and multiple sinks suitable for multihop wireless backhaul applications within 
WiMAX standard. 

Keywords: mesh networks, multipath, multihop, network coding. 

1 Introduction 

Today’s world depends a lot on wireless to provide faster connectivity and more 
broadly than anyone may have expected. Future wireless systems are expected for 
very high demands in terms of data rate, latency, reliability and robustness. A wireless 
communication system relies on wireless links between wired infrastructure devices 
and end user devices for voice and data transmission.  

The mesh network approach is to employ mobile stations as intermediate routers to 
establish multihop communication paths between mobile stations and their 
corresponding base stations. Utilizing this, an opportunistic routing will take 
advantage of the spatial diversity and broadcast nature of wireless networks to combat 
the time-varying links by involving multiple neighboring nodes as forwarding 
candidates for each packet relay. This breakthrough has created a vast interest in 
developing protocols for wireless mesh networks (WMNs). 

Currently, WMNs are very diverse and different in several aspects. One aspect of 
WMN uses mobile station as intermediate access points on fixed locations by network 
operators or simply be other idle mobile stations that are not transmitting their own 
data.  Although, depending on how radio resources are allocated for routing paths of 
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active connections, different protocols at the medium access control and routing 
layers can be designed. Radio resources for mobile stations at different hops may be 
allocated in time division duplex (TDD) or frequency-division duplex (FDD) mode.  
Frequency bands other than the cellular frequency bands can also be used for 
relaying. The intermediate mobile stations will serve toward various objectives, such 
as enhancing data rate coverage and enabling range extension in WMNs.  

With this motivation, there has been a recent interest in both academia and industry 
in the concept of multipath network coding in the networking perspective with 
scheduling and resource allocation algorithms to improve throughput with a cross-
layer perspective.  Network coding is first proposed in [1] for noiseless wireline 
communication networks to achieve the multicast capacity of the underlying network 
graph. The essential idea of network coding is to allow coding capability at network 
nodes acting as routers in exchange for capacity gain, i.e., an alternative tradeoff 
between computation and communication. 

2 Network Coding Scenario and Related Works 

Wireless network properties require a strategy for medium access control (MAC) in 
order to coordinate reliable packet transmissions between source-sink pairs. The 
problem of throughput increase and delay decrease strongly depends on the cross-
layer interactions between MAC and the network layers. Hence, they need to be 
jointly designed for efficient wireless network operation. For stable operation of the 
queues, the possible underflow of relay packets opens up new questions regarding the 
optimal queue management and the optimal use of network coding on the 
instantaneous queue contents.  

The focus of our discussions is based on relay-based WMNs, which essentially 
generalizes the examples shown below in various ways depending on the network 
model. The intermediate mobile station receives multiple transmissions that contain 
the same data and relaying amounts to mere multi-hopping only when the receiver 
obtains one copy of the data. For unicast communication in [2], the back pressure 
algorithms achieve the maximum stable throughput region at the expense of poor 
delay performance.  On the other hand, the capacity analysis of wireless networks has 
been limited to saturated queues with infinite delay in [3].   

In Fig.1a, suppose the source S wants to multicast two bits X1 and X2 to two sinks 
Y1 and Y2 simultaneously. Each of the paths in the network is assumed to have a unit 
capacity of 1 bit per time slot (bps). With traditional routing, each mobile station 
between S and the two sinks simply forwards a copy of what it receives. It is then 
impossible to achieve the theoretical multicast capacity of 2 bps for both sinks; sink in 
the middle can only transmit either X1 or X2 at a time. However, with network coding, 
as shown in Fig.1b, the intermediate mobile station can perform coding, in this case a 
bitwise exclusive-or operation, upon the two information bits and generate X1+X2 to 
multicast towards its outgoing paths. Sink Y1 receives X1 and X1+X2, and recovers X2 
as X2 = X1 + (X1 + X2). Similarly, sink Y2 receives X2 and X1 + X2 and can recover 
X1. Both sinks are therefore able to receive at 2 bps, achieving the multicast capacity. 
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Fig. 1. The butterfly network example of network coding. (a) With traditional routing, the link 
in the middle can only transmit either X1 or X2 at a time. (b) With network coding, the relay 
node can mix the bits together and transmit X1 + X2 to achieve the multicast capacity of 2 bps. 

With this simple mathematical and potential for practical network coding, the 
communications and networking communities have devoted a significant research 
efforts to utilize in a number of wireless applications, ranging from opportunistic 
routing in mesh networks. In the above example, the network coding operation is 
bitwise exclusive-or, which can be viewed as linear coding over the finite field i.e. 
Galois Field GF (2).   

Following the seminal work of [1], Li et al. in [4], showed that a linear coding 
mechanism suffices to achieve the multicast capacity. Ho et al. in [5], further 
proposed a distributed random linear network coding approach, in which nodes 
independently and randomly generate linear coefficients from a finite field to apply 
over input symbols without a priori knowledge of the network topology. They proved 
that receivers are able to decode with high probability provided that the field size is 
sufficiently large. These works lay down a solid foundation for the practical use of 
network coding in a diverse set of applications.  After the initial theoretical studies in 
wireline networks, the applicability and advantage of network coding in wireless 
networks were soon identified and investigated extensively in [6].  The performance 
gains have been verified through experimental results in [7].  

There is a lot of work for opportunistic routing in wireless mesh networks, with or 
without network coding.  COPE [7], MORE [8] and MC2 [9] investigate network 
coding with opportunistic routing in wireless networks with broadcast transmissions, 
focusing exclusively on the throughput improvements. In this work we use redundant 
paths to send uncoded packets in order to recover the information using packets from 
another path, thus decreasing the delay in transmission with a gain in throughput. The 
goal of this paper is to investigate the performance that can be achieved by  
exploiting path diversity through multipath forwarding and redundancy through 
network coding.  
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3 Opportunistic Mesh Networks - Multipath Network Coding   

In the Mesh mode, several mobile stations can constitute a small multipoint to 
multipoint wireless connection, without specific uplink and downlink sub-frames. It 
may enable direct communication between mobile stations that can also be used as 
relays to forward other’s data. Two kinds of routing and scheduling are used to 
coordinate transmissions: centralized and distributed. Here, for the easy operation and 
high reliability, we focus on the centralized approach. The centralized approach 
organizes all the nodes of the WiMAX network in a tree structure rooted at a 
particular node, namely the base station. The ways in which the tree is built and the 
choice of the links used have a deep impact on the capacity that a WiMAX backbone 
may offer.  

Using multipath routing in mesh networks provide multiple alternative paths 
through a network, which can yield a variety of benefits such as fault tolerance, 
increased bandwidth, or improved security. The multiple paths computed might be 
overlapped, edge-disjointed or node-disjointed with each other.  In Fig.2 shows the 
multipath mesh network transmission, adopting the multihop technology based on 
packet combining and delay management.  

 

Fig. 2. Multipath mesh routing with network coding and buffer management 

3.1 Multipath Routing Tree 

In centralized routing, the base station determines the path for all the mobile station in 
a centralized manner like PMP mode, and traffics from or to the base station can be 
relayed by other mobile stations through a multihop route which is different from 
PMP mode. Using multipath routing mechanism, are able to increase spatial reuse rate 
and next-hop selection. The model assumed is a multiple source unicast mesh network 
with directional links using smart antennas. Multipath routing makes maximum 
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utilization of network resources by giving the source nodes a choice of next hops for 
the same destination and to lower delay. The choice of multipath entails that, to 
synchronise across various paths, buffers need to be established at the network nodes 
so that the packets can be stored and sequenced appropriately. The nodes inside the 
network (except the source and sink) act as routers, do not decode the information but 
simply forward coded packets that have been previously received from the source or 
the previous node as shown in Fig.2.  

The scheduling first established with fixed multipath routing tree and assign 
traffics to routes according to multipath routing tree. Let base station be level = 0. The 
node one hop from base station will be level (n) = 1(relay). The source nodes can only 
choose the nodes that are level (n) = i-1 as their next hop (np). Node n must be in 
transmission range of node np and is connected to node np. The source nodes transmit 
copies of packets belonging to a single flow on all the paths. The base station can 
effectively works on the principle that higher performance can be achieved by 
utilizing more than one feasible path.  

3.2 Network Coding with Delay Management 

It has been shown from Fig.2, the intermediate nodes in a network, when performing 
network coding are able to combine a number of packets received into one or more 
new outgoing packets. Network coding permits instead of binary field operations, 
moving to larger field sizes, being able to perform more complex operations when 
combining incoming packets in intermediate nodes, becoming one of the most 
successful network coding algorithms as it permits achieving network capacity when 
multicasting, with relatively low complexity. In network coding each data unit is 
processed using finite fields Fq with ‘q’ a prime number or, considering a Galois Field 
(GF), q = 2m for some integer m, where F2m refers to [0, 2m-1]. 

The intermediate network nodes used to encode the data packets by combining the 
two packets from sources SS_22 and SS_21 into (PNC = P22_1 + P21_1) with a 
FIFO queue management system as shown in Fig.2. The FIFO queue management 
system used to calculate the processing delay based on the service capacity and arrival 
rate time of the bursty packet sources. The intermediate network nodes need to 
calculate the data synchronisation time by getting an acknowledgment from sinks. 
The network coding delay uses the equation (1) and throughput uses the equation (2). 
Each path is given with equal service capacity (µ) and the arrival rate λ varies 
depending on the bursty packet sources. 

                                              

(1) 

                                                       

(2)
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4 Simulation and Analysis  

The simulation scenario is constructed using OPNET 14.5 simulator on the existing 
SMART Net project using smart antennas. The scenario for data flow in one direction 
has sources (SS_22, SS_21) and sinks (SS_23, SS_20) with two paths as shown in 
Fig.3. The packets of two sources have to reach two sinks simultaneously. The first 
path is through the intermediate network node using packet combining with 
forwarding. The second path is through the base station (BS_4) with intermediate 
network node (SS_18) for forwarding to get the path delay for data synchronisation. 
The traffic from the sources should be of same type for combining the packets of 
same size. The traffic assumed for source nodes SS_22 and SS_21 is voice packet and 
traffic for source nodes SS_23 and SS_20 is data. The average delay is measured with 
the average time that a data packets from source node to destination node. The 
average throughput is measured with the bit of data packet received.   

 

 

Fig. 3. Multipath Network Coding Scenario in OPNET 

The figures Fig.4a and Fig.4b show the output of data traffic in SS_23 for average 
delay and average throughput. The first path is through SS_23->SS_18->BS-4-
>SS_17->SS_22 using packet combining and forwarding on the intermediate node 
SS_18 with delay in buffering. The second path is through SS-23->BS-4-> SS_17-
>SS-22 with packet forwarding without delay in buffering. The figures Fig.5a and 
Fig.5b show the output of data traffic in SS_20 for average delay and average 
throughput. The first path is through SS_20->SS_18->BS-4->SS_17->SS_21 using 
packet combining and forwarding on the intermediate node SS_18 with delay in 
buffering. The second path is through SS-20->BS-4-> SS_17->SS-21 with packet 
forwarding without delay in buffering. The analysis shows with multipath network 
coding and delay synchronization, there is very high throughput improvement, but 
only a slight reduction in delay. This gives the required possibility to use multipath 
network coding feature in mesh networks for high throughput applications. 

The figures Fig.6a and Fig.6b show the output of voice traffic in SS_22 for average 
delay and average throughput. The first path is through SS_22->SS_17->BS-4-
>SS_18->SS_23 with packet combining and forwarding on the intermediate  
node SS_17 with delay in buffering. The second path is through SS-22->BS-4-> 
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SS_18->SS-23 with packet forwarding without delay in buffering. The figures Fig.7a 
and Fig.7b show the output of voice traffic in SS_21 for average delay and average 
throughput. The first path is through SS_21->SS_17->BS-4->SS_18->SS_20 with 
packet combining and forwarding on the intermediate node SS_17 with delay in 
buffering. The second path is through SS-21->BS-4-> SS_18->SS-20 with packet 
forwarding without delay in buffering. The analysis shows with multipath network 
coding and delay synchronisation, there is very large reduction in delay, but only a 
slight improvement with throughput. This gives the required possibility to use 
multipath network coding feature in mesh networks for delay-sensitive applications. 

                            

  Fig. 4a. SS_23 delay for data traffic   Fig. 4b. SS_23 throughput for data traffic 

                             

      Fig. 5a. SS_20 delay for data traffic                  Fig. 5b. SS_20 throughput for data traffic 

                            

Fig. 6a. SS_22 delay for data traffic                  Fig. 6b. SS_23 throughput for data traffic 
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Fig. 7a.SS_21 delay for data traffic                     Fig. 7b. SS_21 throughput for data traffic 

5 Conclusion 

A scenario for multipath routing using network coding for traffics of voice and data 
are simulated in WiMAX mesh networks. The analysis shows an improvement in 
average delay and average throughput with a tradeoff. The simulation provides the 
suitability for delay-sensitive applications. The future wireless networking 
expectations for very high demands in terms of data rate and latency can be improved 
with the existing resources but changing the way of forwarding and computational 
requirements. 
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Abstract. The current increment of the service portfolio for mobile
communications and the related traffic load require an extension of the
capacities in the mobile networks. As a consequence, mobile network
operators have to replace part of the traditional equipment based on
2G GSM/GPRS by the 3G equipment based on UMTS and even start
the path in direction to the 4G installing HSPA. This leads to techno-
economical studies which require a corresponding service network model
and its implementation in form of a computer support planning tool.
This paper presents such a model and the structure and characteris-
tics of the corresponding tool 2G/3G-Conncet. The paper also indicates
corresponding applications.

Keywords: high-level Petri nets, net components, dynamic software ar-
chitecture, modeling, agents, software development approach.

1 Introduction

The growing penetration of smart phones for mobile communication causes
the necessity of increasing the capacities in the corresponding mobile networks
which can’t satisfy the additional demands by simple 2G technology based on
GSM/GPRS and brings also to limits the GPRS improvement by upgrading
them with equipment under the enhanced GPRS data rate for GSM evolution
(EDGE). Hence, mobile network operators are accelerating the implementation
of UMTS, currently envisaged in the 2100 MHz band. In some countries, mo-
bile network operators offer so called broadband mobile access (BMA), mainly
applied by end-user with laptop computers. This service by one side, offered in
competition to fixed broadband access under corresponding xDSL technology, is
based on the mobility paradigm mainly of the young generation. By the other
side, it is applied for covering so called white areas where xDSL or future PON
architecture can not be implemented by economic reasons, and hence broad-
band mobile access overcomes the so called digital division in rural area. It can

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 275–290, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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be shown that for BMA the capacity offered by UMST is not sufficient and
hence a corresponding enhancement is required and implemented by additional
HSPA or HSPA+, see [7]. HSPA or HPSA + can be seen as a bridge technology
for a smooth development in the direction of 4G under the long term evolution
paradigm, see [14], similar as EDGE provided an enhancement of 2G technology
in the direction of 3G one.

Similar changes happens in the fixed network part of the mobile network were
traditional technology based on ATM and SDH equipment or corresponding
leased lines for transport and mobile switching centres are replaced by technol-
ogy either over Ethernet based radio links, or corresponding leased lines. For
higher demands even leased dark fibre withEthernet over fibre technology might
be applied in the BSS/UTRAN part, while the NSS part will apply full IP/MPLS
systems. The classical mobile switching centres are hence substituted by corre-
sponding Soft-switch equipment composed by Media Gateways and MSC call
servers. Under the paradigm of Fixed-Mobile Integration (FMI) it can be ex-
pected that the BSS, the UTRAN and NNS will be at least partially integrated
with infrastructure of the NGN in case that both networks are operated by the
same operator, see [5].

As a consequence, current public mobile networks are strongly hybrid in the
cell deployment where equipment ranging from simple GSM over GSM/GPRS
or EDGE coexists with UMTS and HSPA or HSPA+. In the fixed network
part current ATM-SDH transport paradigm is changed to carrier Ethernet and
IP/MPLS. The cell deployment and the application of the corresponding tech-
nology mix depend strongly on the services offered by the public mobile network
operator and the traffic requirement from the end users, see [8]. Hence, enti-
ties involved in the market place of mobile services and corresponding networks
require strategic planning tools which allow to study the consequences of the
increasing bandwidth demand by current and future applications from both, the
technical implication but also the economical one.

This paper presents a computer tool for techno-economical studies in hybrid
2G/3G mobile networks based on a LRIC cost model and a scenario concept,
which handles the required large parameters set, likethe number and distribution
of potential end user in a country, the type of services to be integrated and
the corresponding traffic demand, the applied range of technology and other
parameters like radio spectrum in different frequency bands.

The paper provides in the second chapter a description of the model for the
network design and dimensioning and provides in the third chapter an introduc-
tion to the applied TELRIC cost model for the economical analysis of the net-
work configuration resulting form the network planning part. The fourth chapter
outlines applications of the 2G/3G-Connect tool and the last chapter provides
conclusions and indicates future extensions of the model and the corresponding
tool.
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2 Description of the Model for 2G/3G-Connect Tool

Telecommunication service and network models for strategic techno-economical
studies are divided mainly into three main parts:

– Scenario generation

– Network planning, composed by:

• Cell deployment

• Fixed network design and dimensioning

• System assignment to the network elements.

– Economical analysis by a corresponding cost model.

The model considers that current and mainly future PLMN has to support a
strong set of applications and hence must provide a set of services supporting
them. The services are differentiated not only by their bandwidth requirements
but also by their quality of service (QoS) parameter. 2G/3G-Connect approx-
imates QoS by three parameters: the accessibility to a service, expressed by a
maximum value for the blocking probability under a traffic load in the com-
mon business hour (BH), the mean delay value for a connection between its
source and destination location (end-to-end delay, e2e) and its jitter. The first
parameter is considered mainly in the cell deployment applying an extension
from the Erlang-loss model for multi-services, see [10]. The second and third pa-
rameters are applied mainly in the dimensioning of the output interfaces for the
layer-2,3 equipment in the fixed network part and use a corresponding waiting
model. For this purpose, the model for 2G/3G-conncet applies the concept of
equivalent bandwidth requirement under a value which lies between the mean
bandwidth and the maximum bandwidth of a service, see [6]. For this purpose
2G/3G-connect allows that each service gets associated a so called QoS class
which describes the required QoS parameter.

Additionally, 2G/3G-Connect includes several options for improving the ser-
vice availability which are:

– Doubling key network element and providing a traffic distribution on equal
terms.

– Assignation of lower level nodes to two higher ones e.g. RNC locations to
core network locations and providing a traffic distribution on equal terms.

– Congestion avoidance against unforeseen traffic loads by over-dimensioning
of the transmission capacities. For this purpose 2G/3G-connect allows to
provide corresponding parameters individually for each network level.

This chapter describes the main functions of the scenario generator and the as-
sociated network planning. Figure 1 shows the main functional blocks treated in
this chapter implemented in the 2G/3G-connect tool by corresponding program
modules.
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Fig. 1. Modules for the network planning implemented in 2G/3G-connect

2.1 Scenario Generator

The objective of the scenario generator is to provide the input data for a national
mobile network planning. The model for 2G/3G-Connect is composed by the
following scenarios:

– Geographical scenario, composed by geographical, topographical and popu-
lation data.

– Service scenario, which defines the services set handled by the 2G/3G net-
work.

– User and traffic scenario which considers different types of user and its traffic-
service relation.

– Architecture scenario, defining the technology applied for the cell deployment
and the fixed network part and its relation with the user and the geographical
scenario.

– Frequency and spectrum scenario, indicating the frequency bands and the
amount of spectrum associated to the applied cell technologies.

Geographical scenario. 2G/3G-Connect considers for the geographical sce-
nario a list of small geographical units with their corresponding coordinates, to-
pographical situation defined by three attributes (flat, hilly, mountainous) and
the number of inhabitants; often these data are deduced from Postal Area Codes,
see [2]. The geographical scenario includes also data about the road and the rail-
way network of the country and data about special areas with high population
concentration as airports, railway-stations, shopping malls etc.
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Based on these data the scenario generator creates areas and joints adjacent
areas to districts. The areas are then classified depending on their population
density in rural, suburban and urban.

For considering mobility of the population and traffic estimation for roaming,
the geographical scenario considers additional data about economical activities
in the areas and classifies the areas as business or residential ones. For roaming,
the scenario generator also considers data about hotels and its occupation.

Service scenario. The service scenario describes the characteristics of the dif-
ferent services offered by the considered network. The main parameters are:

– Mean packet length and mean bandwidth requirement separated for the
uplink and downlink packet stream.

– Mean duration of the service.
– Parameters for the traffic distribution to different destinations.
– Assignation of the service to a QoS class.

Table 1 shows a corresponding example for the most important services consid-
ered by 2G/3G-Connect.

Table 1. Typical service scenario for 2G/3G mobile networks (M2M: relative traffic
between mobile user in the same network, M2F: relative traffic from a mobile user of
the considered network and a user in an other one, F2M: inverse from M2F, M2ICIP:
traffic from a mobile user to an IP network over a corresponding interconnection point,
M2 MobSer traffic between a mobile user and a server connected with the considered
mobile network)

Parameters for capacity

requirement

Traffic distribution

parameters

service

characteristics

Mean

Bandwidth

Mean packet

length

Mean

duration

M

2

M

M

2

F

F

2

M

M2

IC

IP

M2

Mob

Ser

QoS

class

up

link

down

link

up

link

down

link

Dimension kbps kbps bytes bytes min - - - - - -

Real time voice 12.2 12.2 25 25 3 0.4 0.3 0.3 0 0 1

Other real
time serv.

16 64 100 100 15 0 0 0 0.8 0.2 1

Streaming to
content server

1 80 3.0 256 5 0 0 0 0.7 0.3 2

Guaranteed data 20 80 30 256 1 0.1 0 0 0.7 0.2 3

Best effort 20 80 30 256 3 0.010 0 0.6 0.3 4

SMS 9.6 9.6 100 - 0.001 0 0 0 0 1 4

MMS 40 40 1000 - 0.002 0 0 0 0 1 4

Mobile
broadband access

40 160 256 256 5 0 0 0 0.4 0.6 4
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User and traffic scenario. The user and traffic scenario classifies the total
number of users into three different categories: business, premium and standard,
and associates them a traffic matrix which indicates the BH traffic of each user
type to the corresponding services. As 2G/3G-connect considers hybrid sites,
the corresponding scenario must provide for each service input data about the
traffic distributions over different cell technologies installed in the same hybrid
site; table 2 shows an example related with the service scenario shown in table 1.

Table 2. BH traffic values and their distribution over the different cell technologies in
case of hybrid sites

Service and traffic

per user

GSM traffic

per user

in hybrid sites

UMTS traffic

replaced by HSPA

BH traffic

per user

(Erlang or messages

Business Premium Standard

real time voice 0.8 0 0.05 0.005 0.006

other real
time services

0.2 0 0.01 0.0025 0

streaming to
content services

0.0 0.5 0 0.005 0

guaranteed
data with busi-
ness server

0 0.5 0.002 0 0

best effort to
general server

0 0.5 0.001 0.01 0.002

SMS 0.2 0.1 0.1 0.05 0.01

MMS 0.2 0.2 0.01 0.02 0

Mobile
Broadband
Access

0 1 0.01 0.005 0

Architecture scenario. 2G/3G-connect considers as network architecture the
complete spectrum of technologies ranging from second generation GSM mobile
networks, including GPRS and EDGE, up to third generation by UMTS includ-
ing its extension to HSPA. For this purpose the scenario generator associates to
each area a cell type depending on its type and user density. Table 3 shows the
cell type and indicates the criteria for its selection.

Concerning the fixed network part 2G/3G-connect considers for bandwidth
aggregation in the UTRAN/GERAN part layer-2 equipment based on carrier
Ethernet and for the routing function concerning the traffic to be routed among
the core network location layer-3 equipment based on IP/MPSL. For the trans-
mission, 2/3G-Connect differentiate mainly between operators which provide a
proper physical infrastructure, mainly based on radio links, and operators which
use digital or optical leased lines from a different operator. The selection can be
provided individually for each network level, e.g. an operator decides to imple-
ment proper radio links in the UTRAN/GERAN network part and use electrical
or optical leased line for the core network part.
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Table 3. Cell types consider by 2/3G-connect

Cell type Identifier Related parameters

GSM/GPRS 1 GSM “up to” user threshold for each area type

GSM/EDGE 2 As type 1

UMTS 3 GSM and GSM/UMTS “up to” user thresholds

UMTS/HSPA 4 As type 3

GSM/UMTS 5 GSM/UMTS “up to” user threshold for each area type

GSM/UMTS/HSPA 6 As type 5

Frequency and spectrum scenario. The frequency and spectrum scenario
gives the frequencies associated to the different cell technology and the corre-
sponding spectrum. 2G/3G-Connect allows a flexible frequency and spectrum
assignment; table 4 shows an example. As a consequence, 2G/3G-Connect pro-
vides the possibility for studying the influence of different combinations of fre-
quency and spectrum assignment to the network design and dimensioning and
the corresponding economical implications.

Table 4. Example for a frequency and spectrum assignment

Frequency Band GSM Spectrum (MHz) UMTS Spectrum (MHz)

800 Not Applicable 0

900 8 0

1800 18 0

2100 Not Applicable 15

2600 Not Applicable 0

2.2 Network Planning

Strategic Telecom Network Planning studies the development of the correspond-
ing telecommunication network under a medium up to long term development.
For this purpose different scenarios, as shown in the last section are considered.
Network planning is provided by two main steps, network design and network
dimensioning. 2G/3G-Connect bases the network design on the set of districts
and their corresponding areas which compose them, as shown in section 2.1, and
determines the locations for higher level functions and for interconnection points
with other networks.

Based on these locations, the network design determines the structure for
the logical level and the topology of the physical one. 2G/3G-Connect considers
the architecture as determined by the 3GPP under Release 4, see [1] and some
extensions for HSPA considering the corresponding extensions from 3GPP in
Release 5 and 6. Figure 2 shows the main functional blocks considered in the
model for 2G/3G-connect.

The dimensioning corresponds to the traffic routing over the network struc-
ture and topology and provides the required capacity in each network element,
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mainly based on locations (nodes) and links connecting them. Finally, 2G/3G-
Connect assigns corresponding equipment to each network element providing the
bandwidth required for the capacities resulting from the network dimensioning.

Fig. 2. Functional blocks of a 2G/3G mobile network

Cell deployment. 2G/3G-Connect receives from the scenario generator a list
of districts with their corresponding areas, and for each area the required cell
types. Based on these data the cell deployment determines for each area the
number of sites, the required capacities and the corresponding radio equipment
(BTS/node B/HSPA).

The cell deployment calculates for each area the amount of traffic, separately
for each service, handled by the radio equipments under its corresponding QoS
parameter determined by the QoS class associated to the service. These traffic
values are then the main input data for the fixed network design and dimension-
ing.

Fixed network design and dimensioning. The fixed network part of a mo-
bile network is composed by the following parts:

– Aggregation network part, covering the location of the base station sites up
to the locations where the controller equipments (BSC, RNC) are installed.

– Backhaul network part, covering the controller locations up to the core net-
work locations.

– Core network part, connecting the different core network locations and pro-
viding interconnection to other networks.
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In both 2G as 3G mobile networks the traffic between the user equipment to other
users, a server or a corresponding interconnection point with other networks
must always be switched hierarchically up to the core network part. Only the
core network part provides corresponding routing functions to distribute the
traffic to other users inside the network, a proper server or to an interconnection
point for users or servers connected in other networks. Hence, 2G/3G-Connect
provides the corresponding network design starting from the site locations and
the corresponding traffic demand up to the core network part.

Aggregation network part. The aggregation network connects the site lo-
cations in each area to a corresponding aggregation point (cell hub). 2G/3G-
Connect considers the centre of each district as cell hub location and a pure star
structure for these connections. Note that the cell hub location does not provide
any traffic aggregation but only one for physical capacity requirements. Hence
the layer-2 equipment in the cell hub location provides grooming of physical
groups of lower capacity connections from the sites (E1 or 10Mb Ethernet) to
higher ones (E3, STM-1, FE or 1GE).

Once the capacities requirements of the cell hub location are determined
2G/3G-Connect detremines the controller node locations taken the number of
locations as an input parameter and assign each cell hub location to one con-
troller location. For this purpose 2G/3G-Connect applies a heuristic algorithm
based on p-median model resulting from graph theory and applied already in
former network design and costing model, see [3]. Figure 3 shows the logical
structure for this network part.

Concerning the topology for the physical layer between the cell-hub locations
and the controller ones, 2G/3G-Connect considers a tree structure and applies an
algorithm, already used in former network design models which allows calculating

Fig. 3. Logical structure of the aggregation network for 2G/3G mobile networks
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different tree structures, ranging from a pure star structure where the amount
of traffic flow is minimised up to a pure tree structure which minimises the total
geographical lengths (minimal spanning tree), see [2]. The optimal tree structure
depends on the applied equipment and its length and capacity depending cost.
From a practical point of view, a star structure is applied under leased line
connections including dark fibre while radio link systems require a tree structure,
minimising the number of radio link systems considering the distance limitations
of the RF system (typically 50km). Fig. 4 shows an example for a tree structure.

Fig. 4. Example for a tree topology in an aggregation network

Once the logical structure and the physical topology is calculated, 2G/3G-
Connect provides the traffic routing up the controller node locations and the
required capacities for the system assignment for the star links between the sites
and the cell hub locations and the tree links between the cell hub locations and
the controller node ones.

Backhaul network part. From the aggregation network design and dimen-
sioning results the backhaul (controller) node locations and the corresponding
traffics from the different services handled by the controller nodes. 2G/3G deter-
mines in the backhaul network part the location for the core node locations as
a subset from the backhaul ones and assign each controller node location to one
core node location; 2G/3G-Connect provides an option to provide an assignment
to two core node locations for reasons of network availability. For this purpose
2G/3G applies a similar algorithm as in the design of the aggregation network
part. Figure 5 shows the logical structure of the backhaul network.
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Fig. 5. Logical structure of the backhaul network for 2G/3G mobile networks

2G/3G-Connect considers for the physical topology again a star topology, and
in case of applying double assignation a corresponding double star. Star- or dou-
ble star structures are mainly applied for leased line including dark fibre. Due
to the high traffic concentration in this network part 2G/3G-Connect considers
in case that an operator implements a proper physical infrastructure a mapping
of the logical star or double star structure into a set of ring topologies. The cor-
responding algorithm allows considering geographical obstacles and a limitation
of the number of nodes which can be included into a ring; figure 6 shows an
example. The calculation of the ring topologies is based on a heuristic algorithm
for the travelling salesman problem; see [9].

Once the logical structure and the physical topology are calculated, 2G/3G
provides the traffic routing from the controller node locations to the core nodes
ones and determines the required capacities for the system assignment on the
star or ring links.

Core network part. From the backhaul network design results the core net-
work locations and the aggregated traffic from each service. Based on the total
aggregated traffic in the core nodes, 2G/3G-Conncet selects the location of in-
terconnection points to PSTN/ISDN&PLMN but also to IP based network and
determines the locations where different types of servers and other central ele-
ments are installed. 2G/3G-Connect provides this selection based on the traffic
weights of the core nodes, while the number of core nodes over which these ele-
ments should be distributed is given as an input parameter. The dimensioning
of these elements is based on corresponding capacity drivers. 2G/3G-Connect
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Fig. 6. Example of mapping a star structure into multiple ring topologies

considers that the capacities should not be fully used but an overhead is pro-
vided to anticipate a no estimated traffic increase. Table 5 shows the core network
elements considered by 2G/3G-connect and an example for the corresponding
input parameters considered in the dimensioning.

After the determination of the locations for the core network elements, 2G/3G-
Connect distributes the traffic resulting from the different services to the cor-
responding elements. In case that this element is installed in a different core
location 2G/3G-Connect routes the traffic to the corresponding one. For this
purpose 2G/3G-Connect calculates for each service a traffic matrix between the
core nodes and applies a distribution based on the core nodes weight related with
the corresponding service e.g. the number of aggregated user. Figure 7 shows an
example for this traffic distribution.

The traffic between different core node locations is routed over the logical
structure of the core network which determines the required capacity for the
physical layer. From practical studies results that the number of core node loca-
tion in national mobile networks is small and hence the traffic concentration is
high. Hence, 2G/3G-Connect considers for the logical structure a full meshed one
and for the physical topology again a full meshed or optionally a ring topology.
The last is mainly applied when the operator provides a proper transmission
infrastructure while the first one is mainly appliedy under the application of
leased lines.

3 Cost Model

2G/3G-Connect contains an economical evaluation based on a long run incre-
mental cost (LRIC) model. In the LRIC model the cost evaluation contains two
main cost types: Investment cost (CAPEX) and cost for the operations (OPEX).
The first are calculated based on the network configuration resulting from the
network planning and corresponding annual cost are deduced bt distributing
the total investment cost over the life time of the network elements. In general,
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Table 5. Core node location

Position Driver for dimensioning
and costing

Utilization
ratio

N of SwRo
locations

Media Gateway N of E1/STM1 ports,
BH traffic

70% All SwRo nodes

MSC call server
including VLR

BHCA 67% Input

HLR Number of subscribers,
BHCA

80% Input

EIR Number of subscribers 60% Input

SMSC Number of SMS per s 80% Input

SGSN a. BHCA
b. n of Attached Subscribers
c. Throughput, in Mbps

78% Input

GGSN a. Throughput, in Mbps
b. PDP context

77% All SwRo with IP In-
terface

OAM Considered in OPEX n.a. N.a.

Billing Considered in indirect cost n.a. N.a.

IN a. BHCA
b. traffic over all services

80% Input

Network management
system (AAA, DNS
functions)

BHCA over all services 80% Input

MGW Interface card
to the PSTN/ISDN/PLMN
for circuit switched voice
traffic

N of E1 ports 80% At all SwRo with
PSTN/ISDN inter-
connection

MGW Interface card
to the PSTN/ISDN/PLMN
for packet switched voice
traffic

N of E1 ports 80% At all SwRo with
PSTN/ISDN inter-
connection

OPEX is considered by a mark up factor to the CAPEX. Figure 8 shows the
different steps of the LRIC. Its application to 2G mobile network can be find in
[6] and an overview about LRIC models is given in [11].

2G/3G-Connect applies a variant of LRIC referred to as total element long-
run increment cost (TELRIC) which considers for the cost determination for
the different services the routing path in the network. It calculates the cost
for a unit of service as the weighted sum of the costs of all network elements
used for the service, see [12]. The weights for the network elements are the so-
called routing factors which reflect the way a particular service is routed over
the various network elements and, in particular, how often a network element is
used for the service.

The (cost) routing factors are determined from the network planning and
hence are closely correlated with the traffic routing. In mobile networks, the
traffic is always routed to the next core node location where a distribution is
provided. From this follows that for a traffic unit for example for on-net voice
traffic, there is always a routing factor of two used for all network elements from
the cell site to the corresponding core network location. TELRIC provides a
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Fig. 7. Example for the traffic distribution of the aggregated traffic in the core nodes
based on the weights resulting from the number of aggregated users

Fig. 8. Scheme for the LRIC model

distribution of network cost to the services that corresponds closely the services’
use of the different network elements.

A special cost evaluation results from the so called marginal LRIC (also named
pure LRIC) which considers only the cost increment provided by the traffic for
an additional service. The next chapter provides an example.

4 Applications

The 2G/3G-Connect tool allows a strong set of applications which can be divided
into three types:

– Practical techno-economical studies
– Applications for applied research studies
– Applications in higher level education.
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2G/3G-Connect provides an instrument for practical techno-economical studies as
strategic studies for mobile network operators who want to estimate the medium-
long term tendency in its network evaluation and corresponding investment un-
der different assumption of service and traffic evolution. These studies might be
required also from equipment providers due to the fact that a number of mobile
network providers require a complete solution ”key in hand”. But even financial
institutions might require results for corresponding studies for risk estimation of
credits given to network operators for the modernisation or a new implementation
of a corresponding network. Last but not least 2G/3G will have a wide range of
application in telecom regulation for national or international regulation entities
to fix cost limits and parameters for different types of service e.g. for studying the
influence of different parameters asQoS, service availability etc. to the correspond-
ing service cost. For this purpose 2G/3G-Connect supports bothTELRICandpure
LRIC as required from the current EU-regulation for mobile networks, see [4].

2G/3G-Connect can support applied research studies for network simulation
under different technology scenarios for future qualitative and quantities equip-
ment development or for the introduction of a new type of technology. An exam-
ple is the study of the implication of changing the classical ATM layer equipment
by new carrier Ethernet equipment and its evolution into the direction of equip-
ment under MPLS-TP.

It is planned that 2G/3G-Connect will be applied in master courses for mo-
bile network planning as currently provided by a consortium of five Spanish
Universities; see [13].

5 Conclusions and Future Extensions

The contribution shows that the 2G/3G-Connect tool, based on a corresponding
LRIC-cost model, allows a wide range of techno-economical studies for national
wide mobile networks. Due to the incorporation of mobile broadband access
using HSPA technology 2G/3G-Connect provides also a step in the direction of
4G networks based on LTE.

The team which developed the model and the corresponding tool is working
on an extension for the future service and network evolution which considers in
the fixed network part ”fixed mobile integration (FMI)” under a common core
network and an extension in the cell technology deployment by LTE based on
OFDM as defined in release 8 of the 3GPP; see [5], [14].
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Abstract. Techno-economical studies in telecommunication networks
are important and quite complicated topics. One of the major challenges
is to estimate the investment in new or additional network equipment to
consider a new service, or to compare two technologies in the same or
different frequency band. In order to carry out this kind of analysis, a
nationwide network design and dimensioning study has to be done, what
requires powerful and robust algorithms with a high degree of flexibil-
ity to obtain accurate results avoiding huge amount of input data. This
paper presents a strategic network planing tool which implements algo-
rithms for 2G and 3G network dimensioning. This tool can be used by
mobile network operators or regulatory authorities to develop or support
techno-economic analysis in communication networks.

Keywords: GSM and UMTS design algorithms, strategic studies, net-
work investment.

1 Introduction

Mobile telecommunication market has become one of the most relevant contrib-
utors to the nation economies in developed countries. The fast evolution from 2G
Global System for Mobile Telecommunications (GSM) to 3G Universal Mobile
Telecommunication System (UMTS), and the increasing demand for new data
services, makes that the mobile operators have to move fast to deploy network
infrastructure to cover this demand. However, an incorrect network deployment
(due to an incorrect technology or frequency band selection) may derive into huge
investments with non-desired results, i.e lack of coverage or capacity. To avoid
this nightmare scenario, mobile network operators must carry out exhaustive
strategic studies to determine which technology have to be deployed, which fre-
quencies must be used and, of course, where the deployment should be deployed
(cities, towns) and even in which area of each specific city (urban, suburban and
rural) [8].

Strategic studies are hard to be carried out because they have to consider na-
tionwide multi-service scenarios, with important differences in demography, to-
pography and user and service profile in the different cities considered [1]. Thus,
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in order to do this kind of studies, it is mandatory to use software tools that
implement algorithms for the network design and dimensioning. In this paper
we present one tool and the algorithms for 2G and 3G network dimensioning,
specifically implemented to support strategic and techno-economic studies in
telecommunication networks. The algorithm for 2G GSM is based on the inde-
pendent calculation of the cell range by propagation, using an empirical prop-
agation model, and by traffic load, using a classical Erlang formulation based
on the slotted feature of the GSM system. The algorithm for 3G is quite more
evolved due to the features of the 3G UMTS access technique which requires
a joint optimization of the capacity and propagation. After calculating the cell
range for a single site, a procedure to estimate the number of sites (BTS or
Node B) required to provide coverage to a specific area is presented, considering
several types of BTS and Node B.

The rest of the paper is structured as follows. Section 2 and section 3 describes
the models and methods for designing the network. Section 4 presents a study
for the metropolitan area of Bilbao (Spain) and a nationwide example for the
comparison among 2G GSM and 3G UMTS in the same and different frequency
bands. Finally, in the last section we present some conclusions about the tool
and the studies carried out with it.

2 Models and Methods for 2G-GSM Dimensioning

The objective of a network dimensioning problem is to calculate the number of
network elements (Base Stations (BTS)) to be deployed in each area of a specific
city (urban/suburban/rural). To calculate the number of BTS, the area covered
by each one has to be obtained finding the value of the cell range of the BTS
under study. To do this, we consider the following input parameters:

– A set of services S. Each service is defined by several parameters: user density
in the area, individual traffic per user and binary rate of the service.

– A set of 2G-BTS, BTS. The main parameters of each BTS are: Transmission
Power, Number of Sectors, Number of transceiver (TRX) per sector and cost
of the BTS (Ci).

– Radio Propagation parameters P , where the fading margins, frequency bands
(900 and 1800 MHz), and different propagation losses are specified.

– General parameters of the operator G, such as market share, market pene-
tration and amount of spectrum allocated in each frequency band.

The cell range of a 2G BTS is the minimum value between the cell range by
radio propagation RP and the cell range by capacity RT . Next we will show how
these two values can be estimated for 2G networks.

2.1 Calculation of the Cell Range by Radio Propagation RP in 2G
Networks

Propagation coverage studies mainly imply two steps. The first one is to calculate
the maximum allowed propagation loss in the cell, defined here as Lpathloss, and
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the second is to use an empirical propagation method to calculate the cell radius
for this pathloss. Typical methods are the Okumura Hata COST 231 model, [2],
or the Walfish Ikegami model [3].

The value of Lpathloss is calculated using a classical link budget equation:

PTx +
∑

G−
∑

L−
∑

M − Lpathloss = RSens (1)

where PTx is the transmitter power,
∑

G is the sum of all gains,
∑

L is the
sum of all the losses, RSens is the receiver sensitivity and finally. Note that all
the parameters in Equation (1) are inputs of the system, defined in the set BTS
and P , and therefore Lpathloss can be obtained from this equation.

As it was mentioned before, the cell radius by propagation is obtained applying
the Lpathloss into an empirical propagation method. In our work we have used the
231-Okumura Hata model because it is broadly considered as the most general
one in mobile networks applications [4]:

Lb = 46.3 + 33.9 · Log(f)− 13.82 · Log(hBTS)− a(hMobile)
+(44.95− 6.55 · Log(hBTS)) · Log(RP ) + Cm

(2)

where f is the frequency in MHz, hBTS is the height of the BTS in meters,
hmobile is the height of the mobile user in meters and RP is the cell radius by
propagation in Km. Note that a(hMobile) and C(m) are parameters defined in
the COST 231 specification. They provide the influence of the height of mobile
terminal and the type of city, respectively, and they are defined as follows:

a(hMobile) = (1.1 · Log(f)− 0.7) · hMobile − (1.56 · Log(f)− 0.8) (3)

Cm =

{
0dB for medium sized cities and suburban centres
3dB for metropolitan centres

(4)

Note that if we are considering different services, the receiver sensibility may
change, the propagation coverage study has to be done specifically for each
service, and of course for the uplink and the downlink channels. Therefore the
formulation explained above, and the value RP , has to be applied for each service
i ∈ S and for each direction (Uplink (UL) and Downlink (DL)), obtaining a set
of two vectors, containing, for each service, the cell radius by propagation, (RPUL

and RPDL):

RPDL = {RPDL i ; i = 1, . . . , S}

RPUL = {RPUL i ; i = 1, . . . , S}
(5)

Cell range by propagation in the frequency band considered is the minimum
value among them RP , which is the most restrictive one.

2.2 Calculation of the Cell Range by Traffic RT in 2G Networks

A 2G GSM network is a hard blocking system. This means that the capacity,
i.e., the maximum number of users that a given BTS can support, depends
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directly on the amount of hardware in the BTS, [4]. Furthermore, GSM is a
time division multiple access (TDMA) synchronous slotted system. Therefore
the capacity required by any service can be expressed as multiple of the basic
capacity unit, the slot of the TDMA frame. Following this reasoning, the process
for calculating the cell range by traffic is the following:

The maximum number of available traffic channels per sector in the BTS is
calculated using Equation (6):

NTCHSector = NTRXSector ·NTCHTRX (6)

where NTRXSector is the number of TRX per sector and NTRXSector the number
of traffic channels available for the cell per TRX.

With this value and using the most restrictive blocking probability Pbi of the
services i ∈ S, the maximum offered traffic AO

Sector in the sector is calculated
applying the inversion of the Erlang B formulation:

AO
Sector = E−1

B (NTRXSector ,Min(Pbi)) (7)

From the set of services S we can calculate the amount of traffic demanded by
a single user aUser by means of Equation 8:

adUser =
S∑

i=1

aiṠlotsi (8)

The maximum number of potential customers in the sector is calculated by the
division of the total traffic supported by the sector by the individual user traffic:

MUser =
AO

Sector

adUser
(9)

And finally the cell range by capacity can be estimated considering the number
of sectors in the BTS and the user density:

RT =

√
MUsers ·NSectors

π · ρUser
(10)

2.3 Estimation of the Cell Range of a Single Site

The algorithm for a single site dimensioning works as follows: for the lowest
frequency band available, i.e., the best in terms of radio propagation, the values
of RT and RP are calculated as described before. If RP < RT the site (BTS)
is considered as propagation driven and the cell range RC = RP . Otherwise the
site is considered as traffic driven. In this case we need to check out whether the
use of a second frequency band (if available) makes the cell range RC to increase.
In the second band, the same BTS type or another BTS type can be installed,
therefore a new value of the cell range by traffic R2

T and by propagation R2
P have

to be calculated. With the value R2
C = Min(R2

T , R
2
P ) the number of users served
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in the second band are obtained. These users are already served, and therefore we
do not to consider them any more in the cell range calculation in the first band.
Now, the R1

T is re-calculated. Note that R1
T > RT because we have removed

the users in the second band. Finally we compare again RP with R1
T and select

the minimum one as the final cell range of the site, RC = Min
(
RP , R

1
T

)
. The

complete process is depicted in Figure 1.

BTS 
Parameters

Demo/
Topographic 
Parameters

Service 
Parameters

RcP_1

RcT_1

RcP_1B > 
RcT_1B ?

Rc = 
RcP_1B

Available 2 
Band ?

NO

Yes

END

Rc= 
RcP_1B

RcP_2

RcT_2

Rc2B = 
min(RcP_2B,RcT_2B)

Remove users 
served in 2B

Recalculate 
RcT_1B

NO

Yes

Rc = 
min(RcP_1B,RcT_1B)

Fig. 1. GSM Single Site Dimensioning Process

2.4 Estimation of the 2G Network Deployment in a Specific Area

The algorithm for single site dimensioning is executed for each type of BTS
specified in the scenario, and, in case of availability of second frequency bands,
it is used for any allowed combination of BTSs in the same site. Each BTS has
associated a cost factor, Ci. Let φ = {φ1, φ2, · · · , φk} be the K feasible solutions
of BTS combinations in the area, and C(φk) the cost of k the solution.

The combination φk will have associated the corresponding value of the cell/site
radius RCφk

. Therefore the area covered by the k combination, Supφk
is calcu-

lated by means of the classical circle area formula. The number of sites required
for providing coverage in a specific area of the district i (urban/suburban/rural)
is calculated by means of Equation (11).
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NSites Area =
SupArea

Supφl

(11)

If we consider that the k solution have the BTS i for the first band and the BTS
j for the second band, the cost of the solution is as follows:

C(φk) = NSites Area · (Ci + Cj) (12)

The algorithm selects the combination φl, which fulfils:

φl → C(φl) = Min [C(φk)]
K
k=1 (13)

3 Models and Methods for 3G-UMTS Dimensioning

Let us consider a 3G mobile network based on WCDMA technology, where the
mobile operator provides a set of S services with similar parameters than the
set specified in 2G-GSM. As it was defined in section 2.2, propagation cover-
age studies mainly imply two steps. The first one is to calculate the maximum
propagation loss allowed in the cell, and the second is to use an empirical prop-
agation method to calculate the cell radius for this path loss. In this case the
difference in the receiver sensibility comes from different Eb/No values of the S
services. Another point to consider is that in 3G networks, that are soft-blocking
systems, the amount of users are not limited by the amount of hardware in the
3G BTS (named Node B), but by the amount of interference. The interference
is measured by means of the interference margin, IM , that has to be taken into
account in the link budget of the propagation studies [7].

As it was done in 2G, we obtain for 3G a set of two vectors containing, for
each service, the cell radius by propagation, (RPPULandRPDL).

Let us focus now on capacity studies. As it is done in propagation studies, cell
radius must be calculated independently for the uplink and the downlink. The
equations that determine the radius in both directions are quite similar, so we
will focus on the calculation of the cell radius for the downlink case, since this
is the most restrictive direction [6]. The interference margin IM determines the
maximum load of the cell, ηDL , by means of the following relation:

ηDL =
1

10IM/10
− 1 (14)

The load factor of the cell, that is in fact the capacity of the cell, must be
allocated to the different services, yielding the load factors of the each service
LTotal DL i:

ηDL =

S∑
i=1

LTotal DL i < 1 (15)



SNP Tool for 2G/3G Networks 297

The number of active connections of each service NacDL i is calculated by di-
viding the total load factor of each service type i over the average individual
downlink load factor of the connections of the service:

NacDL i =
LTotal DL i

LDL i
(16)

where the donwlink load factor is defined by the following equation, [5]:

LDL i =
(Eb/No)DL i · σi

(W/Rbi)
· [(1− φ) + f ] (17)

where

– φ is the so called downlink orthogonality factor,
– Rbi is the binary rate,
– σiis the activity factor of the service i,
– f is the average inter-cell interference factor, and
– W is the bandwidth of the WCDMA system.

The total offered traffic demand, ADL i in Erlang, is obtained by using the
inversion of the Erlang B Loss formula. The inputs for this algorithm are the
maximum number of active connections in the cell NacDL i and the Quality of
Service (QoS) of the service expressed by the blocking probability Pbi:

ADL i

(1 + f)
= E−1

B (Pbi, NacDL i · (1 + f)) (18)

The number of users in the cell (Musers
DL i ) is obtained from the division of the

total offered traffic demand for service i, (ADL i in Erlang), by the individual
traffic of a single user of this service, ai:

Musers
DL i =

ADL i

ai
(19)

The cell radius for each individual service is calculated as a function of the
number of sectors in the node B, NSectors, the number of users of service i per
sector, Musers

i and the user density, ρi, as follows:

RTDLi =

√
MUsers

DL i ·NSectors

π · ρi (20)

Note that this process has to be done also for the uplink direction (UL). There-
fore, at the end we will have obtained another set of two vectors (one for the
uplink and one for the downlink), with the cell radius by capacity of each service.
Note also that at the end of this entire process we will have obtained a set of four
vectors, two coming from the propagation studies and two coming from traffic
studies. The final cell radius RC , will be the minimum value of all of them:

RC = MIN [RP DL i, RP UL i, RT DL i, RT UL i] (21)

This process can be usually divided into two problems:
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– The outer problem is to find the optimum value for the interference margin
IM , for balancing the cell range between propagation and capacity.

– The inner problem is to find the best possible allocation, given a value of the
IM over the complete set of services S.

The outer problem is solved by making an iterative process to equilibrate the
value of the cell radius between the resulting value calculated by propagation
studies and the resulting one calculated by capacity studies. This is done by
means of increasing the value of the interference margin, IM , when the cell
radius by propagation is higher than by capacity or vice-versa.

For the inner problem the model applies a novel heuristic that is explained in
[9] and it is summarized in the scheme of Figure 2.

The procedure of calculating the cell range is repeated for all possible Node B
specified in the input parameters. Next, following a similar procedure as specified
in subsection2.4, the optimum Node B configuration, in terms of investment cost,
is selected for the deployment in the area.

Interference 
Margin

Calculation of RcP

Equivalent Service 
Calculation

Calculate L_Total_i

Rct = min {R1,R2,..., Rs}

Ri =~ Rj
Para todo i,j

Cell Range Traffic 
Rt = {R1,R2,..., Rs}

RcT =~ RcP

Rc = min {Rt,Rp}

NO

YES

NO

YES

Service Parameters

END

Fig. 2. UMTS Cell Range calculation algorithm



SNP Tool for 2G/3G Networks 299

4 Experiments and Results

In order to test the performance of the algorithms and the validity of the results
we propose in this article two different set of experiments will be carry out. The
first set consists on calculating the network deployment in a specific city of Spain,
in this case Bilbao, for both technologies, 2G-GSM and 3G-UMTS. This study
allows us analyzing the results in a limited scenario. The second set consists on
running the algorithms for a Spanish nationwide scenario, that is composed of
5400 districts representing 100 % of the Spanish population and 100% of the
Spanish territory.

In order to make a fair comparison, we have defined the same set of services
and traffic per user for 2G and 3G. Specific values are shown in Table 1, where
aU , aS , aR stand for the individual user traffic in urban suburban and rural
respectively, and Sp is the service penetration in %. We consider that the mobile
network operator has a 20% of market share.

Table 1. User service briefcase for the study

Service Rbi Kbps aU aS aR Sp % DRi %

Voice 12.2 6.5 6.13 6.04 100 0
RTS 64 0.925 0.96 0.97 100 50

Streaming 64 0.465 0.26 0.22 100 80
Guaranteed Data 144 1.215 0.42 0.24 100 80

Best Effort 144 0.16 0.13 0.12 100 80
SMS 64 0.25 0.25 0.25 100 20
MMS 64 0.25 0.25 0.25 100 20

4.1 Experiments for a Single City (Bilbao)

In this experiment we consider only the metropolitan part of the city of Bilbao.
It has a population of 126072 inhabitants with 31 percentage of urban area, 69
of suburban area and without rural area, because it is an important metropolis.
We have performed the deployment for GSM mono-band in 900 MHz, and for
GSM multi-band in 900 MHz and 1800 MHz, and UMTS 2100 MHz. The results
are shown in Table 2.

Table 2. User service briefcase for the study carried out in Bilbao

Technology Sites/Units Urban Sites/Units Suburban Sites/Units Rural Cost Me
GSM 900 MHz 14/14 7/7 0 2714

GSM 900/ 1800MHz 14/14 7/7 0 2714
UMTS 2100 MHz 5/5 6/6 0 1090

Note that the results for GSM 900 MHz and GSM 900/1800 MHz are similar.
This is due to the individual traffic is very low, and therefore, as the second band
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is only used when there is an excess of traffic in the first band, there is no need
to use the second band, so in this example, the operator has free spectrum in
1800 MHz to use it or to receive incoming by hiring it to virtual mobile network
operators. Note also that, despite the UMTS system is working in 2100 MHz,
as Bilbao only has urban and suburban areas that are densely populated (and
therefore concentrates the traffic in small extensions) this 3G system obtains
better performance than 2G-GSM, in terms of number of sites and costs.

4.2 Nationwide Experiments

In this subsection we tackle a nationwide scenario. We consider the same service
briefcase and frequency distribution as in the single city experiments. The results
are shown in Table 3. Note that in this experiment we show global figures and
we do not particularize for each area.

Table 3. Results from the nationwide scenario (Spain)

Technology Sites/Units Cost Me
GSM 900 MHz 15801 2921.5

GSM 900/ 1800MHz 15667/16041 2914.8
UMTS 2100 MHz 22444 3669.2

Note that in this case the GSM multi-band solution is the best one in terms of
cost, since, although it has more BTS units, the reduction in the number of sites
and the corresponding saving in infrastructure costs, compensates the effect.
An interesting result to be analyzed is the performance of UMTS, providing a
solution worse than GSM. The explanation is quite easy to understand when we
analyze the results related to each area type and depending on the frequency,
see Table 4.

Table 4. Comparison between UMTS 2100 MHz, and UMTS 900 MHz, for different
area types

Technology Urban Suburban Rural Total

UMTS 2100 1205 958 20281 22444
UMTS 900 1205 425 8191 9821

In urban areas, where the Node B is traffic driven, the results in UMTS 900
and UMTS 2100 are identical. In suburban areas where sometimes the Node B is
propagation driven, the number of Node B in UMTS 2100 is almost twice than
in UMTS 900. However the main difference, and also the reason that UMTS
2100 is more expensive than GSM 900/1800, is in rural areas. Rural areas are
characterized by very large low populated terrain extensions. In this areas, all
Node B are propagation driven, and the propagation in 2100 MHz is much worse
than in 900 MHz. A fair comparison between GSM and UMTS has to be done in
the same frequency band. The results for this comparison are shown in Table 5.
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Table 5. Comparison between the investment cost (in Me) in GSM 900 MHz, and
UMTS 900 MHz, for different area types

Technology Urban Suburban Rural Total

GSM 900 317.9 135.6 2467.9 2921.5
UMTS 900 103.4 49.3 1402.7 1555.5

Note that the investment in GSM 900/1800 MHz is almost twice the invest-
ment in UMTS 900, considering only the radio access network. This comparison
gives an idea of the saving in cost of using a most evolved technology, as 3G in
the provision of mobile services.

5 Conclusions

This paper presents a strategic network planning tool for the estimation of the
investment in mobile access networks deployments. The tool implements ad-
vanced algorithms for the dimensioning of 2G-GSM and 3G networks, under
multi-service environments. This kind of tools are very valuable for mobile net-
work operators to carry out techno-economic studies, in order to test the viability
of new network investments, or to decide about the technology and frequency
bands for the network deployment.

We have presented a nationwide study in Spain, where we compare 2G and 3G
technologies in the same and different frequency bands. The results demonstrates
that 3G-UMTS is much better than 2G in urban and suburban areas despite of
the frequency band, and that only in case of rural propagation driven areas, 2G
900 MHz is better than 3G 2100 MHz. The results also show that 3G UMTS in
900 MHz is the best option despite the area. This is a very relevant result, since
in Europe we are currently involved in a rearranging process to reallocate the
900 MHz spectrum.
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Abstract. There are several technologies for providing broadband ser-
vices over wireless and cellular networks. The fundamental one in the
evolution from 3G to 4G is probably the High Speed Downlink Packet Ac-
cess (HSPA) technology. There are many works in the literature tackling
the problem of HSPA performance and capacity. Most of the developed
techniques involving HSPA capacity are related to the system operation.
This approach is specially useful when the network planner tries to eval-
uate how the system works, however, it is not the case when the mobile
network operator is doing the business plan and whise to evaluate the
return of investment. This paper provides a simple and novel method-
ology for estimating the additional investment required to provide High
Speed Down-link Packet Access (HSDPA) in a 3G mobile network given
a user service profile. This method is useful for techno-economic studies
for mobile operators, consulting firms and national regulatory agencies.

Keywords: HSPA, Dimensioning, Service Profile, Regulatory Studies.

1 Introduction

In the evolution from 3G to 4G, High Speed Packet Access (HSPA) (and its
evolved version, HSPA+) technologies have become a milestone due to they allow
the provision of high binary rate data services to mobile users [1]. Furthermore,
they have produced a collateral effect that will become an important market
opportunity for mobile network operators: the convergence, and even sometimes
substitution, of the fixed broadband access (typically based on xDSL or HFC)
by the mobile broadband access based on HSPA and HSPA+ [2].

Network design based on HSPA and HSPA+ technologies has been deeply
studied in the literature. However most of the works are oriented to the study
of the performance of HSPA and HSPA+ in the daily operation of the network.
Furthermore, most of these studies are based on simulations of a particular
environment [3,4]. To our knowledge, there are not any previous work related
with the study of the network investment required to provide HSPDA based
services on a wide area.
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In this paper we explain a simple methodology to estimate the number of
Nodes B required to provide mobile broadband access in a specific area under
a multi-service user profile. This method is applied to a nationwide scenario, to
obtain an estimation of the network investment required by a mobile network
operator to provide this service. This kind of strategic studies are a powerful tool
for mobile network operators when analyzing the profitability of new services.

The rest of the paper will be structured as follows: Section 2 provides a sum-
mary description of the HSPA technology. In Section 3 we will describe the
methodology that we apply to calculate the HSPA Node B cell range and hence
to estimate the number of Nodes B required for providing coverage to an specific
area. Section 4 provides the study at a nationwide level. Finally we show some
conclusions on the study carried out and some lines of future work.

2 HSDPA Technology Background

HSDPA is a 3G mobile access technic specified firstly in the Release 5 of the
3GPP [5]. The main difference with the physical layer of the normal Wide-Band
Code Multiple Access (WCDMA) is a new downlink (DL) time shared channel:
the High Speed Physical Downlink Shared Channel (HS-PDSCH). This chan-
nel supports 2 miliseconds Time Transmission Intervals (TTI) where the user
can request resources, with adaptive modulation and coding and fast physical
layer ARQ. In the HSDPA architecture, the Node B is the responsible of link
adaptation and packet scheduling. It has updated online information about the
radio environment and the resources requests, and hence it allocates resources
and flows according the service priority (by means of packet scheduling) and the
best modulation and coding for the TTI due to the radio environment.

For the HSDPA dimensioning the following concepts have to be defined, see [6]:

– Sub-frame duration: The Transmission Time Interval-TTI (sub-frame)
duration is 2 ms, thus a 10 ms WCDMA frame contains 5 HSDPA sub-
frames.

– Inter-TTI: refers to the number of TTI between transmissions to the same
user equipment (UE). All UEs must support a minimum Inter-TTI of 3 (i.e.:
UE must be capable of receiving DL transmission every 3 sub-frames).

– Modulation and Coding: each sub-frame may carry data bits modulated
with QPSK or 16 QAM levels. The fixed turbo coding rate of 1/3 is always
used over both modulation levels.

– Spreading factor: is fixed (SF=16). Thus 16 channelization Orthogonal
Variable Spreading Factor (OVSF) codes are available under each cell (each
cell is identified with a 38400 chips Scrambling Code ). Out of 16 codes, one
is assigned for HS-SCCH transmission that carries the control data of its
corresponding HS-PDSCH. Thus 15 channelization codes are available for
data transmission.

– Multi-code Transmission: In one TTI, Multiple channel codes can be as-
signed to one UE in parallel. All UEs must support a maximum transmission
of at least 5 parallel channels.
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– Scheduling Mechanism: There are many of them: Round Robin, Max-Min
Fair Throughput, Channel Quality based. In this study we will user Round
Robin as the best simple approximation to the problem.

Depending on the type of user terminal, the resources required, the modulation
and coding used and the link level parameters, the packet scheduler in the Node
B will allocate resources to each user in the HSDPA Node B coverage area, as
it is shown in Figure 1.

UE 1 UE 2

UE 2

UE 2

UE 4

UE 4

UE 5

UE 5

UE 5

UE 5

UE 5

UE 2

UE 2

UE 2

UE 4

UE 4

UE 1

UE 1

UE 1

UE 1

UE 1

UE 1

UE 1

UE 1

UE 1

10 ms Total Frame

2 ms TTI

Codes for HSDPA
(5 In this Example)

Different Users, Different Codes, 
Different TTI, Different Binary Rate

Fig. 1. Allocation of resources in the HSDPA frame to users

Note that depending on the link level parameters, including the Signal to
Interference Noise Ratio (SINR) the Node B and the user terminal will agree a
specific modulation and coding following Table 1.

Categories 13 and 14 of the table corresponds to HSDPA+. There are some
more HSDPA categories but they use multiple input/multiple output (MIMO)
techniques that are out of the scope of this work. A relevant parameter in Table
1 is the Channel Quality Indicator (CQI). It is a measure of the mobile channel
which is sent regularly from the UE to the Node B. These measurements are used
to adapt modulation and coding for the corresponding UE and it can be also
used for the scheduling algorithms. It can take one of 30 values, depending on the
Transport Block Size and the Modulation and Coding Scheme. Typical values
are 15 for QPSK and 30 for 16QAM. This parameter is used for calculating the
SINR based on Equation (1).

SINR (dB) = (CQI · 1.02)− 16.62 (1)

The parameter SINR is used to calculate the UE receiver sensibility that is
involved in the calculation of the cell range by propagation. This cell range by
propagation is used as a starting point to obtain the total throughput required
by the HSDPA users in the area under study.
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Table 1. HSDPA Modulation and Coding Categories

Category Modulation Number Inter-TTI CQI Speed
HS-DSCH of codes (Mbps)

Category 1 QPSK 5 3 15 0.553
Category 1 16-QAM 5 3 30 1.194

Category 2 QPSK 5 3 15 0.553
Category 2 16-QAM 5 3 30 1.194

Category 3 QPSK 5 2 15 0.829
Category 3 16-QAM 5 2 30 1.792

Category 4 QPSK 5 2 15 0.892
Category 4 16-QAM 5 2 30 1.792

Category 5 QPSK 5 1 15 1.659
Category 5 16-QAM 5 1 30 3.584

Category 6 QPSK 5 1 15 1.659
Category 6 16-QAM 5 1 30 3.584

Category 7 QPSK 5 1 15 1.659
Category 7 16-QAM 10 1 30 7.205

Category 8 QPSK 5 1 15 1.659
Category 8 16-QAM 10 1 30 7.205

Category 9 QPSK 5 1 15 1.659
Category 9 16-QAM 12 1 30 8.619

Category 10 QPSK 15 1 15 1.659
Category 10 16-QAM 15 1 30 12.779

Category 11 QPSK 5 2 15 0.829
Category 12 QPSK 5 1 15 1.659

Category 13 QPSK 5 1 15 1.664
Category 13 16-QAM 10 1 25 7.212

Category 13 64-QAM 14 1 30 16.132
Category 14 QPSK 5 1 15 1.664

Category 14 16-QAM 10 1 25 7.212
Category 14 64-QAM 15 1 30 19.288

3 Model for HSDPA Cell Range Estimation

This section introduces a novel estimation method for calculating the area cov-
ered by a 3G Node B with HSDPA functionalities. This method does not pro-
vide exact calculations about the performance of the Node B, but only a simple
method to estimate the network investment to be done. For better understand-
ing of the model it is required to introduce before the user service briefcase we
consider for the study.

We define a set of services, S resulting from different reports of the UMTS
Forum [7]. All these services are based on the set of 34 parameters that we have
defined in our simulation tool. The most relevant for our work are described
below.
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– Service name / Service identifier
– Binary Rate, Rbi
– Service penetration (Percentage of customers using the service).
– Individual traffic per user in the business hour, ai
– Percentage of traffic running direcly overHSDPA (only for data services)DRi.

Last parameter applies only for 3Gnative data services. In the case ofmobile broad-
band service, that is a pure native HSDPA service, this parameter does not apply.

The objective of the algorithm is to find a value of the 3G-HSDPA Node B cell
range that makes the Node B resources be enough to fulfil the capacity resources
demanded by the users in the area under study.

Calculations are done in terms of bandwidth per user that it is obtained
following Equation (3):

Throughput = MBguaranteed +

S∑
i=1

ai ·DRi · Rbi (2)

where:

– Throughput: is the demanded binary rate per user
– MBguaranteed is the minimum binary rate of the mobile broadband service

that is guaranteed to the customers in the area under study.

From the desired bandwidth calculated in Equation (3) the category that best fits
the user’s necessities can be obtained from table 1. The SINR can be calculated
by knowing the category and the CQI, following Equation (1).

The next step is to obtain the cell radius by propagation, in order to evaluate
the number of potential users in the cell area under study, and therefore, the
bandwidth demanded by all the potential users of this cell. To do this we consider
the Okumura-Hata propagation model described in [8].

Then the maximum bandwidth offered by the cell is calculated, using the
maximum number of codes, fifteen for traffic, and the corresponding category
inter-TTI. Both bandwidths, demanded and offered, are compared and the cal-
culated radio is iteratively reduced until the required condition is satisfied. Once
that the bandwidth offered by the cell is higher than the bandwidth demanded
by the users in this area, the final cell radius is obtained. This iterative process
is shown in Figure 2.

4 Experiments and Results

In this section we apply the algorithm described in previous section to a na-
tionwide scenario in Spain. This scenario is composed of 5400 entries, named
districts, that are composed of one or several cities, towns and villages, repre-
senting 100 % of the Spanish population and terrain. Each district is divided into
urban, suburban and rural area, depending on the topography and demography
of each area.
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Fig. 2. Scheme of the HSDPA cell range estimation model

The model explained in previous section is implemented in the tool presented
in [9]. This tool implements the algorithms for dimensioning 2G and 3G net-
works. It considers several types of Node B for the dimensioning: macro, micro
and pico Node B with 1, 2 and 3 sectors, with different costs. This allows the
tool with a large flexibility in order to optimize the estimation of the network
investment.

In this study we consider a hypothetical operator with 20% of Martket Share,
working with a single 5 MHz spectrum block in the 900 MHz frequency. We
have selected this band because, although the native 3G band is in 2.1 GHz,
the European countries are involved in a frequency rearranging process. We
compare the investment cost of deploying a pure multi-service 3G access network
in each area (urban/sub-urban/rural) with the cost related to introduce a mobile
broadband service, based on HSDPA, considering different guaranteed binary
rates, different market penetrations, and also the different areas of the districts.
The service briefcase for the study is shown in Table 2.

Note that we have not fixed the service penetration and the binary rate for
the mobile broadband service because they are two parameters that we will vary
in our study. For the experiments we have defined the following scenarios, see
Table 3.

Note that in Scen-1, HSPDA is not provided, and therefore Scen-1 may serve
as a reference value to calculate the increment in the investment due to HSPDA
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Table 2. User service briefcase for the study

Service Rbi Kbps aimErlangs Service Penetration (SP) % DRi %

Voice 12.2 6.22 100 0
RTS 64 0.21 100 50

Streaming 64 0.31 100 80
Guaranteed Data 144 0.62 100 80

Best Effort 144 0.13 100 80
SMS 64 0.25 100 20
MMS 64 0.25 100 20

Mobile Broadband – 95.86 – 100

Table 3. Scenarios for the Experiments

Scenario Urban Suburban Rural MB Market % MB Rb Kbps

Scen-1 UMTS UMTS UMTS 0 0

Scen-2 UMTS/HSPDA UMTS UMTS 1 400
Scen-3 UMTS/HSPDA UMTS / HSPDA UMTS 1 400
Scen-4 UMTS/HSPDA UMTS UMTS 10 400
Scen-5 UMTS/HSPDA UMTS / HSPDA UMTS 10 400

Scen-6 UMTS/HSPDA UMTS UMTS 1 1000
Scen-7 UMTS/HSPDA UMTS / HSPDA UMTS 1 1000
Scen-8 UMTS/HSPDA UMTS UMTS 10 1000
Scen-9 UMTS/HSPDA UMTS / HSPDA UMTS 10 1000

in the rest of scenarios. Table 4 shows the results of the runs of the different
scenarios in terms of:

– Absolute investment in the radio access network, Ac.
– Investment increment over a pure 3G access network, Inc.
– Relative increment over a pure 3G access network, Rinc.
– Relative cost per Kbps for the HSDPA Service, Rc. This parameter is defined

as (Inc/NC) · TU , where NC stands for the number of customers and TU
stands for the throughput per user.

The experiments offer the following interesting results.

– There are very important investment increments when the target population
goes from 1% to 10 % so, the investment depends critically on the traffic,
more that in propagation

– If the mobile operator want to offer HSPDA services to a relevant part of
the population, 10 %, the additional cost over a pure 3G network will be
between 13 to 26 %.

– There are only slight differences (less thant 4 % ) in terms of investment
between offering a guaranteed service of 400 Kbps or 1000 Kbps.
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Table 4. Results of the experiments

Scenario Ac Me IncMe Rinc% Rc

Scen-1 3669 0 0 0
Scen-2 3673 46.3 0.13 0.03
Scen-3 3721 52.1 1.42 0.32
Scen-4 4149 48.1 13.1 0.3
Scen-5 4512 84.3 22.9 0.52
Scen-6 3707 38 1.04 0.09
Scen-7 3827 15.8 4.31 0.39
Scen-8 4232 56.3 15.35 0.14
Scen-9 4653 98.4 26.82 0.24

– The combination of a high market penetration with a high guaranteed binary
rate service will lead to low cost per Kbps, due to the economies of scale

– The decision of having HSDPA on suburban and rural areas is very im-
portant, it is required a high market penetration to justify the investment.
Otherwise the cost per Kbps will almost double.

5 Conclusions and Future Work

This paper provides a novel method for the estimation of the investment required
to provide HSDPA service in a 3G access network. This method, based on a
iterative algorithm, provides the network planner with a flexible and powerful
tool to make regulatory or economic studies. Note that most of the work related
with the calculation of the HSDPA range are based on simulation and therefore
they are not valid for the application to a nationwide study.

This method has been applied to a particular study in Spain. We have shown,
in different scenarios, the increment of the investment over a pure native 3G
network. The conclusion is that to guarantee the HSDPA mobile broadband
service for all users nationwide a very important investment in new 3GHSPA
Node Bs is required.

The algorithm presented in this paper is a first version of a most depurated
one that we are working on. The new version will consider different simultaneous
modulation and coding schemes and variable user density. Another improvements
are the design of a High Speed Uplink Packet Access (HSUPA) and the extension
to more HSPA+ categories.
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Abstract. Quite often Wireless Ad-hoc networks are taken for granted
as a networking solution in the most challenging environments. Moti-
vated by these networks’ self-X properties and the infrastructure-less
paradigm, many authors rely on Ad-hoc networks to support a num-
ber of applications in remote areas or even in disaster scenarios such
as mine collapses, earthquakes, tunnel accidents. However, most of these
works are only simulation oriented, disregarding how challenging wireless
networks can be in such scenarios. By conducting a set of performance
measurements with off-the-shelf netbooks in an underground environ-
ment it is possible to see that typical wireless simulation assumptions
do not verify, and that covering an area with multi-hop connectivity is
not straightforward. These results motivate a tighter interaction between
real experiments and future simulation based works in challenging envi-
ronments which need to be more accurate.

1 Introduction

The dissemination of new portable devices with enhanced communication char-
acteristics has revolutionized the world in many aspects. Not only on the social
side, where people are connected by their cell phones, personal digital assistants
(PDAs) or laptops, but also on an economical and professional perspective, where
these devices have introduced new ways of dealing with different situations. In
fact, it is expected that in a near future, users will own several wireless enabled
gadgets [9], demanding infrastructures or other connectivity alternatives such as
Mobile Ad-hoc NETworks (MANETs).

In order to support the creation of Ad-hoc Networks, several routing protocols
have been proposed, using a myriad of approaches to tackle the different aspects
of these networks [3]. The existing routing protocols can be grouped into three
different main classes: Proactive, Reactive and Hybrid, where the main differ-
ence between these classes relies on how routing information is exchanged. An
additional class of Position Based routing protocols can also be considered, as no
explicit exchange of routing messages is required. However, these protocols may
not always be suitable in scenarios where position information is not available
or accurate.

J. Del Ser et al. (Eds.): MOBILIGHT 2011, LNICST 81, pp. 312–321, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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Despite all the proposed routing approaches for Multi-hop Networks, since
the definition of the concept of Ad-hoc Wireless Networking in the early 70’s
for battlefields, the actual usage of these networks is very modest even with
all the possible advantages. Currently, no particular applications seem to stand
out as standard applications [14]. Following the same background on which Ad-
hoc Networks were first used, rescue operations have been considered as one of
the most suitable scenarios for the implementation of these infrastructure-less
wireless networks, supporting monitoring and coordination applications typically
required by rescue teams in disaster scenarios [15].

The requirements of wireless networks for rescue operations are very complex
and different, depending on the specifics of each rescue operation being consid-
ered [22] [20]. In particular, these networks and their behaviour are closely related
with the surrounding environment, where the physical scenario characteristics
and obstacles are considered a major challenge [4].

Simulations provide an important contribution for the research community
but usually depend on a number of assumptions which cannot be verified in the
real world [17]. Therefore, the aim of this paper is to provide a new perspective
on the behaviour of wireless networks within an underground scenario, present-
ing real measurements obtained using off-the-shelf “Asus EEE“ netbooks, not
requiring any additional hardware, representing a configuration likely to be used
by any element of a rescuing team. A thorough evaluation of the wireless link
performance using this equipment is presented, and an illustrative small scale
Ad-hoc network using the Optimized Link State Routing Protocol (OLSR) [10]
protocol is also analysed.

In section 2 works related with the creation of wireless networks in challenging
environments are presented, followed in section 3 by the definition of challenging
wireless networks, and by a real experimental scenario with those characteris-
tics. The registered experiences and obtained results are presented in section 4,
leading to the final thoughts on Wireless Communication in Challenged Envi-
ronments, in section 5.

2 Related Work

Considering the usage of Ad-hoc Networks for dynamic infrastructure-less net-
works, a number of routing schemes has already been proposed. For topology-
based routing protocols, which do not require any additional mechanism for
node’s position awareness such as the global positioning system (GPS) or other
positioning schemes, several proposals have been developed for both proac-
tive [10] [11] and reactive [19] [6] routing protocols.

These protocols aim at providing a reliable self-X networking “infrastructure”,
allowing the deployment of Ad-hoc networks anywhere at anytime in order to
support all the necessary computer communications. Such a flexible and dynamic
perspective on wireless networks motivated several authors to investigate on how
search/rescue and monitoring applications can be applied to challenging scenar-
ios such as earthquakes, mines, tunnels and even underwater. However, most of



314 D. Palma, J. Goncalves, and M. Curado

Fig. 1. Underground Gallery Settings

the existing works are based on simulation studies [5] [7], which are important
for the development of new revolutionary schemes, specially when dealing with
larger networks - as it might be extremely difficult, if not impossible in certain
situations, to perform real experiments - but which depend on a considerable
number of assumptions, failing many times to provide an accurate perspective
on systems’ behaviour in particular when these conditions are not predictable
in extreme environments.

Other existing works, for instance in underground communication, consist
on the proposal of complex architectures which are not representative of the
Ad-hoc communication paradigm, creating a wireless infrastructure and relying
on hardware specific equipment such as high debit antennas [18] [24]. Through
the manipulation of experimental environments, by using obstacles and other
means, some authors have presented results in scenarios with similar charac-
teristics of those expected to be found in earthquake or urban search & rescue
situations, attempting to accurately portray the possible situations found in a
real scenario [8] [21].

The understanding of wireless link quality and how it is influenced represents
an important subject of research [12]. This is relevant not only for the existing
and upcoming routing protocols (see section 14 of [10]), but also to allow the
correct modelling of their behaviour, improving the existing network simulators
and their results [13].

3 Challenging Wireless Networks

The creation of wireless networks in challenging scenarios is frequently seen as
the most efficient way of allowing networking in such locations. These scenarios
are considered challenging due to many different factors, which can be related
with the permanent nature of the physical scenario conditions and its vicinities,
such as underground chambers, underwater spaces or even remote areas with
extremely difficult access. However, the choice of wireless networking in these
scenarios is mainly due to destructive natural phenomena such as earthquakes,
hurricanes, floods, or even due to human related accidents.

Typically, human built structures, such as mines and tunnels have their own
communication infrastructures built “a priori”, using many times the most easily
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maintainable and affordable solution. It is when these solutions fail, due to some
of the aforementioned situations, that Ad-hoc wireless approaches are more se-
riously taken into account in order to support search and rescue operations that
require all the possible help in the task of looking for and saving trapped victims.

3.1 Problem Statement

As wireless networks in challenging environments are mainly targeted at provid-
ing a good coverage of the possibly affected areas, the presented evaluation is
focused on the performance of a wireless link at different distances, with static
nodes, using single and multi hop connections. This multi-hop study is par-
ticularly important when existing obstacles significantly jam the wireless link
between two nodes, requiring at least an additional node in a crossing point,
connecting the whole network.

The main focus of this work is to evaluate the wireless link performance, band-
width and losses. These parameters were measured using several payloads and
different physical wireless characteristics. Moreover, the OLSRd protocol [23]
was used to evaluate multi-hop performance, even though static routes had to
be used in certain situations, as presented in section 3.1. Despite the existence
of other routing alternatives exist such as the Babel and the B.A.T.M.A.N pro-
tocols [16], the OLSRd protocol was chosen for its popularity.

Scenario Description. With the purpose of providing accurate measurements
on a representative scenario of a challenging environment, a set of performance
evaluation tests was taken with off-the-shelf netbooks positioned within a subter-
ranean gallery. This gallery was constructed to monitor the underground move-
ments of a main wall supporting the building on against a mountain. Moreover,
this gallery also constantly drains all the existing groundwater, creating a very
humid scenario, with barely any interferences from other wireless equipments.

The gallery where the main tests were performed is presented in figure 1,
and consists on a corridor about 2.3m wide, interrupted by 1.3 by 13 meter
blocks where elevators and stairs were built. These obstacles clearly interrupt
the propagation of the wireless signal, being representative of possible debris in
disaster scenarios and requiring extra wireless coverage.

In order to assess the quality of the wireless ad-hoc network created in this
scenario, several measurements with different characteristics were taken. First,
by always having a clear line of sight, a single hop link of 20, 30, 40 and 60 meters
was evaluated, varying the link bit rate between 1Mb/s, 11Mb/s, 54Mb/s and
auto. The chosen bit rates respectively represent the lowest bit rate possible, the
802.11b standard, the 802.11g and an automatically adapted link rate. This as-
sessment was performed by using the Iperf [2] tool in UDP mode, with 3 different
payloads (1, 5 and 10 MByte), in order to determine the overall performance of
the link. Secondly, an additional single link measurement was also performed by
placing the netbooks such that there would be no line of sight, with each node
distanced by 30m. No other distances were measured with these obstacles as no
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connectivity was obtained. During this section all the results presented as “30*”
represent the values obtained when nodes are placed with no line of sight at a
30m distance.

The multi-hop evaluation was performed between three nodes distanced by
30m from each other, both with obstacles and with clear line of sight. One
important experience gathered from this evaluation is related with the usage
of the OLSRd protocol for route establishment. Even though the single-hop
measurements indicated that virtually no data packets could be transmitted at
a distance of 60m, such links were considered as reliable by the OLSRd protocol,
leading to single-hop communication and subsequent loss of all the packets.
However, this would only happen with a clear line of sight, since with obstacles
the 60m link was not detected and multi-hop was correctly established.

Equipment Specification. One of the most important contributions of this
work, besides the performed measurements in a real challenging environment, is
that no hardware specific assumptions were taken. All the presented results were
obtained with an off-the-shelf equipment, an Asus EEE netbook. The particular
model used was the 1001 PX with an Intel Atom 450, 1GB Ram and an Atheros
Communication Wireless Card (model AR9285, ath9k driver), running the Linux
distribution Ubuntu 10.04 Netbook Edition (kernel 2.6.32). No modifications
were performed to the hardware, using the default embedded antennas.

Due to the extensive and repetitive amount of performed measurements the
nodes were not running on batteries, even though some preliminary tests showed
no difference between working with batteries or being connected to an AC
Adapter, as long as the card power save option is turned off. In a real res-
cue scenario these devices would most likely be running on batteries and the
expected consumption of the wireless card (with no power saving scheme) would
be of 1090mW [1] when not in idle.

4 Underground Measurements and Analysis

All the presented results represent an average sample obtained from 30 measure-
ments taken sequentially by using a script. This allows an accurate understanding
of the wireless link characteristics, such that no variations influence the overall
interpretation of the results. Moreover, only UDP measurements were performed
in order to avoid dynamic adjustment procedures such as TCP congestion con-
trol. These results show a 95% confidence interval, obtained from the central
limit theorem.

4.1 Link Quality

The measured link quality is characterized by the signal to noise ratio obtained
from the network card driver used by the Linux kernel. This value was also
collected 30 times with a 5 second interval between each measurement. In figure 2
it is possible to see that there is not much granularity in the link quality value,
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Fig. 2. Average Link Quality Percentage
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Fig. 3. Average Losses

being hard to see the difference between 30 and 40 meters. However, as shown
further in this work, this 10m variation in distance has a strong impact in losses,
specially for higher data rates. This figure also shows that at 20m the variance is
bigger and link quality is worse than for 30m. Usually the closer the better, but
in this scenario, due to the presence of obstacles, the wireless link performance
at 20m may degrade as a result of being closer to the existing obstacles.

4.2 Losses

The results presented in figure 3 show that the number of losses depends on a
combination of the link distance between two wireless nodes and the data bit
rate being used. For instance, considering higher distances (e.g. 60m), only lower
bit rates such as 1 and 11Mb/s are able to send packets with fewer losses, as it
would be expected.
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Focusing on the results obtained for each bit rate, it is clear that the auto
mode has less losses at any distance. At 1Mb/s the obtained results are similar
but start to degrade at 60m. For a rate of 11Mb/s the number of losses increases
at 40m while at 54Mb/s a high number losses is registered at all distances.

4.3 Elapsed Time

Another aspect that was taken into account while evaluating the perform of
wireless Ad-hoc networks was the time required to transmit all the sent data.
This parameter depends not only on the amount of data to be transmitted and
the used bit rate but also on the wireless medium availability, taking more time
to transmit the data when collision avoidance mechanisms are used.

The values presented in figure 4 show the duration, in average, of the total time
taken while performing the measurements, averaging the different UDP payloads
used. The most interesting result perceived is that the good delivery performance
of the auto bit rate has a cost since it takes more time to transmit the required
data. Moreover, this increase of the total elapsed time is also noticeable even
when all the traffic fails to be received. This occurs when the auto property is
active because the sender keeps trying to adjust the bit rate to send data, even
though it is physically impossible.

4.4 Multi-hop Experiments

The obtained quality values for a wireless link are important when considering
multi-hop routing such that a routing protocol is able to detect whether a link
is reliable or not, allowing it to correctly calculate routing paths. However, from
the obtained experience a link’s quality does not reflect by any means its relia-
bility. This issue may possibly lead to inaccurate path choices and in fact, this
was observed in the performed experiments when using the OLSRd [23] Linux
implementation.
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Fig. 5. Average Multi-hop Losses

In figure 5 the multi-hop losses registered between three hops are presented.
These nodes, as depicted in figure 1(c) were deployed with and without line-of-
sight connectivity. Due to poor link quality assessment, in the scenario with line
of sight static routes were used as OLSRd tried to establish single link connection
between the end nodes, thus losing all the sent data.

The obtained results show that for lower bit rates, and with line of sight, the
amount of losses using multi-hop oscillates from 4 to less than 30%. However,
without line of sight the amount of registered losses is greater than expected when
comparing with the single-hop case for the same distance, which had a better
performance. This increase of losses is explained by incorrect single-hop paths
established by the OLSRd protocol when multi-hop had to be used according to
the single-hop experiences.

The OLSR protocol specification considers link quality as a “link admission”
mechanism such that a node that “hears” a link does not immediately consider
it as part of the routing topology. This quality may be measured by analysing
signal to noise ratio or by keeping packet reception and loss information, for
instance by checking message sequence numbers. However, the obtained results
reveal that this scheme is still prone to errors, resulting in incorrect routing
paths and consequent losses.

5 Conclusion

Wireless Networking in challenging environments has been long considered as one
of the most promising solutions for connecting teams of search and rescue oper-
ations where no communication infrastructures may exist. In particular, Ad-hoc
networks, for their self-X characteristics, have been analysed by many authors
to support different applications in such scenarios. However, the majority of the
existing studies are simulation based or are not taken in real challenging scenar-
ios with realistic equipments. In this work a set of thorough wireless performance
tests are taken in an underground gallery, using off-the-shelf wireless equipments,
which can truly represent a scenario for a challenging rescue operation.
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By performing several measurements in a humid underground gallery using
Iperf in UDP mode, losses and link quality results for both single and multi-hop
cases were gathered. Moreover, different distances separating the nodes with and
without line of sight and different bit rates were also considered. The obtained
results allow future research works in this area to provide more accurate con-
clusions on how wireless networks behave in challenging environments and what
sort of applications are suitable in these scenarios.

Taking into account the number of registered losses versus the distances and
available bit rates, it is clear that providing wireless network coverage in a chal-
lenging environment is still an issue. In particular, this issue results from poor
multi-hop routing path establishment when using a well known Ad-hoc rout-
ing protocol, OLSRd. This protocol failed to successfully manage the existing
routes, establishing incorrect single-hop links due to the poor relation between
the measured link quality (considering the signal to noise ratio) and actual link
performance.

The main registered problems are related with network partitioning, limited
bit rates and high delay, suggesting that delay tolerant solutions as well as link
quality metrics considerations have to be taken into account for efficient multi-
hop routing in real challenging environments.
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Abstract. Wireless mesh networks (WMNs) have shown high potential
to extend the coverage of high bandwidth infrastructure networks. We
propose a deployment of a WMN for the needs of higher education insti-
tutes. In order to provide extended coverage to campus networks, several
open issues such as authentication and authorisation of connected nodes,
accounting of network usage and auditing of the network, have to be ad-
dressed. This paper outlines our proposal and its relevance in practice
and discusses how we intend to solve the mentioned issues.

1 Introduction

Wireless mesh networks (WMNs) have been around for several years as a wireless
paradigm between infrastructure networks and ad-hoc networks. Generally, a
WMN consists of wireless mesh nodes, which can operate as hosts but also as
routers, i.e., working as access points for the mesh network. The mesh nodes are
typically fully functional computers with tailored operating systems to match
hardware resource constraints. Data is forwarded from node to node towards its
destination. The nodes’ connectivity is also used for the exchange of management
and configuration information. User data forwarding as well as management
data dissemination requires that mesh nodes trust each other. Hence, one of
the challenges in WMNs is the provisioning of appropriate authentication and
authorisation mechanisms. A basic overview of the main research challenges in
wireless mesh networks is provided in [2].

WMNs provide efficient, scalable means to offer service coverage to a large
number of users with different communication needs [1]. They can complement
existing high bandwidth networks and connect devices at remote locations. Since
its introduction, WMNs have shown high potential for practical deployment
and significant commercial impact. For example, after a successful prototype
launch at the Massachusetts Institute of Technology and a pilot deployment
in London, Nortel proceeded to deploy commercial networks in, among others,
the city of Taipei (Taiwan), the Kennedy Space Center (US) and Edith Cowan
University (Australia) [3]. Cisco Systems has also released their own Outdoor
Wireless Network Solution1 as the means to support mission-critical business

1 Consulted in March 2011 at http://www.cisco.com/en/US/products
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applications. Their proposal to ensure outdoor wireless security is described in
a white paper released by CISCO on their web-site2.

Following the experience of others, we propose to use a WMN to supplement
an existing university campus fixed network infrastructure with additional wire-
less coverage. Our goals are to develop, deploy and test a fully functional WMN
tailored to the needs of the Swiss institutes of higher education. The proposed
network deployment is illustrated in Figure 1. A WMN offers remote users, e.g.
notebooks, access to the campus network. The WMN uses dedicated gateways to
connect to a network with high bandwidth capacity, e.g., a fixed infrastructure
network or a mobile network, which are also connected to the campus network.
We propose a fixed infrastructure network as the broadband backbone mainly
for two application scenarios, i.e. the extension of a campus network and the
connection of remote areas for field experiments.

For an operational network, several requirements have to be met, namely the
support of authentication, authorisation, accounting, and auditing (altogether
referred to as A4). Authentication and authorisation control the access to the
network. Accounting mechanisms enable the correct association of a service to
a particular user and perform charging. Auditing should be in place to assist
the undisturbed operation of the network by constant monitoring for abnormal
behaviour.

The remainder of the paper is organised as follows. First, in Section 2 we
address the practical relevance of the research and, in our opinion, its most
probable impact areas. Next, Section 3 introduces the A4 functionalities and
how we intend to realise their support by the proposed network scenario. Finally,
in Section 4 we discuss several challenges that need to be faced and the future
steps ahead of the project.

2 Available in March 2011 at http://www.cisco.com/en/US/solutions

http://www.cisco.com/en/US/solutions
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2 Practical Relevance

In this section we first describe what are potential applications of the envisioned
wireless mesh network. The specifics of the application scenarios partly deter-
mine the requirements set towards the WMN. Next, we discuss the expected
impact of the proposed research for both practical deployment and scientific
contribution.

2.1 Application Scenarios

In our effort to enhance a WMN with the functionalities from Section 3 we
are guided by its deployment for two main applications - extending coverage of
campus networks and enabling of monitoring in remote areas. We now continue
to describe both scenarios in more detail.

WMNs can complement the fixed Internet network in order to extend wireless
network coverage in university campus networks. This does not only support
individual students and employees in their work but also offers more freedom
in organising group activities such as project meetings or educational fairs. To
successfully use wireless mesh networks in the area of the Swiss higher education,
WMNs have to support authentication, authorisation, accounting, and auditing.
Since a campus network belongs to a particular university, access to the network
should be provided only to authorised users. Hence, the WMN needs to support
authentication and authorisation. As there are usually multiple concurrent users
of the network, accounting is necessary in order to enable appropriate billing of
the costs to the different users. Last but not least, for a successful operation of a
WMN, inconsistent and erroneous states in the network have to be detected and
resolved. This requires constant auditing of the network state and configuration
such that alarms are triggered or even self-healing can be performed.

In the area of environmental monitoring applications, we distinguish several
cases in which wireless mesh networks can provide additional connectivity. In all
these monitoring scenarios, the sensor nodes are generally located in remote areas
without access to a high bandwidth network infrastructure. In such situations,
deploying a wireless mesh network provides a cost-efficient solution to connect
these devices to the fixed network infrastructure. Remote environmental moni-
toring, e.g., related to glaciers, avalanches or landslips, is an intuitive candidate
for the deployment of WMNs as cellular networks are not always available or
have limited bandwidth. Another excellent candidate is agricultural monitoring,
which is often associated with gathering information on soil humidity, precipi-
tation and solar radiation over vast geographical areas. Deployment of a fixed
network infrastructure over these areas is not reasonable. However, the collected
sensor data still needs to be accessible. Another possibility is the deployment for
weather monitoring, in which case the weather/climate monitoring stations need
to communicate their collected data to a centralised entity in order to enable,
e.g., weather forecasting.

Aside of the two main deployment scenarios described above, WMNs can be
used to enable other outdoor monitoring and surveillance applications such as
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surveillance of restricted areas and service provision for research events of limited
duration.

2.2 Expected Impact

We identify two perspectives from which the proposed study is beneficial for the
development in wireless mesh networks.

First, the practical point of view is clearly important. The results can be used
to extend campus network coverage (in the order of kilometres) by universi-
ties. WMNs may further be used for temporarily deployed network services for
events and research projects, e.g., excursions and outdoor research experiments.
Further, research initiatives in various research areas (climate research, geology
and biology) may profit from an easily deployable outdoor wireless network that
supports high speed network access as well as authentication, authorisation,
accounting, and auditing. The latter two functionalities, i.e., accounting and
auditing, are particularly attractive. The ability to charge independent parties
enables the concurrent use of the wireless network infrastructure by multiple
projects; auditing functions increase awareness on network health and reduce
network maintenance costs. In conclusion, we believe that the proposed research
has a high potential for providing the basis for commercial WMN services.

Second, there is the scientific value of the research. We intend to provide not
only a theoretically sound solution but also a practically feasible one. Hence, the
developed mechanisms will consider many practical details and constraints and
will be very well suited for deployment.

3 The A4 Concept

This section presents the four basic functionalities - authentication, authorisa-
tion, accounting and auditing - required by the WMN in our proposed A4-Mesh
network. We also discuss the envisioned architecture, which we have just defined
at the present stage of the research, to support these functionalities. However,
there are still several options open to explore and as result this initial archi-
tecture might undergo redesign. In addition, we expect certain changes may be
necessary as a result of future design insights or unforeseen deployment issues.

3.1 Authentication and Authorisation

The goal of the authentication and authorisation functionality is to prevent the
unauthorised usage of the network resources. Only authenticated and authorised
users and sensors get access to the network. In addition, only authenticated and
authorised mesh nodes can join and be part of the WMN. Whereas the network
access for end users can be performed by existing approaches such as IEEE
802.11x / RADIUS used in eduroam3 or a web-based captive portal protected

3 www.eduroam.org



326 T. Staub et al.

MN

MN

MN

MN

S

S

GW protected by Shibboleth Service Provider

Portal Authorisation Service Firewall

Internet

Identity 
Provider

C

C

Fig. 2. Schematic representation of the authentication and authorisation mechanism

by SWITCHaai4, new approaches are necessary for machine authentication and
authorisation.

Our concept for machine authentication and authorisation is as follows. The
A4-Mesh network implements two (virtual) wireless networks - an unencrypted
one for joining the network and an encrypted one for data communication. Per
default the A4-Mesh network just allows unencrypted connections for joining the
network and encrypted connections for full access to the mesh network and the
Internet. The unencrypted mesh network only forwards the necessary traffic for
authentication and authorisation towards the gateway and the Shibboleth Iden-
tity Provider (IdP). All other traffic is blocked by the firewall of the gateway.
The mesh nodes can get authenticated by the IdP through credentials or certifi-
cates. After successful authentication, additional attributes stored at the IdP are
transmitted to the gateway for authorisation. For the machine authentication we
intend to set up an additional IdP within the SWITCHaai Shibboleth federation
to have the full flexibility of supporting different attributes for the mesh nodes
than for normal SWITCHaai users. For user authentication, the existing IdPs
are used.

The machine authentication and authorisation procedure is depicted in Fig-
ure 2. A joining mesh node (MN) first requests the key for the encrypted net-
work from the portal through the public network. Upon this request, the portal
redirects the node to the corresponding machine authentication IdP, which au-
thenticates the mesh node by a X.509 certificate and replies with a reference
to an authentication assertion. Using this reference, the portal on the gateway
(GW) requests the attributes from the IdP (e.g. the unique identifier). Using
these attributes, the portal can check the authorisation of the mesh node at
the authorisation service. After successful authentication and authorisation, the
gateway conveys the network key to the mesh node and thus allows traffic from
and to the mesh node through its firewall. Finally, the mesh node joins the en-
crypted network with the received key and is now fully integrated in the WMN.

4 www.switch.ch/aai
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In addition, administrators have to be authenticated and authorised before
accessing the web-based network management and monitoring of A4-Mesh. The
network management therefore uses the Shibboleth service provider for user
authentication. Based on the authentication, the network management handles
the authorisation.

3.2 Accounting

As accounting, we define the ability to collect and store network-related infor-
mation for later use. A WMN requires an accounting solution for various reasons
such as charging users, network planning or increasing the network performance.
To charge individual users for the network usage, the induced traffic of these
users must be measured and network statistics may be used for network plan-
ning purposes. Finally, a WMN can provide similar characteristics as fixed net-
works in terms of robustness and reliability. This can be achieved by measuring
the traffic on the individual links and exploiting multi-path, multi-channel and
multi-interface routing mechanisms, inherent to wireless mesh networks. Path
selection procedures are based on Quality of Service (QoS) characteristics such
as available bandwidth, experienced bit and packet error rates and interference
levels.

An accounting solution has to store the required information with the desired
level of detail while simultaneously meeting resource constraints; in particular
concerning storage capacities on mesh nodes. We therefore propose a distributed
accounting architecture using short-term and long-term data and intend to in-
corporate parts of the AMAAIS (Accounting and Monitoring of AAI Services [4])
project which acts as an extension to SWITCHaai and provides mechanisms for
accounting and monitoring. The architecture of the A4-Mesh accounting mech-
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Fig. 3. Schematic representation of the accounting procedure
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anism is depicted in Figure 3. The individual mesh nodes will gather short-term
accounting data, which includes QoS characteristics of the neighbours and pe-
riodically transmit the information to the gateway. This data is also used to
select the best communication channel for the transmission. The gateway pro-
cesses the accounting data with a collector component and passes it on to the
AMAAIS client which aggregates the short-term data and periodically transmits
it to an AMAAIS server over the Internet. The AMAAIS server stores the long-
term accounting data and enables billing of the costs, network dimensioning and
planning.

Once available, the accounting data can be used for other purposes as well,
such as the automation of path selections. Introducing intelligence locally in the
nodes enables them to automatically choose a communication path fitting the
needs of the transported data. To assist the selection process we intend to use a
recommender system that considers both, the QoS characteristics offered by the
network and the QoS characteristics required to transport the data. For example,
if a path was able to successfully transport data with specific requirements (low
delay, low jitter, low loss) under certain circumstances, it is possible that other
paths with similar characteristics can be suitable as well. The benefits of such
automated network (re-)dimensioning are reduced administrative overhead and
a self-organised network.

3.3 Auditing

Audits are performed to ensure the validity and reliability of information; also
to provide an assessment of a system’s internal control. Due to (autonomic or
manual) network management operations, as well as other external impacts, in-
consistent or erroneous node states can occur. Examples for erroneous network
states are the selection of frequencies that are not used by any neighbouring
nodes or routing tables causing loops. One reason for service disruption can be
the inappropriate choice of wireless radio or routing parameters due to, e.g.,
corrupt self-management mechanisms of the wireless mesh nodes. Another rea-
son might arise from different versions of system software which may lead to
compatibility problems and compromise interoperability of mesh nodes. The
introduction of auditing functions should allow the detection of wrong and in-
consistent configurations and report them to a network operator or perform an
appropriate self-healing procedure.

4 Challenges and Further Development

Currently, we are working on building the mesh nodes, which will be used for
an outdoor test bed. The outdoor test bed is situated in the region of Crans-
Montana, Switzerland with some mesh nodes installed in remote areas. The
region has harsh weather conditions with a lot of snow in the winter and requires
mesh nodes specifically built for these conditions, i.e. durable cases, solar panels
at least 3 meters above ground to prevent them from being covered by snow or
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batteries large enough in case of poor sunlight. We are also adding a backup mesh
node with UMTS access to some of the regular mesh nodes, which are covered
by the cellular networks. In the case that an erroneous image gets uploaded to
a mesh node, we will be able to connect to the UMTS mesh node and reboot
the regular mesh node or upload a new image instead of physically accessing the
node.

The next step is completing and testing the implementations of the specific
A4-Mesh functionalities. Since one of the goals of A4 is to allow users with a
non-technical background to deploy mesh nodes to extend a campus network,
special care has to be taken in regard to ease of use and seamless integration in
the organisation’s own authentication and authorisation infrastructure.

Acknowledgements. The A4-Mesh project is carried out as part of the pro-
gram ”AAA/SWITCH - e-Infrastructure for e-Science” lead by SWITCH, the
Swiss National Research and Education Network, and is supported by funds
from the Swiss State Secretariat for Education and Research.
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Abstract. In this paper, a Shared Opportunistic Infrastructure (SOI) is
proposed to reduce total cost of ownership for long-lived wireless sensor
networks through exploiting human mobility. More specifically, various
sensor nodes are opportunistically connected with their corresponding
servers through smart phones carried by people in their daily life. In
this paper, we will introduce the motivations, present the architecture,
discuss the feasibility, and identify several research opportunities of SOI.

1 Background and Motivations

Wireless sensor networks (WSN) are regarded as one of the most promising
technologies for the new century. As related technologies mature, we expect that
many WSNs will be deployed to provide services (e.g. environmental monitoring,
water/gas/electricity meter reading, and structural health monitoring) over long
periods. Figure 1 illustrates the architecture of a classical WSN [2], in which a
dedicated sink is used to connect sensor nodes with their application server
through the Internet. However, in some environments, it could become very
expensive to deploy, operate and maintain this kind of wireless sensor networks.

To provide useful services, hundreds or thousands of sensor nodes are normally
deployed in a large area (in some cases, sensor nodes may be sparsely deployed
and the network is partitioned), and a large amount of data will be continuously
generated by these sensors. In order to connect these nodes to the back-end
server and/or have enough capacity for timely and energy efficiently forwarding
these sensed data, multiple sinks that spread across the covered area must be
deployed. These sinks, which are normally much more powerful and expensive
than sensor nodes, will increase the hardware cost of the WSN. The monthly
subscription fee for their Internet access will also increase the operational cost
significantly.

In addition, it is hard to find appropriate sites (with power supply and Internet
access point) to install these sinks, especially in outdoor environments. Although
large solar panels and cellular networks could solve these issues, these devices

� This work is supported in part by the HEA PRTLI-IV NEMBES Grant
(http://www.nembes.com/). Any opinions, findings, and conclusions or recommen-
dations expressed in this material are those of the authors and do not necessarily
reflect the views of NEMBES sponsors or the University College Cork.
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will unavoidably increase the cost of each sink. More importantly, sinks with
these devices tend to become attractive targets for theft when they are deployed
at unattended sites.

Instead of fixed sinks, mobile robots or employees are also used to collect data
directly from the covered area and distribute commands/tasks to sensor nodes
[16][17]. However, mobile robots can not be applied in many environments and
the salary for employees will significantly increase the operational cost.

Based on the above observations and the fact that manyWSN applications are
delay tolerant and are normally deployed in the area visited frequently by people,
we propose a Shared Opportunistic Infrastructure (SOI) to reduce TCO (total
cost of ownership) for these long-livedWSNs through exploiting human mobility.
In the following sections, we present the architecture, discuss the feasibility, and
identify several research opportunities of SOI.

2 The Architecture

In recent years, human mobility has also been exploited by participatory and
opportunistic sensing [3][4]. The sensors on smart phones carried by people are
used as mobile sensors to sense the world and many fantastic applications have
been proposed [11][14]. However, sensors on smart phones will increase phone
price and it may not be inappropriate for many sensors to be installed on smart
phones. Hence, the feasible applications of participatory or opportunistic sens-
ing are limited. As for SOI that uses smart phones to opportunistically connect
sensor nodes to their corresponding servers, it can complement with participa-
tory/opportunistic sensing and it is worthwhile to be investigated further.

Considering that the sensed data may be totally unrelated with the person
that passes through sensor nodes, SOI uses real money as the incentive, and
Public Key Infrastructure (PKI) techniques are adopted to satisfy the security
requirements. Figure 2 shows the architecture of SOI, in which Data Collection
Gateway (DCG), Task Distribution Center (TDC), and smart phones carried
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Fig. 2. The Architecture of SOI

by people connect sensor nodes with their corresponding application servers
(AS) opportunistically. CA&RA (Certificate Authority and Registration Agent)
is responsible to register these entities and issue certificates to establish trust
relationships among them. To alleviate the workload of CA&RA, application
provider can use its certificate (issued by CA&RA) to sign one certificate for
each sensor node. With the certificate chain installed on a sensor node, it can
authenticate itself with smart phones.

The sensed data is collected by smart phones carried by people who pass
through the covered areas in their daily life. According to delay requirements
and the price paid by application providers, smart phones will then upload these
data to DCG immediately through a cellular network, intermittently through
open Wi-Fi hot-spots, or through a home broadband network. DCG will then
forward these data to their corresponding ASs. In order to control sensor nodes,
ASs can post tasks (command, code image, etc.) on TDC so that smart phones
can download the appropriate tasks based on their locations and pass to the
related sensor nodes. TDC may also broadcast node density in each area and
the price offered by application providers. Based on these information, smart
phone can decide whether to participate the system and which sensor nodes it
will collect data from.

SOI can support many interesting applications. For instance, tourists can
opportunistically collect data from sensor nodes deployed in national parks, city
residents can be involved with various wireless sensor networks (weather stations,
meters in buildings, etc.) deployed for serving the city, etc.

With SOI, application providers need not buy, deploy, or maintain sinks.
Communication costs can also be decreased through exploiting human mobility.
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Hence, TCO for long-lived WSNs can be reduced significantly. As for people, the
intervention from the user can be reduced with carefully designed softwares and
it is a strong motivation to earn money automatically during daily life. DCG,
TDC, and CA&RA can also survive through claiming their share of the money
paid by application providers.

Although SOI could provide many benefits, there are also a lot of issues to
be concerned. In the following two sections, we will briefly discuss its feasibility
and identify some research opportunities in the context of SOI.

3 Feasibility Analysis

One prerequisite of SOI is that smart phones must be able to talk with sensor
nodes that belong to different WSNs. Considering that IEEE 802.15.4 [1] has
been well standardized for WSNs, one low-power and cheap IEEE 802.15.4 radio
installed on the smart phone is enough. With the maturity of WSN applications
(such as health care, home automation, etc.), many devices with IEEE 802.15.4
radio will come to the market. Since the smart phone is a very good candidate
as the unified bridge between a user and these devices, we can expect that IEEE
802.15.4 radio will be deployed on smart phones soon. We hope that SOI can
also motivate the deployment of IEEE 802.15.4 on smart phones.

SOI should also provide enough incentives for people to participate. Not only
the real money paid to people, the burden of user registration should be allevi-
ated, their privacy must be respected, and a payment system is required so that
people can get their earned money conveniently. Fortunately, since smart phones
are used in SOI, mobile telecoms are the best candidates for operating CA&RA
and these issues can be solved easily in this case.

The current registration process for phone services can be reused for SOI user
registration. During this process, the certificates can be issued and installed
on the smart phone, and the necessary softwares can also be installed. These
softwares can also be pre-installed by the smart phone manufacturers.

As for privacy, compared to phone service registration, SOI does not need
any further personal information and all personal information is held only by
CA&RA. Each smart phone will get multiple certificates without any personal
information. Hence, DCG and TDC can not identify the person based on the
certificates. DCG and TDC will also conceal the certificates from ASs. With this
scheme, to infer the movement of a specific person, application providers must
let sensor nodes transmit user certificates inside the data forwarded by smart
phones. Since multiple certificates without any personal information are issued
to each user, application providers must pay for transmitting these certificates
and they still cannot easily violate user privacy (locations, tracks, movement
patterns, etc.). To avoid being tracked through wireless interface card, MAC
address pseudonyms [8] can also be adopted by smart phones.

As for payment, the phone billing system can be utilized to pay the money
to users. Through the cooperation among DCG, TDC, and CA&RA, application
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providers will be charged and the money can be deposited to phone bill accounts
of the users correspondingly.

Since mobile telecom acts as CA&RA, misbehavior entities, such as smart
phone users who discard data and application providers who refuse to pay, can
be kicked out from the system through revoking their certificates. In serious
situations, further punishments are possible since these entities had registered
with mobile telecom.

In addition, data delivery latency in SOI could be huge since smart phone users
may not visit some sensor nodes for a long period. However, many wireless sensor
network applications are delay-tolerant and sensor nodes could be equipped with
large-capacity flash cards for buffering the sensed data. For example, analysis of
environmental monitoring data is rarely urgent, and meter readings for billing
purposes can be delayed by weeks. In the case that data delivery latency must
be low, some alternative methods must be provided. SOI still could be helpful
in the periods with abundant user mobility.

4 Research Opportunities

In SOI, there are some unique challenges to be solved. Many problems, that have
been studied in delay-tolerant network [10][18], wireless sensor network [13][15],
participatory or opportunistic sensing [5][6], etc., should also be re-scrutinized
in the context of SOI. In the following sub-sections, we will discuss several topics
that should be worthwhile to be investigated further.

4.1 Architecture and Protocols

The architecture of SOI should be refined. The functions of each entity and
their trust relationship must be clarified. The protocols used among these entities
should also be designed carefully. The main point is to ensure user privacy, detect
abnormal behaviors of each kind of entity, and provide security schemes required
by an E-Payment system, such as non-repudiation and non-replicability.

4.2 Computation Cost of Sensor Nodes and Smart Phones

PKI is used by SOI to satisfy the security requirements. Although smart phones
are now very powerful and some PKI chips have already been developed for
sensor nodes, it is still worthwhile to study how to reduce the number of slow
and expensive private key operations [9]. Due to the regularity of human mobility
[7], some sensor nodes and smart phones will encounter frequently. Hash chains
[12] could be used to reduce the number of private key operations carried out
by these familiar strangers for authentication.

It should also be desirable to decouple private key operations from the process
of data exchange so that protocols will not be interfered and sensor nodes could
schedule these operations in a better way. For example, data can be signed by
sensor nodes when there is no smart phone nearby and/or when energy supply
from the environment is abundant in the case that energy harvesting (solar panel,
etc.) is exploited.



A Shared Opportunistic Infrastructure for Long-Lived WSN 335

4.3 Contact Probing

Contact probing had been well studied in delay tolerant network [18]. With the
assumption that mobile nodes are always active, mobile nodes learn contact
arrival process and adjust the frequency of probing accordingly with the aim to
save energy and reduce contact miss probability. However, sensor nodes in SOI
are normally duty-cycled and contact probing scheme should be re-scrutinized.
It is worthwhile to study how smart phones and sensor nodes can find each other
timely for collecting data as much as possible. Contact probing scheme should
also be energy efficient for both smart phones and sensor nodes.

In the context of SOI, smart phones are not suitable for initiating contact
probing. If so, smart phones must probe with a high frequency as sensor nodes
are duty-cycled. Consequently, smart phones will waste their energy and wireless
channel will be congested by these probing packets. Hence, it should be better
to let smart phones keep listening and let sensor nodes probe when they wake
up according to their duty-cycle. This issue has been studied further in [20][19].

When sensor nodes could form a connected network, these nodes may also
cooperate to improve the performance further. For example, sensor nodes may
predict the mobility of the smart phone that they are talking with. They can
then activate the corresponding nodes at appropriate time so that the smart
phone can be probed timely.

Within SOI, CA&RA can also be used to deduce the density of sensor nodes
and the number of SOI users in the current cell. This information can be broad-
casted through base station and smart phones can adjust their behaviors corre-
spondingly. For example, according to user density, a smart phone can adjust its
back-off window, that is used before responding to a probing packet broadcasted
by a sensor node, with the aim to reduce packet collision.

4.4 Data Replication and Distribution

As sensor nodes in SOI may not be visited by smart phones for a long period,
the sensed data should be replicated and distributed for data reliability under
node failure [10].

In the context of SOI, not only the cost of sensor node’s energy and stor-
age, application providers must also pay for data replications collected by smart
phones. Hence, replication overhead should be deterministic and should be as
small as possible. Instead of multiple copies, source-based erasure coding ap-
proaches, such as Reed-Solomon Codes, could be adopted. These data slices are
then distributed among sensor nodes for reliability and each data slice should
be signed separately for non-replicability.

When distributing these data slices, not only data reliability, many other is-
sues should also be considered. For example, sensor nodes in SOI may have dif-
ferent probability to be visited by smart phones. If data slices can be distributed
according to contact and storage capacity of these nodes, network throughput
can be increased and the latency of data delivery can be decreased. In addition,
due to network topology, some sensor nodes need forward data for other nodes.
For load balancing, they may ask other nodes to sign their data slices.
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A two-phase data distribution should be suitable for SOI. In the first phase,
for both data reliability and load balancing, data slices are forwarding to several
nodes with less contact capacity, at which data slices are signed. In the second
phase, the signed data slices are forwarded to nodes with more contact capacity
for higher throughput and lower latency.

Data replication and distribution will unavoidably consume storage and en-
ergy resources. Hence, there are many tradeoffs to be considered when designing
these schemes. When solar panels are used by sensor nodes for energy harvest-
ing, it is also very valuable to study how to synchronize these operations with
energy supply of the deployment environment.

5 Future Work

This paper presents the concept and the architecture of SOI. In future work, we
will refine the architecture and design the protocols and algorithms used by the
entities of SOI. We also plan to implement a prototype of SOI for investigating
this topic further.
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Abstract. Energy, especially Electricity has become a critical concern of 
society. The generation and distribution are, to a large extent, not matched with 
each other. There are many initiatives to balance the load on the Grid vis-à-vis 
production and consumption. Recently, technology has made it possible to 
generate small amounts of energy in each household with solar, thermal, wind 
and other sources.  With storage devices, it is possible to use the generated 
energy at the sources i.e., localized generation and consumption of energy. The 
system can be made efficient and possibly design a zero or positive--energy 
home with the use ICT infrastructure, wireless sensor networks, in particular. 
This paper proposes a three-layered architecture for this system and also lists 
several associated issues and challenges. 

1 Introduction 

Electrical energy has become a critical concern of society. The generation and 
distribution are, to a large extent, not matched with each other. In fact the generation 
and consumption locations are also geographically isolated and to a large extent these 
two are always seen in isolation.  There are many initiatives to balance the load on  
the Grid vis-à-vis production and consumption. This is not sufficient in the current 
age since the centralized production of power implies that we are heavily dependent 
on fossil fuels, nuclear fuel, windmills and large hydro projects, followed by a 
complex distribution system that needs to be managed. Thus it is imperative to look 
beyond this existing system for better solutions [1]. 

Recently, technology has made it possible to generate small amounts of energy in 
each household. There are ample opportunities to harvest energy, e.g., solar, thermal,  
wind, using micro-turbines, photo-voltaic cells, fuel cells etc. There are possibilities 
of storing the generated small amount of energy and possibly feeding it back to the 
Grid [2, 6, and 11]. Moreover, if the network is designed well, the generated (even 
small amounts) could be spent in the neighborhood, thereby avoiding distribution 
losses. The capability to generate and leverage the small amounts of energy in 
neighborhoods autonomously provides a subsystem with potential to reduce or avoid 
the centralized grid and its associated complexity and losses. Having sources closer to 
loads contributes to enhancement of the voltage profile, reduction of distribution and 
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transmission bottlenecks, lower losses, exploits wasted heat,. It also allows to avoid or 
postpones investments in new transmission and large scale generation systems. 
Therefore, smartgrids and microgrids are being actively researched [2]. 

Major companies have started developing systems for Smart Metering [8]. As an 
ex ample, Cisco and IBM [9, 10] started a joint project in which 500 households will 
have smart metering implemented. 

There are few implementations of microgrids and they are complex; however, 
there is a need for a non-complex model and control methods that take care of the 
generation, distributed storage and consumption in a localized manner. Such a system 
should, ideally, realize zero-energy (or even positive-energy) homes and buildings. 
Information and Communication Technologies (ICT), in particular, Wireless Sensor 
(and Actuator) Networks (WSNs) have been widely used to increase energy 
efficiency of systems. We believe this technology could be employed in these 
microgrids to achieve cooperation and collaboration between the sources and the 
loads, and facilitate building the zero-energy homes. Moreover, with sensors it is 
possible to get context information at the loads. Along with the sensors at the sources, 
it is possible to enhance energy management functionality of the system.  In this 
paper, we present an overview of microgrids and their benefits; we also propose an 
ICT architecture for realizing zero-energy homes using Wireless Sensor Networks 
and discuss important issues involving its implementation.  Finally we brief about the 
projects on microgrids. 

1.1 Microgrids 

There is ample opportunity for small scale energy harvesting in homes, buildings, and 
public places. The very fact that the living environment is controlled opens many 
doors to harvest small amount of energy. For example, the thermal difference 
occuring during severe winters enables us to harvest some amount of the energy spent 
on heating the living space. Small wind turbines are also part of this in many 
countries. Energy can also be harvested using solar and thermal gradient systems [11]. 
With these micro-generators, the reduced energy cost as well as having a clean 
environment is making people conscious of the opportunity of harvesting energy. At 
present these initiatives are isolated.  

Further to the above description, we observe that energy is not required at a 
uniform rate during a day. The energy consumption also varies depending on the 
number of people, their habits and requirements in any particular building or home. 
Domotics and many recent initiatives are bringing newer ICT technologies to 
households to save energy. For example, the sleeping rooms are not heated till 
sometime before the persons go to bed to save energy. The lighting is switched off 
and intelligent lighting is also used in many buildings and long corridors where it is 
turned on only when required, or lighting is adapted to the context, e.g., the activities 
or the mood of people. Thus, the energy load in buildings or houses varies depending 
on the available technology as well as the habits and context. For example, 
households use the least amount of energy in the day time but offices and factories 
use mire energy at that time (see Fig. 1). 
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The second aspect is that the micro-generators that people use to harvest small 
amounts of energy are always stored in small storage elements such as batteries, 
flywheels, and super-capacitors [11]. Since the energy harvesting will not usually 
yield usable power continuously there must be some devices to store the generated 
energy and to refine it for later use. Thus wherever there is a generator there would be 
usually a small battery to store the energy generated. Thus we see that there is a huge 
potential for storing the generated energy locally and in a distributed way. 

The third aspect is that the cost of connecting to the Grid and maintaining the 
power flow from - and to - the Grid. Energy transportation also introduces heavy 
losses. When small amounts of energy are generated there is no reason to transport 
and maintain that energy connecting the generator with the Grid. Thus local storage 
and consumption of the locally generated energy is the best possible way to minimize 
the losses and reduce the maintenance overhead. 

 

Fig. 1. A view of various energy generation and consumption zones 

1.2 Sensors 

We envisage that sensors are going to be an important aspect of any ICT enabled 
architecture or service or applications in the future. As we have seen the applications 
of sensors in many ICT enabled application, we need to integrate the sensors 
seamlessly into the design of systems which takes care of balancing generation and 
consumption.  We identify the sensors under three different classes. Please note that 
sensors here mean an integrated system of sensors that could also accomplish some 
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computation. Three classes are: (i) source sensing; (ii) load/sink sensing and (iii) 
context sensing.  The distinguishing aspect between many micro grids and the 
architecture we propose is that the complete system is seen holistically. We explain 
here each of the sensors we envisage here in this architecture. 

(i) The Source sensor gives the information on amount of energy generated. The 
sensors which monitor micro energy generation also give an indication as to the 
amount of energy that could be generated. We envisage that these sensors are also 
equipped with prediction algorithms and also they have the capability to learn. For 
example, a sensor that is attached to photovoltaic panels would also learn and then 
predict when there would be some energy available (based on day night 
periodicity). 

(2) The Load sensor has the information of energy requirement if the load is turned 
on.  In fact the sensing is done in realtime based the amount of load that each 
equipment has. As in the source sensing this can also predict to an extent how much 
load would be required. For example, based on the temperature difference between 
the outside temperature and usually required temperature inside, required amount of 
load can easily be predicted in case of room heaters.  

(3) The Context sensor gives or predicts when to turn on or off the load.  Basically 
we group all the sensors that generate the context of the environment including the 
users’ locations, day/night temperature, requirements and usual settings of users, etc. 
Indeed for the sake of convenience, we also group together some of the max-min 
settings of users.  

The energy manager can consider these parameters, to budget the energy. If any of 
these three parameters are missing, then accurate budgeting is not possible.  

 

Fig. 2. Schematic of types of sensing 
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2 Proposed Architecture 

An aspect that enhances the efficiency of the whole system is ICT - especially 
wireless communication has become pervasive and is being used in various domains 
for different purposes. The purpose of microgrids and ICT is twofold: (1) enabling the 
generation and storage of (small amount of) energy harvested in homes and buildings; 
and (2) using the communication and networking technologies to achieve the control 
and balancing of the micro generation of energy which would ultimately support the 
large Grids along with efficient usage of the energy.  

Wireless sensor and actuator networking (WSAN) has been steadily growing and 
permeating into many spheres of  life. Many techniques such as localization of events, 
clustering, self organization of the nodes and various other facets of WSANs have 
been studied in depth. Now the very same methods and the devices could be coupled 
to the energy generation and consumption modules to derive maximum benefits. Here 
we list some commonalities and the motivation to bring seemingly different domains 
together: 

1. WSN and WSAN have been studied from the point of view of information 
generation and consumption (source and sink). In case of energy harvesting 
too, we can draw analogies for source and the sink i.e., the generation unit to 
the nearest place of consumption.  

2. The generation and consumption areas and points are to be grouped so as to 
easily manage the energy requirements. This is similar to the clustering in 
WSNs. 

3. There is always a provision of distributed computation and storage in WSNs. 
Here too the batteries are storage devices which are distributed and one can 
use them for temporary storage of harvested energy before converting it to 
usable form.  

4. Dynamic self-organization on the fly, based on the requirements and 
available resources, is a hallmark of ad hoc networks and WSNs. Here too, 
since energy consumption and generation is varying with time (at micro 
layers), self-organization plays an important role. 

5. Further, WSNs have been used to gather context i.e., movements or activities 
of people. The context information can be used to increase the efficiency of 
the system [12]. 

Therefore, it is but natural to use the techniques that have been addressed in depth in 
this different domain in the case of balancing and utilizing the harvested energy. Thus 
we propose the following conceptual 3-layer architecture (see Fig. 3). At  
the lowest layer, there are instruments, modules and storage equipments in which 
some are energy generators and others are energy consumers. These equipments are 
connected to switches, actuators,  transducers (current transformers, etc) and sensors. 
They are grouped in the second layer. These sensors and actuators act as the glue 
connecting the lowest layer and the highest layer that contains the brain of the system. 
The top layer has communication and computing devices. The sensed data is actually 
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sent to this layer. The context of the situation such as, sleep time, office time, 
someone is present in the building or moving, etc., is given to these computing nodes. 
They interpret the sensed data collectively and individually to make decisions.  
A decision is sent across the devices in the neighborhood. The data also contains the 
energy consumption and generation rates at various places. Since these computing 
devices, which are equipped with communication capability, can quickly reorganize 
themselves and collectively decide to take actions. The actions are in the form of 
triggers to be passed to the actuators/switches. Thus the energy generation, 
consumption, storage and requirements (using the context) are all addressed 
holistically in this concept. The localization of the generation and consumption as 
well as the balancing is to be done in real-time. 

 

Fig. 3. Three layered architecture 

In Layer 2 of the architecture, we can distinguish between three types of sensing 
operations (see Fig. 2) which have described earlier. 

To realize a zero-energy system, the following aspects need to be addressed: 

1. Investigating the possible avenues of harvesting energy in homes and other 
buildings. 

2. Localization of energy harvesting and consumption i.e., getting an accurate 
view of where energy can be generated and where it can be used. 

3. Development of a model of energy storage in small quantities for a large 
group of harvesters (say in each building). 

4. Development of simple, reliable, efficient and cost-effective energy 
balancing methods so that efficient systems could be designed that take into 
account local energy needs (microgrids). 
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5. The ICT infrastructure to manage and control the energy system i.e., the 
communication and computing backbone to support the above activities. 

6.  Efficiently using the small scale energy storage devices such as batteries 
stationed in various locations in houses that act as distributed storage 
devices. 

The above issues can further be delved in to gather further set of technical issues such 
as ensuring stable operation during faults, handling large mismatches between 
generation and loads (a frequency and voltage control problem), system protection to 
line faults, [9, 11] etc.  

We emphasize that the effective management of the system is the key to efficient 
system. This effective management can be achieved through ICT.  Issues such as 
coordination of the distributed sources and loads (with possibly conflicting 
requirements), dispatch control, load-shedding control, dynamic management etc are 
some issues to be handled by the energy management subsystem.  In addition to the 
above tasks, the system should enable: 

1. Analyzing the energy generation, storage and consumption in homes and 
buildings and in turn in localities and cities.  

2. Modeling generation and consumption in small localities and studying its 
effect on the grids including the prediction of energy generation and usage.  

3. Modeling the energy storage in small amounts in a distributed way. 
4.  Distributed control and management of the complete system. We envisage 

that the sensors, actuators, source and the load may decide about the actions 
to be taken to micromanage the complete system. Since this is an ambitious 
goal, in the initial stages, we can bring in a centralized simple manager who 
does take appropriate actions in real-time. 

3 Related Work 

The EU funded two major projects “Microgrids: Large Scale Integration of Micro-
Generation to Low Voltage Grids“and “More Microgrids: Advanced Architectures 
and Control Concepts for More Microgrids” [13] for researching, designing and 
developing microgrids. Several deployment sites were also identified and tested.  

In the U.S., the Consortium for Electric Reliability Technology Solutions (CERTS) 
funded a project CERTS Microgrid. A Microgrid testbed was also developed [14]. An 
implementation of energy manager design done under CERTS project is given in [5]. 

In the industry, GE Energy funded a project to develop and demonstrate a 
microgrid energy management (MEM) [4] framework for a broad set of microgrid 
applications that provides a unified controls, protection, and energy management 
platform. 

The IEEE Standards Coordinating Committee 21 is supporting the development of 
IEEE P1547.4, Draft Guide for Design, Operation, and Integration of Distributed 
Resource Island Systems with Electric Power Systems [15]. This covers microgrids 
connected to both local and area island electric power systems (EPS). This document 
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provides alternative approaches and good practices for the design, operation, and 
integration of the microgrid, including the ability to separate and reconnect, while 
providing power to the island local EPSs.  

4 Ongoing Work 

There is an ongoing work on which this article is based. It is called as L-BEES -- 
Load Balancing and Efficient Energy Sourcing. This is under the exploration and 
initial stage at the moment. However, under another Dutch national project 
IOPGencom-GoGreen, we are investigating the use of energy harvesting sensors that 
could provide the context as well as sensing to help in reducing the total energy 
consumption in indoor environment.  This work enhances the aspects in GoGreen by 
looking at the generation, consumption along with intelligent sensing together. We 
also mention here that the batteries (used for storing energy from micro-generators 
before conversion) in different houses and buildings act as small energy storage 
devices. This is another novelty of this proposed architecture. Context of the users and 
also the environment parameters are another aspects that is being considered in the 
above projects.  

5 Conclusions 

Microgrids have been actively pursued and researched for local energy generation and 
consumption. These systems enable enhancement of the voltage profile, reduction of 
distribution and transmission bottlenecks, lower losses, exploiting waste heat, and 
they allow postponing investments in new transmission and large scale generation 
systems. Three main aspects of microgrids are energy generators, storage of the 
generated energy and distribution. We propose the use of ICT, in particular, wireless 
sensor networks for increased efficiency of the system. One recognizes similarities in 
the WSN applications and microgrids. Further context information can be another 
useful parameter for the energy management which is made possible by the usage of 
sensor networks. Issues such as coordination of the distributed sources and loads 
(with possibly conflicting requirements), dispatch control, load-shedding control, 
dynamic management etc, can be handled better with wireless sensor network, which 
increases the overall efficiency of the system. A three-layer architecture comprising 
of these is also proposed. Finally, recent projects on microgrids have been discussed. 
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Abstract. Our society uses a large diversity of co-existing wired and
wireless networks in order to satisfy its communication needs. A cooper-
ation between these networks can benefit performance, service availabil-
ity and deployment ease, and leads to the emergence of hybrid networks.
This position paper focuses on a hybrid mobile-sensor network identify-
ing potential advantages and challenges of its use and defining feasible
applications. The main value of the paper, however, is in the proposed
analysis approach to evaluate the performance at the mobile network side
given the mixed mobile-sensor traffic. The approach combines packet-
level analysis with modelling of flow-level behaviour and can be applied
for the study of various application scenarios. In this paper we consider
two applications with distinct traffic models namely multimedia traffic
and best-effort traffic.

1 Introduction

In the last few years a fast development in the area of wireless applications is
observed. On the one hand, traditional infrastructure-based cellular networks
have undergone major changes with the shift toward UMTS and its successor
LTE. On the other hand, wireless networks with local geographical coverage,
such as wireless sensor networks, attracted the interest of both industry and
academia. Indeed, a survey of the ongoing research efforts by both industry and
academia shows that the topic of network interoperability is very attractive, see
[7,11]. We recognise that both types of networks have merits and propose to
combine them in one hybrid mobile-sensor network.

In this paper we are specifically interested in the impact of sensor traffic on
the performance of mobile traffic and how the phenomenon can be best studied.
To this end we propose an approach that can capture both mobile traffic specifics
and Quality of Service (QoS) requirements of sensor traffic. Special attention is
paid to the impact of flow dynamics, i.e., the generation of flows at arbitrary
moments and arbitrary locations, which leads to a changing number of service
requests. In previous studies, see [3,4], it was shown that flow dynamics are
crucial for the performance of data traffic. We expect this to hold even stronger
when several traffic classes are considered.

A hybrid mobile-sensor network arises many research challenges among which
also resource management and QoS provisioning. These two topics have received
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much attention in the literature as [2,5,8] and [12] attest. Although providing
much insight the authors, e.g., [1,6,10,11], often consider only one type of net-
work - mobile or sensor. However, in a hybrid network there are more factors
that contribute to the complexity of the problem. There are several proposals,
e.g., [7,9], which describe a complex new architecture to support the coopera-
tion between wireless networks. Unfortunately, in the general case such studies
provide only a highly abstract view without discussing in detail specific network
functionality. To the best of our knowledge there are no studies specifically ded-
icated to the topic of resource management in a hybrid mobile-sensor network,
independently of the presence of flow-level analysis.

An interesting study related to our proposal is [7]. The authors evaluate the
cooperation between UMTS and WLAN networks with an architecture similar
to the one we propose. However, [7] focuses on protocol support issues and not
on resource management. Another interesting reference is [10] which addresses
QoS provisioning in a LTE network with mixed traffic, e.g. voice, video and data.
The authors provide a theoretical as well as a simulation approach to evaluate
performance but do not account for the dynamic behaviour of the users and
their main focus is on the voice traffic.

We propose to use a combined analysis approach which includes modelling
of flow-level behaviour (left out by many studies) and can therefore offer new
perspectives on performance. In contrast to other authors we are not interested
in developing a new platform for QoS provisioning but consider QoS parameters
as factors that set constraints on resource management and hence have an effect
on performance. To achieve the latter we intend to use a modified version of
the combined analytical/simulation approach proposed in [3]. Advantages of the
approach are its ability to capture in sufficient detail both packet and flow-level
behaviour while still supporting quick evaluation.

The paper continues as follows. The next Section 2 presents the concept of a
hybrid mobile-sensor network and discusses potential applications. In Section 3
we describe the specific research scenario chosen to investigate in this paper. The
proposed analysis methodology is explained in Section 4. Finally, the planned
future development is given in Section 5.

2 Hybrid Mobile-Sensor Network

The proposed hybrid network is shown in Figure 1 and consists of a sensor
and a mobile domain. The mobile domain is typically represented by a single
cellular network with its entities - base stations and a core infrastructure. The
specific choice of mobile technology in the current study falls on the Long Term
Evolution (LTE). The sensor domain can be formed by several wireless sensor
networks, which in turn can have sub-networks. In Figure 1 we indicate two
connectivity modes between the domains. In the first case each sensor node
can communicate directly to a base station. Such deployment is challenging in
terms of implementation, i.e., each sensor node needs to be equipped with two
wireless interfaces. Besides, not every sensor node might be able to ‘see’ the
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Fig. 1. Hybrid network consisting of sensor and mobile domain

mobile network, e.g., due to shadowing effects. In the second case the sensor
nodes communicate to a dedicated gateway which provides connection to the
mobile network. In this approach only a single entity, i.e., the gateway, needs to
have two interfaces. The gateway can be positioned either at the sensor network
side or at the mobile network side.

2.1 Deployment Potential

We consider a hybrid mobile-sensor network interesting for practical deployment
due to the individual merits of each participant. A mobile network is charac-
terised by ubiquitous coverage and a reasonably high throughput. Furthermore,
base stations generally do not experience energy constraints or buffer shortage
contrary to sensor nodes. In terms of scalability, however, sensor networks are
cheaper and easier to deploy. They are also versatile in terms of application pur-
poses. Hence, the benefits that a hybrid mobile-sensor network may offer and
the challenges that it may pose depend on the taken perspective.

From a sensor network perspective there are multiple expected gains. For
example, reporting via a mobile network can positively affect the lifetime of the
sensor network. A phenomenon typically observed in sensor networks is the waste
of energy by sensor nodes while waiting for the sink to wake up. If a dedicated
gateway, constantly powered electrically and always awake, is used as a sink a
sensor node can send to it directly, thus decreasing energy consumption. Further,
the much larger buffer capacity of the mobile network can offer an excellent
temporal storage solution to the sensor network. However, the reverse situation
- the mobile network wants to send (large) data to the sensor network this may
lead to problems such as buffer overflow and increased collisions in the wireless
’sensor’ channel.

From a mobile network perspective there are arguably fewer benefits from the
cooperation with a sensor network, partly explained by the technical superiority
of the mobile network. The potential opportunities however are worth exploring.
For example, a mobile network can use the sensor network to perform measure-
ments, which can then be offered to interested third parties. Sensor nodes can
be deployed easily and quickly, which can be used by mobile operators for the
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monitoring and maintenance of mobile network sites. There are few challenges
as well, e.g., support of traffic differentiation and priority service. These re-
quired changes, however, can benefit the service of mobile traffic as well, e.g., to
guarantee the QoS requirements of voice calls or to offer preferential service to
emergency traffic. Note that LTE is developed for packet-switched traffic only
which drives researchers to investigate possibilities for QoS support, see [1,10]

2.2 Application Scenarios

We identify the following big groups of possible applications for a hybrid mobile-
sensor network - monitoring, streaming, event detection and remote activation.

Monitoring. Wireless sensor networks (WSNs) can be used, e.g., for envi-
ronmental monitoring, health monitoring, construction monitoring or weather
forecasting. Such applications are associated with periodic transmission of the
collected sensor data. Still, the frequency of reporting may differ from every few
minutes to every few hours or even days and depends on the specific application.
For example, a health monitoring system needs to report every few minutes in
order to ensure the safety of the patient. A sensor network that collects data for
weather forecasting, however, may aggregate the data and report only once a
day. Independently of the scenario a mobile network can be used to temporally
store and deliver the collected sensor data to a central collection point.

Streaming. Monitoring for security or safety purposes generates continuous
stream of data over long periods of time and we give it in an individual category.
Streaming applications, in contrast to monitoring, is characterised by long life-
times and larger data traffic. Some examples of streaming are video surveillance
of restricted areas or areas with high crime risk, video surveillance for traffic
control purposes or remote audio surveillance. Such applications generate mul-
timedia type of traffic, e.g., voice, audio, video, with strict (and divers) QoS
requirements and can therefore benefit significantly from the high bandwidth
capacity of a mobile network.

Event detection. WSNs can be also used to detect the occurrence of an
event. In this more passive mode a senor node is typically asleep and awakes
only in the occasion of a specific event. Upon event detection multiple sensors
transmit data at the same time. The total amount of generated sensor data
depends on the number of deployed sensor nodes and the type of measurements
and can be quite bursty as well. If only an alarm needs to be activated, e.g., in
case of fire detection, the data is much less compared to data gathered during a
parameter reading, e.g., in case of landscape profiling by echo sounding.

Remote activation. It is possible that the mobile network wants to commu-
nicate to all nodes in a particular sensor network, e.g., to remotely (re-)configure
the sensor network, to disseminate software updates or to request measurements
by the sensors. The latter can be used to acquire information on channel fad-
ing at a specific frequency by measuring the received signal of each sensor and
comparing it to the transmitter metrics that the sensor reported.



Analysis Methodology for Flow-Level Evaluation 351

In order to illustrate the potential of the proposed hybrid network we describe
few feasible applications but a hybrid network can be deployed with success in
many more situations. Our first example is a health monitoring application.
A health monitoring unit (consistent of sensors) allows high-risk patients to
have normal life while still providing an appropriate medical supervision. A
health monitoring system should be at all times connected to a central server
that can alert medical personnel if necessary. If the patient is on the move a
mobile network can provide uninterrupted connectivity.

In the second example we consider a disaster situation involving a building
collapse. A wireless sensor network is easily deployed and can provide local emer-
gency services with valuable information. By connecting to a mobile network the
collected sensor data can be further distributed towards experts at remote loca-
tions. If the local mobile network infrastructure was fully or partially destroyed
other intermediate solutions, e.g. a mesh network, can be deployed to bridge
communication.

Finally, an interesting example is a habitat monitoring application. Despite
being used for monitoring purposes it is in fact an event detection - the sensors
are activated by an approaching animal. If a mobile network is in range the
data can be directly relayed to a central database enabling the more buffer-
challenging video monitoring. Note however that energy consumption is still an
issue. If mobile coverage is scares, e.g., in large isolated areas, observation is kept
to the basic data collection.

3 Research Topic

Before a hybrid mobile-sensor network can be deployed there are several chal-
lenges that need to be addressed; some were already mentioned, e.g., buffer man-
agement, load balancing and QoS provisioning, others include network discovery,
radio resource control, signalling and sensor data protection. In this study we
are only interested in the challenges related to radio resource management (and
scheduling in particular) in the mobile network. Note that resource management
in the mobile and in the sensor network domains are two separate issues with
network-specific challenges. Mobile network scheduling is affected by mainly two
aspects of the sensor network namely the traffic size and the QoS requirements
both determined by the application type and the deployment scenario. QoS re-
quirements, e.g. delays, throughput, packet loss, of a sensor network traffic can
vary significantly; for example health monitoring data is critical and should be
served as first at all times while weather forecasting data only needs guaranteed
delivery.

In the current study we focus on a streaming scenario and an event detection
scenario with large data traffic. The two scenarios differ significantly in terms of
traffic characteristics, including QoS parameters, which is why we chose them. In
the streaming scenario the sensor nodes are distributed over a large geographical
area, e.g., an industrial area. Each sensor connects via a gateway to the closest
base station from where the sensor data is propagated to a central database.
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Fig. 2. LTE radio resource structure
Fig. 3. Markov model of a single cell
with mobile traffic only

It is assumed that the sensors are connected to the power grid and hence energy
consumption is not an issue. Streaming applications generate a continuous traffic
stream which is sensitive to transmission delays. Therefore, they would require
to be served with highest priority.

For the event detection scenario we are interested in a situation where a large
number of sensors is spread over an area of limited size and each sensor collects
large amounts of data. An example of such an application is landscape profiling
by using echo sounding. Both the number of sensors and the amount of sensor
data cause a significant increase in traffic for the mobile network. The data is
bursty and of best effort type, i.e., it can tolerate delays as long as the data is
correctly transmitted.

In both scenarios the mobile network perspective is considered, i.e., what
changes are observed in the mobile network performance after the introduction
of sensor network traffic. The choice of LTE as the mobile technology has the
advantage of possibility to schedule in the time and frequency domain. This
offers flexibility to meeting the various traffic demands and QoS requirements,
associated with the streaming and event detection scenario. The possibility to
schedule in the frequency domain may also provide easy means to separate mobile
from sensor traffic handling.

In order to investigate how the performance of mobile users is affected by the
introduction of sensor network traffic we need an approach that can capture both
the specifics of the data traffic in the mobile networks as well as the specifics
of the sensor network traffic. Further, we argue that it is important to take
into account the change in number of ongoing flows in both networks; this is
especially important for the streaming application. The proposed methodology
is further described in the following Section 4.

4 Analysis Methodology

In order to enable performance evaluation in the mobile network for both scenar-
ios, streaming and event detection, we propose a modified version of the analysis
approach proposed in [3]. The basic form of the approach, which combines sys-
tem analysis at packet level with modelling of user behaviour at flow level, is
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presented in Section 4.1. Later, in Section 4.2 we discuss the modifications that
each scenario needs, due to specific QoS requirements.

4.1 Basic Approach

The system analysis at packet level captures the impact of several factors
among which scheduler specifics (e.g., resource size), environmental character-
istics (e.g., interference) and user specifics (e.g., power headroom). The per-
formance of a mobile user is characterised by an instantaneous rate r and a
state-dependent throughput R. In order to explain the differences we need to
refer to the radio resource management in LTE. Recall that in LTE scheduling
in two dimensions is possible, see Figure 2. In the time dimension access in or-
ganised in Transmission Time Intervals (TTIs) of 1 ms while in the frequency
dimension the system bandwidth is divided over ’sub-channels’ of 180 kHz. The
intersection of a TTI and a sub-channel defines the smallest radio resource unit
that can be allocated to a user.

The instantaneous rate r is the data rate realised by a user within a TTI and
it is calculated over all resource units allocated to that user. It is determined by
the signal-to-interference-plus-noise ratio(SINR), the possible modulation and
coding schemes (MCS) and the receiver characteristics related to that MCS. If
the user was not scheduled for service in the TTI intuitively r = 0. The state-
dependent throughput R captures the impact of the number of ongoing flows n
on the service, i.e., the instantaneous rate, of a particular user. Referring back
to Figure 2, depending on the allocation strategy and the number of users n it
may happen that several TTIs are needed to serve all requests. This effect is
captured by R, which is derived as R = r/c where c is the transmission cycle,
i.e., the total number of TTIs necessary to serve all users at least once.

The dynamic behaviour of the system at flow level is modelled by continuous
time Markov chains. They are very appropriate for the task since a state in the
chain can be mapped to a state in the system, i.e., the number of ongoing flows
n. In Figure 3 we give an example for a single cell. Each state in the Markov
chain corresponds to a number of currently active users in the cell. The jumps
in the Markov chain represent the initiation and completion of flow transfers.
The corresponding transition rates (for a particular state) are determined from
the (a-priori) given user arrival rate λ and the state-dependent throughput R
(in that state).

Eventually, the evolution of the number of mobile data users corresponds
to a sequence of state transitions in the Markov chain. From the steady-state
distribution of this Markov chain we can derive performance parameters, e.g.,
(long-term) flow throughput or fairness index. The steady-state distribution of
the Markov chain can be found, in special cases, by analytical approaches leading
to explicit closed-form expressions. When the resulting form of the Markov chain
is very complex and not trivial to solve, simulation of the state transitions can
provide the means to derive the steady state distribution.
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Working with Markovmodels has many advantages among which time-efficient
performance evaluation, scalability in the system size and easy parameter modi-
fication due to the division of packet and flow level analysis.

4.2 Modified Approach

The introduction of sensor traffic to the analysis requires different changes to
be made depending on whether the streaming or the event detection scenario
is addressed. As previously discussed streaming applications need to be served
with highest priority meaning that part of the radio resource is exclusively re-
served for the sensor traffic. The size of the reservation depends on the number
of active sensor nodes and on the multimedia class, i.e., audio, video, and de-
termines how much resource is left for the service of the mobile users. In the
event detection scenario however no priority service is required and sensor traf-
fic is treated equally with mobile data traffic. All sensor data generated at a
particular moment can be managed as a single data flow.

For both scenarios we do not foresee explicit changes of the expressions for
the instantaneous rate and the state-dependent throughput since the effects are
hidden in the calculation of the available bandwidth. The form of the Markov
chain, however, needs to be adapted in order to capture the behaviour of sen-
sor traffic. For the streaming scenario we need to add a new dimension, which
represents the changes in the number of multimedia flows, while in the event
detection scenario a new dimension with only two states - no sensor data and
data - suffice.

The proposed methodology can be also easily applied to study a mobile net-
work with monitoring traffic. In our opinion a monitoring scenario is less interest-
ing since: (i) monitoring generates traffic at a predefined time interval, generally
bigger than a minute; and (ii) monitoring data is of relatively small size. As result
we did not expect a big impact on the performance of an LTE mobile network,
given its large bandwidth capacity and scheduling periods of 1ms.

5 Future Steps

As a next step in the research we will systematically work out the analysis
approach for the streaming and event detection scenarios. This will provide us
with the corresponding Markov chains and will allow us to observe performance
in the mobile network for various evaluation scenarios, e.g., video only traffic,
combined video and audio traffic, mobile data traffic only (reference case).
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