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General Chairs’ Welcome Message

Welcome to APWeb 2012, the 14th Edition of Asia Pacific Web Technology
Conference. APWeb is a leading international conference on research, develop-
ment, and applications of Web technologies, database systems, and informa-
tion management and software engineering, with a focus on the Asia-Pacific
region. Previous APWeb conferences were held in Beijing (1998), Hong Kong
(1999), Xian (2000), Changsha (2001), Xian (2003), Hangzhou (2004), Shang-
hai (2005), Harbin (2006) Huangshan (2007), Shenyang (2008), Suzhou (2009),
Busan (2010), and Beijing (2011).

APWeb conferences cover contemporary topics in the fields of Web manage-
ment and WW W-related research and applications, such as advanced application
of databases, cloud computing, content management, data mining and knowl-
edge discovery, distributed and parallel processing, grid computing, Internet of
things, Semantic Web and Web ontology, security, privacy and trust, sensor net-
works, service-oriented computing, Web community analysis, Web mining and
social networks.

The APWeb12 program featured a main conference and five satellite work-
shops. The main conference had two eminent keynote speakers—Patrick Mc-
Daniel from Pennsylvania State University, USA, and Vijay Varadharajan from
Macquarie University, Australia—39 full papers, 34 short papers, and 5 demo
papers.

The five workshops reported on some recent developments and advances in
contemporary topics in the related fields of: Information Extraction and Knowl-
edge Base Building (IEKB) Data Mining for Information Security and Privacy
Intelligent Data Processing (IDP 2012) Sensor Networks and Data Engineering
(SenDe 2012), and Mobile Business Collaboration (MBC 2012).

Both main conference program and workshop sessions were of high qual-
ity owing to the strong support and commitment from their international Pro-
gram Committee. We wish to take this opportunity to thank Program Co-chairs
Michael Sheng, Guoren Wang and Christine S. Jensen for their dedication and
effort in ensuring a high-quality program. I would also like to thank Workshop
Chairs Hua Wang and Lei Zou, and each workshop organizer, for their contri-
bution to developing an interesting and attractive workshop program.

Many colleagues helped toward the success of APWeb 2012. They are Local
Arrangements Co-chairs: Jianfeng He and Guangyan Huang; Financial Chair:
Jing He; Publication Chair: Guandong Xu; Industry Chairs: Gary Morgan and
Qingzhong Li; Demonstration Chair: Chaoyi Pang ; Publicity Co-chairs: Haolan
Zhang and Jiangang Ma; and Webmasters: Zhi Qiao and Zhangwei Jiang.



VI General Chairs’ Welcome Message

We would like to sincerely thank our financial supporters and sponsors. The
following organizations generously supported and sponsored APWeb 2012: Hebei
University of Engineering, Nanjing University of Finance and Economics, Na-
tional Science Foundation of China, Kunmin University of Technology, Graduate
University of Chinese Academy of Science, and Victoria University.

We wish also to thank the APWeb Steering committee led by Xuemin Lin
for offering the opportunity to organize APWeb 2012 in Kunming.

Finally, we wish to thank the host Kunming University of Technology and the
local Arrangements Committee and volunteers for the assistance in organizing
this conference. The following members helped with the registration, accommo-
dation, and various logistics: Jing Yang, Xun Zhou, and Shang Hu.

April 2012 Xaoxue Zhang
Yanchun Zhang
Masaru Kitsuregawa



Preface

Following the tradition of the APWeb conference, a leading international confer-
ence on research, development and applications of Web technologies, database
systems, information management and software engineering, there were several
satellite workshops of the 14th Asia Pacific Web Conference Workshops held
in Kunming on April 11, 2012. This year, four workshops were organized in
conjunction with APWeb 2012, coving a wide range of topics, such as informa-
tion extraction, information security, intelligent data processing, sensor network
and business intelligence. These topics play very important roles in creating the
next-generation information technology architectures and solutions.

The high-quality program would not have been possible without the authors
who chose APWeb 2012 workshops as a venue for their publications. This pro-
ceedings volume compiles the papers selected for presentation at the following
four workshops:

e The First Workshop on Sensor Networks and Data Engineering(SenDe 2012)

e The First International Workshop on Intelligent Data Processing(IDP 2012)

e Workshop on Information Extraction and Knowledge Base Building(TEKB
2012)

e The Second International Workshop on Mobile Business Collaboration(MBC
2012)

We are very grateful to the workshop organizers and Program Committee
members who put a tremendous amount of effort into soliciting and selecting
research papers with a balance of high quality, new ideas, and novel applications.
Furthermore, we would like to take this opportunity to thank the main conference
organizers for their great effort in supporting the APWeb 2012 workshops.

We hope that you enjoy reading the proceedings of the APWeb 2012
workshops.

April 2012 Hua Wang
Lei Zou



Message from the SenDe 2012 Co-chairs

Welcome to SenDe 2012, the first Sensor Networks and Data Engineering work-
shop. Data become more and more critical in our daily life, especially the data
gathered by sensors from the physical world and data generated by people on
the Web (virtual world). SenDe 2012 focused on discussing research problems
arising from the following three aspects:

(1) Wireless sensor networks and sensor data analysis for risk mon-
itoring in the physical world. Paulo de Souza was invited to give a talk—
“Technological Breakthroughs in FEnvironmental Sensor Networks”—which
focused on the development of better sensors and more efficient sensor networks
for monitoring environments. Wei Guo, Lidong Zhai, Li Guo, and Jingiao Shi
proposed a worm propagation control based on spatial correlation to resolve
the security problems in wireless sensor network. Li Yang, Xiedong Cao, Jie Li,
Cundang Wei, Shiyong Cao, Dan Zhang, Zhidi Chen, and Gang Tang modelled
the security problem in the SCADA system for oil and gas fields into an online
digital intelligent defense process. Xiedong Cao, Cundang Wei, Jie Li, Li Yang,
Dan Zhang, and Gang Tang designed an expert system to forecast the potential
risks of geological disasters through analyzing the real-time data of the large-
scale network in the SCADA system.

(2) Efficient data processing for query and knowledge discovery. Zigiang
Deng, Husheng Liao, and Hongyu Gao presented a hybrid approach combining
finite state machines and a holistic twig matching algorithm for memory-efficient
twig pattern matching in XML stream query. Hongchen Wu, Xinjun Wang,
Zhaohui Peng, Qingzhong Li, and Lin Lin provided a PointBurst algorithm for
improving social recommendations when there are no, or too few, available trust-
relationships. Yang Li, Kefu Xu, Jianlong Tan, and Li Guo provided a method
of group detection and relation analysis for Web social networks. Xingsen Li,
Zhongbiao Xiang, Haolan Zhang, and Zhengxiang Zhu develop a method for
extension transformation knowledge discovery through further digging on the
basis of traditional decision trees. Zhuoluo Yang, Jinguo You, and Min Zhou
provided a two-phase duplicate string compression algorithm for real-time data
compression.

(3) Distributing storage and balancing workload in the cloud. Keyan
Liu, Shaohua Song, and Ningnan Zhou provided a flexible parallel runtime mech-
anism for large-scale block-based matrix multiplication for efficient use of storage.
Xiling Sun, Jiajie Xu, Zhiming Ding, Xu Gao, and Kuien Liu propose an efficient
overload control strategy for handling workload fluctuations to improve service
performances in the cloud.



X Message from the SenDe 2012 Co-chairs

We accepted 10 from 27 submissions, with an acceptance rate of 37%. Each
submission was carefully reviewed by at least three Program Committee mem-
bers. We wish to thank the invited speaker: Paulo de Souza (ICT Centre, CSIRO,
Australia), all of the authors, participants, and Program Committee members
of the SenDe 2012 workshop.

April 2012 Jing He
Guangyan Huang
Xiedong Cao



Message from the IDP 2012 Co-chairs

Intelligent data processing (IDP) has attracted much attention from various re-
search communities. Researchers in related fields are facing the challenges of
data explosion, which demands enormous manpower for data processing. Ar-
tificial intelligence and intelligent systems offer efficient mechanisms that can
significantly reduce the costs of processing large-volume data and improve data-
processing quality. Practical applications have been developed in different areas
including health informatics, financial data analysis, geographic systems, auto-
mated manufacturing processes, etc.

Organized in conjunction with the 14th Asia Pacific Web Conference (AP-
Web 2012), the purpose of IDP 2012 was to provide a forum for discussion and
interaction among researchers with interest in cutting-edge issues in intelligent
data processing. IDP 2012 attracted 21 submissions from Japan, Korea, Hong
Kong, Taiwan, China, and India with a 33.3% acceptance rate. Each paper was
carefully reviewed by two or three members of an international Program Com-
mittee (PC). Seven papers were selected to be included in this volume. These
papers cover a wide range of both theoretical and pragmatic issues related to
data processing.

IDP 2012 was sponsored by APWeb 2012. We would like to express our ap-
preciation to all members of the APWeb 2012 Conference Committee for their
instrumental and unfailing support. IDP 2012 had an exciting program with
a number of features, ranging from keynote speeches, presentations, and social
programs. This would not have been possible without the generous dedication
of the PC members and external reviewers, and of the keynote speaker, Clement
H.C. Leung of Hong Kong Baptist University. We especially would like to thank
Jiming Liu of Hong Kong Baptist University, Yanchun Zhang of Victoria Univer-
sity, and Xinghuo Yu of RMIT University for their thoughtful advice and help
in organizing the workshop.

April 2012 Chaoyi Pang
Junhu Wang
Hao Lan Zhang



Message from the IEKB 2012 Chair

Information extraction (IE) techniques aim at extracting structured information
from unstructured data sources. Some low-level information extraction tech-
niques have been well studied. Now, more IE research focuses on knowledge
acquisition and knowledge base building. This workshop focused on issues re-
lated to information extraction and building knowledge base. IEKB 2012 was
held in conjunction with the APWeb 2012 conference in Kunming, China. IEKB
2012 aimed at bringing together researchers in different fields related to informa-
tion extraction who have common interests in interdisciplinary research. There
were 11 submissions to IEKB 2012, and only five papers were accepted. The
workshop provided a forum where researchers and practitioners can share and
exchange their knowledge and experience.

April 2012 Dongyan Zhao



Message from the MBC 2012 Co-chairs

The recent advancement of workflow technologies and adoption of service-oriented
architecture (SOA) have greatly facilitated the automation of business collabora-
tion within and across organizations to increase their competiveness and respon-
siveness to the fast evolving global economic environment. The widespread use
of mobile technologies has further resulted in an increasing demand for the sup-
port of mobile business collaboration (MBC) across multiple platforms anytime
and anywhere. Examples include supply-chain logistics, group calendars, and
dynamic human resources planning. As mobile devices become more powerful,
the adoption of mobile computing is imminent. However, mobile business col-
laboration is not merely porting the software with an alternative user interface,
but rather involves a wide range of new requirements, constraints, and technical
challenges.

The Second International Workshop on Mobile Business Collaboration (MBC
2012) was held on April 11, 2012, in Kunming in conjunction with APWeb 2012.
The overall goal of the workshop was to bring together researchers who are
interested in the optimization of mobile business collaboration.

The workshop attracted nine submissions from Germany, USA, Korea, and
China. All submissions were peer reviewed by at least three Program Committee
members to ensure that high-quality papers were selected. On the basis of the re-
views, the Program Committee selected six papers for inclusion in the workshop
proceedings (acceptance rate 66%).

The Program Committee of the workshop consisted of 14 experienced re-
searchers and experts. We would like to thank the valuable contribution of all
the Program Committee members during the peer-review process. Also, we would
like to acknowledge the APWeb 2012 Workshop Chairs for their great support
in ensuring the success of MBC 2012, and the support from the Natural Science
Foundation of China (No. 60833005).

April 2012 Dickson W. Chiu
Jie Cao

Yi Zhuang

Zhiang Wu
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Keynote Speech: Technological Breakthroughs
in Environmental Sensor Networks

Paulo de Souza

ICT Centre, CSIRO, Hobart TAS 7000 Australia

Sensor networks have significantly reduced the costs of data gathering in the envi-
ronment. Real-time sensor data are being used for scientific and industrial purposes
such as calibration of forecast modeling, environmental monitoring and decision-
making processes in business impacted by environmental changes.

The development of better sensors (e.g., resistant to biofouling, more accurate or
fast) and more efficient sensor networks (e.g., design, power efficiency and commu-
nication) is making sensor data cheaper and sensor networks more attractive. It is also
noticeable the development of new information architectures addressing issues vary-
ing from simple interoperability to provenance, knowledge discovery, and data har-
vesting using ontologies and semantic principles. But all these efforts are incremental
and one could claim that they are not real technological breakthroughs.

Informed decision-making in real-time supported by an environmental sensor
network with unprecedented space coverage and time representation is still not a
common reality.

This work introduces a number of technological breakthroughs that are being pur-
suit and the challenges they represent. Once achieved, these breakthroughs will enable
the deployment of real ubiquitous sensor networks. These networks will provide the
basis of situation awareness that will support real-time decision-making processes
across domains with impact to different users and transform the way we perceive and
understand nature.

H. Wang et al. (Eds.): APWeb 2012 Workshops, LNCS 7234, p. 1, 2012.
© Springer-Verlag Berlin Heidelberg 2012



A New Formal Description Model of Network Attacking
and Defence Knowledge of Oil and Gas Field SCADA
System’

Li Yang', Xiedong Cao', Jie Li, Cundang Wei', Shiyong Cao',
Dan Zhang', Zhidi Chen', and Gang Tang’

! Southwest Petroleum University, Chengdu, 610500, P.R. China
% Sinopec Southwest Petroleum Branch, P.R. China
scncyl@126.com

Abstract. In this paper, we analyse the factors affecting the network security of a
gas SCADA system. We model the security problem in the SCADA system into
an online digital intelligent defensing process, including all reasoning judgment,
thinking and expression in attacking and defence. This model abstracts and es-
tablishes a corresponding and equivalent network attacking and defence know-
ledge system. Also, we study the formal knowledge theory of SCADA network
for oil and gas fields though exploring the factors state space, factors express,
equivalence partitioning etc, and then put forward a network attack effect fuzzy
evaluation model using factor neural network theory. The experimental results
verify the effectiveness of the model and the algorithm, which lays the founda-
tion for the research of the simulation method.

Keywords: SCADA, Factors Knowledge, Knowledge Description, Factors
Express.

1 Introduction

This article analyzes the composition and network topology structure of the oil and gas
SCADA system. We model the attacking and defense of SCADA system into an online
digital intelligent defensing process, including all reasoning judgment, thinking and
expression in attacking and defense. This model abstracts and establishes a corres-
ponding and equivalent network attacking and defense knowledge system. By the
introduction of factor neural network theory, the comprehensive consideration and
analysis of various factors including the goals and related conditions, against attack
cognitive function relation, the system state and support personnel ability level, and the
relationship between the attack factors, a formal description model of network attack-
ing and defense knowledge for the oil and gas SCADA system is proposed.

The remainder of the paper is organized as follows. We review the relevant literature
on the Network Attacking and Defence in Section 2. Section 3 then describes the
formal description model of SCADA network attacking and defence knowledge. The
attack and defense task model is presented and experimental result is discussed in

" The paper is supported by National Natural Science Foundation Project. (Grant No. 61175122).

H. Wang et al. (Eds.): APWeb 2012 Workshops, LNCS 7234, pp. 2-110] 2012.
© Springer-Verlag Berlin Heidelberg 2012



A New Formal Description Model of Network Attacking and Defence Knowledge 3

Section 4. Finally, at the end we conclude our paper in Section 5, and provide sugges-
tions for future work,

2 Related Work

The oil and gas SCADA network security defence is essentially a network attack and
defence knowledge system[1]. Network attack is the hot research on network attack and
defence field.With the wide application of Internet, a number of official
and non-governmental organizations have established gradually,such as
NIPC,CIAC,CERT and COAST,which are responsible for the research on network
attack and track the latest attack technologies.The FIRST conference is held every year
to discuss the new technologies about network attack methods.On the contrary,the
research on network defence mainly includes the architecture of network attack and
defence,model,information hiding[2] and detecting,information analysis and moni-
toring[3], emergency response and the application of network attack and defence
technologies to other industries. The development of the direction is at an early stage,
various theories and technologies on the direction arise.But in 1970s and
1980s,network defence system have such many similar functions as to result in great
waste. While all countries want to learn the lesson, but it makes waste seems inevitable
to develop technology according to their own rhythm and blance the different inter-
ests.To build network security, it is not surprising that the identical situation emerges.

Real-world network attack and defense systems consists of a variety of different sub-
System, attributes and their relationships.The understanding extent of these factors
determines the performance of offensive and defensive knowledge system. In this
paper, the formal description model of SCADA network attacking and defence know-
ledge adoptes Professor Liu Zengliang factor neural ideological framework of the
network in knowledge organization , a new factor space of SCADA based knowledge
representation and defense attack model is proposed, and the validity of the model is
verified.

3 The Formal Description Model of SCADA Network Attacking
and Defence Knowledge

3.1  Factors State Space Based on Object

The object u (comment: italic every variable in this paper) is related to factor f, which
can view the object u from the point of f, and also there is a correspondingly state f (u)
associated with it. If U and F are the sets comprising some objects and some factors,
and for any u € U, all the factors related to U are in the F, (f € F). For a practical
problem, we can always assume that there is an approximate matching. For a given
matching (u, f), a correlation, R, between the u and fis defined, written as R (u, f). Only
When R (u, f) = 1 fand u are relevant. So the u space related to f and the f space related
to u, respectively, can be defined as:
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D(f)={uEUIR (u, f) =1}
F(u)={fEFIR (u, f) =1}

Factor f (f €F) can be regarded as a mapping, and function in a certain object u (u €U)
to access to certain state f (u). f:D(f)—X(f), among them, X(f)={f(u)lu €U}, X(f) is the
state space of the f.

3.2 SCADA Formal Description of Network Attack and Defense Factors

Expression

An object is described as a network attack and defense, and the main purpose of this
paper is to build a knowledge network. We want to express their knowledge to
constitute an integrated analysis model, which builds an organizational structure of the
network attack and defense systems, rules of the state and behavior information
together so that both the knowledge representation model and a knowledge of the use of
model, information status and rules of conduct together. It is both a knowledge
representation model and knowledge of the use of model. Constitute a feasible way: the
use of factors to the structural fabric of knowledge networks, description of the
beginning declarative and procedural knowledge of the organization and packaging,
relationship with the structure of the relationship between slot elements to construct
knowledge networks in the chain of relationships, so that the whole knowledge network
system to form a framework for the node, and to the boundary chain of relational
factors[6].

Let U be the considered domain, SA is considered as an offensive and defensive
system of SCADA. A real-world SCADA network system consists of a number of
different types of subsystems, attributes and their relationship posed. According to
different perspectives from perceived and described, it will change its expression as
follows:

(SA= {ds, as, fs, yslds€ D, as€ A, fs€ F, ys€ Y, s€ S} <s>)

to express the SA offensive and defensive systems of SCADA, S = (s} is for a variety of
cognitive and describes a collection of ideas, where s describes as a cognitive point of
view or perspective.

A = {as} is a collection of objects for the behavior of the system of things, as is the
system of things can be the object of cognitive behavior, it includes all kinds of things
can be perceived, various features actors and behavior of various types of hardware and
software, and so on.

D = {ds} sets the structure of the system, it is expressed in various types of system
behavior pattern of relationships between things. Including pattern of the relationship
between the state space, patterns of behavior, state transition pattern of relationships
and constraints, and so on.
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It is expressed in a variety of explicit knowledge of the attack factors, conditions -
feature - the result of inference relations. A typical partial order of causal relationship,
and the same relationship between the source and the same results.

F = {fs} is a collection of system understanding and description of factors.

The F is expressed attacks in the planning process, and perceived and described the
various factors under s point of view a collection of state space, fs=(f+,aer,f-),Were
used to represent attack to promote state, attack inhibition state, State of the attacker. f=
(fl, uspw, pc, sev, io, nc, sc), fl represents a file variable, uspw state for the user, pc for
the process parameters, sev on behalf of system services, io represented input/output
parameters, nc for the network connection parameters, sc for the system environment
variables.

Y = {ys} for the various functions of the system state.

The Y is expressed attack planning factors involved in features state-space, for example
.the state space of f contains examination, upload, download, modify, delete, and so on.
fl= Ufli(i=1...n) is file type. This may correspond to existence of a fl factor space. In
order to cognitive and express offensive and defensive systems of SCADA network
(SA). Need to summarize and abstract of the SA. For example, the series has the same
characteristics, obey and abide by the rules of the specific acts the same things in the
abstract as a cognitive "object", similar entities that have specific traits abstract de-
scription into common factors. Offensive and defensive behavior in the specific de-
scription of the network performance factors described as a state factor.

3.3  Behavior of a Collection of Objects of Things Definition of Equivalence
Class Partition

In offensive and defensive of the SCADA network systems, need to view certain things

on the behavior of the system to classify ,performance within the domain U, § is

selected as a cognitive point of view, and S will as the basis and in accordance with an

"equivalence relation" to be classified.

[Definition 1]. Let A be a collection, R is a relation on A, R is the S point of view under

an equivalence relation on A. S point of view if the next for x, y, z € A, R (s) to meet

(1) Reflexive xR(s)x
(2) Symmetry If xR (s)yhave yR (s)x
(3) Transitivity If xR (s)y, yR (s)z then have xR (s) z

S point of view in the next, A an equivalence relation on R (s) is usually denoted by
(X)R(s) (y) or (x) R(s) (y) (x, y EA)

[Definition 2]. The equivalence relation R (S) under the A and O is called an equiva-
lence class, ifa €A, 0= {y | (¥)R(s)(a) /
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[Definition 3]. If the o is equivalence relation in R (s) of a known equivalence class A,
says the o is an abstract object for system SA in view of s, set O= { o | 0 is an abstract

object for system SA in view of s} , where O is an object set for system SA in view of s.

[Definition 4]. Set Ai is subset of the A, if A = U Ai, {Ai} is called a division level of A;
If still have AaNAS=¢ (06, Aa. AL E A)the {Ai} called a deterministic divi-

sion of A.

In the network attack and defense system, the division of the object reflects a kind of
cognitive and describes view of the things. This view is relate to the levels and relevant
of considering problems angle, the object divide into sometimes thick and sometimes
fine, this difference division degree is sometimes called the particle size of the system
of the classification .

[Definition 5]. Set R (sI), R (s2) is the equivalence relation of two different objects
division of the classification A. If there is (x ) R (s1) (y) — (x) R (s2) (y), said the R
(s1) is fine than R (s2), written for R (s1) < <R (s2).

A network attack and defense reality system SA, when one of the behaviors is divided
into different extent, the relationship between each object, and the factors of the system
chooses and the system state of expression by factor will also corresponding change. As
people have different degree division of the system into purpose, mainly in order to
make it more convenient while research and analyze the problems, research and anal-
ysis of the different angle and purpose, can have a variety of different partition to the
same system, produce all kinds of different particle size of the object, the introduction
of different kinds of system structure and factors description, to create all kinds of
different cognitive and description model. Because these cognitive and description
model of actual system is the same reflect between them, there are always some contact
and has some of the same characteristics, especially, we hope:

(1) The model should have a hierarchical relationship.

(2) In the same level, obtained by different sides of each model can be merged into a
comprehensive model.

(3) The nature of the model has a preserving between different levels. For instance, if
the original system is topology structure, the topological properties in different le-
vels of the model shall remain unchanged, if the original system is partial sequence
structure, it also should have partial order in the various models.

[Definition 6]. Says M = < < O, G >, F, X > SA is a cognitive or description model in
the view of §

If O = {0} < called objects set in the M >, where
O is the equivalent clustering of object of SA in behavior things under the view of S,
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G = {G} < called structure of M >,

g is the equivalent transformation of SA in behavior things relationship d under the

view of S,
F = {f} < called the cognitive or describe factor sets of M >,

fis cognitive and describe factors of SA which is based in the selection of £ o

under the view of .S,
X = {X] < called factor expression state set of M >, and

X is a reflected factors system state of SA while choose F as the express views under

view of S.

[Definition 7]. Set SA = (< A, D >, Fo, Y) is a practical system, A ', A has nature H. If in
the view of S, obtained by SA model system

M=<<0G>F, X>
Make s: A'—»s (A) EM,
S (A ') also has properties H, said the M is the model keep nature H of SA.

[Definition 8]. Set s/, s2 for two different cognitive and describe view, to the system
SA,

Respectively Abstract cognition and describe model

Ml =<<0lI,Gl > FI, XI >and M2 =< <02, G2 >, F2, X2 >.

If make s3 = sI © s2 is the comprehensive s/, s2, then

The M3=M1 © M2=<<03,G3>,F3,X3>=<<01,02 0 Gl ®©G2>F1 ©
F2, © X1 X2 > will call the M1 and M2 comprehensive.

Here, © said the comprehensive operational, it sure a equivalence relation R,

to V'x,y EAX)R (sl Os2)(y)<—>(x)R(s3)(y)

4 Attack and Defense Task Model

4.1 The knowledge Model of Network Attacks

The knowledge representation method is the foundation of building knowledge model,
using the state space method of factors expresses the complex knowledge of network
attack, which will easy to describe the incidence relation between a varieties of
knowledge object and make it that can describe fully and accurately the required
domain knowledge for further reasoning. In this paper, the composition of a knowledge
model of network attack is shown in Figure 1.
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Fig. 1. The knowledge model of network attack

The process of network attack is the process of information access and the elevation
prompt according to the conditions and objectives. This paper introduces attack target,
attack conditions, attack behaviour and support conditions four factors in the attack
knowledge model to describe the process of attack. Based on individual state and the
knowledge structure of the attacker and according to attack factors, knowledge acqui-
sition costs, it develop appropriate behavioral sequence, obtain operation chain of
various of attacks knowledge to achieve the goals, form the operation instruction set of
network attack, maximize attack effect and the performance ratio of the loss. Suppose a
network structure contains a number of attacks and attack conditions or target-related
technologies, knowledge, human factors, according to factor space theory constitutes
an attack conditions or attack target of the family {as} s € S, in the {as} s € s, each
implementation factors a; for function factors a, constraint factors a,. and results of
factors ay, extract. Every function factors through the son function decomposition of
orthogonal to ensure that each function independent factors, through the factors de-
termine the state space of factors function evaluation, and achieve the purpose of
comprehensive and evaluation.

To the tasks model, time events extraction, analysis and synthesis in model formed to
the formed interactive network under different task design model. The effect of the
assessment according to the method of DELPHI corresponding index weight assignment,
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define information system target protection level for G = [g1, g2, g3], among them, the
gl, g2, g3 € [1, 5), 1 is the lowest system defense strength, 5 for the highest defensive
intensity. Define against object level for V = [v1, v2, v3], among them, the v1 and v2 and
v3 € [0, 5), O for attack strength minimum, 5 for the attack strength is the highest.

The object of network attack against the task scheduling mainly according to the
following process:

(1) Using the factor to form related state space that can expression attack mission (or
child task), this will form factors object working environment.

(2) Collecting information and processing knowledge, composition a group of heuristic
rules activities that can perform certain information control and transformation,
including reduction rules or operation rule, and to specify conflict solution.

(3) According to certain control strategy implement reasoning activities which is
mainly heuristic method of operating rule, search and generate problems or sub
problem solutions, including part or the final answer.

(4) According to attack process of events expression to precede problem reduction, and
determine their orderly execute and the logical relationship.

(5) The execution environment operation, including updating of the information, additions
work environment, etc.

4.2  Experimental Verification

The penetration testers validate the model in local area network of SCADA based
on CPU? Memory size? Windows2000 professional sp4 operating system to enhance
the penetration of privileges. According the definition of network attack knowledge
model, the first is to decompose goals intended set of A= {fl,uspw,pc, sev, io,nc, sc },
it can gain target weight o (uspw) = I, according to the state of the target fs causal
selection, status is set to switch factors, f *;= Uf ={0,0,0,0 1,0, 1}, f*= {01}, 0
means factors does not exist, / means factors ex1st. Seven kinds of factors are the whole
system open to all ports, do not set system password, system open the network service
with holes, system has default user account and password, system open distance
management functions, shared directory is too 41(arge to read and write permissions and
existing operating system kernel holes. f=Uf={1,1,1,1},f= {0,1}, four kinds of
factors are opening firewall, sharing system set up close, system patch, opening intru-
sion detection. Through searching current function sets Ay =Uf; contains seven
functional attributes factors, achieving the expected functions co( F')I =1, for the attackers
ability sets aer={ access,gues,t user, spuser, root}]=(0, 0, 1, 0, 0), getting
feasible against function space X,(,)=(MS05039-2, IIS-idahack, MS06-035, IPc$,
MS-05047, MS07-029). According to testing, the use of the above attack can be changed the
user permissions by increasing the user state and then to access the target attack planning

space X.
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5 Conclusion

This paper studies the formal knowledge theory of oil and gas fields SCADA network
from the factors state space, factors express, equivalence partitioning, etc, and put
forward network attack effect fuzzy evaluation model based on factors knowledge and
defense task model using factor neural network theory. The experiments described and
verified the attacker's human factors (individual age, professional, Aggressiveness,
etc), the network connection factors (internal network, Internet) and the outside envi-
ronment factors (floods, earthquakes, landslides, etc), the internal factors of the net-
work system (all the port of the system are open, system password was not set, network
services with holes was opened in the system, the system included the default user
accounts and passwords, remote management function was opened, read-write per-
missions of the Shared directory was too excessive , kernel loophole of operating
system was existed, etc). The experimental results show that the model has good si-
multaneity and fuzziness. We can use the model to simulate a wider and deeper net-
work attacking and defense of oil and gas SCADA system.
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Abstract. In cloud, service performances are expected to meet various QoS re-
quirements stably, and a great challenge for achieving this comes from the great
workload fluctuations in stateful systems. So far, few previous works have en-
deavored for handling overload caused by such fluctuations. In this paper, we
propose an efficient overload control strategy to solve this problem. Crucial
server status information is indexed by R-tree to provide global view for data
movement. Based on index, a two-step filtering approach is introduced to elim-
inate irrational server candidates. A server selection algorithm considering
workload patterns is presented afterwards to acquire load-balancing effects. Ex-
tensive experiments are conducted to evaluate the performance of our strategy.

1 Introduction

With the rapid development of Internet technology, cloud computing has emerged as
a cutting-edge technique for large scale internet applications [11]. Cloud platforms are
popular in big enterprises because of the characteristic called elasticity provision [2].
These platforms allow people to neglect capital outlays of hardware and manage large
scale data more effectively and economically [5]. However, heavy workload fluctua-
tions even overload phenomena always cause system problems. So an effective over-
load control strategy is necessary to guarantee load balance under cloud environment.

In cloud, cost-effective services can be better supported with elasticity provision in
response to workload fluctuations [1]. But many overload control challenges related
to data movement emerge when system is stateful, intensive and interactive: firstly, it
is onerous to manage massive cheap PC in cloud, which prevents us to understand the
actual environment for making decisions; secondly, cloud systems may require fast
response with high service quality, meaning that overload has to be efficiently
processed; thirdly, as data may have workload fluctuation patterns, overload control
should consider such characteristic to guarantee the robust performance of server.

In this paper, we propose an overload control strategy to solve above challenges.
We use R-tree index, two-step pruning strategy and server selection method to find
the best server for data movement. Particularly, we make the following contributions:

e We utilize R-tree index to record crucial information (e.g. location and available
workload) of servers. Such index gives us a global view of the whole servers in
cloud to make correct data movement decisions.

e We use an index based pruning mechanism to reduce search space, and a set of
broadcasting based validation rules to filter out irrelevant server candidate, so that
overload handling can be efficiently processed.

H. Wang et al. (Eds.): APWeb 2012 Workshops, LNCS 7234, pp. 11-I8] 2012.
© Springer-Verlag Berlin Heidelberg 2012
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e We use a set of measures related to workload patterns for selecting proper server
for data movement, so as to guarantee that unexpected workload spike can be han-
dled in an effective and robust way.

The rest of this paper is organized as follows. Section 2 discusses related work. A
model is introduced to set a base for overload control strategy in section 3; Section 4
presents a two-step server pruning strategy; after that, a server selection method is
discussed in section 5; Section 6 demonstrates experimental results. At last, a brief
conclusion and the future work are mentioned in Section 7.

2 Related Work

Previous researches about overload control mainly focus on load shedding because of
limited server availability [7]. They believe that sending explicit rejection messages to
users is better than causing all users to experience unacceptable resource times [6].
Cloud computing provides an ideal base for handling access deny during unexpected
workload spikes [8, 10].

In cloud, simple elasticity provision is welcomed by stateless system in which each
server is equally capable of handling any request but is not sufficient to handle over-
load in stateful system in which only some servers have the data needed by given
request [1]. As stateful cloud systems (e.g. Facebook) become popular and have ex-
traordinary developing speed, overload control in such systems also receives increas-
ing attentions. [12] mainly discusses the importance of server numbers that should be
added. And [13] pays attention on rebalancing speed. However, these works neglect
the problem that where replicated data should be moved in stateful cloud systems.

[1] designs the SCADS Director, a control framework that reconfigures the storage
system in response to workload changes. Controller iteration is presented to discuss
moved data and servers as receiver. Although they consider the impact on perfor-
mance come from size of moved data, they do not discuss delay deriving from large
scale servers in cloud. In addition, they do not consider the server workload distribu-
tion pattern which could be used to support rational spike data movement in cloud.

3 Overload Control Model

3.1 Overload Control Mechanism

Figure 1 is the mechanism of our overload control on spike data. For each overloaded
server, the data that has most workload increase is detected for replication. We use R-
tree index to organize sever status information, so as to assist efficient server
selection. To avoid unnecessary calculations, a two-step pruning strategy is applied to
filter improper servers. Among the remaining server candidates, we optimize data
movement by selecting server according to a set of criterions related to workload
patterns of data and servers. Data movement is finally executed toward the selected
server.



An Efficient Overload Control Strategy in Cloud 13

€ Normal server

ppropriate Servers,
ﬁ Overloaded Server [Pruning Strategy
MBR

Server Candidates

Data Replication

3
Spike Data Selected Server

 NSRSH NINSE N

Storage Servers

Fig. 1. Overload Control Mechanism

3.2 Models (Data and Server)

Among features relevant to data movement, we focus on the most important ones
including size, location and workload. In our model, the atomic form of data is d=
<ds, dl, DW=, where ds represents data size; dl is data’s longitude and latitude and its
form is dl = (dl,, dl,); DW is data workload. It is a vector which is composed by |71
elements and its form is DW = (dw,, dw;,..., dw,,...,dw\n), where each ¢ indicates par-
ticular unit time interval and |71 is the total number of time intervals.
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Fig. 2. (a) Data Workload (b) Server Workload

Data workload is a straightforward characteristic that determines if there is an
overload or not. In this paper, we slice whole time dimension into several time inter-
val units because data workloads always fluctuate along time. Figure 2(a) represents
workloads changes among unit time intervals, where ¢; is particular time interval and i
is an integer in range of [1, 12]. If we neglect workload fluctuations, visiting bottle-
neck and low resource utilization rate are likely to be derived.

Server’s main attributes include the storage space, spatial location and workload.
Its workload is the sum of workload of each data stored in this server. Figure 2(b) is
an example of server workload fluctuation, where server workload in a time interval ;
is the sum of workloads of four data (d; to d4) during #. We aim to ensure server
workload to be balanced in different time intervals after data movement.

Generally, one data d, at a particular time ¢ might have multiple possible workload
values {dw,;, dw,..., dw,,}. And each possible workload value dw,, has a corres-
ponding probability p,,. We use workload expect as finally value of dw,. According to
probability theory, expect of random variable dw, can be calculated from equation (1):

E(dw,) = z dw,; D )

i=1
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4 Two-Step Server Pruning Strategy

4.1 Index Based Pruning

A massive number of servers in cloud are organized as large scale clusters in different
geographical locations far away with each other. This may prevent time-saving and
cost-effective of data movement in overload handling [5]. Meanwhile, among all
servers, the best-fit one (the server with smallest remaining workload that is big
enough to receive moved data) is preferred to use resource rationally.

In this paper, longitude, latitude and remaining workload of servers are set as x-
axis, y-axis, and z-axis respectively to build R-tree index. Index based pruning is used
to eliminate majority of servers which are improper for data movement due to physi-
cal (e.g. spatial and workload) limitations. After the index based pruning, the derived
server candidates would be a small portion of servers in whole cloud.

4.2  Broadcasting Based Pruning

Some of the servers in R-tree index returned in section 4.1 may not be active due to
the network linking to the overloaded server. So we conduct a broadcasting based
pruning to validate server candidates. In addition, threshold of storage capacity and
data transfer speed are also used to check the qualification of server candidates.

5 Server Selection Strategy

In this section, we present a novel server selection strategy to find suitable server for
data movement. The ranking of server candidates considers the matching of workload
fluctuation between moved data and servers to improve resource utilization.

5.1 Measurement on Single Time Interval

For each server candidate, we compute some statistical variables on the new server
workload after data movement to guide server selection. Especially, we have to com-
pute the covariance in addition to variance in order to incorporate data correlations
[2]. According to Central Limit Theorem (CLT), given a large number of data, we can
use the Normal distribution to model the workload distribution pattern of single server
after data movement (to this server) to acquire accurate workload demand [9].
Equation 1 in Section 3 could be used to compute data workload expect at a partic-
ular time interval. So we need calculate data workload variance in order to use CLT:

D(dw,) = E(dw,”) —[E(dw,)]? @)

Based on the data workload expect and variance, we further use equation 3 to com-
pute server workload expect u, and variance g, in the time interval ¢.

U, =E(sw,)= Zn:E(dw”.) , 0 =D(sw,)= Z D(dw,)+2)_ Cov(dw

i=1 i=1 m#n

dW"l ) (3)

tm?
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where n denotes the number of data stored in this server candidate, dw,; represents the
workload of the i-th data in the time interval ¢, and sw;, is the server workload in the
time interval t. Cov(dw,,, dwy,) is the covariance between the workload of the m-th
data and the workload of n-th data. As we do not know the joint probability mass
function p(dw;,,,dw,,) which is necessary for calculating Cov(dw,,, dw,,), we adopt a
linear programming solution, which is proposed in [3] to find the maximum cova-
riance and is more accurate than variance measure in most cases.

Hence, according to CLT, the distribution of server workload in a particular time
interval ¢ is approximated by the Normal distribution equation (equation 4).

<x u)

Flsw, <x]= dx (€]

[ e’

where random variable x in Normal distribution is the server workload demand.
Therefore, we can calculate workload demand required by all data in one server ac-
cording to above equations from 1 to 4.

5.2 Measurement on Whole Time Dimension

We further seek to measure the server workload characteristic on whole time dimen-
sion. Equation 5 is used to compute expect value of workload based on the whole
time dimension which can indicate utilization rate of resource [4].

IT|
E(SW)=> Demand(sw,)/ T | 5)

i=0

where |71 represents the total number of time intervals, Demand(sw;) denotes the
workload demand which is calculated by equation 4.

D(SW)=E(SW?*)~[E(SW)]’ (6)

Then we use equation 6 to find server workload variance in the perspective of whole
time dimension. This variable means server workload fluctuation between each time
interval. We prefer the value of workload variance on a server in whole time dimen-
sion to be small, because it means this server has a balanced workload in different
time intervals and rational resource utilization.

To balance all statistical variables above, we definite a distance to synthesize them
and to describe the penalty of data movement to a particular serve:

Distance(S) = axE(SW) + fxD(SW) + yx HW(SW) @)

where, a, £, and y denote the weights of different factors, and HW(SW) is the highest
workload value of servers observed from single time interval. The value of distance
(i.e. penalty) between moved data and server candidate is in direct proportion to
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expect, variance and the highest workload. The server with the smallest distance is the
target server for data movement.

5.3  Server Selection Algorithm

Pseudo code for the server selection is shown in Algorithm 1. Server workload fluctu-
ation can be expressed by workload variance (in the whole time dimension), which is
calculated by function compute_variance() in Line 4. Expect of server workload in all
time dimensions is used to avoid overload on candidate servers, and we calculate it by
function compute_exptect() in Line 5. Also, we calculate the highest workload of
servers by function compute_HW() in Line 6. Then distance between moved data and
server candidate is calculated according to equation 7 in Line 7. At last, we select the
server with the minimum distance as the target server to fulfill overload control.

Algorithm 1. Server Selection Algorithm
01. distance = 9// set of distance between moved data and candidates
02. For all server candidate SC do:

03. distance, = 0 // distance between moved data and i-th candidate
04. D = compute_variance() // D: variance of server workload

05. E = compute_expect() // E: expect of server workload

06. HW = compute_HW() // HW: the highest workload of server

07. distance, = xE + XD + xHW

08. distance = distance e« distance,

09. Find selected server with the minimum distance
10. Return selected server

6 Experimental Result

6.1 Experimental Settings

All experiments are carried out on a 32-bit server machine running Ubuntu 10.04.2
with Intel(R) Xeon(R) CPU E5520 clocked at 2.27GHz with 1GB RAM. We use
simulations to compare our approach with the underload strategy published in [1].
Server expect, server variance, the highest workload, running time, and expect at
spike time are selected as comparison indicators. Each experiment is carried out with
10 validations. Simulations are conducted on multiple server numbers, including 1000
(Server-1000 experiment), 10000, 20000, 30000, 40000, and 50000.

6.2 Time-Saving Effect of R-tree Index

To illustrate time-saving effect of R-tree index, we first compare the performance of
index-based overload control approach with the index-free one. As shown in figure 3
and 4 although a better variance value could be achieved by the index free approach,
index-based approach is much more efficient. Given that it is a computational inten-
sive application, index-based strategy is thus superior to the index-free approach be-
cause of much less processing time and a balanced workload distribution as well.
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We further compare our approach with the underload strategy proposed in [1]. As
shown in figure 5 and 6, our strategy has about 10 percent higher Expect values and
30 percent higher Expect values at Spike Time than those of the underload strategy,
which means that the best-fit method of our strategy contributes to increase resource
utilization. Although our approach has more sufficient resource utilization, the value
of highest workload is almost equals to that of the underload strategy (Figure 7). This
is because our strategy tends to achieve balanced workload distribution. According to
figure 8, variance values of our strategy are much lower than that of the underload
strategy. This indicates data movement under our control strategy results in more
balanced workload distribution. Therefore, our overload control strategy is an effi-
cient and balanced solution to resolve unexpected workload spike.

7
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Conclusion and Future Work

In this paper, an efficient overload control strategy is presented to handle unexpected
workload spikes in cloud. R-tree is used to organize information of server status and
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to eliminate irrelevant servers for reducing search space. To choose the best server for
data movement, a set of novel standards are used to achieve balanced workload distri-
bution and improve resource utilization. A serious experimental study is conducted
afterwards to evaluate algorithm performances. In the future, we aim to consider more
factors related to network to assist server selection in real overload control system.
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Abstract. The SCADA system plays an important role in monitoring the long
distance operation of mass pipeline network, which may experience huge
damage due to landslides geological hazards. It is critical to detect the
deformation and displacement of rock to forecast the damage of landslides
geological hazards through analyzing detailed information collected by SCADA
system. In this paper, we use advanced TDR real-time technology to monitor the
factors of rock's inclination, displacement, and humidity, and take advantage of
factor neural network (FNN) theory to build a simulation-type factor neural
network model. Particularly, based on FNN model, we design an expert system
to forecast the potential risks of geological disasters through analyzing the
real-time information of the large-scale network in the SCADA system.

Keywords: FNN, SCADA System, TDR, Geologic Hazard, Expert System.

1 Introduction

In the factor neural network (FNN) theory for information processing systems
engineering, the knowledge of the factors expression is its basis, factor neurons and
factor neural network are its formal framework. It aims to achieve the storage and
application of knowledge and to complete the engineering simulation process of the
intelligent behavior.

An expert system is a program system that includes a large number of specialized
knowledge and experience, applies artificial intelligence technology and computer
technology to a field in order to simulate human experts’ decision-making process,
such as reasoning and judgment process, and then solves complex problems which
need human experts processing. The SCADA system plays an important role in
monitoring the long distance operation of mass pipeline network, but landslides
geological hazards along the long distance pipeline is a serious threat to the normal
operation of the system. In order to timely forecast landslides geological hazards, using
advanced TDR real-time technology to monitor the factors of rock, for example,
inclination, displacement, humidity and so on. The monitoring information analyzed by

* This paper is supported by National Natural Science Foundation of China. (Grant No.
61175122).
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the FNN-based expert system can forecast the possible geological disaster and reduce
the economic loss.

The paper first apply FNN theory to establish the geological disasters expert system,
it can predict the occurrence of landslides in advance, so that people can take timely
measures to reduce the destruction of mass pipeline network. Forecasting information
present more intuitive, it uses convenient and easy to promote.

The remainder of this paper is organized as follows. The remainder of this paper is
organized as follows. In Section 2, introduces the method in this paper and the
difference to other method, and expounds the necessity of the establishment of this
expert system. In Section 3, this paper tells the SCADA system of the role in the long
distance operation of mass pipeline network and landslides for its potential damage, at
the same time introduce a monitoring technology-TDR. Then the paper describes the
characteristics of landslides and selection of parameters to be monitored in section 4. In
the most important section 3, first introduces the theory of FNN and simulation neural
network, and then further to establish an expert system prototype, explain how it works
and has the function of target.

2 Related Work

In previous pipeline transport, the monitoring of landslide most mainly focus on the
monitoring technology directly to the mountain, the technology is still relatively
traditional, the TDR technique used in this paper has been widely used in foreign
countries, while the application is still in the initial stage in China. According to the
existing data query, founding very little use of expert system for monitoring the
information to do further treatment, in order to arrive at a conclusion more directly, so
that ordinary people can also operate using, more conducive to promoting. At the same
time, this is the first attempt to use the FNN theory to represent knowledge. It is based
on the above, the paper proposes the establishment of this expert system.

3 The SCATA System and the TDR Test Technology

The SCATA system is an effective computer software and hardware system in the
production process and automation management. It is much mature in the application
and technical development. The system is composed by the monitoring center, the
communications system and the data acquisition system, and play an important role in
the far dynamic system. Through monitoring and controlling the operation equipment,
it not only can capture data of some dangerous or unattended special occasions, but also
can realize control integration. It is applied to detect geological hazards in the pipeline
network for monitoring defense system and to effectively resolve the difficult problem
of attending large-scale network.

Landslide is the slope on a certain part of the mountain geotechnical in the function
of gravity (including geotechnical itself gravity and groundwater static and dynamic
pressure), along some weak structure plane (band) to produce shear displacement and
integral to move down slope of the role and phenomenon. The activity time of the
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landslide mainly relate to the different kinds of external factors induced landslides.
Generally there are the following rules:

o  Simultaneity. Some landslide act immediately by effect of inducing factors.

®  Hysteretic nature. Some landslides occurred later than the time of the
factor-induced effects, such as rainfall, snowmelt, tsunami, the storm surge and
human activities. This lag in rainfall trigger type landslide is most obviously.

Since landslide geological hazards have great potential destruction dangerous to the
communication optical fiber of the SCADA system , real-time monitoring is necessary
for detecting the displacement, humidity of biggest mountain where the optical fiber
communication in the SCADA system, and other potential disaster response prediction.

TDR (Time Domain Reflectometry)-the Time Domain reflex testing technology is a
kind of electronic measurement technique, it is applied in the various measurement of
object form characteristics and spatial orientation. Its principle is that firing pulse
signals in the fiber, meanwhile, the reflected signals monitoring, when the optical fiber
distortion or meet outside material, the characteristic impedance can change, when test
of pulse meet optical fiber characteristic impedance change, it can produce launch
wave. Through the comparison of the incident wave and reflected wave, according to
the abnormal situation can be judged the current state of the optical fiber. The
measurement technology is applied in engineering geology exploration and inspection
work, it can detect the rock deformation displacement, humidity etc.

TDR is applied in monitoring the rock displacement and humidity. Firstly, the
optical fiber is casted in drilling hole; when the surrounding rock occur displacement, it
will shear to optical fiber and the optical fiber will produce distortion. The test pulse of
the TDR is launched into optical fiber, when the test pulse meet optical fiber
deformation, it will return to produce launch wave, and by measuring the time of arrival
of the launch wave and its extent, then the location of the optical fiber deformation and
displacement will be known, in order to determine the location of the surrounding rock
deformation and displacement. Due to the relative dielectric of the air, water, soil of
constant have very big difference, so the moisture content of different layers, the
dielectric constant is different, the rate of spread of the TDR signal in them is also
different. According to the dielectric constant of the moisture content and rock
corresponding relation, it will determine the strata of humidity.

4 Geological Disasters Forecast Model

The practice shows that the surface distribution, characteristics and the relationship of
rock mass structure decided whether the internal factors of rock mass stability or not,
and the rainfall is external factors that influence the stability. The together of internal
and external factors determine the degree of the rock mass stability, which are possible
deformation of boundary conditions. The main consideration forecast model are rock
types (7), covering layer of the rock (C), slope (S), displacement (D), friction
coefficient between rock (F), moisture (M), water pressure (P), and other factors, then
further summarized the fuzzy rules of the expert system.
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(1) Geotechnical Type. Geotechnical engineering is a material base of the landslide. Say
commonly, all kinds of rock and soil may constitute landslides, including loose
structure, and the shear strength and fight decency capacity is low, the nature changed
rock, soil, such as loose layer, loess, the red clay, shale, shale, coal formation, tuff,
schist, SLATE, the thousand pieces that under the function of the water and the hard
and soft rock and the rock strata and composed of landslide slope easily.

(2) Geological tectonic condition. When the composition of soil slope rock is separated
into discrete cutting state, it will be possible to slide down. At the same time, the
structure surface provides channels for rainfall and water flow into the slope. So all
kinds of joints and fissures, level, fault of the development of slope, especially
when parallel and vertical slope steep inclination of the slope surface structure and
the structure of the soft-hard interbreeding face development, it will most
vulnerable to slide.

(3) Topography condition. Only in certain parts of the landscape, have a certain slope,
the landslide can occur. General River, lake (reservoir), and the sea, ditch slope,
open the front slopes, railway and highway engineering building and the slope is the
easily part of the landscape landslide. When the slope is more than 10 degrees and
less than 45 degrees or the upper into ring of slope shape is the favorable terrain
produce landslide.

(4) Hydrogeology conditions. Groundwater activities play a main role in the landslide
formation. It functions mainly displays in: softening of rock, soil, reduce rock, the
strength of rock, produce the hydrodynamic pressure and pore water pressure,
internal erosion of rock, soil, increasing rock, TuRongChong, float force of
permeable rock produce , etc. Especially for sliding surfaces (band) the softening
effect and reduce the strength of the most prominent role.

5 Expert Systems Based on FNN Theory

5.1 The Knowledge of Factors Express

[Definition 1]. In the domain of the U, the atomic model of knowledge factors is a
triple, M(o)=< o,F,X>, where

o is the set of objects of the knowledge description of the U,

F is the factors set when the U is used to described the o,

X is performance status about F when F is used to described o, and

X={Xo (f) IfeF, o€o}.

[Definition 2]. In the domain of the U, the relationship between the mode of
knowledge that form of expression for the R(O)=< RM,M (0), XM >, where

RrRM is a knowledge model,

w0y 18 said atomic model of knowledge representation in knowledge model, and

xm 1s expressed structure group states and state transform relations of the atomic
model p7(0) in RM .

The atomic model of the knowledge factor expression gives a set of discrete that is
perceived described of the object, this is constituted the basis of knowledge expression
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with factors. The relationship mode of knowledge factor expression can associate with
various related knowledge or different knowledge expression, this can realize the
transformation of the different ways of knowledge and knowledge reasoning. They
provide basis of expression and processing of knowledge in using factors neural network.

5.2 The Simulation Type of Factors Neural Network

The analogous FNN is based on the analogous factor neuron, and the centered is the
object of system domain, the factors as a basis to build functional knowledge storage and
use of one's information processing unit, with external matching implicit way to complete
the processing of information. The simulation type of factors neurons and its network
mainly based on simulating the human brain nerve network system, it simulates the
behavior of human intelligence from the outside of things and macro function. The
simulation type of factors neural network is the basis of simulation type factors neurons,
the key of work is to build a functional analog characteristics of this simulation unit,
making it has the need kinds of characteristic, such as associative knowledge storage
properties, network stability properties and rapid recall function, etc.

f &
-
- -
. -
. -
. -
.
f g I
Fig. 1. The simulation type of factors neurons model
In Fig. 1, the fl ...... fm are input factors that have some connection with o, each input

factors called a perceived channel of the simulation type of factors neurons, the

g g, are output factors of the o, they represent different output response.
E,={fis fores fu}
G, ={81,855: 8,1
X, (F)={X,(F)li=1,..,m)
Y (G,)={X,(g)j=L..,m}
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For one of the simulation type of factors neurons, the external function can be used to
express byY (G,)=R(X,(F))), to build the simulation model of neurons within

the network module is to try to achieve the purpose of processing this information.
The simulation type of factors neurons achieve the process of intelligent simulation
can represent with mathematical formula:

Y =F(X,W,T),

where
(X,Y) is called the input and output collection mode of the simulation type of
factors neurons,
X is called the stimulated or input mode set,

Y is called its corresponding response or output model set, and

W, T is controllable parameters of the simulation model of neurons within the
network module.

Make the (X,Y) relatively fixed when learning, according to the network
characteristics tried to adjust W, T , to establish the above mapping relationship. Make
the W, T relatively fixed when the recalling, the simulation type of factors neurons make
Y response according to input X.

5.3  Expert System

A structure of an expert system is pot in Fig. 2, including 8 parts: Knowledge base,
Inference machine, Knowledge Acquisition, Explanatory Mechanism, Blackboard
system, Man-machine interface, Interface fro experts and Interface for users. Through
the knowledge acquisition interface establish knowledge base, in the using, users will
get fact information into the blackboard system, then the inference machine extract

Enowledge
Based

Inference Machines

\

‘ Knowledge Acquisition v-‘ ‘ Explanatory Mechanistne

¢

‘ Man-machine Interfaces ‘
» »

Blackhboard
Systerne

Experts User+

Fig. 2. Structure of Expert System
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factual information from blackboard system, it matches the knowledge base of rules
repeatedly, In this process, middle conclusion will put to the blackboard system, until
the system get the final conclusion output, according to user questions, explanatory
mechanism explain the final conclusions and the solving process.

Predictions parameters are rock types (7), covering layer of the rock (C), slope (S),
displacement (D), friction coefficient between rock (), moisture (M), and water
pressure (P).

Thus can be summed up as follows in the form of rules:

if T= Shale and S=80 degrees and M is larger

then Easy appear landslide

When the knowledge base in all of the rules that are lower than output condition, At
this point the reasoning used in Multi-stage implies fuzzy reasoning model.

Premise 1 if xis Al and y is B1, then zis Cl,else

Premise 2 if xis A2 and y is B2, then z is C2,else

Premise n if x is An and y is Bn, then z is Cn,else
Fact xis A’and y is B’

Conclusion zis C’
When “else” is Y

°

€' = U{1AOR(A;:C)INIBOR(B:C)I)
®  When “else”is M
C

= A([AOR(A:C)IN[BOR(B,:C)I)

i=1

When forecast the landslide in using of landslide parameters and rules of experience,
sometimes you can get the status display function or correlation matrix changes, in this
case, analytical methods can be used for landslide prediction. However, in actual use
the relationship between the parameters of change is very complex, so that to get these
shows the relationship is very difficult, in this case, the use of simulation type factor
neural network module to simulate and reasoning experience more feasible. For the
parameter relation is not easy to show expressed, the principle of treatment is to
establish a corresponding simulation type prediction model. Simulation type prediction
model forecast landslide mainly to learn the experience, and continuous improvement
in using.

The analogous diagnostic mode through the main experience learning to prediction
geological disasters, the function entity is chose the forward-type factor neurons as the
function entity, it is also set to reverse diagnosis function to show the results, reaction to
the people as the basis of reverse validation, continuous improvement in using later.
First of all, to establish factors space is based on analysis the monitoring parameters
and size analysis of geological disasters, the space included within the output, input
canasta system based on FNN is the combination of the modern monitoring technology
and modern computer techniques, it is can timely forecasts calculated landslides and
other geological disasters, make a prediction to the possibility of impending disaster.

The system has the following advantages:
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First, the system can auto receive the TDR factor information that monitoring
through beidou satellite, make a right judgment to the current situation of
mountain;

Second, the system can accept factor information of the monitoring mountain, and
also make a right judgment to the current situation of mountain;

Third, the system can make a detailed forecast to the current situation of
mountain; the forecast has time, scale and so on;

Fourth, the system can record the historical data about the monitoring of the
mountain factors, the historical data can store in the knowledge base, this can
constantly revised the expert system to improve the accuracy of prediction;

Fifth, in addition to these above main functions, the expert system also has good
man-machine interface.

Conclusions

The expert system based on FNN theory can make timely forecasts to landslides and
other geological disasters through dealing with the deflection, humidity, and other
factors of the rock, the factors monitored through by the TDR technology, this will
maximum extent to avoid or reduce the SCADA system of destruction from the
geological disasters, and provide a guarantee for the SCADA system which plays an
essential role in long distance pipeline transport.
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Abstract. Due to current real-time data compression algorithms is not
efficient enough, we have proposed a two-phase real-time data compres-
sion algorithm which can be very fast in data compression with high
compression rate. The algorithm can adapt to both text and binary files.
The first phase compresses the file with long common strings into short
forms. The second phase compresses the result of the first phase with
short bytes in common into the final results. We name the algorithm
TDSC Algorithm.

Keywords: Compression, Duplicate String, Hadoop.

1 Introduction

In many scenarios, especially web based online application scenarios, we need
to store and fetch large amounts of data. Sometimes these data are PB scale
and we need to put and fetch them in millisecond timescale. In these situations,
(1) data can be mostly common in structures (For example, web log usually
contains ”http://www.”). (2) I/O performance is the bottleneck of the system
performance while CPU sometimes is not fully made use of. An efficient way to
save I/O and enhance performance is real-time data compression.

A real-time compression can compress the data online, so the users can gain
the additional time and space efficiencies throughout the data life-cycle. However,
most real-time compressions in order to make them running fast are made rather
simple even cares less in its compression rate and data structure. It makes it
difficult to reduce the I/O throughput effectively.

Due to current real-time data compression algorithms is not efficient enough
especially for structured data, we have proposed a two-phase real-time data
compression algorithm which can be very fast in data compression with high
compression rate and common in use. We have found that a two-phase algorithm
can leverage the balance of speed and compression rate. The algorithm can adapt
to both text and binary files. We name the algorithm TDSC Algorithm.

H. Wang et al. (Eds.): APWeb 2012 Workshops, LNCS 7234, pp. 27-BZ] 2012.
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TDSC Algorithm compress the input data block with two phases in order,
and decompresses it reversely. The first phase compresses the input file with
long common strings into short forms. The second phase compresses the result
of the first phase with short bytes in common into the final results. We named
the first phase Long Phase and the second phase Short Phase.

2 Long Phase

Long Phase represents long common strings that may appear far apart in the
input file. The idea comes from Bentley and Mcllroy’s Data Compression Using
Long Common Strings (B&M algorithm) [I]. They have used Karp and Rabin’s
Efficient pattern-matching algorithms (K&R algorithm) [2] to find long common
strings, then feed its output into a standard algorithm that efficiently represents
short (and near) repeated strings.

For an input string of length n, the original algorithm chooses a block size m.
It processes every character by updating the fingerprint and checking the hash
table for a match. Every m characters, it stores the fingerprint.

We have made three little changes of the B&M algorithm: (1) We have changed
the resulting fingerprint to a 55-bit word, saved as a 64-bit unsigned integer,
and interpret each factor of the polynomial as an 8-bit unsigned BYTE ranged
[0,256). Because K&R proved that the probability of two unequal strings having
the same E-bit fingerprint is near 2°F, and also E x BYTE < 64bit, the 64-bit
CPU word length. (2) Instead of using ”< start,length >” where start is the
initial position and length is the size of the common sequence. We use the byte
”0x fe” to identify the encoded block. Because bytes 0z fe is unlikely to show in
normal text files and it also shows less in binary files. For original Ox fe bytes are
quoted as Oz fe fe. The next byte after 0z fe is length identification byte (LIB)
which identify the width of start and length. We store the start and length
sequentially in little endian. (3) We have used two different hash functions to
compute table size and hash index.

2.1 Data Structure
The data structure of the Long Phase is the hash table which stores the finger-

print fp and block index pos.
The size of hash table is computed as equation [Il shows.

- o

It is implemented as an array, and the index of the array hash index is computed
as equation 2

hash index = (fp & 0x7fffffff) mod size (2)
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2.2 Algorithm

Each block B can be interpreted as a polynomial b and fingerprint of the block
can be interpreted as b modulo a large prime. For d is the factor of the polynomial
and m is the length of the B, We can use Horner’s rule to express b as equation
shows.

For t is the fingerprints of the input text, ¢s is the current fingerprint, we can
calculate tsy1 in O(1) complexity. equation [l shows the recurrence of the rolling
fingerprint computing.

t5+1 == d(ts — dm71T5+1) + Ts+m (4)

However, b and t; may be very large, longer than the CPU word length. So a
large prime ¢ is chosen for equivalent fingerprint computing and f are chosen
for equivalent fingerprints, show in equation [l

fs=ts (mod q) (5)
Because of ¢ > d and ¢ > T, we make the programmable equivalent equation [6l
fo =301 Tid' mod ¢ s=1 “

fs+1 = d((fs mod q) — (d™~" mod q)Ts41) + Tom 5> 1

The implementation of the algorithm choose the modulo divisor ¢ a very large
prime, so the pseudo hit of the fingerprints in the hash table is extremely small.
The Long Phase algorithm expresses in the pseudo code as algorithm [ shows.

Welet h = d™~ ! mod g, so h will be a constant if block size m is a constant, and
line[Mof algorithm [ also can be calculated in O(1) complexity by algorithm 2

The line [[3 of algorithm [ looks up fp in the hash table and encodes a match
if one is found.

After checking the block every character in order to ensure that the block
with matching fingerprints is not a false match, we greedily extend the match
forwards as far as possible and backwards never more than b1 characters (or it
would have been found in the previous block). If several blocks match the current
fingerprint, we encode the largest match among them.

3 Short Phase

Short Phase borrows its idea from LZ77 [3] and compresses the result of the
Long Phase. Google Snappy [M] is also an LZ77 like compression algorithm.
Short Phase encapsulates the Snappy library and make a few changes.

Short Phase hashes the input string every 32 bits (4 bytes). If some hashes match,
it writes 4-byte size and current literal bytes once, afterwards it writes copy signa-
ture one or more times. The loop continues for 4-byte hash matching, until it reaches
the end of the input string or the rest is not enough for the hash matching.
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Input: T'= the string to be compressed
Data: f, m, d, q, table
Output: C = the compressed result of T’

1 h+d" ' mod g;
2 f+0;
3 fori< 0tom—1do
4 [+ (mf+T)modg;
5 end
6 for i < 0 to length[T] —m — 1 do
7 if i mod b =0 then
8 Store f to the hash table.;
9 end
10 fé (d(f — BT}) + Tim) mod g
11 if f exists in table then
12 if T[i..i + m] = T[table[f] — s..table[f] — s + m] then
13 Encode T'[i..i + m] as i;
14 end
15 end
16 end
Algorithm 1. Long Phase Algorithm
Input: a, b, n

Output: a® mod n

1 let < blk], blk — 1], ..., b[0] > be the binary representation of b;
2 result + 1;

3 for ¢ <+ k to 0 do

4 result < 2 X result;

5 if b[¢{] = 1 then

6 result < (result x a) mod n;

7 end

8 end

Algorithm 2. Modular Exponentiation

Google Snappy has a heuristic match skipping. If 32 bytes are scanned with no
matches found, start looking only at every other byte. If 32 more bytes are scanned,
look at every third byte, etc. When a match is found, immediately go back to look-
ing at every byte. This is a small loss (about 5% performance and 0.1% density) for
compressible data due to more bookkeeping, but for non-compressible data (such
as JPEG) it’s a huge win since the Short Phase quickly "realizes” the data is in-
compressible and doesn’t bother looking for matches everywhere.

3.1 Data Structure

The data structure is also a hash table which key is the hash code of the 4-byte
string and the value is the offset of the string. The hash table is used for fast
encoding of string matching. It is implemented as an array of length of power of
2. Assume N is the length of array, b is the four bytes pattern and h is the hash
code of the pattern, equation [l shows the hash code algorithm.
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N
h =b x 506832829 + log~ %2 (7)
Note that the division of log? can be implemented as right shift of X.

3.2 Algorithm

The short phase algorithm can be implemented as algorithm [l shows.

1 shift < 32 — logleble sizetl,
2 next hash < getHash(ip, shift) ;

3 repeat
4 hash < next hash ;
5 ip+—ip+4;
6 next hash < getHash(ip, shift) ;
7 if hash = next hash then
8 writeLiteral();
9 repeat
10 hash + getHash(ip, shift) ;
11 writeCopy ();
12 until hash # next hash;
13 if length —ip < 4 then
14 break;
15 end
16 end

17 until false;
18 writeLiteral();
Algorithm 3. Short Phase Algorithm

The line 2 of algorithm Blis to use equation [Bl to compute the hash code.

Compression searches for matches by comparing a hash of the 4 current bytes
with previous occurrences of the same hash code earlier in the 32K block. The
hash function interprets the 4 bytes as a 32 bit value, little endian, multiplies
by 0x1e35a7bd (equation [0), and shifts out the low bits.

4 Performance Analysis

Both of our two phase implementations of the algorithm stored the entire in-
put file in main memory and scans the input bytes only once. Meanwhile, the
algorithm only kept a small block of the data during the compression, so the
algorithm could be used to compress the data in disk with low complexity which
the only overhead is to keep the small block of the data. And the performance
bottleneck of compression would be I/0.

The experiments are done on a laptop with an Intel Celeron U3400 CPU
(1.07GHz, 64bit) and Ubuntu 11.10 amd64 operation system. We made our ex-
periment by making three text files into the same one using ”cat * .txt >
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text.txt” in Linux. The three text files ware Alice’s Adventures in Wonderland,
Paradise Lost and As You Like It from test data of Snappy [4]. The size of com-
bined file was 1185833 bytes. We compressed the text with our TDSC Algorithm
and also Snappy and GZip for comparison, the results show in table [l and [2

Table 1. Text File Compression

Algorithm Compressed Size Speed Time Cost

GZip 442005 B 15.91 M/s 62826947 ns
Snappy 639191 B 65.18 M/s 15340582 ns
TDSC 620697 B 66.85 M/s 14958797 ns

Table 2. Text File Decompression

Algorithm Speed Time Cost

GZip 94.52 M/s 10574833 ns
Snappy  135.79 M/s 7363479 ns
TDSC 133.71 M/s 7448363 ns

We also tested the binary files. We prepared an Ubuntu 11.10 amd64 ISO file
as the input file and compress the it with TDSC, Snappy and GZip. The size of
input file is 731.2 mega bytes. The results show in table Bl and @ .

Table 3. Binary File Compression

Algorithm Compressed Size Speed Time Cost

GZip 719.7 MB 9.42 M/s 77.62s
Snappy  728.3 MB 39.63 M/s 18.63 s
TDSC 724.4 MB 37.62 M/s 19.43 s

Table 4. Binary File Decompression

Algorithm Speed Time Cost

GZip 48.04 M/s 15.22 s
Snappy ~ 120.87 M/s 6.05 s
TDSC  112.48 M/s 6.51 s

The speed comparison is seen in Fig. [Il We noticed that the performance of
TDSC is much better GZip. Even though the short phase encapsulates Snappy,
the performance of TDSC is not worse than Snappy. For the long phase has
already compressed the input file and the short phase will get the not-so-large
input and make better compression rate.
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Algorithm Speed Comparison
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Fig. 1. Speed Comparison

5 TUsage Scenarios

We use the compression algorithm in our distributed columnar storage database
based on Hadoop [5]. We also put the algorithm in the column storage which is
one of our own features of Pig [6] and Hive [7]. Each column group is similar
in structure, so we propose a proper block size of Long Phase to make the put and
fetch in real-time. We also open the TDSC source code in
http://code.google.com/p/tdsc in an Apache License 2.0, so the user can
use it anywhere else.

6 Summary

We have described a Two-phase Duplicate String Compression (TDSC) algo-
rithm that effectively represents any long common strings that appear in a file
first and short common string next. We have extended the fingerprint mecha-
nisms and hash algorithm in real-time compression. We have also developed a
new way to store the common string in compression.

Our experiments have showed that the TDSC algorithm had performed very
well in the text and binary files than the traditional compression algorithm.

In the future, we will analysis the effect of different parameters in the TDSC
algorithm and try to figure out the optimal parameters of different files.
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Abstract. Twig pattern matching plays an important role in XML query
processing, holistic twig pattern matching algorithms have been proposed and
are considered to be effective since they avoid producing large number of
intermediate results. Meanwhile, automaton-based approaches are naturally
used in filtering XML streams, because Finite State Machines(FSMs) are driven
by events which conform to event-based XML parser SAX. In this paper, we
proposed a hybrid approach combining FSM and holistic twig matching
algorithm to find occurrences of twig pattern in XML streams. That is, we
locate the lowest common ancestor(LCA) of return node(s) in twig pattern,
decompose the twig pattern according to the LCA, use automaton-based
approach for processing the sub twig pattern above LCA, and regular holistic
twig pattern matching algorithm for the sub twig pattern below LCA. It only
needs to buffer the elements between the start and end tag of LCA. Experiments
show the effectiveness of this approach.

Keywords: twig pattern matching, XML streams, FSM, XML query
processing.

1 Introduction

The rich expressiveness and flexible semi-structure of XML makes it the standard
format for information exchange in different scenarios. Many Internet applications
employ a model of data stream, the characteristics of data stream differ from
conventional stored data model can be found in [1]. For XML streams, the features
are usually as follows: 1)the data elements arrive as tokens, a token may be a start tag,
an end tag or PCDATA for text of an XML element; 2)queries to XML streams are
written in XPath or XQuery, 3)the processor is driven by events raised by SAX.

XML data can also be viewed as ordered labeled tree, Figure 1,2(a) depicts a
sample XML tree fragment and a query written in XQuery.

It's easy to see that the referred elements in Figure 2(a) form a tree structure as
Figure 2(b), in which single line means parent-child(PC) relation, double line means
ancestor-descendant(AD) relation. This is the twig pattern. Twig pattern is an abstract
representation of query to XML data, given a twig pattern Q and an XML data
fragment D, a match of Q in D can be defined as a mapping from nodes in Q to
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H. Wang et al. (Eds.): APWeb 2012 Workshops, LNCS 7234, pp. 35-§2] 2012.
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site
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//f\\\\

initial reserve bidder -~ current --

\ \
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| 35 \
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Fig. 1. A Sample XML Fragment viewed as labeled tree

for $oa in doc("xmark.xml")/site//open_auction,
$i in $oa//bidder/increase, silte
open_auction
$rin $oa/freserve /

/ \
where $i > 20 and $r >= 30 @

return <result>{$oa//bidder }{$r }</result> increase

(a) (b)
Fig. 2. A Sample XQuery Expression and A Twig Pattern Query

elements in D, such that 1)query node predicates are satisfied by the corresponding
data elements, 2)the structural(PC/AD) relationships between query nodes are
satisfied by the corresponding data elements. The answer to query Q with n nodes can
be represented as an n-ary relation where each tuple(dl, ..., dn) consists of the data
elements that identify a distinct match of Q in D.

Twig pattern matching is the core operation of XML query processing, and it's
been widely studied recently[2-4]. Extensions have been made to twig pattern for
processing XQuery expressions, e.g. Generalized Tree Pattern(GTP)[5]; in this paper,
we consider the GTP with return node(s) only, which is depicted with circles as in
Figure 2(b), thus the answer consists only return nodes(s).

Automaton is naturally suited for pattern matching on tokenized XML streams, it
answers the query quickly and doesn't rely on any specific indexes, however,
automaton-based approach like YFilter[6] is more suitable for filtering XML stream,
when processing twig query with more than one return nodes as in Figure 2(b), it
conducts many post processing to compute the combined answers of multiple paths
and seems not that natural. On the other hand, regular twig pattern matching
algorithms(Twig’Stack[4], TwigList[3] etc.)process twig pattern matching efficiently,
yet rely on some indexes(region code, tag streams), while in an stream environment,
it's sometimes impossible to build the index before query evaluation because the data
has not arrived.

Motivation. We observed that: 1)normally, only the return node(s) specified in
XQuery need to be stored at processor side, such as bidder and reserve in Figure 2;
2)XML data fragment usually concerns about some topic, elements with the same tag
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appear repeatedly, and queries mainly focus on these elements and their sub elements,
such as open_auction in the previous example; every time an </open_auction>
arrives, it means that all its sub elements arrived already, so the processor can decide
whether it satisfies the sub twig query rooted at open_auction or not, and make a twig
query evaluation to output an answer, or discard the elements arrived yet. We may
carry out the query evaluation like this: decompose the twig pattern at open_auction,
which is an common ancestor of reserve and bidder, into two sub twig patterns as in
Figure 3(a)(b), for sub twig pattern above open_auction( Figure 3(a) ), build an NFA
like in YFilter, the elements above open_auction will drive the NFA to locate the
right open_auction in the stream, for sub twig pattern below open_auction, buffer
elements between <open_auction> and </open_auction>, then make a twig pattern
evaluation with a regular twig algorithm, thus, every time an </open_auction> arrives,
we're able to output an answer if this open_auction and its sub elements satisfy the
query, this is an incremental process.

open_auction

site // * ;
; open_auctjen
open”_auction Bidder 5|te @ - @ i @
|

increase

(a) (b) (e

Fig. 3. Sub Twig Patterns and NFA Built From Twig Pattern

The rest of this paper is organized as follows, section 2 describes the hybrid
approach including the framework, algorithm for constructing NFA from twig pattern,
algorithm for NFA execution; section 3 discusses related work, section 4 gives
conclusion.

2 A Hybrid Approach for Processing Twig Pattern Matching
on XML Streams

In this section, we'll give a solution to this problem: Given a GTP G and ordered
accessed XML stream S, compute the answer of G on S. The following example in
Figure 4 will be used to explain how the algorithm works, for ease of understanding,
we depicts the XML data in a tree, actually, the processor will be fed with tokens, i.e.
<al>, <bl>,<a2>,<cl>,</cl>... in order.

Fig. 4. A Sample XML Fragment and A Twig Pattern with Return Nodes
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Definition. Lowest Common Ancestor(LCA): for node(s) ny, n,,..., n;of a GTP G, v
is the LCA of these nodes if and only if: 1) v is the ancestor of n, (1<k<i), and 2) there
exists no node u, such that u is a descendant of v and u is the ancestor of ny (1<k<i).

Algorithm1: Framework

Input: a GTP query G, an XML data stream S;

Output: the answer of G against S;

1 LCA <- getLCA(G);

2 decompose G into two parts at LCA;

3 for the sub twig pattern above LCA(subTPABOVE), construct an NFA N;
4

for the sub twig pattern rooted at LCA(subTPBELOW), do the initial work
required later in twig pattern matching algorithm;

5 open S to execute the NFA N;

Algorithm1 is the framework of this solution, it first obtains the LCA of return
node(s) using getLCA(). After decomposition, LCA will be a leaf of subTPABOVE.
Constructing an NFA in line 3 is just like combining several NFAs into a single one
in YFilter, every leaf of sub twig pattern corresponds to an accepting state in NFA.
The NFA is used to locate the correct LCA element in S, then elements between
<LCA> and </LCA> will be buffered, algorithm for NFA execution(Algorithm3)
transfers control to a regular twig pattern matching algorithm(we call it
evalTwigPattern() ) such as Twig’Stack when the corresponding </LCA> arrives.

We now need an algorithm to construct NFA from a twig pattern. Notice that, there
may be several accepting states in the NFA, we say an XML fragment matches twig
pattern if it drives the NFA to all of its accepting states.

Algorithm2 : NFA Constructor

Input: a twig pattern G(G is not null);

Output: an NFA N that is equivalent to G;

1 create initial state g, of N;

2 create state q;;

3 create transition 8(gy, root[G]) = g; for the root of G;
4 foreach child X; of root[G]

5 create new state ¢.;

6 case the relationship between root[G] and X; of
7 PC:

8 create transition 8(q;, X;) = ¢,

9 AD:
10 create transition 8(q;, €) = q,;
11 create transition 8(q,, *) = ¢.;
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12 set the type of g, to "//-child";

13 create state ¢,;

14 create transition 8(q,, X;) = qy;

15 if X;is a leaf

16 set the type of new created state(g, or g,) to "accepting” and return;
17 process X; recursively;

Algorithm?2 first creates initial state g, for N, then creates transition from ¢, for
root node of G(line 1-3), next deals with root node's children(line 4-14), notice for
AD relation, there's an nil transition to an intermediate state whose type is "//-child"
and will be treated specially in NFA execution, see [6].

For the example at the beginning of this section, we obtain two sub twig patterns
and an NFA in Figure 5 through Algorithm 1 and 2.

N y@

(@) (b)

Fig. 5. Sub Twig Patterns and NFA Built From Twig Pattern

Algorithm3 : NFAExecution

Input: NFA N, sub twig pattern rooted at LCA(subTPBELOW), XML data stream
S;
Output: the answer of G against S, G is the original GTP query in Algorithm1;
/Istack is the run-time stack used to maintain nested structure of XML data
lactive_states and target_states are for state transitions
/Ibuffered is the sign whether it needs to buffer the element, i.e. whether in <LCA>
and </LCA>, it initiates to FALSE
/lcurrent_tag is raised by each event(callback method offered by SAX)
/I accepted[] are symbols used to remember whether an accepting state is covered,
initially accepted][] are all FALSE
//5is the transition table of N
1 add gy of N to active_states;
2 push active_states into stack;
3 whilenotend(S)
4 case current event of
5 START OF ELEMENT:
6 if buffered = TRUE or ( current_tag = <LCA> and TRUE =
checkLCA() )
7 store current element corresponding to current_tag into
buffer;
if current_tag = <LCA> and TRUE = checkLCA()
buffered <- TRUE,
10 foreach state g, in active_states

O oo
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11 qc <-0(qq, current_tag);

12 if q; !=null

13 add q, to target_states;

14 if g,'s type is "//-child"

15 add g, to target_states;

16 qu <'6(Qa s 8);

17 if q, !=null

18 process q, recursively for the above steps;

19 if target_states is empty

20 push a dumb state into stack;

21 else

22 active_states <- target_states;

23 push active_states into stack;

24 if there is a q in active_states such that q is an accepting state

25 accepted|current_tag] <- TRUE;

26 END OF ELEMENT;

27 pop( stack );

28 active_states <- top( stack );

29 if all accepted[] are TRUE and current_tag=</LCA>and
active_states equals to the active states before <LCA> arrives

30 evalTwigPattern( subTPBELOW, buffer );

31 clear buffer;

32 buffered <- FALSE,;

33 accepted|current_tag] <- FALSE;

When XML stream arrives to be parsed, the execution of NFA begins at the initial
state gp which is the only active state for the moment, push g, into stack. Every time a
start tag arrives, there are two conditions(line 6) to buffer the current element:
1)buffered is TRUE, this is obvious; 2)buffered is FALSE, but current_tag = <LCA>
and checkLCA() returns TRUE, in this case, current_tag is the correct <LCA>, and
checkLCA() pre-computes, for each state in current active states, check whether
there's a transition leads to an accepting state corresponding to LCA because LCA is a
leaf of sub twig pattern above LCA, if there is, checkLCA() returns TRUE, otherwise
FALSE. Next operations(line 10-18)are to make transitions, this is like YFilter except
for the * checking. After these, if farget_states is empty, put a dumb state into S,
otherwise, set active_states to target_states, and push them into stack, then check
each of the state in active_states, if there is an accepting one, set
accepted|current_tag] to TRUE, this indicates that the path whose leaf is current
element has been covered. so set accepted|[current_tag] to TRUE.

Every time an end tag arrives, backtrack the NFA to the states it was when the
corresponding start tag arrives(line 27), if current_tag is the </LCA> corresponding
to <LCA> in condition 2 above, e.g. </b2> instead of </b4>, and all accepted[] are
TRUE, it's time to do the twig pattern matching, then set the corresponding variables
to the right value. More results may be produced as the algorithm continues until the
end of stream.
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we can easily see it evaluates twig pattern matching for b1, b2, b3 and their sub
elements, there are no results for b1, and (el, d1) for b2, (e2, d2) for b3 will be
returned.

Analysis. The correctness of the solution in this section lies in the fact that
Algorithm3 locates the right <LCA> and </LCA> in stream: every time we invoke
evalTwigPattern(), the fragment that has been scanned satisfies the sub twig pattern
above LCA, line 24, 29 of Algorithm3 ensure this.

The NFA is driven by events when parsing XML stream, its running time is linear
with O(IS]), in addition, suppose the running time of evalTwigPattern() over G and
buffered elements is fun( IBl, IGl ), so the time complexity of the solution is O(ISI +
fun( IBI, IGl)), where IS is the size of XML stream, IBl is buffer size, |Gl is the size
of twig pattern.

The maximum size of run time stack S in Algorithm3 is the maximum depth of
XML stream; elements between <LCA> and </LCA> are buffered, usually we cannot
know in previous the size of buffer in the processor side, However experiments for
the given use cases show that in the normal cases, the buffer won't be too large.

Experiments. We implemented the idea above on a PC with 2.93 GHz CPU and 2GB
RAM running Windows XP and Java 1.6, three typical data sets and 9 queries
appeared in our experiments, TwigList[3] is used to implement evalTwigPattern().

Experiments show that it won't buffer too many elements to compute the correct
answers for practical queries, and the scalability of memory consumption is good,
because buffer size is bound to LCA elements, it is typically just related to the
structure/type of document and is independent of the size of documents. Detailed
experiments are ignored because of space limit.

3 Related Work

[1] is an early overview paper addressing data stream model based on relational data.
It talked about some problems and approaches for implementing a general purpose
Data Stream Management System(DSMS). Some motivating example applications
can also be found in [1]. [10] is a survey focused on XML streams, it shows that
people have done many works in this area through some projects.

XFilter[9] pioneered the use of FSMs for XML filtering, YFilter is the subsequent
work of XFilter, it exploits commonality among many path queries by merging the
common prefixes of the paths so they are processed only once.

Twig”Stack[4] is a representative Algorithm for twig pattern matching, in the first
phase, it stores the intermediate results in a complex hierarchical stack structure, then
enumerate the query results from the hierarchical stacks. Twig’Stack has good
performance and is capable of efficiently processing GTP queries. TwigList[3] comes
after and is similar with Twig®Stack, yet it uses a much more simpler data structure
and has better performance.



42

4

Z. Deng, H. Liao, and H. Gao

Conclusion

In this paper, we proposed a solution combining NFA and regular twig pattern
matching algorithm for computing answers of twig pattern on XML streams, this
solution is based on the observation that LCA of return node(s) in twig pattern
captures the semantics of twig pattern and structure of XML data. Experiments show
that it won't buffer too many elements to compute the correct answers for practical
queries. This solution is helpful for implementing XQuery on XML streams.
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Abstract. On the foundation of analyzing the existing classification, an acquisi-
tion method of extension transformation knowledge based on Decision Tree
classification has been proposed The new-bored method re-mines and trans-
forms the decision tree rules to "can’t to can, not to yes" strategy which aims to
provide targeted decision-making on the transformation of the customer churn
by flexible use of the extension set and extension transformation theory. Its
practice in a web company has proved that this method is highly feasible, and
also has the reference value for other methods research based on Extenics.

Keywords: Extension transformation, transformation knowledge, decision tree,
Rules Mining customer retention.

1 Introduction

Data mining as an important instrument for knowledge discovery has been wide-
spread concerned by scholars to support business strategy [1-2]. Especially, the deci-
sion tree classification which has stronger interpretability of classification principle is
one of the most commonly used data mining measures[1,3].However, the pattern
knowledge obtained from data mining is not practical enough.

In recent years, Extension theory [4] has been initially applied in the field of data
mining, and achieved good result. Bibliography [5] has had outlook-style description
on extension application in Data mining. Methods were exploited of the correspond-
ing potential knowledge by utilizing properties of matter element including diver-
gence, relevance, and implication, arousing our concerns on potential information
category [6]. And then analyzed the existing problem caused within the data mining
process based on extension theory, and also proposed a new data mining application
based on extension transformation through establishing matter-element set[7]. The
conception and assumption of extension classification has been presented [8] and laid
the foundation for further research.

The rest of the paper is organized as follows: In section 2 we reviewed extension
set and decision tree method for preparing our new method. In section 3 we presented
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the algorithm design and implementation of transformation knowledge in detail. Sec-
tion 4 gives a case study and show how this new methodology works. In section 5 we
conclude the paper and give future research directions.

2 Analysis of Transformation Rules Mining

2.1 Three Kinds of Set Theories on Classification

Classification can provide a reference for decision. The existing category mining is
based on classical set theory and fuzzy set theory. The classical theory requires each
object must belong to one set and only one or the other. The classical collection uses
the characteristic function of range {0, 1} to qualitatively describe whether one thing
has certain property [5]. The fuzzy set uses the membership function of range {0, 1}
to describe the degree of certain things which are undergoing differences during the
intermediate transition. Neither classical set nor fuzzy set study the changes among
the categories of things, therefore both of them cannot directly describe the conver-
sion between "non" and "is" in certain condition [5]. Frankly speaking, many things
can divided into two parts according to P property. The part which does not have the
nature of P can be further divided into two categories, one is "can be convert into
holding P property" and the other is "cannot be transformed into possessing the nature
of P" under certain condition. In the actual production, For instance, unqualified
products can turn to be qualified after some processing.

2.2 Theory of Extension Set

Extension set reflects the degree of transformation of the nature of things. Its defini-
tion can be stated as follows:

Definition 1. Set U as universe, u is any element in U, k is a mapping of U
into real domain I , the given transformation of 7T =(7,,T,,T,) refers to the

following equation.

E(T)={(w.y.y)lue TU.y=k(u)e 1.y =T,k(T,u)e I}

The above set is a extension set of U universe, y= k(u)is correlation function of

E(T). y' =Tk (T,u)is extension function of E(T).T,,T,,T, is separately the trans-
formation of universe U , correlation quasi-function K , and element u .

On the conditions of T #e, E (T)is the positive extension domain of E (T),
E (T)is the negative domain of, E, (T)is positive stable domain of E(T), E_(T)

is negative stable domainof ~E(T), J,(T)is extension bounding of E(T).
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Positive extension domain indicates that element which initially does not belong to
E turn to a part of E after the implementation of A transformation; while the Neg-
ative extension domain reflects element which initially does not belong to E remain
the same after A transformation; Positive stability domain refers to element which
originally belong to E remain belongs to E after the implementation of A
transformation, Similarly, Negative stability domain refers to element which original-
ly does not belong to E is still not part of E after A transformation. Extension
boundary refers to element which existed at the border of extension transformation
and its extension function is zero. Extension boundary describe the qualitative change
point which indicates that elements surpass the point will definitely produce qualita-
tive change. T

2.3  Decision Tree Method

Decision tree is a tree structure similar to flow chart, where each internal node
represents a test on attribute, each branch represents output of test, and each leaf node
represents a category. Decision tree as data set classifier resulted in a static subset of
classification of data which only describe the characteristics of different branches of
leaves, and therefore effective measures aiming to prevent the loss of customers only
relied on classification rules are invalid. Using matter element extension set to
represent the results of Decision tree mining so that it can transform the static rule set
into changing, dynamic extension rule set to dynamic strategy generation.

3 The Algorithm Design and Implementation of
Transformation Knowledge

3.1 The Method of Obtaining Transformation Knowledge

In order to obtain strategies of classification transformation rules turn to change
through extension transformation mining On the foundation of decision tree classifi-
cation rule connecting with extension set theory. Take A, B two types of conversion

as example.
Set up A as:
Ii’ dl’ uil
[p (M}=ipIp=| . w,| K <0K oK (T)<0iel,
d u -

r ir

J, is index set of information unit D, which meet the condition of

K,<0,K, *K, (T') <0, the later sign is similar, so no long explain

{{+(T)}={Ii|1i=(Oi,cj,vi,.),Die{D ()}.ie J[L}

.+
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Set all of relevant characteristics of ¢ (j=l,2,---,m) and dp(pzl, 2,~-,r) as

{ jO} ,change the property value of rules hold the same property in the two types of rule
based on A < B replacement transformation; there must be transformation set called
T,, which make A= B by transforming the rule existed in B but not in A through
adding transformation;

o.0)
The reliability is |D+ (T)| ,support degree is the transformation knowledge of
D (7)
'[T',which indicates that about je {j,}. if 7=(0.c;,v;) have v,eV (T),
iV AR

Ii’ dl’ M“
then D, = d,, u, |which originally belong to E will turn to not belong to

dr uir

E after the implement of T transformation, = among  which

\%4 (T) =| Min VU,Mil’l vy

o +j ielp ieJp

et} Jelio}

For example:
Through original rules
“Rule 2: (198/14, 1ift 2.7)
whether using mobile-mail services=0

POINTS <=6
the length of occupied time> 92
Type =6

class B [0.925]
Rule 3: (6, lift 2.7)
whether using mobile-mail services =1
POINTS <=6
the length of occupied time <= 795
class A [0.875]”
Obtain transformation rule knowledge
“Rule6: (6/9) support: 4.25% ID: 240-235
Under:
POINTS<=6(same)
92 < occupied time <= 795(same)
Trans:
whether using mobile-mail services=1 to =0
Add: none
class A to B [61.70%]”

ID: 240-235 is the source rule number generating transformation rule.
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Below the word "under" will list rules existed in category A but not in category
B.(add "same" signal in the rear )

Below the word "Trans:" will list rules had the same attribute but different value,
and convert the antecedent value among condition category based on target category
value

“Add: “refers to copy rules existed in B but not in A as an additional transforma-
tion condition.

“POINTS<=6", “92 < the length of occupied time<= 795”and““whether use mo-
bile-mail services=1"are the antecedent of rule knowledge, “whether use mobile-mail
services=0" and "none" are the consequent of rule knowledge.

3.2  Evaluation Index of Transformation Knowledge

Set the record number of {A} U{B}in database table as|D)|,set the record number
which correspond to antecedent in{A} as F, ,set the record number which correspond
to consequent in{A} as R, ,set the record number which correspond to antecedent of
transformation rule knowledge 7,,,in{B} as F, set the record number which corres-

pond to consequent of this in{B} as R, ,set all the record number which meet antece-
dent of rule set as F and all the record number which meet consequent of rule set as
R , set the record number which accord with A rule set in{D} as|D(A)| , set the

record number which accord with B  rule set in{D} as|D(B))|.

The accuracy rate of rules:

P, =(R,+1)/(R,+R,+2) 1)

IAB

anticipative conversion rate

T =FIF 2
the support degree of the rule
.l 5
[p(B)
the reliability
R= M “)
[R]

For instance, In the “Rule6: (6/9) support: 4.25% ID: 240-235”, 6 refers to the
record number which meet transformation condition. 9 refer to the record number
which meet antecedent of A "under" condition. support: 4.25% refers to reliability.
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3.3 Implementation Steps

1) Read in the original rule set: Take See5 decision tree software for example, the
initial rule set saved in .out text file as the form of text file, Rule format as shown
in the above example, in which 198 of rule2 represents the record number which
meet the rule in training set, 14 represents the record number which does not meet
the rule in training set, Predicting accuracy rate=(198-14+1)/(198+2) = 0.925, En-
hance degree of lift 2.7=prediction accuracy rate/ the relative frequency of occur-
rence of such class in training set. Classification rules will be read into database in
turn, stored into the rule table.

2) Pretreatment of rule set: Expurgate the same rules generated by rereading in the
process, establish keyword of full-text index and so forth.

3) Set mining parameters: Set the following parameters by user:

1) "mining rules transform from class__ into class__", such as class0, and classl,etc,
shown in the mentioned example.

2) "the number of rules have the same content >= ", such as “POINTS <=
6”and“92 < the length of occupied time<= 795" in rules 2and rule 3.

3) "the number of rules have the same content<= 7. such as the different value
of antecedent in" whether use mobile-mail services" in rule2 and rule3 in the ex-
ample.

4) "the predicting transformation rate of extension rule>= %", the conversion
rate of applying predicting extension rule=the record number consisted with trans-
formation rule in rule set/ all the record number consisted with antecedent of rule
set.

4) Tule Mining: Search for rules have many similarity and less discrepancies, by
comparing the output generated by transformation rules

5) Rule evaluation index calculation: In order to evaluate the practicality and novelty
of extension rule, you should calculate the indicators, such as accuracy rate, pre-
dicting transformation rate, support degree and credibility.

3.4  Mining Algorithm

The following shows the brief algorithm of transformation knowledge mining:

Input: The result set based on decision tree data mining (two class are respectively
represented by A and B), and the minimum record number n from elements of the
two set.

Output: matter element of A might transform into strategy of B under the condition

of T,K(T,R).

Algorithm steps:
(1) The elements in A, B should be respectively represented as multi-dimensional
matter element w, and w,,R,, and R, analysis indicate the first m matter ele-

Im

mentin W, and W,.
(2) The number of matter element for i=0 to A
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(3) The number of matter element for j=0 to B
(4) Set integer total equal to 0
(5) Set the dimension of R, as i*N, setthe dimensionof R, jas JEN;

(6) fork=0to i*N
(7) forkk=0to j* N
(8 If R
dimension of R,;

(9) total=total+1

(10) End k, kk circulation

(11) If total is greater or equal to the system input value N, then output one
transformation knowledge of R, and R,;

is the K-dimension feature, then value is the same as the value of KK-

lir

(12) End i, j circulation.

4 Case Study

A website company own a large number of charge-mail registered users. However,
some customers are lost due to the intense competition and other objective reasons.
The acquirement of the 245 rule is through applying decision tree data mining algo-
rithm to divide user into "the existing user, the freezing user and the lost user" and
predict the user type. However, it cannot acquire knowledge which promotes user
transformation from those rules, actually, the freeze user and the normal user can
transform into each other in certain condition. Finding transformation knowledge
among different users will provide wiser ways.

First of all, import all the decision tree rules into rule base. Then set the parameters
(such as transform users from freeze user to normal user) to engage in mining strategy
to come out dozens of strategies, the rule 6 of the former section 3.2 is the case in
point, from which indicates that users among the scope of POINTS<=6 and the length
of occupied time between 92 and 795 can reduce their loss, as long as advising them
not to use mobile-mail services. This intuitive transformation knowledge plays a pi-
votal role on taking effective operational measures.

5 Conclusions

The paper briefly analyzes the measures of the acquisition strategy, combined exten-
sion theory with research result to come up with strategy knowledge measures of
acquiring customer transformation through data mining and extension transformation,
and implement through designing algorithm programming. The practicality of this
method is confirmed by preliminary test. We found that there are two paths for trans-
formation knowledge mining by combining decision tree method with extension set
theory.
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1) The indirect rule mining method refers to further digging on the basis of traditional
decision tree rule. After generating a static rule set through data mining of decision
tree, coming with the second excavation of the rule set.

2) Extension strategy direct mining method refers to directly dig out transformation
knowledge on original data base by improving traditional decision tree algorithm.

The paper mainly based on the first path to achieve the acquisition of transformation
knowledge, The second path- extension strategy direct mining method get rid of the
dependence of decision tree classification rule, which have more practicality and need
further research. there would be great application prospection by taking advantage of
the result of extension theory research which connect traditional data mining with
extension set, and with extension transformation as well as extension logical theory to
dig out "can’t to can, not to yes" strategy by using methods of extension data
mining.
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Abstract. Block-based matrix multiplication plays an important role in statics
computing. It is hard to make large scale matrix multiplication in data statistics
and analysis. A flexible parallel runtime for large scale block-based matrix is
proposed in this paper. With MapReduce framework, four parallel matrix mul-
tiplication methods have been discussed. Three methods use the HDFES to be the
storage and one method utilizes the Cloud storage to be the storage. The parallel
runtime will determine to use the appropriate block-based matrix multiplication.
Experiments have been made to test the proposed flexible parallel runtime with
large scale randomly generated data and public matrix collection. The results
have shown that the proposed runtime has a good effect to select the best matrix
multiplication strategy.

Keywords: Matrix Multiplication, MapReduce, Cloud storage, HBase.

1 Introduction

Since MapReduce programming model was proposed [1], various MapReduce im-
plementations have been brought out. Apache Hadoop adopted the same architecture
with Google’s [2]. Due to the scalability, stability, efficiency, simplicity of MapRe-
duce framework, many efforts have been done to solve the scientific problems on
distribution computers with MapReduce framework. Phoenix is a shared-memory
implementation of MapReduce [3]. GraphLab [4] and Mahout [5] are two processing
approaches to parallelize the Machine Learning algorithm with MapReduce. Apache
Hama [6] is a distributed computing framework based on BSP (Bulk Synchronous
Parallel) computing techniques for massive scientific computations. Hbase, short for
Hadoop Database, is an open-source, distributed, column-oriented and KeyValue
based data management system [7]. HBase runs on top of HDFS, providing BigTable-
like capabilities for Hadoop.

Matrix multiplication is a fundamental kernel for a variety of scientific problems.
And thus many parallel algorithms have been proposed to solve large scale matrix
multiplication. Block partitioned matrix product is a common technical to parallel the
matrix multiplication on distribution computers. In this paper, four approaches are
proposed to parallel matrix multiplication on Hadoop. Among the proposed four
methods, three methods attempt to solve the Matrix multiplication using different

H. Wang et al. (Eds.): APWeb 2012 Workshops, LNCS 7234, pp. 51-59] 2012.
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MapReduce strategy and one method uses the emerging cloud storage to implement
new MapReduce strategy. The performances of these algorithms are investigated and
evaluated, and then a performance model for block based matrix multiplication with
MapReduce framework is found.

The rest of the paper is organized as follows. Section 2 presents the four approach-
es for matrix multiplication with MapReduce framework. The proposed performance
model is presented in Section 3. Section 4 describes our evaluation methodology and
experimental results and related analyses are presented, followed by conclusions in
section 5.

2 Parallel Block-Based Matrix Multiplication

2.1  Matrix Storage and Notations

For saving storage space, there are different storage formats for sparse and dense
matrix. For sparse matrix, we store each non-zero point as a triple (row, column, val-
ue); for dense matrix, we store each row of the matrix as a record like (row, [values]).

For two matrices A and B, A has dimension / * K with elements a(i, k) for 0 <i <
I and 0 < k < K, accordingly B has dimension K * J with elements b(k, j) for
0<k< K and 0 <j<J. Then Matrix C = A * B has dimension / * J with ele-
ments c(i, j), and c(i,j) = {ﬁig_l a(i, k) * b(k,j). For simplicity, we just assign an
uniform block size for each blocks, i.e., we use ib, kb, jb to index the block in matrix
A, B, and C. A[ib, kb], Blkb, jb], Clib, jb] are used to represent the block for each
matrices, then A[ib, kb] has dimension /B * KB, B[kb, jb] has dimension KB * JB, and
Clib, jb] has dimension /B * JB. Since IB maybe not divisible by /, similar for KB and
JB, dimension of margin block would less than other block. Let NIB, NKB, NJB to
denote number of blocks for /, K and J, then

NIB—I 1+1NKB—K 1+1NB—] 1+1
IB KB J JB
where 0 < ib < NIB,0 < ib < NIB,0 < jb < NJB (1)

a(i, k) € Alib, kb], ib*IB <i<min ((ib+1)*IB,I) and kb*KB < k <
min((kb + 1) x KB,K)

b(k, j) EBlkb, jbl, kb * KB < k <min ((kb+ 1) *KB,K) and jb*JB <j <
min ((jb + 1) *JB,])

¢, j) €Clib, jbl, ibxIB <i<min ((ib+1)*IB,I) and jb*JB <)<
min ((jb + 1) *JB,])

Let C[ib, kb, jb] = Alib, kb] * B[kb, jb], then

Clib, jb] = Z Clib, kb, jb] )
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Assuming matrix A, B and C have dimension 10*10, then /=10, K=10 and J=10. If we
take IB=KB=JB=4, then NIB=NKB=NJB=3, 0<ib<3,0<kb<3,0<jb<3.
The blocks partition for matrix A is shown in Fig.1.

Sl oa*2

o | Al0,2]

4%4 | ax2

A[1,1] | AlL2]

2*%4 2*%4 2%2

A[2,0] Al2,1] Al2,2]
— =

Fig. 1. Block-based partition for matrix with dimension 10*10

There are many parameters for MapReduce framework. M, and R, are taken to
represent the Map/Reduce capacity of the cluster, M and R to represent Map/Reduce
task number for a MapReduce job and 7, T,uuppers Treducer tO T€present execution time
for MapReduce job, Map tasks and Reduce tasks respectively.

T = Tmapper + Trequcer 3

Treducer = shuffle + Tsort + Treduce (4)

Tougter Tsorts Treavce denote the execution time for shuffle, sort and Reduce phase
respectively.

2.2  MapReduce Matrix Multiplication Approaches

Block-based matrix multiplication algorithm can be represented in Fig. 2. In Fig.2, A
and B are split into four blocks respectively, for exampleC[0,0] = A[0,0] * B[0,0] +
A[0,1] * B[1,0]. Matrix multiplication is carried out block by block and summed over
the output to generate the final result. Based on MapReduce framework, we split the
four algorithms into two categories based on which MapReduce phase is response for
multiplication.

_ — =
m \
s ki m e

C[0,0]=A[0,0] * B[0,0]+A[0,1] * B[1,0]

Fig. 2. Blocked matrix multiplication algorithm
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Since the performance of these strategies affected by many factors, such as net-
work status, data distribution, work balance, for simplification, some assumptions are
made through this paper. (1) All data can be filled into memory; (2) Data distribution
in each block is uniform; (3) Input data is distributed evenly on each Map task node.

2.2.1 Strategy 1

This is one approach in the reduce-side multiplication category. The algorithm works
in four steps: (1) each Map fetches input; (2) each Map emits data from A NJB times
and data from B NIB times; (3) each Reducer fetches data from the output of Map; (4)
the Reducer does multiplication and summation. In step 3, the Partitioner makes sure
that Reducer gets a whole row blocks from matrix A and a whole column blocks from
matrix B. The blocks are sequenced by: A[ib,0]1B[0, jb]A[ib,1]B[1,b]...Alib,NKB-
1]1B[NKB-1,jb], then

Riax = NIB * NJB (5)

In this strategy, A[ib, kb] is required by Reducer which is responsible for computing
Clib, jb] for 0 < jb < NJB, the Map function has to emit NJB times for A[ib, kb].
Similarly, B[kb, jb] needs to be emitted NIB times, then we can get

Dgize X NJB I %K + NIB x K ] (6)

IB, JB and M are the core parameters for this strategy. M controls the concurrency of
the Map tasks, IB and KB determinate the intermediate data size and concurrency of
the Reducer tasks. Since Map task has no influence on size of intermediate data, full
Map capacity of the cluster should be utilized. If we take n to represent the data size
fetched in shuffle phase, we can get

Tmapper X Dsize ’ Tshuffle xXn

Tsort xXn * lOg (Tl) ’ Treduce & nz (7)

If NIB * NJB increases to o times, Dy, will increase to 3 times, o = 3 (with equality
if and only if A or B is empty). When R,,,, < R. , we can use a times reducer work
concurrently. For each Reducers, shuffle phase need less data (/o times of original),
then Tguges Tsore and Trequce Will be decreased, Reduce task’s execution time will be
decreased. With Dy;, increases, execution time of Map task is increased; there are
trade-off between increase Reducer concurrency and decrease the intermediate data
size. If R4 > R, the Reduce function would run more than once (set R = R.), or
the reducer process world run more than once (set R = R,,,,) to complete the job.
Some computing node (the Reduce task runs on it) will get more immediate data,
since the node number for reducer is unchanged, and intermediate data size increased,
the total execution time will not be decreased. Based above analysis, the following
setting should be taken to achieve best performance for this strategy.

R, ifwhenR =R, T, = T},

M =M., NIB = NJB = {R’ which let Ty = T, otherwise

NIB, NJB subjct to minimal(Dy;,,) ®)
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2.2.2 Strategy 2

This is another reduce-side multiplication strategy. There are two MapReduce jobs for
this strategy. The first job works as following four steps: (1) Maps read input data; (2)
Maps emit data from A NJB times and data from B NIB times; (3) Reducers fetch data
from Map’s output; (4) Reducer do multiply to get C[ib, kb, jb]. In step 3, the Parti-
tioner makes sure that Reducer gets a block from A and a corresponding block from
B, then

Ryax = NIB * NKB * NJB 9)

The first MapReduce job just gets C[ib, kb, jb], so this strategy needs another Ma-
pReduce job to sum over C[ib, kb, jb]. The second MapReduce job works in two fol-
lowing steps: (1) Map reads and emits C[ib, kb, jb]; (2) Reducers sum up these partial
results to get C[ib, jb].

For this strategy, the parameters will be taken as equation (10).

IB—IIK—K B = 'fK>1
— 4, _RC’] _] IRC—

IK = 1,select IB,]B like strategy 1 otherwise
M =M,andR = R, (10)

2.2.3 Strategy 3

This is the map-side multiplication strategy; this strategy does multiply during the
map phase. The Map function gets one column from A and one row from B, then does
multiplication and sends the intermediate data to Reducer. Reducer just sums over
these partial results. The first MapReduce job works as following two steps: (1) Map
reads input data and emits them; (2) Reducer fetches and formats the intermediate
data. The second MapReduce job works as following three steps: (1) Map reads input
data; (2) Map does multiply and emits partial sum; (3) Reducer sums up the partial
results. The following setting should be taken to achieve the best performance for this
strategy.

R =R,
M= {Mc when M = M, T, = T, (11
M' which let T, = T, otherwise

2.2.4 Strategy 4 in HBase

The two matrices A and B are stored in the same table of HBase. The table has two
column families: matrix-A and matrix-B, there is one column in each column family.
The col-A stores the data of matrix A and col-B stores the data of matrix B in two
column families. In a row, there are one element of matrix A and one element of ma-
trix B. For A[i][k] in matrix A, the row key is defined in equation (12). For B[k][j] in
matrix B, the row key is defined in equation (13).
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Rowkey(4, i, k) = [i/IB]_[k/KB]_[i%IB]_[k%KB] (12)
Rowkey(B, j, k) = [j/JB]_[k/KB]_[j%JB]_[k%KB] (13)

The matrix A is stored by row and matrix B is stored by column, and then the data can
be fetched continuously. The matrix multiply algorithm in HBase works in two steps:
(1) Maps fetches input data, and every Map fetches a whole row blocks of matrix A;
(2) Map fetches a whole column blocks of matrix B and does multiplication.

3 Performance Model

A performance model is proposed to predict the best strategy and parameters for spe-
cific input. For the performance model, the computing capacity of the cluster, data
sparsity and data distribution of input matrices are needed to collect. As shown in the
Fig.3, Hadoop’s configuration file is analyzed to get the computing capacity of the
distribution cluster. To get the nature of the matrices, some blocks are sampled from
input file to predict the sparsity and data distribution of the matrices.

Start
N
nly fe
datain A Strategy3 | va{ MM,
e With R= R

N N

v @ M=M’when T,= T,

for map side
algorithm

Collect
cluster’s
capacity

(get Mcand Re) M

Sampling
blocks from A
and B, do

multiply, f——Y
predict
sparsity of A, B
and ¢

Strategy 1or 4
ReRe ey L with M= M,
and
NIB*NJB=R Cis mor Strategy 2 with
Subject to N sparse than M=M_ and R= R,

N NIB*B+NJB*A Aand B 1B=1, JB=J, KB=K/R.
v has minimal
non zero
R=R’when T,=T; points

Fig. 3. Workflow of the performance model

4 Experiments and Evaluation
4.1 Experiments Setup

A parallel cluster hardware environment has been setup with 9 HP DL380 servers.
Every computing node has two Intel Xeon 3.6GHz CPU processors with 8G main
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memory, 125G hard disk, and RHEL4 Linux OS. Hadoop and HBase are configured
on the cluster nodes.

4.2  Experiments and Results for Randomly Generated Matrices

Randomly generated matrices are used to do experiments. For sparse matrices, each
point has same probability to be a non-zero value. To get a stable experiment result,
each experiment case has been run twice and the average value is taken as the final
result. For strategy 2 and 3, there are two Map-Reduce jobs. T/ and 72 are taken to
represent execution time for first and second MapReduce job, so do Tapperis Tnapper2
and Tredurer]s TreducerZ .
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As shown in Fig.4, when R=8, execution time is minimal for the two experiment
data A_1000 * B_1000 and A_10000 * B_10000. When R = 16 > R, there is no
further improvement. For A_10_1000000 * B_1000000_10, this case achieves the
optimal result when R=2. For strategy 2, Fig.5 shows the experiment result of strategy
2when M=M_=8, R=R_=8. Fig.6 presents experiment results for strategy 3, the optimal
result can be got when M=8. The comparison for these three strategies is shown in
Fig.7.

4.3 Experiments and Result for Strategy 4 in HBase

For strategy 4, the performance comparison is made with strategy 1. Three randomly
generated matrices have been used, 1000%¥1000, 3000*3000 and 5000*5000. As
shown in Table.l, the strategy 4 has a better performance than strategy 1 on
1000*1000 and 3000*3000 data sets. And it has almost equal performance with strat-
egy 1 on 5000*5000 data sets.

Table 1. The result for strategy 4 in HBase

Dimensions | Store IB KB JB map reduce Tonapper Treducer T
1000*1000 | HDFS 250 250 250 16 16 15s 30s 59s
1000*1000 | HBase 250 250 250 16 0 52s 0s 52s
3000%3000 | HDFS 500 500 500 36 36 54s 3min30s 4min3s
3000*3000 | HBase 500 500 500 36 0 3min3s | Os 3min3s
5000%5000 | HDFS 1000 | 1000 |1000 |25 25 2min 4min10s 4min57s
5000#5000 | HBase 1000 | 1000 |[1000 |25 0 Smin2s | Os Smin2s

5 Conclusion

In this paper, four algorithms have been implemented for block-based matrix multip-
lication with MapReduce framework. The algorithms are classified to the “Map-side”
and “Reduce-side” categories. These algorithms are compared with different characte-
rizes of matrices. Finally a performance model has been proposed to predict the
performance for each algorithm based on cluster’s configuration and nature of the
matrices. Our contributions can be concluded as follows: 1) the core parameters for
each algorithm that highly affects the performance are analyzed; 2) we compared
these three algorithms and proposed a performance model to automatically select best
strategy and parameters for specify input and distribution computing environment.
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Abstract. With the rapid development of web social networks and its
integration into our daily lives, interactivity and participatory between
people and web have made the web social networks play an important
role in the information security, trade relations, community structures,
communication behavior and so on. This paper introduces the impor-
tant significance, the current application, the progress of the study and
research on the web social networks from the views of group detection
and relation analysis, meanwhile points out the research trend of the
web social networks from the evolution, the propagation, multi-scale,
link associated with content, and the social computing.

Keywords: Web Social Networks, Group Detection, Relation Analysis,
Information Propagation, Link Prediction, Social Computing.

1 Introduction

With the rapid development of newer media and its application, people have
taken part in the abundant social affairs increasingly through internet. Web
social networks are entity networks combined by many linking relations, for ex-
ample, people pay attention to the latest information of their friends and social
celebrities from the micro-blog websites such as Twitter and Sina Weibo, and
share their new matters with their friends and fans, or people make good friends
and play interactive games on the Facebook or RenRen. Web social networks
play an important role in people’s daily lives, the interactivity and participatory
between people and web have promoted the transformation from the social be-
havior to the web behavior, from the realistic social relations to the web social
relations, and from the social information to the web information[1].
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In recent years, with the development and perfectness of graph theory, proba-
bility theory and all kinds of geometry, web social networks also have developed
energetically, in which the research on groups detection and relations analysis is
particularly important, and the web social networks, widely used in the fields of
information security, the trade relations, the social networks services, the groups
communication behavior, the information recommendation and so on, is being
taken seriously.

2 The Research of Group Detection

The important character of web social networks is the community structure of
the network, this structure can be denoted a social network with weighted graph.
Therefore we introduce some chief algorithms as follow.

2.1 Graph Partition Method

The first heuristic method is Kernighan-Lin algorithm (KL)[2]. The algorithm
solve graph bipartition problem. But the partition by KL depends heavily on
the initial partition of the two groups, therefore, KL is used frequently for sub-
sequent optimization based on other partition algorithms[3]. The other one is
spectrum bipartition[4]. The method is based on Laplace matrix so as to solve
graph bipartition problem. The flaw of this algorithm is which only divide the
graph into two subgraghs, or even subgraphs. Some people introduce an effi-
cient max-flow method[5], and solve the min-cut between two nodes. However
graph partition need to confirm the amounts of group and even value in advance,
Therefore the method cannot be applied for community detection directly.

2.2 Sociology Method

Agglomeration algorithm: Based on the similarity between kinds of peer nodes,
we append edges to original empty-network containing n nodes and 0 edge from
the node with highest similarity peer nodes. This process can be terminated
at every node, the finally formative network can be regarded as the groups of
community. However it is apt to find the core of community, and ignore the
periphery of community. Partition algorithm: Generally we try to find the peer
nodes with lowest similarity, and remove the edge between peer nodes from
the concerned network. We can partition gradually entire network into kinds of
smaller and smaller sub-community by repeating the process. This process can
be terminated at every node equally, and we can get kinds of communities based
on current status.

2.3 Divided Method

Girvan-Newman (GN) Algorithm: The significant method of splitting is proposed
by Girvan and Newman|6]. Specifically speaking, it removes the largest side of
the interface (Betweenness) from the network through the iteration and divides
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the whole network into many communities. But in the case of unknown num-
ber of community, the algorithm can’t determine the right number of iterations.
Newman Fast Algorithm: Because of the complexity of time in GN algorithm,
[7] proposes the fast algorithm on the basis of GN algorithm, it is condensing
algorithm based on the thought of greedy algorithm. In these community struc-
tures, by choosing the biggest () value corresponding to the local, people can get
the best network community structure.

2.4 Overlapping Community Detection

In the actual network, some nodes are often shared by many communities,
it means that there is overlap between communities. The Clique Percolation
Method (CPM)|[8] is the most widely used method in the overlapping community,
the main concept of the Method: interior community has higher edge density,
and internal edges of communities may form big cliques; but it is nearly im-
possible that the edges between communities can form bigger cliques. Palla and
others propose to define the community by the percolation of k-clique, allowing
overlap exists between communities[9].

3 Analysis and Mining of Relation

3.1 Strong and Weak Relation

In “The Strength of Weak Ties” [10] published in 1973, Granovetter argues that
scholars often focus on the effect of strong ties, and to some extent, neglect the
role of weak ties. In Granovetter’s survey, American society is a society with weak
relation. Bian YanlJie, a Chinese scholar, puts forward an assumption of strong
ties[11]. Namely Chinese society is not like the society of the United States with
weak ties, but a society with strong ties. That is to say: Bian YanlJie’s theory
on strong ties is a hypothesis in the specific circumstance in China.

SNS distinguished according to the strength of ties. SNS with strong ties:
Facebook, Renren, Kaixin001, LinkedIn, Pengyou. Because of a high degree of
trust and the acquaintance with each other, the user will be very active if the
privacy control is good enough, the spread of information is confined within the
circle of friends due to its nature of low spread. SNS with weak ties: Twitter,
Sina Weibo. They have a low degree of trust because of the privacy control
problems and the broadcast mode. A piece of micro-blog news of celebrities can
be propagated to a certain depth.

3.2 Core Node Detection

“Center” is one of the focus of social network analysis. At the beginning, the
analysts of social networks discuss what kind of power individuals or organiza-
tions have in their social network, or how their center position is. This thought
is one of the earliest contents they discuss. The early authority node discovery
and links are the PageRank Algorithm[12] proposed by Google and the HITS
Algorithm[13] proposed by Jon Kleinberg.
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At present, the core node of networks is mainly found in the following ways:
measuring the importance of nodes based on the static parameter of social net-
work analysis[14], measuring by the segmentation standards in the theory of
graph partition[15]. [16] introduces core nodes detection based on frequent item-
sets of graph, [17] mines core of consortium based on the Six Degrees of Sep-
aration, and describe Shortest Path based on link weight algorithm SPLINE.
In [18], it adopts the method of Betweenness centrality in the Random walk to
measure the core members. [19] puts forward the LeaderRank algorithm to mine
the leaders of social network opinion, the results show that performance is better
than the PageRank Algorithm.

3.3 Link Prediction

The Link Prediction in the network refers to how to predict the possibility of gener-
ating links between two nodes which has not yet generate edge through the known
network nodes, the network structures, and others information[20]. In the early
studies, Markov chain was used for the predictions of network links and the path
analysis. Professor Zhou Tao with his team makes a lot of research results in the
field of the link prediction. [21] puts forward two new indexes: resource allocation
index and local path index. The new study finds the two indexes have better pre-
dictive ability. [22] analyzes the performance of the local path index in detail in
the noise intensity and the network modes with controllable network density. [23]
proposes two similarity indexes based on local random walk of network.

Another common method it that [24] presents a maximum likelihood estima-
tion algorithm for the prediction of links, this method has better accuracy in
dealing with obvious hierarchical organization networks, such as terrorist attack
networks and prairie food chains. In [25], the link prediction based on the random
block model can get better results than that of the former. Moreover, P.Zhang
et al[26] proposes an aggregate ensemble (AE) learning framework for building a
robust ensemble model that can tolerate data errors and demonstrates the supe-
rior performance, and [27] propose a new Hybrid-Frequent tree, they introduce
an innovative idea building more accurate classification models for us to improve
accuracy of prediction.

4 Development Trend of Research

4.1 Community Evolution

Community evolution chiefly studies community state based on the change times,
and analyzes the mechanism and cause which result in these changes. Community
evolution include the following changes: formation, growth, contraction, merging,
splitting, death, and so on. [28] studies firstly the community evolution, they
analyze the snapshot based on different times from NEC CiteSeer Database.
[29] analyzes systematically the community revolution firstly, the adopted data
come from the network of mobile phone in one year and the network of scientist
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collaboration based on gelatinous matter field, the experimental result show the
small community is stable, but the large one change drastically[30].

Recently, by the theory and evaluation of link prediction, [31,32] compare and
evaluate the evolution models separately, meanwhile offer bran-new views and sug-
gestion for evolution models of networks. P.Zhang et al[33,34] proposes a novel
Ensemble-tree indexing structure to organize all base classifiers in an ensemble
for fast prediction and a novel Lazy-tree indexing struture, which can automati-
cally update themselves by continuously integrating new classifiers and discarding
outdated ones. Meanwhile, [35] propose a new LCN-Index based on Map-Reduce
framework to handle continuous data stream queries in the Cloud, they open up a
new orientation for us to explore the evolution problem of time sequence.

4.2 Propagation Dynamics

In the history of human civilization, every propagation of contagion (malaria,
smallpox, measles, typhoid) is brought by human civilization; in the other way,
every large-scale contagion exert wide and far-reaching impact for human civ-
ilization. The social network process of human promotes the flow of human or
material, meanwhile accelerate the propagation speed of contagion[36]. The gist
of network dynamics is that it can reveal the influence of dynamic process on the
network topology structure, and whether or not it can reveal structural char-
acter. [37] studies the propagation of contagion on the free-scale network. In
2006, [38] indicates that synchronous dynamics process can reveal the topolog-
ical scale of network, human begin to discuss the relations between community
and network dynamics. [39] analyzes the relation between propagation dynamics
and community structure of network, meanwhile indicates the local equilibrium
state of propagation process and corresponding relation community structure.

4.3 Multi-Scale Problem

Multi-scale Detection of community arouse people’s wide concern recently, some
famous journals (such as Nature, Science, Pnas) publish these papers about
the problems. Multi-scale and hierarchy have close connection but difference.
Multi-scale problem pay much greater attention to the topological characteristic
of network on different scales, but hierarchy problem concern the hierarchical
phenomena.

4.4 Link Associated with Content

The most methods of community detection are based on the links between nodes,
but ignore the actual content behind theses nodes. [40] introduces a newer algo-
rithm of community detection by combining the similarity of content with the im-
portance of PageRank. The algorithm not only concern the links between webpages
but also the focus on the similarity of content. However this algorithm lacks topic
detection and tracking, and the interactive evolution between content and links.
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4.5 Social Computing

The online social networks are booming increasingly, which have generated much
social networks containing millions users. Wang Feiyue, from domestic academi-
cians, firstly puts forward the sponsor of “social computing”, which develop
rapidly. [41] introduces the a thorough review of the state of the art of social
computing research and application, its scientific significance and progress, and
put forward ACP methodology and practice work of “Artificial Societies” +
“Computational Experiments” + “ Parallel Execution” based on social model.
Finally the thesis outlines the major research tasks ahead of social computing
research and the corresponding future prospect.

5 Summary and Prospect

Web social networks have been studied widely in all kinds of fields, from the
views of group detection and relation analysis, this paper reviews the progress
of the web social networks, and introduces the corresponding algorithms. Mean-
while, it prospects some unresolved problems and the research trend of web
social networks, including the community evolution, the propagation dynamics,
the problems of multiple scales, the relations between content and links, social
computing, and so on. When paying attention to these problems, researchers
should know how to combine the abundant knowledge and apply to the spe-
cial web social network (for example: Twitter, Facebook) will be an important
research task on the next stage.
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Abstract. Recent threats caused by worms on wireless sensor network are rec-
ognized as one of the most serious security threats. Due to the limit of the
hardware, there wouldn’t many protect technologies applied in the sensor
nodes. Therefore, it is necessary to control worm propagation through wireless
sensor network. In this paper, we proposed two new parameters (Csc/Fsc) based
on spatial correlation to control worm propagation. Both of them can be used as
a defense approach, but also an attack technology that achieve some certain ef-
fect. A math model is built to analyze the two new parameters and simulated in
the Matlab from distribution, speed and location.

Keywords: Worm propagation, wireless sensor network, network security,
spatial correlation.

1 Introduction

Wireless sensor network (WSN) have gained worldwide attention in recent years.
These sensors are small, with limited processing and computing resources, and they
are inexpensive compared to traditional sensors. These sensor nodes can sense, meas-
ure, and gather information from the environment and, based on some local decision
process, they can transmit the sensed data to the user. [1]

Majority of the sensor network are deployed in hostile environments with active in-
telligent opposition. Hence security is a crucial issue.

As the special use of wireless sensor network, in our paper, a wireless sensor net-
work is a typically an ad hoc network, which requires every sensor node be indepen-
dent and flexible to be self-organizing. There is no fixed infrastructure available for
the purpose of network management in a sensor network. This inherent feature brings
a great challenge to wireless sensor network security. [2]

Also an ad hoc network requires spatially dense sensor deployment in order to
achieve satisfactory coverage [3, 4]. Due to high density in the network topology,
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spatially proximal sensors transmitting are highly correlated. [5] So, we proposed two
parameters based on spatial correlation to control worm propagation.

The rest of this paper is organized as follows. In Section II, we give background
and related work on worms spread modeling. Section III, present a new model
to describe worm propagation control based on spatial correlation. In Section IV,
we discuss the results of worm propagation simulations. We summarize our work in
Section V.

2 Related Works

The spreading of worms caused more damages in wireless sensor network than
internet. To the Internet, the rapid spread of worm in backbone network may lead to
service quality diminished and affect the speed of users connecting to the network.
However, to the wireless sensor network, the rapid spread of worm may cause the
damage to the physical world. Not only cause economic losses, but also lead people to
a danger situation.

Although there have been many works about spatial correlation, it is still have a lot
of work to do. James O Berger et al in [6] proposed four spatial correlation model,
spherical, power exponential and rational quadratic. Na Li et al in [7] used a new
spatial correlation model to analyzed data distortion in WSN.

Despite the worm propagation through wireless sensor network will pose a serious
threat, study in this area is still at the initial stage. Pradip De et al in [8] they develop a
common mathematical model (SIR) for the propagation in wireless sensor network.
Based on this model, they analyze the propagation rate and the extent of spread of a
malware over typical broadcast protocols proposed in the literature. Khayam, S.A et
al in [9] propose a topology aware temporal and spatial worm propagation model in
sensor networks. Although they present a closed form solution for computing the
infected fraction of the network, their model assumes a structured grid topology
and also does not consider the simultaneous effects of any recovery process on the
infection spread.

Recently, the first attack technology ikee.B for smart Bo Gu et al in [10] mention a
concept that model can be classified in two categories, namely, the proximity based
model and encounter based model. Their model belongs to proximity based model
while our work belongs to encounter based model.

3 Worm Propagation Model

3.1 Network Model

We proposed a worm propagation control model in Wireless sensor network. While
there is widespread agreement in the WSN network frame that the nodes include sen-
sor nodes and sink nodes. Information sensed by sensor nodes will aggregate and be
processed at the sink nodes, then transmitted to the high level users.
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In this paper, sensor nodes are random distributed into a large area with high densi-
ty and do not move any more if they are deployed in the network. Moreover, all the
sensor nodes in the network are isomorphic, which means that all the sensor nodes
have the equal ability of information sensing, transmitting and processing. All the
sensor nodes are modeled as omnidirectional Boolean sensing, which means that all
the nodes in the network have a fixed sensing radius, the sensing area is valid within a
circle centered by the node’s spatial position [11]. Also all the sensor nodes have a
transmitting radius which is double as sensing radius.

We define the above network by four parameters: Area S, Number of nodes N,
sensing radius Rs, and transmitting radius Rz. The network model is shown as Fig. 1.

Area: S

Number:N
@ ‘ Sensor Radius: Rs
Transmitting Radius: Rt

l

Fig. 1. Network Model

3.2  Spatial Correlation Parameter

In this part, we proposed two new parameters called Close Spatial Correlation (Csc)
and Far Spatial Correlation (Fsc). Before we introduce these two parameters, we have
to cite a Spatial Correlation model.

The Spatial Correlation Model sets up by geometry. As shown in Fig 2, the mean-
ings of symbols explained as follows:

° Ai Denotes the round region with center Si and radius Rs;

° Aij Denotes the region which is demarcated by the perpendicular bisector of

SiSj,and nextto S, butbelongsto A,;

e  dis the distance between S, and S ¥

If d <2Rs, define the correlation as

o/
K() = ——
4 =4 M
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Let @=2Rs
d2
& -arcsin 1—?—51.\/92—0,'2
K (d)= - 0<d<0 2
g’ Hz(ﬁ—arcsin\/l—gz)+d'\/92—d2
0; d>6

’
/

Fig. 2. Spatial Correlation

From analyzing the above model, we can inform thatK 9( d) only represents the corre-

lation between two nodes. In this paper, the two new correlation parameters that we
proposed try to describe the correlation of every node independently. Csc is summa-
tion of one node with all the rest nodes in WSN and Fsc multiply Csc equals 1/1000.

Csc, = Y K,y(d)-1 3)

" Csc,*1000

If one node’s Csc is high, it means that there are many nodes close to it. In Figl, the
node in the high density area will get a high Csc. On the other hand, if one node’s Fsc is
high, it means that there are few nodes in its sensing area and having a long distance to
the node location. In Figl, the node in the low density area will get a high Csc.

“)

3.3 Worm Propagation Model

Scenario: we proposed worm propagation model in wireless sensor network. Assum-
ing that every time a node only transmits with one node and once a node receive the
information from an infected node, it will be infected. If a node is infected, it sent
information to the highest Csc/Fsc node which hasn’t been infected and the distant
between the two nodes not more than Rt.



72 W. Guo et al.

Assuming that at time t the probability of node i being infected is p, , 1 is a unit of

time. Node i is infected at time t can be divided into two cases. First, the node i at
time t-1 is infected. Second, node i is infected by an infected node J at time t while
node 1 is not infected at time t-1. Clearly, p. is the sum of the above two cases.

Note that the probability that an infected node J connecting nodes i and the probabili-
ty that J is with virus are two independent events. Here we will use mathematical
models to describe the above analysis.

First, define several variables. Di, is the probability that node i is infected at time

t, so obviously Dii is the probability that node i is infected at time t-1; IB is the
probability that node i and j connected to each other, noting that :Bji is the probabili-

ty that node j connect to node i, and generally ﬂji is not equal to the probability that

node i connect to node j.
With the above analysis and variables definitions, the mathematical model we
describe is as follows:

I-p,, = (1_pi,t—l)H(1_ﬂjipj,t—l) ()

j#i
Due to the way that infected node sent information, we assume that Si is a set of

Csc/Fsc whose nodes can receive the message from Node I and haven’t been infected.
S;={Csc,/Fsc I d;<2Rt and Node is uninfected } (6)
So, If Node i can be infected by Node j, only the max of Sj equals Csc, / Fisc,.

0 Max(S,;)# Csc, / Fsc,

L= 7
P 1 Max(S,;)=Csc,/ Fsc, @

Therefore, the probability expects value that the node i at time t being infected is:

N
E=) p, =PI ®)
i=1

Above is a mathematical model of worm propagation control and we solve it by Mat-
lab. The following we will be simulating Csc and Fsc situations based on this model.

4 Simulations and Analysis

4.1 Simulation Description

The target of our simulations is to find out Csc and Fsc distribution, the speed of
worm propagation and the location of the infected node. There are many algorithm of
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worm propagation to choose as the control group, but in this paper we choose random
worm propagation causes it is easy to achieve and compare the effect with other algo-
rithms. We use the numerical analysis tool, Matlab, to derive theory results from the
mathematical model. The following is divided in two parts, Csc and Fsc and analyz-
es them from distribution, propagation speed and location of infected nodes.

4.2  Analysis on Csc Simulation Results

Figure 3-5 respectively show the distribution, speed and location of the Csc worm
propagation. In the simulations, we set N=4000, S=1600*%1600, Rt=100, Rs=50, to
keep a high density of wireless sensor network.

Fig. 3 show the distribution of Csc. It obeys the normal distribution for the reason
that nodes in the wireless network are random distributed.

Fig. 4 show the infected nodes expectation of Csc. We can draw the conclusion
that the speed of Csc is slower than random. Because every time the node choosing a
highest Csc node, it means the node choose a nearby node. In our paper, if surround-
ing nodes are all infected, this node cannot infect other nodes. This is the reason why
Csc is slower than random. So, Csc can be used as a way to slow down the speed of
worm propagation.

Fig. 5 show the location of the infected nodes when T=8 in Fig. 4, because the
number of infected nodes at T=8 is almost the same and there are enough infected
nodes to show the result. In the picture, the area of circle nodes is nearly half of star
nodes. It demonstrates that Csc is expert in worm propagation in certain area of the
whole wireless sensor network.
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Fig. 3. Spatial Correlation Distribution
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Fig. 5. Location of infected nodes

4.3  Analysis on Fsc Simulation Results

Figure 6-8 respectively examine distribution, speed and location of the Fsc worm
propagation. In the simulations, we set N=2000, S=1000*1000, Rt=100, Rs=50, to get
a higher density of wireless sensor network.

Fig. 6 show the distribution of Fsc. Because 1000*Fsc is the reciprocal of Csc, the
line is related with normal distribution.



Worm Propagation Control Based on Spatial Correlation in Wireless Sensor Network 75

Fig. 7 show the infected nodes expectation of Fsc. We can draw the conclusion that
the speed of Fsc is faster than random. Because every time the node choosing a high-
est Fsc node, it means the node choose a far node. In our paper, if surrounding nodes
are not all infected, this node can keep infected other nodes. This is the reason why
Fsc is faster than random. So, Fsc can be used as an attack way to accelerate speed of
worm propagation.
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Fig. 6. Spatial Correlation Distribution
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Fig. 8 show the location of the infected nodes when T=8 in Fig. 7, because the
number of infected nodes at T=8 is almost the same and there are enough infected
nodes to show the result. In the picture, the area of circle nodes is nearly double of
star nodes. It demonstrates that Fsc is expert in worm propagation to cover the whole
wireless sensor network.
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Fig. 8. Location of infected nodes

5 Conclusion

In this paper, based on the spatial correlation, we proposed two new parameters
Csc and Fsc. Worm propagation through Csc is slower than random way, but fast-
er in certain area of the whole wireless sensor network. On the other hand, Fsc is
faster than random and is expert in covering the whole wireless sensor network.
Both of them can be used as defense policy or an attack technology.

Acknowledgment. This work is partially supported by 863 National Hi-tech Research
and Development Program (201 1AA01A103).
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Abstract. With the rapid growth of information on the World Wide Web, social
recommendations have appeared as one of the most important roles attracting
growing attentions from researchers. Social recommendations enable a form of
efficient knowledge for users and help them share contents with others. There
are many studies in this area focusing on using trust-relationships in
recommendation algorithm, which has become a major trend in
recommendation algorithms that used for searching information precisely,
feasibly and efficiently, but they neglect how to build the trust-relationships
framework at start. In this work, an algorithm, called PointBurst, is proposed
for building a trust-relationship framework to improve the social
recommendations when there is no or too few of available trust-relationships.
Here, we first construct a graphical model based on a binary-type vertex
relationship, where discusses the explicit and potential connections among users
and recommended items. On this basis, we implement a common-used
collaborative filtering recommendation algorithm to deal with the situation of
enough available trust-relationships existing, and then present PointBurst,
which builds trust-relationship framework as a supplement. Finally, we crawl
through data from three famous recommender websites, i.e., del.icio.us,
Myspace and MovieLens and use them in experiments to show that PointBurst
can suggest relevant items to users’ tastes and perform better than collaborative
filtering algorithm in precision and stability.

1 Introduction

Recently, social recommendations have ushered in numerous studies of networking
websites which include personal applications (e.g., online communication, chatting
software, and online games) and websites that promote communal interactions (via
SNS, Web Log and Micro-Blogging, etc) [1~4]. The methods based on trust-
relationships have been under increasing research attention in recommendation
algorithms. They also provide interested users with information that is pertinent to
their previous interactions with other information, based on their user profiles and
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item descriptions [5]. Two main problems are still existing in the study of
recommendation: First, data from web is heterogeneous and it suffers from loss, noise
and other issues. Users usually maintain privacy while browsing the internet, making
the available data scarce in some respects. Second, the main character of network data
is dynamic and this applies to user interests [6] as well as the recommended items
themselves [7]. To satisfy users’ individual requirements at any moment, the stability
of data shall be considered. Recent recommendation algorithms are mainly focusing
on using the trust-relationship among users to provide recommendations, ignoring the
case of too few of available trust-relationships. Here, we present a friendship
recommendation algorithm, PointBurst, which is added into collaborative filtering
recommendation and directed at building trust-relationship framework.

The rest of the paper is organized as follows. Section 2 reviews related work and
puts it into context. Section 3 presents a graphical model based on a binary-type
vertex relationship discussing the connections among users and recommended items,
which will be used for the construction of the trust-relationship framework. Section 4
presents the implemented recommendation algorithm, and gives our main idea,
PointBurst, by code. Finally, in Section 5, data crawled from three famous
recommender websites, e.g., del.icio.us, Myspace and MovieLens have been used to
conduct an experiment showing that our algorithm PointBurst is better than previous
collaborative filtering recommendation algorithm.

2 Related Works

The development of new types of recommendation systems means that the
connections among users from networks are closer and they have formed several
social communities, known as social networks. Social networks are statistical
physical communities with the properties of networked systems, including the
Internet, the World Wide Web, and social and biological networks, and have become
the major platform for applying recommendation algorithms based on the
relationships between wusers. The usage of trust-relationships for making
recommendations, in particular, has been very successful. Schenkel suggested that the
basic concept of user trust-relationships is that users tend to believe their close friends
more than their acquaintances, and he formally presented the advantages of user trust-
relationships in recommendation system evaluation [8]. Golbeck considered trust in
social networks as the basis of recommendation algorithms and analyzed the
architecture and practical applications of FilmTrust, which is a social network
recommender website based on trust-relationships [9]. Machanavajjhala discussed the
correlation between privacy and precision in the trust-relationship recommendations
found in social networks [10]. Assent used the trust-relationship among users in a
social network to “cultivate” a small recommendation system group [11]. Li proposed
a novel recommendation method, which leverages the viral marketing in the social
network and the wisdom of crowds from endorsement network [12]. Aiming at
modeling recommender systems more accurately and realistically, Ma proposed a
novel probabilistic factor analysis framework, which naturally fuses the users’ tastes
and their trusted friends’ favors together [13]. Many studies have investigated the
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utilization of trust-relationships among users to provide recommendations, but they
rarely discuss the construction of trust-relationships before using them or their
number is too few. Thus, we mainly focus on trust-relationship framework
construction in social networks.

3 Graph Model

The entities found in social networks can be cast into a graphical model, which
represents the different elements of a social network and their mutual relationships.
The model is represented as a network G = (V,E ) where V represents a set of vertices

and each vertex can either represent a user or an item (a message, a product or others
waiting to be recommended to users, such as a film from FilmTrust, a picture from
Flickr, or a movie from YouTube). E represents a set of edges. Each edge connects
two vertices and it represents a type of relationship between them. Edges can be
weighted in different ways, depending on the applications built on top of the graph
(via classmates in Facebook, friendship in Myspace, or owning the same movie
between users in MovieLens, etc). There are many different types of vertices and
edges, but they can be divided into two main types, i.e., relations between vertices of
the same type and relations between vertices of the different types.

3.1 Relations between Vertices of the Same Type

Relations between vertices of the same type can be divided into two parts: The first
group is connections between users, i.e., friendships. The second group is clusters,
which represent the relations between items.

A: parents, children
& companion
& B: relatives, colleague

& classmates

@ C: acquaintance

Fig. 1. The relationships among users of three levels
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Friendship

A friend of a user can take many forms. A user might have talked with someone
finding that they share a common interest with the user, so they keep them as a friend,
formally. A friend can also come from other social network community after an
introduction from another friend that the user doesn’t know well. If a user u has an
edge connection with a user #’, no matter how u’ comes, he is defined as a friend of u.
Friends cab help users find interesting items as a reference within a reasonable
amount of time. Friends of a user u can be divided into three levels of groups
depending on to how close friends are to the user u illustrated by Fig. 1.

Generally, a friend from the group A is closely connected to the user u and they
share the same beliefs and hobbies (no risks). Friends from group B are rated lower
than A, and u should consider the suggestion carefully. Recommendation from group
C might be used for reference, but they may be taking a risk when trusting them. The
gaps among these groups are not strict. Here we give the formal definition of
friendship.

Friendship of User u (User u’, String group, float strength score)

Each user u has a friend list that maintains their data. It holds the set of users U, that
contains all users such as u’ that have a connection with u. group represents the level
of group that u’ belongs to, which is represented by A, B, or C. strength score
indicates the level of proximity to user #’ in the same group, where a higher score
represents a closer relation with user u. All this information can help the user u to
maintain records of friends that are determined by the user himself.

Cluster

When two items belong to the same series, type or other form of the same species,
they can be placed into a same cluster to show they are alike. Using the items that are
contained in the same cluster can easily determine the similar items. Our implemented
definition of a cluster is given below:

Cluster of Item i (Item i’, float similar score)

For each item i, similar items can be determined such as i’ depending on their
clusters. Furthermore, the similar score can show the similarity between items i and
i’, where a higher score shows that they are more alike within a same cluster.
Furthermore, this may indicate that a user is interested in both or neither of them.

3.2  Relations between Vertices of the Different Type

For short, the relation between vertices of the different types is the relation between a
user and an item, i.e., tagging.

Tagging of User u (Item i, Tag ¢, float item score, float tagging score)

Tags are employed to remind users of relevant items. Each tag must be tagged by at
least one user, and it must be related to at least one item. The item score indicates the
attitude of user u towards item i, where a higher score represents greater interest.
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The most important concept is the tagging score, which shows how many times u has
used this tag. A tag can help identify user topics, so the highest score attributed to a
tag will be a user’s favorite topic.

Our study was mainly focusing on building trust-relationships among users on the
base of collaborative filtering recommendation, so, we will first proposed a common-
used collaborative filtering recommendation, which can handle the algorithm when
there are enough trust-relationships. Then, on this basis, our main idea, PointBurst, is
provided to deal with the situation of limited amount of trust-relationships using the
graphical model listed above.

4 The Proposed Methods

Current global popular recommender websites, such as MovieLens and FilmTrust,
mainly use collaborative filtering recommendation algorithms. These algorithms shall
be generalized to be the foundation of our main idea.

4.1 Collaborative Filtering Recommendation

In general, collaborative filtering recommendation systems aim to provide
personalized recommendations of items to users based on their previous behavior and
other information gathered from item descriptions and user profiles [14]. In this
section, the theoretical model of collaborative filtering recommendation algorithm
will be given.

Each item in our theoretical model has an Item Score. This is computed by User
Score, which is given by a registered user. It is assumed that U, represents the set of
users who give a score to item x. S, represents the score that given to item x by user u
after viewing the item, where ue U, and the score ranges from 1 to 5. In this

system, 1 indicates that # considers that item x is of least value. S, 1s the total score
for item x, which is computed from all of the scores given by all the users in U,, and
can be used to rank items with our algorithm. The top 10 items consist of an item list
known as Item Top 10. Experienced users give scores to the items and C; will be set,
known as the Evaluation Weight, for each of the registered users. When a new
registered user gives a score to an item for the first time their C; will be set at 1, and
this increases by +1 whenever they give a score. Higher scores mean that a user has
more scoring experience. In general, S, . is calculated as follows:

Sxft()tal = ZSxfi Xci / Zcx (1)

ieU, ieU,

S0t has to be updated whenever there is a new user u scores item x, so the new total
score of item x will be:

Sxftotal =aXx Sxfu + (l - C{)X Sxftaal (2)
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where ¢ stands for the weight coefficient, ranging from O to 1. It can be computed as
follows:

=(2xc, )| >.c +c, 3)

ieU,

After we get the total score for item x, the Item Top 10 ranking for users can be
constructed to view, and also provide recommendation of interest. When S, s > L (a
user’s limitation or preference), the system will automatically recommend item x to
user u (if this user has set a threshold to avoid low level items).

4.2  PointBurst: A Recommendation Algorithm towards Building
Trust-Relationship Framework

Collaborative filtering recommendation algorithm need to capture more information
from users. However, it is common that users trust recommendations of close friends
better than the recommendations from system [15]. Also, some users will have little
interaction with the system and don’t care much for Items Top 10, or these users
might not give a score after they have viewed items and makes the recommendation
system redundant [16]. However, PointBurst can help.

This recommendation allows users to maintain a friend list that keeps a record of
his common friends. If a user fails to score any items, our algorithm will make a
recommendation based on the friend list. The flowchart of our algorithm is shown in
Fig.2. When a user makes his query using this platform, collaborative filtering
recommendation will begin immediately. If the user doesn’t accept this
recommendation and has so few of trust friends, PointBurst will be activated. The
items / that selected by user will determine the cluster C to which they belong. A
record of the items I’ will be maintained in C, and then locate the users U who own

the items in I’. The set of users, U, are known asU After the comparison of

original *

similarity, we finally get the set of trusted users, U The equation for the

selected *

similarity is given below:

‘inf set(u A u')‘

Similarity(u, M') =ax ‘inf Sef(u)‘

“)

Where inf sef(u) and inf set(u A u') represents the items selected by user u and
the items selected by both u and u’, ¢ represents coefficient and S represents a user

threshold. When Similarity(u,u')> S ( u'e U ) , u will be placed

original
intoU

will be determined. The values of & and S will be determined in experimental
section. The whole process of our algorithm, PointBurst, is given here, and it is
supposed that the query user u has selected a set of items I consisting of i, i...i, and
S represents the threshold of u to avoid low level items.

Using the algorithm provided above, the set of trusted users, U

selected * selected
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Collaborative Filtering
PointBurst

Social Network
Recommendation

‘ Selected Information ‘

Find the cluster contains these
information

Remain all the information belong to the
cluster

( End RFnendshlpd i
ceomie ‘ Find Users Keep these cluster ‘
v

| Select by Similarity |

|

Selected Users

Do users have their trus
users?

End

Looking for
Trust Users

Fig. 2. The flowchart consists of collaborative filtering recommendation and PointBurst

In this paper, we will conduct a reasonable experiment to show that our algorithm,
PointBurst, is better than collaborative filtering recommendation in providing
recommendations to users’ requirements, both in precision and stability.

5 Experiments

5.1 Data Collections and System Configuration

Before this section, different types of data have been crawled through from three
famous information recommender websites: del.icio.us, Myspace and MovieLens, and
they are used as the basic data sets in our experiment to show the effectiveness and
precision of PointBurst. The introductions of these data from them are given below:

1. del.icio.us: The world’s largest bookmark website (http://del.icio.us/ ) at presents,
and we have crawled 389 users, 754 bookmarks, and 1096 tags from there.
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2. Myspace: One of the most influential Social Networking Services, and 347 users
and 777 friend relationships have been crawled from this website
(http://www.myspace.cn ). Besides, each user has an explicit friend list.

3. MovieLens: One of the most powerful recommender website concentrates on
movie-recommended research, and we have gotten 486 users, 605 movies with 8§93
related marks, and 717 friend relationships. Though some users don’t have explicit
friends but their connections still exist.

Before giving the comparisons of these data, we must confirm the values of two
essential coefficients, which are set in Equ. (4) of section 4, where has presented our
equation for similarity.

Here, the values of & and S are determined according to our data from these
websites in order to make the precision of recommendation algorithm higher. From
the statistical analysis of our current data, almost 62.19% users have their friend list,
and if item score is set ranging from 1 to 5(higher score means a better evaluation to
this item from the user), most of the users will set 3 or 4(almost 46% for each) as their
Limitation S. Thus ¢ ranges from 8.034 (3 + 0.3734)to 10.713 (4 +0.3734).

We now set up our main parts of the experiment. Firstly, the three data sets from
websites are preprocessed: The friend list of each user in data from del.icio.us has
been removed, so they can’t get recommendations from friends they have recorded,
but to resort to our algorithm; Most of the users, almost 70% in data sets of Myspace,
have their friend list without preprocessing, that means the majority of users will get
recommendations by collaborative filtering method, except for a small number of
users who don’t keep a record of friends originally; parts of users’ friend lists in data
collected from MovieLens are removed, making almost 25% users still keep a record
of close friends. All the users from these three data will attend in our experiment, and
we have gotten permission from them. In order to compare the precision and stability
between PointBurst and collaborative filtering recommendation algorithm in these
three different situations, three pairs of comparisons are given as follows:

1. PointBurst recommendation algorithm based on del.icio.us data set (PBRAD) and
collaborative filtering recommendation algorithm based on del.icio.us data set
(CFRAD).

2. PointBurst recommendation algorithm based on Myspace data set (PBRAM) and
collaborative filtering recommendation algorithm based on Myspace data set
(CFRAM).

3. PointBurst recommendation algorithm based on MovieLens data set (PBRAL) and
collaborative filtering recommendation algorithm based on MovieLens data set
(CFRAL).

In order to make the differences of experiment results more obvious, we set the value
of & =9.5 and S=3. All the methods are implemented in Java Language with
Myeclipse 6.5 platform and used MYSQL Server 5.0 to generate answers.
Experiments are run on PCs with Intel R 2.93GHz CPU and 4G memory under
Window 7 operating system.

Precision is the main performance evaluation in our experiment, and the equation
of computing precision is given below:
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S )
Pr ecision = —==1% 2 100% 5)
Total

Where St 4 ormries TEPresents the total number of the user u who have chosen the same

item with one of the trusted users given by the algorithm, when he logins system for
the second time. Sy, represents the number of users who board the system for
second time.

5.2  Experiment Results and Analysis

We first compare the performance of PBRAD and CFRAD in the first part. The time
of our algorithm put into usage is 2011-5-31. Because there are small number of users
take part in our experiment at start, the results in first 1 month are neglected to make
the difference obvious. It is started from 2011-6-30 to 2011-8-31 totally for 60 days to
keep the record of the users’ number and compute the precision. Over time users’
number has increased and they have become more active. The trend graph of PBRAD
and CFRAD is drawn as Fig. 3. (a).
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