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General Chairs’ Welcome Message

Welcome to APWeb 2012, the 14th Edition of Asia Pacific Web Technology
Conference. APWeb is a leading international conference on research, develop-
ment, and applications of Web technologies, database systems, and informa-
tion management and software engineering, with a focus on the Asia-Pacific
region. Previous APWeb conferences were held in Beijing (1998), Hong Kong
(1999), Xian (2000), Changsha (2001), Xian (2003), Hangzhou (2004), Shang-
hai (2005), Harbin (2006) Huangshan (2007), Shenyang (2008), Suzhou (2009),
Busan (2010), and Beijing (2011).

APWeb conferences cover contemporary topics in the fields of Web manage-
ment and WWW-related research and applications, such as advanced application
of databases, cloud computing, content management, data mining and knowl-
edge discovery, distributed and parallel processing, grid computing, Internet of
things, Semantic Web and Web ontology, security, privacy and trust, sensor net-
works, service-oriented computing, Web community analysis, Web mining and
social networks.

The APWeb12 program featured a main conference and five satellite work-
shops. The main conference had two eminent keynote speakers—Patrick Mc-
Daniel from Pennsylvania State University, USA, and Vijay Varadharajan from
Macquarie University, Australia—39 full papers, 34 short papers, and 5 demo
papers.

The five workshops reported on some recent developments and advances in
contemporary topics in the related fields of: Information Extraction and Knowl-
edge Base Building (IEKB) Data Mining for Information Security and Privacy
Intelligent Data Processing (IDP 2012) Sensor Networks and Data Engineering
(SenDe 2012), and Mobile Business Collaboration (MBC 2012).

Both main conference program and workshop sessions were of high qual-
ity owing to the strong support and commitment from their international Pro-
gram Committee. We wish to take this opportunity to thank Program Co-chairs
Michael Sheng, Guoren Wang and Christine S. Jensen for their dedication and
effort in ensuring a high-quality program. I would also like to thank Workshop
Chairs Hua Wang and Lei Zou, and each workshop organizer, for their contri-
bution to developing an interesting and attractive workshop program.

Many colleagues helped toward the success of APWeb 2012. They are Local
Arrangements Co-chairs: Jianfeng He and Guangyan Huang; Financial Chair:
Jing He; Publication Chair: Guandong Xu; Industry Chairs: Gary Morgan and
Qingzhong Li; Demonstration Chair: Chaoyi Pang ; Publicity Co-chairs: Haolan
Zhang and Jiangang Ma; and Webmasters: Zhi Qiao and Zhangwei Jiang.



VI General Chairs’ Welcome Message

We would like to sincerely thank our financial supporters and sponsors. The
following organizations generously supported and sponsored APWeb 2012: Hebei
University of Engineering, Nanjing University of Finance and Economics, Na-
tional Science Foundation of China, Kunmin University of Technology, Graduate
University of Chinese Academy of Science, and Victoria University.

We wish also to thank the APWeb Steering committee led by Xuemin Lin
for offering the opportunity to organize APWeb 2012 in Kunming.

Finally, we wish to thank the host Kunming University of Technology and the
local Arrangements Committee and volunteers for the assistance in organizing
this conference. The following members helped with the registration, accommo-
dation, and various logistics: Jing Yang, Xun Zhou, and Shang Hu.

April 2012 Xaoxue Zhang
Yanchun Zhang

Masaru Kitsuregawa



Preface

Following the tradition of the APWeb conference, a leading international confer-
ence on research, development and applications of Web technologies, database
systems, information management and software engineering, there were several
satellite workshops of the 14th Asia Pacific Web Conference Workshops held
in Kunming on April 11, 2012. This year, four workshops were organized in
conjunction with APWeb 2012, coving a wide range of topics, such as informa-
tion extraction, information security, intelligent data processing, sensor network
and business intelligence. These topics play very important roles in creating the
next-generation information technology architectures and solutions.

The high-quality program would not have been possible without the authors
who chose APWeb 2012 workshops as a venue for their publications. This pro-
ceedings volume compiles the papers selected for presentation at the following
four workshops:

• The First Workshop on Sensor Networks and Data Engineering(SenDe 2012)
• The First International Workshop on Intelligent Data Processing(IDP 2012)
• Workshop on Information Extraction and Knowledge Base Building(IEKB

2012)
• The Second International Workshop on Mobile Business Collaboration(MBC

2012)

We are very grateful to the workshop organizers and Program Committee
members who put a tremendous amount of effort into soliciting and selecting
research papers with a balance of high quality, new ideas, and novel applications.
Furthermore, we would like to take this opportunity to thank the main conference
organizers for their great effort in supporting the APWeb 2012 workshops.

We hope that you enjoy reading the proceedings of the APWeb 2012
workshops.

April 2012 Hua Wang
Lei Zou



Message from the SenDe 2012 Co-chairs

Welcome to SenDe 2012, the first Sensor Networks and Data Engineering work-
shop. Data become more and more critical in our daily life, especially the data
gathered by sensors from the physical world and data generated by people on
the Web (virtual world). SenDe 2012 focused on discussing research problems
arising from the following three aspects:

(1) Wireless sensor networks and sensor data analysis for risk mon-
itoring in the physical world. Paulo de Souza was invited to give a talk—
“Technological Breakthroughs in Environmental Sensor Networks”—which
focused on the development of better sensors and more efficient sensor networks
for monitoring environments. Wei Guo, Lidong Zhai, Li Guo, and Jinqiao Shi
proposed a worm propagation control based on spatial correlation to resolve
the security problems in wireless sensor network. Li Yang, Xiedong Cao, Jie Li,
Cundang Wei, Shiyong Cao, Dan Zhang, Zhidi Chen, and Gang Tang modelled
the security problem in the SCADA system for oil and gas fields into an online
digital intelligent defense process. Xiedong Cao, Cundang Wei, Jie Li, Li Yang,
Dan Zhang, and Gang Tang designed an expert system to forecast the potential
risks of geological disasters through analyzing the real-time data of the large-
scale network in the SCADA system.

(2) Efficient data processing for query and knowledge discovery. Ziqiang
Deng, Husheng Liao, and Hongyu Gao presented a hybrid approach combining
finite state machines and a holistic twig matching algorithm for memory-efficient
twig pattern matching in XML stream query. Hongchen Wu, Xinjun Wang,
Zhaohui Peng, Qingzhong Li, and Lin Lin provided a PointBurst algorithm for
improving social recommendations when there are no, or too few, available trust-
relationships. Yang Li, Kefu Xu, Jianlong Tan, and Li Guo provided a method
of group detection and relation analysis for Web social networks. Xingsen Li,
Zhongbiao Xiang, Haolan Zhang, and Zhengxiang Zhu develop a method for
extension transformation knowledge discovery through further digging on the
basis of traditional decision trees. Zhuoluo Yang, Jinguo You, and Min Zhou
provided a two-phase duplicate string compression algorithm for real-time data
compression.

(3) Distributing storage and balancing workload in the cloud. Keyan
Liu, Shaohua Song, and Ningnan Zhou provided a flexible parallel runtime mech-
anism for large-scale block-based matrix multiplication for efficient use of storage.
Xiling Sun, Jiajie Xu, Zhiming Ding, Xu Gao, and Kuien Liu propose an efficient
overload control strategy for handling workload fluctuations to improve service
performances in the cloud.



X Message from the SenDe 2012 Co-chairs

We accepted 10 from 27 submissions, with an acceptance rate of 37%. Each
submission was carefully reviewed by at least three Program Committee mem-
bers. We wish to thank the invited speaker: Paulo de Souza (ICT Centre, CSIRO,
Australia), all of the authors, participants, and Program Committee members
of the SenDe 2012 workshop.

April 2012 Jing He
Guangyan Huang

Xiedong Cao



Message from the IDP 2012 Co-chairs

Intelligent data processing (IDP) has attracted much attention from various re-
search communities. Researchers in related fields are facing the challenges of
data explosion, which demands enormous manpower for data processing. Ar-
tificial intelligence and intelligent systems offer efficient mechanisms that can
significantly reduce the costs of processing large-volume data and improve data-
processing quality. Practical applications have been developed in different areas
including health informatics, financial data analysis, geographic systems, auto-
mated manufacturing processes, etc.

Organized in conjunction with the 14th Asia Pacific Web Conference (AP-
Web 2012), the purpose of IDP 2012 was to provide a forum for discussion and
interaction among researchers with interest in cutting-edge issues in intelligent
data processing. IDP 2012 attracted 21 submissions from Japan, Korea, Hong
Kong, Taiwan, China, and India with a 33.3% acceptance rate. Each paper was
carefully reviewed by two or three members of an international Program Com-
mittee (PC). Seven papers were selected to be included in this volume. These
papers cover a wide range of both theoretical and pragmatic issues related to
data processing.

IDP 2012 was sponsored by APWeb 2012. We would like to express our ap-
preciation to all members of the APWeb 2012 Conference Committee for their
instrumental and unfailing support. IDP 2012 had an exciting program with
a number of features, ranging from keynote speeches, presentations, and social
programs. This would not have been possible without the generous dedication
of the PC members and external reviewers, and of the keynote speaker, Clement
H.C. Leung of Hong Kong Baptist University. We especially would like to thank
Jiming Liu of Hong Kong Baptist University, Yanchun Zhang of Victoria Univer-
sity, and Xinghuo Yu of RMIT University for their thoughtful advice and help
in organizing the workshop.

April 2012 Chaoyi Pang
Junhu Wang

Hao Lan Zhang



Message from the IEKB 2012 Chair

Information extraction (IE) techniques aim at extracting structured information
from unstructured data sources. Some low-level information extraction tech-
niques have been well studied. Now, more IE research focuses on knowledge
acquisition and knowledge base building. This workshop focused on issues re-
lated to information extraction and building knowledge base. IEKB 2012 was
held in conjunction with the APWeb 2012 conference in Kunming, China. IEKB
2012 aimed at bringing together researchers in different fields related to informa-
tion extraction who have common interests in interdisciplinary research. There
were 11 submissions to IEKB 2012, and only five papers were accepted. The
workshop provided a forum where researchers and practitioners can share and
exchange their knowledge and experience.

April 2012 Dongyan Zhao



Message from the MBC 2012 Co-chairs

The recent advancement of workflow technologies and adoption of service-oriented
architecture (SOA) have greatly facilitated the automation of business collabora-
tion within and across organizations to increase their competiveness and respon-
siveness to the fast evolving global economic environment. The widespread use
of mobile technologies has further resulted in an increasing demand for the sup-
port of mobile business collaboration (MBC) across multiple platforms anytime
and anywhere. Examples include supply-chain logistics, group calendars, and
dynamic human resources planning. As mobile devices become more powerful,
the adoption of mobile computing is imminent. However, mobile business col-
laboration is not merely porting the software with an alternative user interface,
but rather involves a wide range of new requirements, constraints, and technical
challenges.

The Second International Workshop on Mobile Business Collaboration (MBC
2012) was held on April 11, 2012, in Kunming in conjunction with APWeb 2012.
The overall goal of the workshop was to bring together researchers who are
interested in the optimization of mobile business collaboration.

The workshop attracted nine submissions from Germany, USA, Korea, and
China. All submissions were peer reviewed by at least three Program Committee
members to ensure that high-quality papers were selected. On the basis of the re-
views, the Program Committee selected six papers for inclusion in the workshop
proceedings (acceptance rate 66%).

The Program Committee of the workshop consisted of 14 experienced re-
searchers and experts. We would like to thank the valuable contribution of all
the Program Committee members during the peer-review process. Also, we would
like to acknowledge the APWeb 2012 Workshop Chairs for their great support
in ensuring the success of MBC 2012, and the support from the Natural Science
Foundation of China (No. 60833005).

April 2012 Dickson W. Chiu
Jie Cao

Yi Zhuang
Zhiang Wu
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Exploiting Space-Time Status for Service Recommendation . . . . . . . . . . . . 245
Changjian Fang, Bo Mao, Jie Cao, and Zhiang Wu

Invariant Analysis for Ordering Constraints of Multi-view Business
Process Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

Jidong Ge, Haiyang Hu, Hao Hu, and Xianglin Fei

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269



H. Wang et al. (Eds.): APWeb 2012 Workshops, LNCS 7234, p. 1, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Keynote Speech: Technological Breakthroughs  
in Environmental Sensor Networks 

Paulo de Souza 

ICT Centre, CSIRO, Hobart TAS 7000 Australia 

Sensor networks have significantly reduced the costs of data gathering in the envi-
ronment. Real-time sensor data are being used for scientific and industrial purposes 
such as calibration of forecast modeling, environmental monitoring and decision-
making processes in business impacted by environmental changes.  

The development of better sensors (e.g., resistant to biofouling, more accurate or 
fast) and more efficient sensor networks (e.g., design, power efficiency and commu-
nication) is making sensor data cheaper and sensor networks more attractive. It is also 
noticeable the development of new information architectures addressing issues vary-
ing from simple interoperability to provenance, knowledge discovery, and data har-
vesting using ontologies and semantic principles. But all these efforts are incremental 
and one could claim that they are not real technological breakthroughs.  

Informed decision-making in real-time supported by an environmental sensor  
network with unprecedented space coverage and time representation is still not a 
common reality.  

This work introduces a number of technological breakthroughs that are being pur-
suit and the challenges they represent. Once achieved, these breakthroughs will enable 
the deployment of real ubiquitous sensor networks. These networks will provide the 
basis of situation awareness that will support real-time decision-making processes 
across domains with impact to different users and transform the way we perceive and 
understand nature. 
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A New Formal Description Model of Network Attacking 
and Defence Knowledge of Oil and Gas Field SCADA 

System* 

Li Yang1, Xiedong Cao1, Jie Li, Cundang Wei1, Shiyong Cao1,  
Dan Zhang1, Zhidi Chen1, and Gang Tang2 

1 Southwest Petroleum University, Chengdu, 610500, P.R. China 
2 Sinopec Southwest Petroleum Branch, P.R. China 

scncyl@126.com 

Abstract. In this paper, we analyse the factors affecting the network security of a 
gas SCADA system. We model the security problem in the SCADA system into 
an online digital intelligent defensing process, including all reasoning judgment, 
thinking and expression in attacking and defence. This model abstracts and es-
tablishes a corresponding and equivalent network attacking and defence know-
ledge system. Also, we study the formal knowledge theory of SCADA network 
for oil and gas fields though exploring the factors state space, factors express, 
equivalence partitioning etc, and then put forward a network attack effect fuzzy 
evaluation model using factor neural network theory. The experimental results 
verify the effectiveness of the model and the algorithm, which lays the founda-
tion for the research of the simulation method. 

Keywords: SCADA, Factors Knowledge, Knowledge Description, Factors  
Express. 

1 Introduction 

This article analyzes the composition and network topology structure of the oil and gas 
SCADA system. We model the attacking and defense of SCADA system into an online 
digital intelligent defensing process, including all reasoning judgment, thinking and 
expression in attacking and defense. This model abstracts and establishes a corres-
ponding and equivalent network attacking and defense knowledge system. By the 
introduction of factor neural network theory, the comprehensive consideration and 
analysis of various factors including the goals and related conditions, against attack 
cognitive function relation, the system state and support personnel ability level, and the 
relationship between the attack factors, a formal description model of network attack-
ing and defense knowledge for the oil and gas SCADA system is proposed. 

The remainder of the paper is organized as follows. We review the relevant literature 
on the Network Attacking and Defence in Section 2. Section 3 then describes the 
formal description model of SCADA network attacking and defence knowledge. The 
attack and defense task model is presented and experimental result is discussed in 

                                                           
* The paper is supported by National Natural Science Foundation Project. (Grant No. 61175122). 
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Section 4. Finally, at the end we conclude our paper in Section 5, and provide sugges-
tions for future work。 

2 Related Work 

The oil and gas SCADA network security defence is essentially a network attack and 
defence knowledge system[1]. Network attack is the hot research on network attack and 
defence field.With the wide application of Internet, a number of official  
and non-governmental organizations have established gradually,such as 
NIPC,CIAC,CERT and COAST,which are responsible for the research on network 
attack and track the latest attack technologies.The FIRST conference is held every year 
to discuss the new technologies about network attack methods.On the contrary,the 
research on network defence mainly includes the architecture of network attack and 
defence,model,information hiding[2] and detecting,information analysis and moni-
toring[3], emergency response and the application of network attack and defence 
technologies to other industries. The development of the direction is at an early stage, 
various theories and technologies on the direction arise.But in 1970s and 
1980s,network defence system have such many similar functions as to result in great 
waste. While all countries want to learn the lesson, but it makes waste seems inevitable 
to develop technology according to their own rhythm and blance the different inter-
ests.To build network security, it is not surprising that the identical situation emerges. 

Real-world network attack and defense systems consists of a variety of different sub- 
System, attributes and their relationships.The understanding extent of these factors 
determines the performance of offensive and defensive knowledge system. In this 
paper, the formal description model of SCADA network attacking and defence know-
ledge adoptes Professor Liu Zengliang factor neural ideological framework of the 
network in knowledge organization , a new factor space of SCADA based knowledge 
representation and defense attack model is proposed, and the validity of the model is 
verified. 

3 The Formal Description Model of SCADA Network Attacking 
and Defence Knowledge 

3.1 Factors State Space Based on Object  

The object u (comment: italic every variable in this paper) is related to factor f, which 
can view the object u from the point of f, and also there is a correspondingly state f (u) 
associated with it. If U and F are the sets comprising some objects and some factors, 
and for any u∈ U, all the factors related to U are in the F, (f ∈ F). For a practical 
problem, we can always assume that there is an approximate matching. For a given 
matching (u, f), a correlation, R, between the u and f is defined, written as R (u, f). Only 
When R (u, f) = 1 f and u are relevant. So the u space related to f and the f space related 
to u, respectively, can be defined as: 
 



4 L. Yang et al. 

D (f) = {u∈U|R (u, f) =1} 

F (u) = {f∈F|R (u, f) =1} 
 
Factor f (f∈F) can be regarded as a mapping, and function in a certain object u (u∈U) 
to access to certain state f (u). f:D(f)→X(f), among them, X(f)={f(u)|u∈U}, X(f) is the 
state space of the f. 

3.2 SCADA Formal Description of Network Attack and Defense Factors 

Expression 

An object is described as a network attack and defense, and the main purpose of this 
paper is to build a knowledge network. We want to express their knowledge to 
constitute an integrated analysis model, which builds an organizational structure of the 
network attack and defense systems, rules of the state and behavior information 
together so that both the knowledge representation model and a knowledge of the use of 
model, information status and rules of conduct together. It is both a knowledge 
representation model and knowledge of the use of model. Constitute a feasible way: the 
use of factors to the structural fabric of knowledge networks, description of the 
beginning declarative and procedural knowledge of the organization and packaging, 
relationship with the structure of the relationship between slot elements to construct 
knowledge networks in the chain of relationships, so that the whole knowledge network 
system to form a framework for the node, and to the boundary chain of relational 
factors[6]. 

Let U be the considered domain, SA is considered as an offensive and defensive 
system of SCADA. A real-world SCADA network system consists of a number of 
different types of subsystems, attributes and their relationship posed. According to 
different perspectives from perceived and described, it will change its expression as 
follows: 

(SA= {ds, as, fs, ys|ds∈D, as∈A, fs∈F, ys∈Y, s∈S} <s>) 

to express the SA offensive and defensive systems of SCADA, S = {s} is for a variety of 
cognitive and describes a collection of ideas, where s describes as a cognitive point of 
view or perspective. 

A = {as} is a collection of objects for the behavior of the system of things, as is the 
system of things can be the object of cognitive behavior, it includes all kinds of things 
can be perceived, various features actors and behavior of various types of hardware and 
software, and so on. 

D = {ds} sets the structure of the system, it is expressed in various types of system 
behavior pattern of relationships between things. Including pattern of the relationship 
between the state space, patterns of behavior, state transition pattern of relationships 
and constraints, and so on. 
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It is expressed in a variety of explicit knowledge of the attack factors, conditions - 
feature - the result of inference relations. A typical partial order of causal relationship, 
and the same relationship between the source and the same results. 

F = {fs} is a collection of system understanding and description of factors. 

The F is expressed attacks in the planning process, and perceived and described the 
various factors under s point of view a collection of state space, fs=(f+,aer,f-),Were 
used to represent attack to promote state, attack inhibition state, State of the attacker. f= 
(fl, uspw, pc, sev, io, nc, sc), fl represents a file variable, uspw state for the user, pc for 
the process parameters, sev on behalf of system services, io represented input/output 
parameters, nc for the network connection parameters, sc for the system environment 
variables. 

Y = {ys} for the various functions of the system state. 

The Y is expressed attack planning factors involved in features state-space, for example 
.the state space of fl contains examination, upload, download, modify, delete, and so on. 
fl=∪fli(i=1…n) is file type. This may correspond to existence of a fl factor space. In 
order to cognitive and express offensive and defensive systems of SCADA network 
(SA). Need to summarize and abstract of the SA. For example, the series has the same 
characteristics, obey and abide by the rules of the specific acts the same things in the 
abstract as a cognitive "object", similar entities that have specific traits abstract de-
scription into common factors. Offensive and defensive behavior in the specific de-
scription of the network performance factors described as a state factor. 

3.3 Behavior of a Collection of Objects of Things Definition of Equivalence 

Class Partition 

In offensive and defensive of the SCADA network systems, need to view certain things 
on the behavior of the system to classify ,performance within the domain U, S is 
selected as a cognitive point of view, and S will as the basis and in accordance with an 
"equivalence relation" to be classified. 

[Definition 1]. Let A be a collection, R is a relation on A, R is the S point of view under 

an equivalence relation on A. S point of view if the next for x, y, z ∈ A, R (s) to meet 

(1) Reflexive  xR(s)x 

(2) Symmetry  If  xR (s) y have yR (s) x 

(3) Transitivity  If  xR (s) y, yR (s) z  then have xR (s) z 

S point of view in the next, A an equivalence relation on R (s) is usually denoted by 

(x)R(s) (y) or (x) R(s) (y) (x, y∈A) 

[Definition 2]. The equivalence relation R (S) under the A and O is called an equiva-

lence class, if a∈A, o＝｛ｙ│ (ｙ) R(s) (a) ｝ 
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[Definition 3]. If the o is equivalence relation in R (s) of a known equivalence class A, 

says the o is an abstract object for system SA in view of s, set O＝｛ ｏ│o is an abstract 

object for system SA in view of s｝，where O is an object set for system SA in view of s. 

[Definition 4]. Set Ai is subset of the A, if A = ∪ Ai, {Ai} is called a division level of A; 

If still have Ａα∩Ａβ＝φ (α≠β, Ａα、Ａβ∈Ａ),the {Ai} called a deterministic divi-

sion of A. 

In the network attack and defense system, the division of the object reflects a kind of 
cognitive and describes view of the things. This view is relate to the levels and relevant 
of considering problems angle, the object divide into sometimes thick and sometimes 
fine, this difference division degree is sometimes called the particle size of the system 
of the classification . 

[Definition 5]. Set R (s1), R (s2) is the equivalence relation of two different objects 

division of the classification A. If there is (ｘ) R (s1) (y) → (ｘ) R (s2) (y), said the R 

(s1) is fine than R (s2), written for R (s1) < < R (s2). 

A network attack and defense reality system SA, when one of the behaviors is divided 
into different extent, the relationship between each object, and the factors of the system 
chooses and the system state of expression by factor will also corresponding change. As 
people have different degree division of the system into purpose, mainly in order to 
make it more convenient while research and analyze the problems, research and anal-
ysis of the different angle and purpose, can have a variety of different partition to the 
same system, produce all kinds of different particle size of the object, the introduction 
of different kinds of system structure and factors description, to create all kinds of 
different cognitive and description model. Because these cognitive and description 
model of actual system is the same reflect between them, there are always some contact 
and has some of the same characteristics, especially, we hope: 

(1) The model should have a hierarchical relationship. 
(2) In the same level, obtained by different sides of each model can be merged into a 

comprehensive model. 
(3) The nature of the model has a preserving between different levels. For instance, if 

the original system is topology structure, the topological properties in different le-
vels of the model shall remain unchanged, if the original system is partial sequence 
structure, it also should have partial order in the various models. 

[Definition 6]. Says M = < < O, G >, F, X > SA is a cognitive or description model in 
the view of S 

If O = {O} < called objects set in the M >, where  
O is the equivalent clustering of object of SA in behavior things under the view of S, 
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G = {G} < called structure of M >, 

g is the equivalent transformation of SA in behavior things relationship d under the 

view of S, 

F = {f} < called the cognitive or describe factor sets of M >, 

f is cognitive and describe factors of SA which is based in  the selection ofｆｏ 

under the view of S,  

X = {X} < called factor expression state set of M >, and 

X is a reflected factors system state of SA while choose F as the express views under 

view of S. 

[Definition 7]. Set SA = (< A, D >, Fo, Y) is a practical system, A ', A has nature H. If in 
the view of S, obtained by SA model system 

M = < < O, G >, F, X > 

Make ｓ: Ａ′→ｓ (A′) ∈Ｍ, 

S (A ') also has properties H, said the M is the model keep nature H of SA. 

[Definition 8]. Set s1, s2 for two different cognitive and describe view, to the system 
SA, 

Respectively Abstract cognition and describe model 

M1 = < < O1, G1 >, F1, X1 > and M2 = < < O2, G2 >, F2, X2 >. 

If make s3 = s1 ⊙ s2 is the comprehensive s1, s2, then 

The M3 = M1 ⊙ M2 = < < O3, G3 >, F3, X3 >= < < O1, O2 ⊙ G1 ⊙ G2 > F1 ⊙ 

F2, ⊙ X1 X2 > will call the M1 and M2 comprehensive. 

Here, ⊙ said the comprehensive operational, it sure a equivalence relation R, 

to ∀ x, y ∈ A(x) R (s1 ⊙ s2) (y) < ─ > (x) R (s3) (y) 

4 Attack and Defense Task Model 

4.1 The knowledge Model of Network Attacks 

The knowledge representation method is the foundation of building knowledge model, 
using the state space method of factors expresses the complex knowledge of network 
attack, which will easy to describe the incidence relation between a varieties of 
knowledge object and make it that can describe   fully and accurately the required 
domain knowledge for further reasoning. In this paper, the composition of a knowledge 
model of network attack is shown in Figure 1. 
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Fig. 1. The knowledge model of network attack 

The process of network attack is the process of information access and the elevation 
prompt according to the conditions and objectives. This paper introduces attack target, 
attack conditions, attack behaviour   and support conditions four factors in the attack 
knowledge model to describe the process of attack. Based on individual state and the 
knowledge structure of the attacker and according to attack factors, knowledge acqui-
sition costs, it develop appropriate behavioral sequence, obtain operation chain of 
various of attacks knowledge to achieve the goals, form the operation instruction set of 
network attack, maximize attack effect and the performance ratio of the loss. Suppose a 
network structure contains a number of attacks and attack conditions or target-related 
technologies, knowledge, human factors, according to factor space theory constitutes 
an attack conditions or attack target of the family {as} s ∈ S, in the {as} s ∈ s, each 
implementation factors as for function factors asf, constraint factors asc and results of 
factors ase extract. Every function factors through the son function decomposition of 
orthogonal to ensure that each function independent factors, through the factors de-
termine the state space of factors function evaluation, and achieve the purpose of 
comprehensive and evaluation. 

To the tasks model，time events extraction, analysis and synthesis in model formed to 
the formed interactive network under different task design model. The effect of the 
assessment according to the method of DELPHI corresponding index weight assignment, 
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define information system target protection level for G = [g1, g2, g3], among them, the 
g1, g2, g3 ∈ [1, 5), 1 is the lowest system defense strength, 5 for the highest defensive 
intensity. Define against object level for V = [v1, v2 , v3], among them, the v1 and v2 and 
v3 ∈ [0, 5), 0 for attack strength minimum, 5 for the attack strength is the highest. 

The object of network attack against the task scheduling mainly according to the 
following process: 

(1) Using the factor to form related state space that can expression attack mission (or 
child task), this will form factors object working environment. 

(2) Collecting information and processing knowledge, composition a group of heuristic 
rules activities that can perform certain information control and transformation, 
including reduction rules or operation rule, and to specify conflict solution. 

(3) According to certain control strategy implement reasoning activities which is 
mainly heuristic method of operating rule, search and generate problems or sub 
problem solutions, including part or the final answer. 

(4) According to attack process of events expression to precede problem reduction, and 
determine their orderly execute and the logical relationship. 

(5) The execution environment operation, including updating of the information, additions 
work environment, etc.   

4.2 Experimental Verification 

The penetration testers validate the model in local area network of  SCADA based  

on CPU? Memory size? Windows2000 professional sp4 operating system to enhance 

the penetration of privileges. According the definition of network attack knowledge 

model, the first is to decompose goals intended set of Asef= {fl,uspw,pc, sev, io,nc, sc }, 

it can gain target weight ω (uspw) = 1, according to the state of the target fs causal 

selection, status is set to switch factors, f +
i=∪ f +

i={0, 0, 0, 0, 1, 0, 1}, f +
i= {0,1}, 0 

means factors does not exist, 1 means factors exist. Seven kinds of factors are the whole 

system open to all ports, do not set system password, system open the network service 

with holes, system has default user account and password, system open distance 

management functions, shared directory is too large to read and write permissions and 

existing operating system kernel holes. f-=∪f-
i={1,1,1,1},f-

i= {0,1}, four kinds of  

factors are opening firewall, sharing system set up close, system patch, opening intru-

sion detection. Through searching current function sets Asft=∪ti contains seven  

functional attributes factors, achieving the expected functions ω(T2
f) =1, for the attackers 

ability sets aer={ access,gues,t user, spuser, root}=(0, 0, 1, 0, 0), getting  

feasible against function space X2(t2)=(MS05039-2, IIS-idahack, MS06-035, IPc$, 

MS-05047, MS07-029). According to testing, the use of the above attack can be changed the 

user permissions by increasing the user state and then to access the target attack planning 

space X. 

i=1 

7 

i=1 

4 

i=1 

7 
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5 Conclusion 

This paper studies the formal knowledge theory of oil and gas fields SCADA network 
from the factors state space, factors express, equivalence partitioning, etc, and put 
forward network attack effect fuzzy evaluation model based on factors knowledge and 
defense task model using factor neural network theory. The experiments described and 
verified the attacker's human factors (individual age, professional, Aggressiveness, 
etc), the network connection factors (internal network, Internet) and the outside envi-
ronment factors (floods, earthquakes, landslides, etc), the internal factors of the net-
work system (all the port of the system are open, system password was not set, network 
services with holes was opened in the system, the system included the default user 
accounts and passwords, remote management function was opened, read-write per-
missions of the Shared directory was too excessive , kernel loophole of operating 
system was existed, etc). The experimental results show that the model has good si-
multaneity and fuzziness. We can use the model to simulate a wider and deeper net-
work attacking and defense of oil and gas SCADA system. 
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Abstract. In cloud, service performances are expected to meet various QoS re-
quirements stably, and a great challenge for achieving this comes from the great 
workload fluctuations in stateful systems. So far, few previous works have en-
deavored for handling overload caused by such fluctuations. In this paper, we 
propose an efficient overload control strategy to solve this problem. Crucial 
server status information is indexed by R-tree to provide global view for data 
movement. Based on index, a two-step filtering approach is introduced to elim-
inate irrational server candidates. A server selection algorithm considering 
workload patterns is presented afterwards to acquire load-balancing effects. Ex-
tensive experiments are conducted to evaluate the performance of our strategy.  

1 Introduction  

With the rapid development of Internet technology, cloud computing has emerged as 
a cutting-edge technique for large scale internet applications [11]. Cloud platforms are 
popular in big enterprises because of the characteristic called elasticity provision [2]. 
These platforms allow people to neglect capital outlays of hardware and manage large 
scale data more effectively and economically [5]. However, heavy workload fluctua-
tions even overload phenomena always cause system problems. So an effective over-
load control strategy is necessary to guarantee load balance under cloud environment.  

In cloud, cost-effective services can be better supported with elasticity provision in 
response to workload fluctuations [1]. But many overload control challenges related 
to data movement emerge when system is stateful, intensive and interactive: firstly, it 
is onerous to manage massive cheap PC in cloud, which prevents us to understand the 
actual environment for making decisions; secondly, cloud systems may require fast 
response with high service quality, meaning that overload has to be efficiently 
processed; thirdly, as data may have workload fluctuation patterns, overload control 
should consider such characteristic to guarantee the robust performance of server.  

In this paper, we propose an overload control strategy to solve above challenges. 
We use R-tree index, two-step pruning strategy and server selection method to find 
the best server for data movement. Particularly, we make the following contributions: 

• We utilize R-tree index to record crucial information (e.g. location and available 
workload) of servers. Such index gives us a global view of the whole servers in 
cloud to make correct data movement decisions. 

• We use an index based pruning mechanism to reduce search space, and a set of 
broadcasting based validation rules to filter out irrelevant server candidate, so that 
overload handling can be efficiently processed.  
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• We use a set of measures related to workload patterns for selecting proper server 
for data movement, so as to guarantee that unexpected workload spike can be han-
dled in an effective and robust way.  

The rest of this paper is organized as follows. Section 2 discusses related work. A 
model is introduced to set a base for overload control strategy in section 3; Section 4 
presents a two-step server pruning strategy; after that, a server selection method is 
discussed in section 5; Section 6 demonstrates experimental results. At last, a brief 
conclusion and the future work are mentioned in Section 7.  

2 Related Work 

Previous researches about overload control mainly focus on load shedding because of 
limited server availability [7]. They believe that sending explicit rejection messages to 
users is better than causing all users to experience unacceptable resource times [6]. 
Cloud computing provides an ideal base for handling access deny during unexpected 
workload spikes [8, 10]. 

In cloud, simple elasticity provision is welcomed by stateless system in which each 
server is equally capable of handling any request but is not sufficient to handle over-
load in stateful system in which only some servers have the data needed by given 
request [1]. As stateful cloud systems (e.g. Facebook) become popular and have ex-
traordinary developing speed, overload control in such systems also receives increas-
ing attentions. [12] mainly discusses the importance of server numbers that should be 
added. And [13] pays attention on rebalancing speed. However, these works neglect 
the problem that where replicated data should be moved in stateful cloud systems.  

[1] designs the SCADS Director, a control framework that reconfigures the storage 
system in response to workload changes. Controller iteration is presented to discuss 
moved data and servers as receiver. Although they consider the impact on perfor-
mance come from size of moved data, they do not discuss delay deriving from large 
scale servers in cloud. In addition, they do not consider the server workload distribu-
tion pattern which could be used to support rational spike data movement in cloud.  

3 Overload Control Model 

3.1 Overload Control Mechanism 

Figure 1 is the mechanism of our overload control on spike data. For each overloaded 
server, the data that has most workload increase is detected for replication. We use R-
tree index to organize sever status information, so as to assist efficient server  
selection. To avoid unnecessary calculations, a two-step pruning strategy is applied to 
filter improper servers. Among the remaining server candidates, we optimize data 
movement by selecting server according to a set of criterions related to workload 
patterns of data and servers. Data movement is finally executed toward the selected 
server.  
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Fig. 1. Overload Control Mechanism 

3.2 Models (Data and Server) 

Among features relevant to data movement, we focus on the most important ones 
including size, location and workload. In our model, the atomic form of data is d = 
<ds, dl, DW>, where ds represents data size; dl is data’s longitude and latitude and its 
form is dl = (dlx, dly); DW is data workload. It is a vector which is composed by |T| 
elements and its form is DW = (dw1, dw2,…, dwt,…,dw|T|), where each t indicates par-
ticular unit time interval and |T| is the total number of time intervals.  

  

Fig. 2. (a) Data Workload (b) Server Workload 

Data workload is a straightforward characteristic that determines if there is an 
overload or not. In this paper, we slice whole time dimension into several time inter-
val units because data workloads always fluctuate along time. Figure 2(a) represents 
workloads changes among unit time intervals, where ti is particular time interval and i 
is an integer in range of [1, 12]. If we neglect workload fluctuations, visiting bottle-
neck and low resource utilization rate are likely to be derived.  

Server’s main attributes include the storage space, spatial location and workload. 
Its workload is the sum of workload of each data stored in this server. Figure 2(b) is 
an example of server workload fluctuation, where server workload in a time interval ti 
is the sum of workloads of four data (d1 to d4) during ti. We aim to ensure server 
workload to be balanced in different time intervals after data movement.  

Generally, one data dt at a particular time t might have multiple possible workload 
values {dwt1, dwt2,…, dwtm}. And each possible workload value dwtm has a corres-
ponding probability ptm. We use workload expect as finally value of dwt. According to 
probability theory, expect of random variable dwt can be calculated from equation (1): 

 ∑
=

=
m

i
titit pdwdwE

1

)(  (1) 
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4 Two-Step Server Pruning Strategy 

4.1 Index Based Pruning 

A massive number of servers in cloud are organized as large scale clusters in different 
geographical locations far away with each other. This may prevent time-saving and 
cost-effective of data movement in overload handling [5]. Meanwhile, among all 
servers, the best-fit one (the server with smallest remaining workload that is big 
enough to receive moved data) is preferred to use resource rationally.  

In this paper, longitude, latitude and remaining workload of servers are set as x-
axis, y-axis, and z-axis respectively to build R-tree index. Index based pruning is used 
to eliminate majority of servers which are improper for data movement due to physi-
cal (e.g. spatial and workload) limitations. After the index based pruning, the derived 
server candidates would be a small portion of servers in whole cloud.  

4.2 Broadcasting Based Pruning 

Some of the servers in R-tree index returned in section 4.1 may not be active due to 
the network linking to the overloaded server. So we conduct a broadcasting based 
pruning to validate server candidates. In addition, threshold of storage capacity and 
data transfer speed are also used to check the qualification of server candidates.  

5 Server Selection Strategy 

In this section, we present a novel server selection strategy to find suitable server for 
data movement. The ranking of server candidates considers the matching of workload 
fluctuation between moved data and servers to improve resource utilization.  

5.1 Measurement on Single Time Interval 

For each server candidate, we compute some statistical variables on the new server 
workload after data movement to guide server selection. Especially, we have to com-
pute the covariance in addition to variance in order to incorporate data correlations 
[2]. According to Central Limit Theorem (CLT), given a large number of data, we can 
use the Normal distribution to model the workload distribution pattern of single server 
after data movement (to this server) to acquire accurate workload demand [9]. 

Equation 1 in Section 3 could be used to compute data workload expect at a partic-
ular time interval. So we need calculate data workload variance in order to use CLT: 

 22 )]([)()( ttt dwEdwEdwD −=  (2) 

Based on the data workload expect and variance, we further use equation 3 to com-
pute server workload expect µt and variance σt in the time interval t. 
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where n denotes the number of data stored in this server candidate, dwti represents the 
workload of the i-th data in the time interval t, and swt is the server workload in the 
time interval t. Cov(dwtm, dwtn) is the covariance between the workload of the m-th 
data and the workload of n-th data. As we do not know the joint probability mass 
function p(dwtm,dwtn) which is necessary for calculating Cov(dwtm, dwtn), we adopt a 
linear programming solution, which is proposed in [3] to find the maximum cova-
riance and is more accurate than variance measure in most cases.  

Hence, according to CLT, the distribution of server workload in a particular time 
interval t is approximated by the Normal distribution equation (equation 4). 
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where random variable x in Normal distribution is the server workload demand. 
Therefore, we can calculate workload demand required by all data in one server ac-
cording to above equations from 1 to 4.  

5.2 Measurement on Whole Time Dimension 

We further seek to measure the server workload characteristic on whole time dimen-
sion. Equation 5 is used to compute expect value of workload based on the whole 
time dimension which can indicate utilization rate of resource [4].  
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where |T| represents the total number of time intervals, Demand(swi) denotes the 
workload demand which is calculated by equation 4. 

 22 )]([)()( SWESWESWD −=  (6) 

Then we use equation 6 to find server workload variance in the perspective of whole 
time dimension. This variable means server workload fluctuation between each time 
interval. We prefer the value of workload variance on a server in whole time dimen-
sion to be small, because it means this server has a balanced workload in different 
time intervals and rational resource utilization.   

To balance all statistical variables above, we definite a distance to synthesize them 
and to describe the penalty of data movement to a particular serve:  

Distance(S) = α × E(SW) + β × D(SW) + γ × HW(SW)      (7) 

where, α, β, and γ denote the weights of different factors, and HW(SW) is the highest 
workload value of servers observed from single time interval. The value of distance 
(i.e. penalty) between moved data and server candidate is in direct proportion to  
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expect, variance and the highest workload. The server with the smallest distance is the 
target server for data movement.  

5.3 Server Selection Algorithm 

Pseudo code for the server selection is shown in Algorithm 1. Server workload fluctu-
ation can be expressed by workload variance (in the whole time dimension), which is 
calculated by function compute_variance() in Line 4. Expect of server workload in all 
time dimensions is used to avoid overload on candidate servers, and we calculate it by 
function compute_exptect() in Line 5. Also, we calculate the highest workload of 
servers by function compute_HW() in Line 6. Then distance between moved data and 
server candidate is calculated according to equation 7 in Line 7. At last, we select the 
server with the minimum distance as the target server to fulfill overload control. 

Algorithm 1. Server Selection Algorithm 
01. distance = ∅// set of distance between moved data and candidates 
02. For all server candidate SC do: 
03.   distancei = 0 // distance between moved data and i-th candidate 
04.   D = compute_variance() // D: variance of server workload 
05.   E = compute_expect() // E: expect of server workload 
06.   HW = compute_HW() // HW: the highest workload of server 
07.   distancei = ×E + ×D + ×HW 
08.   distance = distance • distancei 
09. Find selected server with the minimum distance 
10. Return selected server 

6 Experimental Result 

6.1 Experimental Settings 

All experiments are carried out on a 32-bit server machine running Ubuntu 10.04.2 
with Intel(R) Xeon(R) CPU E5520 clocked at 2.27GHz with 1GB RAM. We use 
simulations to compare our approach with the underload strategy published in [1]. 
Server expect, server variance, the highest workload, running time, and expect at 
spike time are selected as comparison indicators. Each experiment is carried out with 
10 validations. Simulations are conducted on multiple server numbers, including 1000 
(Server-1000 experiment), 10000, 20000, 30000, 40000, and 50000.  

6.2 Time-Saving Effect of R-tree Index 

To illustrate time-saving effect of R-tree index, we first compare the performance of 
index-based overload control approach with the index-free one. As shown in figure 3 
and 4 although a better variance value could be achieved by the index free approach, 
index-based approach is much more efficient. Given that it is a computational inten-
sive application, index-based strategy is thus superior to the index-free approach be-
cause of much less processing time and a balanced workload distribution as well.  
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Fig. 3. Variance Comparison            Fig. 4. Time Cost comparison 

6.3 Performance Comparison with Existing Measure 

We further compare our approach with the underload strategy proposed in [1]. As 
shown in figure 5 and 6, our strategy has about 10 percent higher Expect values and 
30 percent higher Expect values at Spike Time than those of the underload strategy, 
which means that the best-fit method of our strategy contributes to increase resource 
utilization. Although our approach has more sufficient resource utilization, the value 
of highest workload is almost equals to that of the underload strategy (Figure 7). This 
is because our strategy tends to achieve balanced workload distribution. According to 
figure 8, variance values of our strategy are much lower than that of the underload 
strategy. This indicates data movement under our control strategy results in more 
balanced workload distribution. Therefore, our overload control strategy is an effi-
cient and balanced solution to resolve unexpected workload spike.  

             

           Fig. 5. Expect Comparison         Fig. 6. Expect Comparison at Spike Time  

             

       Fig. 7. Highest Workload Comparison        Fig. 8. Variance Comparison 

7 Conclusion and Future Work 

In this paper, an efficient overload control strategy is presented to handle unexpected 
workload spikes in cloud. R-tree is used to organize information of server status and 
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to eliminate irrelevant servers for reducing search space. To choose the best server for 
data movement, a set of novel standards are used to achieve balanced workload distri-
bution and improve resource utilization. A serious experimental study is conducted 
afterwards to evaluate algorithm performances. In the future, we aim to consider more 
factors related to network to assist server selection in real overload control system.   
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Abstract.The SCADA system plays an important role in monitoring the long 
distance operation of mass pipeline network, which may experience huge 
damage due to landslides geological hazards. It is critical to detect the 
deformation and displacement of rock to forecast the damage of landslides 
geological hazards through analyzing detailed information collected by SCADA 
system. In this paper, we use advanced TDR real-time technology to monitor the 
factors of rock's inclination, displacement, and humidity, and take advantage of 
factor neural network (FNN) theory to build a simulation-type factor neural 
network model. Particularly, based on FNN model, we design an expert system 
to forecast the potential risks of geological disasters through analyzing the 
real-time information of the large-scale network in the SCADA system. 

Keywords: FNN, SCADA System, TDR, Geologic Hazard, Expert System. 

1 Introduction 

In the factor neural network (FNN) theory for information processing systems 
engineering, the knowledge of the factors expression is its basis, factor neurons and 
factor neural network are its formal framework. It aims to achieve the storage and 
application of knowledge and to complete the engineering simulation process of the 
intelligent behavior. 

An expert system is a program system that includes a large number of specialized 
knowledge and experience, applies artificial intelligence technology and computer 
technology to a field in order to simulate human experts’ decision-making process, 
such as reasoning and judgment process, and then solves complex problems which 
need human experts processing. The SCADA system plays an important role in 
monitoring the long distance operation of mass pipeline network, but landslides 
geological hazards along the long distance pipeline is a serious threat to the normal 
operation of the system. In order to timely forecast landslides geological hazards, using 
advanced TDR real-time technology to monitor the factors of rock, for example, 
inclination, displacement, humidity and so on. The monitoring information analyzed by 
                                                           
* This paper is supported by National Natural Science Foundation of China. (Grant No. 

61175122). 
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the FNN-based expert system can forecast the possible geological disaster and reduce 
the economic loss. 

The paper first apply FNN theory to establish the geological disasters expert system, 
it can predict the occurrence of landslides in advance, so that people can take timely 
measures to reduce the destruction of mass pipeline network. Forecasting information 
present more intuitive, it uses convenient and easy to promote. 

The remainder of this paper is organized as follows. The remainder of this paper is 
organized as follows. In Section 2, introduces the method in this paper and the 
difference to other method, and expounds the necessity of the establishment of this 
expert system. In Section 3, this paper tells the SCADA system of the role in the long 
distance operation of mass pipeline network and landslides for its potential damage, at 
the same time introduce a monitoring technology-TDR. Then the paper describes the 
characteristics of landslides and selection of parameters to be monitored in section 4. In 
the most important section 5, first introduces the theory of FNN and simulation neural 
network, and then further to establish an expert system prototype, explain how it works 
and has the function of target. 

2 Related Work 

In previous pipeline transport, the monitoring of landslide most mainly focus on the 
monitoring technology directly to the mountain, the technology is still relatively 
traditional, the TDR technique used in this paper has been widely used in foreign 
countries, while the application is still in the initial stage in China. According to the 
existing data query, founding very little use of expert system for monitoring the 
information to do further treatment, in order to arrive at a conclusion more directly, so 
that ordinary people can also operate using, more conducive to promoting. At the same 
time, this is the first attempt to use the FNN theory to represent knowledge. It is based 
on the above, the paper proposes the establishment of this expert system. 

3 The SCATA System and the TDR Test Technology 

The SCATA system is an effective computer software and hardware system in the 
production process and automation management. It is much mature in the application 
and technical development. The system is composed by the monitoring center, the 
communications system and the data acquisition system, and play an important role in 
the far dynamic system. Through monitoring and controlling the operation equipment, 
it not only can capture data of some dangerous or unattended special occasions, but also 
can realize control integration. It is applied to detect geological hazards in the pipeline 
network for monitoring defense system and to effectively resolve the difficult problem 
of attending large-scale network. 

Landslide is the slope on a certain part of the mountain geotechnical in the function 
of gravity (including geotechnical itself gravity and groundwater static and dynamic 
pressure), along some weak structure plane (band) to produce shear displacement and 
integral to move down slope of the role and phenomenon. The activity time of the 
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landslide mainly relate to the different kinds of external factors induced landslides. 
Generally there are the following rules: 

 Simultaneity. Some landslide act immediately by effect of inducing factors.  
 Hysteretic nature. Some landslides occurred later than the time of the 

factor-induced effects, such as rainfall, snowmelt, tsunami, the storm surge and 
human activities. This lag in rainfall trigger type landslide is most obviously. 

Since landslide geological hazards have great potential destruction dangerous to the 
communication optical fiber of the SCADA system , real-time monitoring is necessary 
for detecting the displacement, humidity of biggest mountain where the optical fiber 
communication in the SCADA system, and other potential disaster response prediction. 

TDR (Time Domain Reflectometry)-the Time Domain reflex testing technology is a 
kind of electronic measurement technique, it is applied in the various measurement of 
object form characteristics and spatial orientation. Its principle is that firing pulse 
signals in the fiber, meanwhile, the reflected signals monitoring, when the optical fiber 
distortion or meet outside material, the characteristic impedance can change, when test 
of pulse meet optical fiber characteristic impedance change, it can produce launch 
wave. Through the comparison of the incident wave and reflected wave, according to 
the abnormal situation can be judged the current state of the optical fiber. The 
measurement technology is applied in engineering geology exploration and inspection 
work, it can detect the rock deformation displacement, humidity etc. 

TDR is applied in monitoring the rock displacement and humidity. Firstly, the 
optical fiber is casted in drilling hole; when the surrounding rock occur displacement, it 
will shear to optical fiber and the optical fiber will produce distortion. The test pulse of 
the TDR is launched into optical fiber, when the test pulse meet optical fiber 
deformation, it will return to produce launch wave, and by measuring the time of arrival 
of the launch wave and its extent, then the location of the optical fiber deformation and 
displacement will be known, in order to determine the location of the surrounding rock 
deformation and displacement. Due to the relative dielectric of the air, water, soil of 
constant have very big difference, so the moisture content of different layers, the 
dielectric constant is different, the rate of spread of the TDR signal in them is also 
different. According to the dielectric constant of the moisture content and rock 
corresponding relation, it will determine the strata of humidity. 

4 Geological Disasters Forecast Model 

The practice shows that the surface distribution, characteristics and the relationship of 
rock mass structure decided whether the internal factors of rock mass stability or not, 
and the rainfall is external factors that influence the stability. The together of internal 
and external factors determine the degree of the rock mass stability, which are possible 
deformation of boundary conditions. The main consideration forecast model are rock 
types (T), covering layer of the rock (C), slope (S), displacement (D), friction 
coefficient between rock (F), moisture (M), water pressure (P), and other factors, then 
further summarized the fuzzy rules of the expert system. 
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(1) Geotechnical Type. Geotechnical engineering is a material base of the landslide. Say 
commonly, all kinds of rock and soil may constitute landslides, including loose 
structure, and the shear strength and fight decency capacity is low, the nature changed 
rock, soil, such as loose layer, loess, the red clay, shale, shale, coal formation, tuff, 
schist, SLATE, the thousand pieces that under the function of the water and the hard 
and soft rock and the rock strata and composed of landslide slope easily. 

(2) Geological tectonic condition. When the composition of soil slope rock is separated 
into discrete cutting state, it will be possible to slide down. At the same time, the 
structure surface provides channels for rainfall and water flow into the slope. So all 
kinds of joints and fissures, level, fault of the development of slope, especially 
when parallel and vertical slope steep inclination of the slope surface structure and 
the structure of the soft-hard interbreeding face development, it will most 
vulnerable to slide. 

(3) Topography condition. Only in certain parts of the landscape, have a certain slope, 
the landslide can occur. General River, lake (reservoir), and the sea, ditch slope, 
open the front slopes, railway and highway engineering building and the slope is the 
easily part of the landscape landslide. When the slope is more than 10 degrees and 
less than 45 degrees or the upper into ring of slope shape is the favorable terrain 
produce landslide. 

(4) Hydrogeology conditions. Groundwater activities play a main role in the landslide 
formation. It functions mainly displays in: softening of rock, soil, reduce rock, the 
strength of rock, produce the hydrodynamic pressure and pore water pressure, 
internal erosion of rock, soil, increasing rock, TuRongChong, float force of 
permeable rock produce , etc. Especially for sliding surfaces (band) the softening 
effect and reduce the strength of the most prominent role. 

5 Expert Systems Based on FNN Theory 

5.1 The Knowledge of Factors Express 

[Definition 1]. In the domain of the U, the atomic model of knowledge factors is a 
triple, M(○)=< ○,F,X>, where  
○ is the set of objects of the knowledge description of the U,  
F is the factors set when the U is used to described the ○,  
X is performance status about F when F is used to described ○, and  
X={Xo（f）|f∈F，o∈○}.  

[Definition 2]. In the domain of the U， the relationship between the mode of 
knowledge that form of expression for the ( ) , ( ),R O RM M O XM=< > , where  

RM  is a knowledge model, 

( )M O  is said atomic model of knowledge representation in knowledge model, and 

XM is expressed structure group states and state transform relations of the atomic 
model ( )M O  in RM . 

The atomic model of the knowledge factor expression gives a set of discrete that is 
perceived described of the object, this is constituted the basis of knowledge expression 
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with factors. The relationship mode of knowledge factor expression can associate with 
various related knowledge or different knowledge expression, this can realize the 
transformation of the different ways of knowledge and knowledge reasoning. They 
provide basis of expression and processing of knowledge in using factors neural network. 

5.2 The Simulation Type of Factors Neural Network 

The analogous FNN is based on the analogous factor neuron, and the centered is the 
object of system domain, the factors as a basis to build functional knowledge storage and 
use of one's information processing unit, with external matching implicit way to complete 
the processing of information. The simulation type of factors neurons and its network 
mainly based on simulating the human brain nerve network system, it simulates the 
behavior of human intelligence from the outside of things and macro function. The 
simulation type of factors neural network is the basis of simulation type factors neurons, 
the key of work is to build a functional analog characteristics of this simulation unit, 
making it has the need kinds of characteristic, such as associative knowledge storage 
properties, network stability properties and rapid recall function, etc. 

 

Fig. 1. The simulation type of factors neurons model 

In Fig. 1, the 1f …… mf  are input factors that have some connection with ○, each input 

factors called a perceived channel of the simulation type of factors neurons, the 

1g …… ng  are output factors of the ○, they represent different output response. 

1 2{ , ,..., }o mF f f f=  

1 2{ , ,..., }o nG g g g=  

( ) { ( ) | 1,..., }o o o iX F X F i m= =  

( ) { ( ) | 1,..., }o o o jY G X g j m= =  
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For one of the simulation type of factors neurons, the external function can be used to 

express by ( ) ( ( ))o o o oY G R X F= , to build the simulation model of neurons within 

the network module is to try to achieve the purpose of processing this information. 
The simulation type of factors neurons achieve the process of intelligent simulation 

can represent with mathematical formula: 

( , , )Y F X W T= , 

where  
（X,Y）is called the input and output collection mode of the simulation type of 

factors neurons, 
X is called the stimulated or input mode set, 

Y is called its corresponding response or output model set, and 
W, T is controllable parameters of the simulation model of neurons within the 

network module. 
Make the（ X,Y） relatively fixed when learning, according to the network 

characteristics tried to adjust W, T , to establish the above mapping relationship. Make 
the W,T relatively fixed when the recalling, the simulation type of factors neurons make 
Y response according to input X. 

5.3 Expert System 

A structure of an expert system is pot in Fig. 2, including 8 parts: Knowledge base, 
Inference machine, Knowledge Acquisition, Explanatory Mechanism, Blackboard 
system, Man-machine interface, Interface fro experts and Interface for users. Through 
the knowledge acquisition interface establish knowledge base，in the using, users will 
get fact information into the blackboard system, then the inference machine extract 
 

 

Fig. 2. Structure of Expert System 
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factual information from blackboard system, it matches the knowledge base of rules 
repeatedly, In this process, middle conclusion will put to the blackboard system, until 
the system get the final conclusion output, according to user questions, explanatory 
mechanism explain the final conclusions and the solving process. 

Predictions parameters are rock types (T), covering layer of the rock (C), slope (S), 
displacement (D), friction coefficient between rock (F), moisture (M), and water 
pressure (P). 

Thus can be summed up as follows in the form of rules: 
if  T= Shale and S=80 degrees and M is larger  
then Easy appear landslide 
When the knowledge base in all of the rules that are lower than output condition,At 

this point the reasoning used in Multi-stage implies  fuzzy reasoning model. 

Premise 1  if x is A1 and y is B1，then z is C1,else 
Premise 2  if x is A2 and y is B2，then z is C2,else 
            …………………………………… 
Premise n  if x is An and y is Bn，then z is Cn,else 
   Fact          x is A’and y is B’ 

Conclusion                              z is C’ 
 When “else” is ∪  

' ' '

1
{ [ ( ; ) ] [ ( ; ) ] }

n

i i i ii
C A R A C B R B Cο ο

=
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 When “else” is ∩  
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When forecast the landslide in using of landslide parameters and rules of experience, 
sometimes you can get the status display function or correlation matrix changes, in this 
case, analytical methods can be used for landslide prediction. However, in actual use 
the relationship between the parameters of change is very complex, so that to get these 
shows the relationship is very difficult, in this case, the use of simulation type factor 
neural network module to simulate and reasoning experience more feasible. For the 
parameter relation is not easy to show expressed, the principle of treatment is to 
establish a corresponding simulation type prediction model. Simulation type prediction 
model forecast landslide mainly to learn the experience, and continuous improvement 
in using. 

The analogous diagnostic mode through the main experience learning to prediction 
geological disasters, the function entity is chose the forward-type factor neurons as the 
function entity, it is also set to reverse diagnosis function to show the results, reaction to 
the people as the basis of reverse validation, continuous improvement in using later. 
First of all, to establish factors space is based on analysis the monitoring parameters 
and size analysis of geological disasters, the space included within the output, input 
canasta system based on FNN is the combination of the modern monitoring technology 
and modern computer techniques, it is can timely forecasts calculated landslides and 
other geological disasters, make a prediction to the possibility of impending disaster. 
The system has the following advantages:  
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 First, the system can auto receive the TDR factor information that monitoring 
through beidou satellite, make a right judgment to the current situation of 
mountain; 

 Second, the system can accept factor information of the monitoring mountain, and 
also make a right judgment to the current situation of mountain; 

 Third, the system can make a detailed forecast to the current situation of 
mountain; the forecast has time, scale and so on; 

 Fourth, the system can record the historical data about the monitoring of the 
mountain factors, the historical data can store in the knowledge base, this can 
constantly revised the expert system to improve the accuracy of prediction; 

 Fifth, in addition to these above main functions, the expert system also has good 
man-machine interface. 

6 Conclusions  

The expert system based on FNN theory can make timely forecasts to landslides and 
other geological disasters through dealing with the deflection, humidity, and other 
factors of the rock, the factors monitored through by the TDR technology, this will 
maximum extent to avoid or reduce the SCADA system of destruction from the 
geological disasters, and provide a guarantee for the SCADA system which plays an 
essential role in long distance pipeline transport.   
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Abstract. Due to current real-time data compression algorithms is not
efficient enough, we have proposed a two-phase real-time data compres-
sion algorithm which can be very fast in data compression with high
compression rate. The algorithm can adapt to both text and binary files.
The first phase compresses the file with long common strings into short
forms. The second phase compresses the result of the first phase with
short bytes in common into the final results. We name the algorithm
TDSC Algorithm.

Keywords: Compression, Duplicate String, Hadoop.

1 Introduction

In many scenarios, especially web based online application scenarios, we need
to store and fetch large amounts of data. Sometimes these data are PB scale
and we need to put and fetch them in millisecond timescale. In these situations,
(1) data can be mostly common in structures (For example, web log usually
contains ”http://www.”). (2) I/O performance is the bottleneck of the system
performance while CPU sometimes is not fully made use of. An efficient way to
save I/O and enhance performance is real-time data compression.

A real-time compression can compress the data online, so the users can gain
the additional time and space efficiencies throughout the data life-cycle. However,
most real-time compressions in order to make them running fast are made rather
simple even cares less in its compression rate and data structure. It makes it
difficult to reduce the I/O throughput effectively.

Due to current real-time data compression algorithms is not efficient enough
especially for structured data, we have proposed a two-phase real-time data
compression algorithm which can be very fast in data compression with high
compression rate and common in use. We have found that a two-phase algorithm
can leverage the balance of speed and compression rate. The algorithm can adapt
to both text and binary files. We name the algorithm TDSC Algorithm.
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TDSC Algorithm compress the input data block with two phases in order,
and decompresses it reversely. The first phase compresses the input file with
long common strings into short forms. The second phase compresses the result
of the first phase with short bytes in common into the final results. We named
the first phase Long Phase and the second phase Short Phase.

2 Long Phase

Long Phase represents long common strings that may appear far apart in the
input file. The idea comes from Bentley and McIlroy’s Data Compression Using
Long Common Strings (B&M algorithm) [1]. They have used Karp and Rabin’s
Efficient pattern-matching algorithms (K&R algorithm) [2] to find long common
strings, then feed its output into a standard algorithm that efficiently represents
short (and near) repeated strings.

For an input string of length n, the original algorithm chooses a block size m.
It processes every character by updating the fingerprint and checking the hash
table for a match. Every m characters, it stores the fingerprint.

We have made three little changes of the B&M algorithm: (1) We have changed
the resulting fingerprint to a 55-bit word, saved as a 64-bit unsigned integer,
and interpret each factor of the polynomial as an 8-bit unsigned BYTE ranged
[0, 256). Because K&R proved that the probability of two unequal strings having
the same E-bit fingerprint is near 2-E, and also E × BY TE � 64bit, the 64-bit
CPU word length. (2) Instead of using ”< start, length >” where start is the
initial position and length is the size of the common sequence. We use the byte
”0xfe” to identify the encoded block. Because bytes 0xfe is unlikely to show in
normal text files and it also shows less in binary files. For original 0xfe bytes are
quoted as 0xfe fe. The next byte after 0xfe is length identification byte (LIB)
which identify the width of start and length. We store the start and length
sequentially in little endian. (3) We have used two different hash functions to
compute table size and hash index.

2.1 Data Structure

The data structure of the Long Phase is the hash table which stores the finger-
print fp and block index pos.

The size of hash table is computed as equation 1 shows.

size =

⌊
2n

m
+ 1

⌋
(1)

It is implemented as an array, and the index of the array hash index is computed
as equation 2.

hash index = (fp & 0x7fffffff) mod size (2)
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2.2 Algorithm

Each block B can be interpreted as a polynomial b and fingerprint of the block
can be interpreted as bmodulo a large prime. For d is the factor of the polynomial
and m is the length of the B, We can use Horner’s rule to express b as equation
3 shows.

b = Bm−1 + d(Bm−2 + d(Bm−3 + ...+ d(B1 + dB0)...)) (3)

For t is the fingerprints of the input text, ts is the current fingerprint, we can
calculate ts+1 in O(1) complexity. equation 4 shows the recurrence of the rolling
fingerprint computing.

ts+1 = d(ts − dm−1Ts+1) + Ts+m (4)

However, b and ts may be very large, longer than the CPU word length. So a
large prime q is chosen for equivalent fingerprint computing and f are chosen
for equivalent fingerprints, show in equation 5.

fs ≡ ts (mod q) (5)

Because of q > d and q > Ts, we make the programmable equivalent equation 6.{
fs =

∑m−1
i=0 Tid

i mod q s = 1

fs+1 = d((fs mod q)− (dm−1 mod q)Ts+1) + Ts+m s > 1
(6)

The implementation of the algorithm choose the modulo divisor q a very large
prime, so the pseudo hit of the fingerprints in the hash table is extremely small.
The Long Phase algorithm expresses in the pseudo code as algorithm 1 shows.

We let h = dm−1 mod q, so hwill be a constant if block sizem is a constant, and
line 1 of algorithm 1 also can be calculated in O(1) complexity by algorithm 2.

The line 13 of algorithm 1 looks up fp in the hash table and encodes a match
if one is found.

After checking the block every character in order to ensure that the block
with matching fingerprints is not a false match, we greedily extend the match
forwards as far as possible and backwards never more than b1 characters (or it
would have been found in the previous block). If several blocks match the current
fingerprint, we encode the largest match among them.

3 Short Phase

Short Phase borrows its idea from LZ77 [3] and compresses the result of the
Long Phase. Google Snappy [4] is also an LZ77 like compression algorithm.
Short Phase encapsulates the Snappy library and make a few changes.

ShortPhase hashes the input string every 32bits (4 bytes). If somehashesmatch,
it writes 4-byte size and current literal bytes once, afterwards it writes copy signa-
ture oneormore times.The loopcontinues for 4-bytehashmatching, until it reaches
the end of the input string or the rest is not enough for the hash matching.
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Input: T= the string to be compressed
Data: f , m, d, q, table
Output: C = the compressed result of T

1 h← dm−1 mod q;
2 f ← 0;
3 for i← 0 to m− 1 do
4 f ← (mf + Ti) mod q;
5 end
6 for i← 0 to length[T ]−m− 1 do
7 if i mod b = 0 then
8 Store f to the hash table.;
9 end

10 f ← (d(f − hTi) + Ti+m) mod q;
11 if f exists in table then
12 if T [i..i+m] = T [table[f ]→ s..table[f ]→ s+m] then
13 Encode T [i..i+m] as i;
14 end

15 end

16 end
Algorithm 1. Long Phase Algorithm

Input: a, b, n
Output: ab mod n

1 let < b[k], b[k − 1], ..., b[0] > be the binary representation of b;
2 result← 1;
3 for i← k to 0 do
4 result← 2× result;
5 if b[i] = 1 then
6 result← (result× a) mod n;
7 end

8 end
Algorithm 2. Modular Exponentiation

Google Snappy has a heuristic match skipping. If 32 bytes are scanned with no
matches found, start looking only at every other byte. If 32more bytes are scanned,
look at every third byte, etc. When a match is found, immediately go back to look-
ing at every byte. This is a small loss (about 5% performance and 0.1% density) for
compressible data due to more bookkeeping, but for non-compressible data (such
as JPEG) it’s a huge win since the Short Phase quickly ”realizes” the data is in-
compressible and doesn’t bother looking for matches everywhere.

3.1 Data Structure

The data structure is also a hash table which key is the hash code of the 4-byte
string and the value is the offset of the string. The hash table is used for fast
encoding of string matching. It is implemented as an array of length of power of
2. Assume N is the length of array, b is the four bytes pattern and h is the hash
code of the pattern, equation 7 shows the hash code algorithm.
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h = b× 506832829÷ log
32−logN

2
2 (7)

Note that the division of logX2 can be implemented as right shift of X .

3.2 Algorithm

The short phase algorithm can be implemented as algorithm 3 shows.

1 shift← 32− logtable size+1
2 ;

2 next hash← getHash(ip, shift) ;
3 repeat
4 hash← next hash ;
5 ip← ip+ 4 ;
6 next hash← getHash(ip, shift) ;
7 if hash = next hash then
8 writeLiteral();
9 repeat

10 hash← getHash(ip, shift) ;
11 writeCopy();

12 until hash �= next hash;
13 if length− ip < 4 then
14 break;
15 end

16 end

17 until false;
18 writeLiteral();

Algorithm 3. Short Phase Algorithm

The line 2 of algorithm 3 is to use equation 3 to compute the hash code.
Compression searches for matches by comparing a hash of the 4 current bytes

with previous occurrences of the same hash code earlier in the 32K block. The
hash function interprets the 4 bytes as a 32 bit value, little endian, multiplies
by 0x1e35a7bd (equation 7), and shifts out the low bits.

4 Performance Analysis

Both of our two phase implementations of the algorithm stored the entire in-
put file in main memory and scans the input bytes only once. Meanwhile, the
algorithm only kept a small block of the data during the compression, so the
algorithm could be used to compress the data in disk with low complexity which
the only overhead is to keep the small block of the data. And the performance
bottleneck of compression would be I/O.

The experiments are done on a laptop with an Intel Celeron U3400 CPU
(1.07GHz, 64bit) and Ubuntu 11.10 amd64 operation system. We made our ex-
periment by making three text files into the same one using ”cat ∗ .txt >
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text.txt” in Linux. The three text files ware Alice’s Adventures in Wonderland,
Paradise Lost and As You Like It from test data of Snappy [4]. The size of com-
bined file was 1185833 bytes. We compressed the text with our TDSC Algorithm
and also Snappy and GZip for comparison, the results show in table 1 and 2.

Table 1. Text File Compression

Algorithm Compressed Size Speed Time Cost

GZip 442005 B 15.91 M/s 62826947 ns
Snappy 639191 B 65.18 M/s 15340582 ns
TDSC 620697 B 66.85 M/s 14958797 ns

Table 2. Text File Decompression

Algorithm Speed Time Cost

GZip 94.52 M/s 10574833 ns
Snappy 135.79 M/s 7363479 ns
TDSC 133.71 M/s 7448363 ns

We also tested the binary files. We prepared an Ubuntu 11.10 amd64 ISO file
as the input file and compress the it with TDSC, Snappy and GZip. The size of
input file is 731.2 mega bytes. The results show in table 3 and 4 .

Table 3. Binary File Compression

Algorithm Compressed Size Speed Time Cost

GZip 719.7 MB 9.42 M/s 77.62 s
Snappy 728.3 MB 39.63 M/s 18.63 s
TDSC 724.4 MB 37.62 M/s 19.43 s

Table 4. Binary File Decompression

Algorithm Speed Time Cost

GZip 48.04 M/s 15.22 s
Snappy 120.87 M/s 6.05 s
TDSC 112.48 M/s 6.51 s

The speed comparison is seen in Fig. 1. We noticed that the performance of
TDSC is much better GZip. Even though the short phase encapsulates Snappy,
the performance of TDSC is not worse than Snappy. For the long phase has
already compressed the input file and the short phase will get the not-so-large
input and make better compression rate.
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Fig. 1. Speed Comparison

5 Usage Scenarios

We use the compression algorithm in our distributed columnar storage database
based on Hadoop [5]. We also put the algorithm in the column storage which is
one of our own features of Pig [6] and Hive [7]. Each column group is similar
in structure, so we propose a proper block size of Long Phase to make the put and
fetch in real-time. We also open the TDSC source code in
http://code.google.com/p/tdsc in an Apache License 2.0, so the user can
use it anywhere else.

6 Summary

We have described a Two-phase Duplicate String Compression (TDSC) algo-
rithm that effectively represents any long common strings that appear in a file
first and short common string next. We have extended the fingerprint mecha-
nisms and hash algorithm in real-time compression. We have also developed a
new way to store the common string in compression.

Our experiments have showed that the TDSC algorithm had performed very
well in the text and binary files than the traditional compression algorithm.

In the future, we will analysis the effect of different parameters in the TDSC
algorithm and try to figure out the optimal parameters of different files.
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Abstract. Twig pattern matching plays an important role in XML query 
processing, holistic twig pattern matching algorithms have been proposed and 
are considered to be effective since they avoid producing large number of 
intermediate results. Meanwhile, automaton-based approaches are naturally 
used in filtering XML streams, because Finite State Machines(FSMs) are driven 
by events which conform to event-based XML parser SAX. In this paper, we 
proposed a hybrid approach combining FSM and holistic twig matching 
algorithm to find occurrences of twig pattern in XML streams. That is, we 
locate the lowest common ancestor(LCA) of return node(s) in twig pattern, 
decompose the twig pattern according to the LCA, use automaton-based 
approach for processing the sub twig pattern above LCA, and regular holistic 
twig pattern matching algorithm for the sub twig pattern below LCA. It only 
needs to buffer the elements between the start and end tag of LCA. Experiments 
show the effectiveness of this approach. 

Keywords: twig pattern matching, XML streams, FSM, XML query 
processing. 

1 Introduction 

The rich expressiveness and flexible semi-structure of XML makes it the standard 
format for information exchange in different scenarios. Many Internet applications 
employ a model of data stream, the characteristics of data stream differ from 
conventional stored data model can be found in [1]. For XML streams, the features 
are usually as follows: 1)the data elements arrive as tokens, a token may be a start tag, 
an end tag or PCDATA for text of an XML element; 2)queries to XML streams are 
written in XPath or XQuery, 3)the processor is driven by events raised by SAX. 

XML data can also be viewed as ordered labeled tree, Figure 1,2(a) depicts a 
sample XML tree fragment and a query written in XQuery. 

It's easy to see that the referred elements in Figure 2(a) form a tree structure as 
Figure 2(b), in which single line means parent-child(PC) relation, double line means 
ancestor-descendant(AD) relation. This is the twig pattern. Twig pattern is an abstract 
representation of query to XML data, given a twig pattern Q and an XML data 
fragment D, a match of Q in D can be defined as a mapping from nodes in Q to 
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Fig. 1. A Sample XML Fragment viewed as labeled tree 

 

Fig. 2. A Sample XQuery Expression and A Twig Pattern Query 

elements in D, such that 1)query node predicates are satisfied by the corresponding 
data elements, 2)the structural(PC/AD) relationships between query nodes are 
satisfied by the corresponding data elements. The answer to query Q with n nodes can 
be represented as an n-ary relation where each tuple(d1, ..., dn) consists of the data 
elements that identify a distinct match of Q in D. 

Twig pattern matching is the core operation of XML query processing, and it's 
been widely studied recently[2-4]. Extensions have been made to twig pattern for 
processing XQuery expressions, e.g. Generalized Tree Pattern(GTP)[5]; in this paper, 
we consider the GTP with return node(s) only, which is depicted with circles as in 
Figure 2(b), thus the answer consists only return nodes(s). 

Automaton is naturally suited for pattern matching on tokenized XML streams, it 
answers the query quickly and doesn't rely on any specific indexes, however, 
automaton-based approach like YFilter[6] is more suitable for filtering XML stream, 
when processing twig query with more than one return nodes as in Figure 2(b), it 
conducts many post processing to compute the combined answers of multiple paths 
and seems not that natural. On the other hand, regular twig pattern matching 
algorithms(Twig2Stack[4], TwigList[3] etc.)process twig pattern matching efficiently, 
yet rely on some indexes(region code, tag streams), while in an stream environment, 
it's sometimes impossible to build the index before query evaluation because the data 
has not arrived. 
 
Motivation. We observed that: 1)normally, only the return node(s) specified in 
XQuery need to be stored at processor side, such as bidder and reserve in Figure 2; 
2)XML data fragment usually concerns about some topic, elements with the same tag 
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appear repeatedly, and queries mainly focus on these elements and their sub elements, 
such as open_auction in the previous example; every time an </open_auction> 
arrives, it means that all its sub elements arrived already, so the processor can decide 
whether it satisfies the sub twig query rooted at open_auction or not, and make a twig 
query evaluation to output an answer, or discard the elements arrived yet. We may 
carry out the query evaluation like this: decompose the twig pattern at open_auction, 
which is an common ancestor of reserve and bidder, into two sub twig patterns as in 
Figure 3(a)(b), for sub twig pattern above open_auction( Figure 3(a) ), build an NFA 
like in YFilter, the elements above open_auction will drive the NFA to locate the 
right open_auction in the stream, for sub twig pattern below open_auction, buffer 
elements between <open_auction> and </open_auction>, then make a twig pattern 
evaluation with a regular twig algorithm, thus, every time an </open_auction> arrives, 
we're able to output an answer if this open_auction and its sub elements satisfy the 
query, this is an incremental process. 

 

Fig. 3. Sub Twig Patterns and NFA Built From Twig Pattern 

The rest of this paper is organized as follows, section 2 describes the hybrid 
approach including the framework, algorithm for constructing NFA from twig pattern, 
algorithm for NFA execution; section 3 discusses related work, section 4 gives 
conclusion. 

2 A Hybrid Approach for Processing Twig Pattern Matching 
on XML Streams 

In this section, we'll give a solution to this problem: Given a GTP G and ordered 
accessed XML stream S, compute the answer of G on S. The following example in 
Figure 4 will be used to explain how the algorithm works, for ease of understanding, 
we depicts the XML data in a tree, actually, the processor will be fed with tokens, i.e. 
<a1>, <b1>,<a2>,<c1>,</c1>... in order. 

 

Fig. 4. A Sample XML Fragment and A Twig Pattern with Return Nodes 
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Definition. Lowest Common Ancestor(LCA): for node(s) n1, n2,..., ni of a GTP G, v 
is the LCA of these nodes if and only if: 1) v is the ancestor of nk (1≤k≤i), and 2) there 
exists no node u, such that u is a descendant of v and u is the ancestor of nk (1≤k≤i). 
 

Algorithm1: Framework 

Input: a GTP query G, an XML data stream S; 

Output: the answer of G against S; 

1    LCA <- getLCA(G); 

2    decompose G into two parts at LCA; 

3    for the sub twig pattern above LCA(subTPABOVE), construct an NFA N; 

4   for the sub twig pattern rooted at LCA(subTPBELOW), do the initial work 
required later in twig pattern matching algorithm; 

5   open S to execute the NFA N; 

 
Algorithm1 is the framework of this solution, it first obtains the LCA of return 

node(s) using getLCA(). After decomposition, LCA will be a leaf of subTPABOVE. 
Constructing an NFA in line 3 is just like combining several NFAs into a single one 
in YFilter, every leaf of sub twig pattern corresponds to an accepting state in NFA. 
The NFA is used to locate the correct LCA element in S, then elements between 
<LCA> and </LCA> will be buffered, algorithm for NFA execution(Algorithm3) 
transfers control to a regular twig pattern matching algorithm(we call it 
evalTwigPattern() ) such as Twig2Stack when the corresponding </LCA> arrives. 

We now need an algorithm to construct NFA from a twig pattern. Notice that, there 
may be several accepting states in the NFA, we say an XML fragment matches twig 
pattern if it drives the NFA to all of its accepting states. 

 
 Algorithm2 : NFAConstructor 

 Input: a twig pattern G(G is not null); 

 Output: an NFA N that is equivalent to G; 

 1    create initial state q0 of N; 
 2    create state q1; 
 3    create transition δ(q0, root[G]) = q1 for the root of G; 
 4    foreach child Xi of root[G] 
 5        create new state qx; 
 6        case the relationship between root[G] and Xi of 
 7            PC: 
 8                create transition δ(q1, Xi) = qx; 
 9            AD: 
10               create transition δ(q1, ε) = qx; 
11               create transition δ(qx, *) = qx; 
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12               set the type of qx to "//-child"; 
13               create state qy; 

14               create transition δ(qx, Xi) = qy; 
15        if Xi is a leaf 
16            set the type of new created state(qx or qy) to "accepting" and return; 
17        process Xi  recursively; 

 
Algorithm2 first creates initial state q0 for N, then creates transition from q0 for 

root node of G(line 1-3), next deals with root node's children(line 4-14), notice for 
AD relation, there's an nil transition to an intermediate state whose type is "//-child" 
and will be treated specially in NFA execution, see [6]. 

For the example at the beginning of this section, we obtain two sub twig patterns 
and an NFA in Figure 5 through Algorithm 1 and 2. 

 

Fig. 5. Sub Twig Patterns and NFA Built From Twig Pattern 

Algorithm3 : NFAExecution 

Input: NFA N , sub twig pattern rooted at LCA(subTPBELOW), XML data stream 
S; 
Output: the answer of G against S, G is the original GTP query in Algorithm1; 
//stack is the run-time stack used to maintain nested structure of XML data 
//active_states and target_states are for state transitions 
//buffered is the sign whether it needs to buffer the element, i.e. whether in <LCA> 
and </LCA>, it initiates to FALSE 
//current_tag is raised by each event(callback method offered by SAX) 
// accepted[] are symbols used to remember whether an accepting state is covered, 
initially accepted[] are all FALSE 
//δis the transition table of N 
1    add q0 of N to active_states; 
2    push active_states into stack; 
3    while not end( S ) 
4        case current event of 
5            START OF ELEMENT: 
6                if buffered = TRUE or ( current_tag = <LCA> and TRUE =  
 checkLCA() ) 
7                    store current element corresponding to current_tag into 
 buffer; 
8                if current_tag = <LCA> and TRUE = checkLCA() 
9                    buffered <- TRUE; 
10               foreach state qa in active_states 
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11                   qt <-δ(qa , current_tag); 
12                   if qt != null 
13                       add qt to target_states; 
14                   if qa's type is "//-child" 
15                       add qa to target_states; 
16   qu <-δ(qa , ε); 
17   if qu != null 
18       process qu recursively for the above steps; 
19   if target_states is empty 
20       push a dumb state into stack; 
21   else 
22       active_states <- target_states; 
23       push active_states into stack; 
24     if there is a q in active_states such that q is an accepting state 
25   accepted[current_tag] <- TRUE; 
26  END OF ELEMENT; 
27   pop( stack ); 
28   active_states <- top( stack ); 
29   if all accepted[] are TRUE and current_tag = </LCA> and 
  active_states equals to the active states before <LCA> arrives 
30       evalTwigPattern( subTPBELOW, buffer ); 
31       clear buffer; 
32       buffered <- FALSE; 
33                       accepted[current_tag] <- FALSE; 

 
When XML stream arrives to be parsed, the execution of NFA begins at the initial 

state q0 which is the only active state for the moment, push q0 into stack. Every time a 
start tag arrives, there are two conditions(line 6) to buffer the current element: 
1)buffered is TRUE, this is obvious; 2)buffered is FALSE, but current_tag = <LCA> 
and checkLCA() returns TRUE, in this case, current_tag is the correct <LCA>, and 
checkLCA() pre-computes, for each state in current active states, check whether 
there's a transition leads to an accepting state corresponding to LCA because LCA is a 
leaf of sub twig pattern above LCA, if there is, checkLCA() returns TRUE, otherwise 
FALSE. Next operations(line 10-18)are to make transitions, this is like YFilter except 
for the * checking. After these, if target_states is empty, put a dumb state into S, 
otherwise, set active_states to target_states, and push them into stack, then check 
each of the state in active_states, if there is an accepting one, set 
accepted[current_tag] to TRUE, this indicates that the path whose leaf is current 
element has been covered. so set accepted[current_tag] to TRUE. 

Every time an end tag arrives, backtrack the NFA to the states it was when the 
corresponding start tag arrives(line 27), if current_tag is the </LCA> corresponding 
to <LCA> in condition 2 above, e.g. </b2> instead of </b4>, and all accepted[] are 
TRUE, it's time to do the twig pattern matching, then set the corresponding variables 
to the right value. More results may be produced as the algorithm continues until the 
end of stream. 
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we can easily see it evaluates twig pattern matching for b1, b2, b3 and their sub 
elements, there are no results for b1, and (e1, d1) for b2, (e2, d2) for b3 will be 
returned. 

Analysis. The correctness of the solution in this section lies in the fact that 
Algorithm3 locates the right <LCA> and </LCA> in stream: every time we invoke 
evalTwigPattern(), the fragment that has been scanned satisfies the sub twig pattern 
above LCA, line 24, 29 of Algorithm3 ensure this. 

The NFA is driven by events when parsing XML stream, its running time is linear 
with O(|S|), in addition, suppose the running time of evalTwigPattern() over G and 
buffered elements is fun( |B|, |G| ), so the time complexity of the solution is O(|S| + 
fun( |B|，|G| )), where |S| is the size of XML stream, |B| is buffer size, |G| is the size 
of twig pattern. 

The maximum size of run time stack S in Algorithm3 is the maximum depth of 
XML stream; elements between <LCA> and </LCA> are buffered, usually we cannot 
know in previous the size of buffer in the processor side, However experiments for 
the given use cases show that in the normal cases, the buffer won't be too large. 
 
Experiments. We implemented the idea above on a PC with 2.93 GHz CPU and 2GB 
RAM running Windows XP and Java 1.6, three typical data sets and 9 queries 
appeared in our experiments, TwigList[3] is used to implement evalTwigPattern().  

Experiments show that it won't buffer too many elements to compute the correct 
answers for practical queries, and the scalability of memory consumption is good, 
because buffer size is bound to LCA elements, it is typically just related to the 
structure/type of document and is independent of the size of documents. Detailed 
experiments are ignored because of space limit. 

3 Related Work 

[1] is an early overview paper addressing data stream model based on relational data. 
It talked about some problems and approaches for implementing a general purpose 
Data Stream Management System(DSMS). Some motivating example applications 
can also be found in [1]. [10] is a survey focused on XML streams, it shows that 
people have done many works in this area through some projects. 

XFilter[9] pioneered the use of FSMs for XML filtering, YFilter is the subsequent 
work of XFilter, it exploits commonality among many path queries by merging the 
common prefixes of the paths so they are processed only once. 

Twig2Stack[4] is a representative Algorithm for twig pattern matching, in the first 
phase, it stores the intermediate results in a complex hierarchical stack structure, then 
enumerate the query results from the hierarchical stacks. Twig2Stack has good 
performance and is capable of efficiently processing GTP queries. TwigList[3] comes 
after and is similar with Twig2Stack, yet it uses a much more simpler data structure 
and has better performance. 
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4 Conclusion 

In this paper, we proposed a solution combining NFA and regular twig pattern 
matching algorithm for computing answers of twig pattern on XML streams, this 
solution is based on the observation that LCA of return node(s) in twig pattern 
captures the semantics of twig pattern and structure of XML data. Experiments show 
that it won't buffer too many elements to compute the correct answers for practical 
queries. This solution is helpful for implementing XQuery on XML streams. 
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Abstract. On the foundation of analyzing the existing classification, an acquisi-
tion method of extension transformation knowledge based on Decision Tree 
classification has been proposed The new-bored method re-mines and trans-
forms the decision tree rules to "can’t to can, not to yes" strategy which aims to 
provide targeted decision-making on the transformation of the customer churn 
by flexible use of the extension set and extension transformation theory. Its 
practice in a web company has proved that this method is highly feasible, and 
also has the reference value for other methods research based on Extenics. 

Keywords: Extension transformation, transformation knowledge, decision tree, 
Rules Mining customer retention. 

1 Introduction 

Data mining as an important instrument for knowledge discovery has been wide-
spread concerned by scholars to support business strategy [1-2]. Especially, the deci-
sion tree classification which has stronger interpretability of classification principle is 
one of the most commonly used data mining measures[1,3].However, the pattern 
knowledge obtained from data mining is not practical enough.  

In recent years, Extension theory [4] has been initially applied in the field of data 
mining, and achieved good result. Bibliography [5] has had outlook-style description 
on extension application in Data mining. Methods were exploited of the correspond-
ing potential knowledge by utilizing properties of matter element including diver-
gence, relevance, and implication, arousing our concerns on potential information 
category [6]. And then analyzed the existing problem caused within the data mining 
process based on extension theory, and also proposed a new data mining application 
based on extension transformation through establishing matter-element set[7]. The 
conception and assumption of extension classification has been presented [8] and laid 
the foundation for further research. 

The rest of the paper is organized as follows: In section 2 we reviewed extension 
set and decision tree method for preparing our new method. In section 3 we presented 
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the algorithm design and implementation of transformation knowledge in detail. Sec-
tion 4 gives a case study and show how this new methodology works. In section 5 we 
conclude the paper and give future research directions. 

2 Analysis of Transformation Rules Mining 

2.1 Three Kinds of Set Theories on Classification 

Classification can provide a reference for decision. The existing category mining is 
based on classical set theory and fuzzy set theory. The classical theory requires each 
object must belong to one set and only one or the other. The classical collection uses 
the characteristic function of range {0, 1} to qualitatively describe whether one thing 
has certain property [5]. The fuzzy set uses the membership function of range {0, 1} 
to describe the degree of certain things which are undergoing differences during the 
intermediate transition. Neither classical set nor fuzzy set study the changes among 
the categories of things, therefore both of them cannot directly describe the conver-
sion between "non" and "is" in certain condition [5]. Frankly speaking, many things 
can divided into two parts according to P property. The part which does not have the 
nature of P can be further divided into two categories, one is "can be convert into 
holding P property" and the other is "cannot be transformed into possessing the nature 
of P" under certain condition. In the actual production, For instance, unqualified 
products can turn to be qualified after some processing.  

2.2 Theory of Extension Set 

Extension set reflects the degree of transformation of the nature of things. Its defini-
tion can be stated as follows:  

Definition 1. Set U  as universe, u  is any element in U , k  is a mapping of U  

into real domain I  , the given transformation of  ( ), ,U k uT T T T=  refers to the 

following equation. 

 ( ) ( ) ( ) ( ){ }, , , ,U k uE T u y y u T U y k u I y T k T u I′ ′= ∈ = ∈ = ∈  

The above set is a extension set of U universe, ( )y k u= is correlation function of

( )E T . ( )k uy T k T u′ = is extension function of ( )E T . , ,U k uT T T is separately the trans-

formation of universe U , correlation quasi-function K , and element u . 

On the conditions of T e≠ , ( )E T
+i

is the positive extension domain of ( )E T ,  

( )E T
−i

is the negative domain of, ( )E T+ is positive stable domain of ( )E T , ( )E T−  

is negative stable domain of  ( )E T , ( )0J T is extension bounding of  ( )E T . 
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Positive extension domain indicates that element which initially does not belong to 
E turn to a part of E  after the implementation of A transformation; while the Neg-
ative extension domain reflects element which initially does not belong to E  remain 
the same after A  transformation; Positive stability domain refers to element which 
originally belong to E  remain belongs to E  after the implementation of A  
transformation, Similarly, Negative stability domain refers to element which original-
ly does not belong to E  is still not part of E  after A  transformation. Extension 
boundary refers to element which existed at the border of extension transformation 
and its extension function is zero. Extension boundary describe the qualitative change 
point which indicates that elements surpass the point will definitely produce qualita-
tive change. T 

2.3 Decision Tree Method 

Decision tree is a tree structure similar to flow chart, where each internal node 
represents a test on attribute, each branch represents output of test, and each leaf node 
represents a category. Decision tree as data set classifier resulted in a static subset of 
classification of data which only describe the characteristics of different branches of 
leaves, and therefore effective measures aiming to prevent the loss of customers only 
relied on classification rules are invalid. Using matter element extension set to 
represent the results of Decision tree mining so that it can transform the static rule set 
into changing, dynamic extension rule set to dynamic strategy generation.  

3 The Algorithm Design and Implementation of 
Transformation Knowledge  

3.1 The Method of Obtaining Transformation Knowledge  

In order to obtain strategies of classification transformation rules turn to change 
through extension transformation mining On the foundation of decision tree classifi-
cation rule connecting with extension set theory. Take A, B two types of conversion 
as example. 

Set up A as: 

( ){ } ( )
1 1

2 2

, ,

, , 0, 0,
i i

i i i i i i D

r ir

I d u

D T D D d u K K K T i J

d u
++

⎧ ⎫⎡ ⎤
⎪ ⎪⎢ ⎥= = < • < ∈⎨ ⎬⎢ ⎥
⎪ ⎪⎢ ⎥⎣ ⎦⎩ ⎭

ii
 

DJ
+i

is index set of information unit iD  which meet the condition of 

( )0, 0ip ip ipK K K T< • < , the later sign is similar, so no long explain 

( ){ } ( ) ( ){ }{ }, , , ,i i i j ij i DI T I I O c v D D T i J
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= = ∈ ∈
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Set all of relevant characteristics of ( )1,2, ,jc j m= and ( )1,2, ,pd p r= as 

{ }0j ,change the property value of rules hold the same property in the two types of rule 

based on A B←  replacement transformation; there must be transformation set called 

ABT which make A B⇒ by  transforming  the rule existed in B but not in A through 

adding transformation;  

The reliability is
( )
( )

D T

D T
+

−

i ,support degree is the transformation knowledge of

( )D T

D
+i ,which indicates that about { }0j j∈ , if ( ), ,j jI O c v=  have ( )j

j
v V T

+
∈
i

, 

then 
1 1

2 2
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i i

i i

r ir
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D d u

d u

⎡ ⎤
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which originally belong to E  will turn to not belong to 

E  after the implement of T  transformation, among which 
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For example: 
Through original rules 
“Rule 2: (198/14, lift 2.7) 
whether using mobile-mail services=0 
 POINTS <= 6 
 the length of occupied time> 92 
 Type = 6 
      class B  [0.925] 
Rule 3: (6, lift 2.7) 
whether using mobile-mail services  = 1    
     POINTS <= 6 
the length of occupied time <= 795  
      class A  [0.875]”  
Obtain transformation rule knowledge  
“Rule6: (6/9)  support：4.25%  ID：240-235  
Under:   
 POINTS<=6(same)  
92 < occupied time <= 795(same) 
Trans:   
 whether using mobile-mail services =1   to   =0  
Add:  none 
 class  A  to  B  [61.70%]” 
ID：240-235 is the source rule number generating transformation rule. 
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Below the word "under" will list rules existed in category A but not in category 
B.(add "same" signal in the rear )  

Below the word "Trans:" will list rules had the same attribute but different value, 
and convert the antecedent value among condition category based on target category 
value 

“Add：”refers to copy rules existed in B but not in A as an additional transforma-
tion condition. 

“POINTS<=6”，“92 < the length of occupied time<= 795”and“whether use mo-
bile-mail services=1”are the antecedent of rule knowledge, “whether use mobile-mail 
services=0" and "none" are the consequent of rule knowledge. 

3.2 Evaluation Index of Transformation Knowledge 

Set the record number of { } { }A B∪ in database table as D ,set the record number 

which correspond to antecedent in{ }A as aF ,set the record number which correspond 

to consequent in{ }A as aR ,set the record number which correspond to antecedent of 

transformation rule knowledge iABT in{ }B as bF ,set the record number which corres-

pond to consequent of this in{ }B as bR ,set all the record number which meet antece-

dent of rule set as F and all the record number which meet consequent of rule set as 

R , set the record number which accord with A rule set in{ }D as ( )D A , set the 

record number which accord with B  rule set in{ }D as ( )D B . 

The accuracy rate of rules: 

 ( ) ( )1 / 2iAB b a bP R R R= + + +  (1) 

anticipative conversion rate 

 /r aT F F=  (2) 
the support degree of the rule 

 
( )
F

S
D B

=  (3) 

the reliability 

 bR
R

R
=  (4) 

For instance, In the “Rule6: (6/9) support：4.25%  ID：240-235”, 6 refers to the 
record number which meet transformation condition. 9 refer to the record number 
which meet antecedent of A "under" condition. support：4.25% refers to reliability. 
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3.3 Implementation Steps 

1) Read in the original rule set: Take See5 decision tree software for example, the 
initial rule set saved in .out text file as the form of text file, Rule format as shown 
in the above example, in which 198 of rule2 represents the record number which 
meet the rule in training set, 14 represents the record number which does not meet 
the rule in training set, Predicting accuracy rate=(198-14+1)/(198+2) = 0.925, En-
hance degree of lift 2.7=prediction accuracy rate/ the relative frequency of occur-
rence of such class in training set. Classification rules will be read into database in 
turn, stored into the rule table. 

2) Pretreatment of rule set: Expurgate the same rules generated by rereading in the 
process, establish keyword of full-text index and so forth. 

3) Set mining parameters: Set the following parameters by user: 

1）"mining rules transform from class__ into class__", such as class0, and class1,etc, 
shown in the mentioned example. 

2）"the number of rules have the same content >=     ", such as “POINTS <= 
6”and“92 < the length of occupied time<= 795” in rules 2and rule 3. 

3）"the number of rules have the same content<=     ”, such as the different value 
of antecedent in" whether use mobile-mail services" in rule2 and rule3 in the ex-
ample. 

4）"the predicting transformation rate of extension rule>=     %", the conversion 
rate of applying predicting extension rule=the record number consisted with trans-
formation rule in rule set/ all the record number consisted with antecedent of rule 
set. 

4) Tule Mining: Search for rules have many similarity and less discrepancies, by 
comparing the output generated by transformation rules  

5) Rule evaluation index calculation: In order to evaluate the practicality and novelty 
of extension rule, you should calculate the indicators, such as accuracy rate, pre-
dicting transformation rate, support degree and credibility. 

3.4 Mining Algorithm  

The following shows the brief algorithm of transformation knowledge mining: 
Input: The result set based on decision tree data mining (two class are respectively 

represented by A and B), and the minimum record number n from elements of the  
two set. 

Output: matter element of A might transform into strategy of B under the condition 
of ( )k RT K T R . 

Algorithm steps: 
(1) The elements in A, B should be respectively represented as multi-dimensional 

matter element 1w  and 2w , 1mR  and 2mR  analysis indicate the first m matter ele-

ment in 1W  and 2W . 

(2) The number of matter element for i=0 to A 
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（3）The number of matter element for j=0 to B 
（4）Set integer total equal to 0 
（5）Set the dimension of 1iR  as i N∗ ,  set the dimension of 2 jR as j N∗ ; 

（6）for k=0 to i N∗  
（7）for kk=0 to j N∗  

（8）If 1irR is the K-dimension feature, then value is the same as the value of KK-

dimension of 2 jR  

（9）total=total+1 
（10）End k, kk circulation 
（11）If total is greater or equal to the system input value N,  then output one 

transformation knowledge of 1iR  and 2 jR  

（12）End i, j circulation. 

4 Case Study 

A website company own a large number of charge-mail registered users. However, 
some customers are lost due to the intense competition and other objective reasons. 
The acquirement of the 245 rule is through applying decision tree data mining algo-
rithm to divide user into "the existing user, the freezing user and the lost user" and 
predict the user type. However, it cannot acquire knowledge which promotes user 
transformation from those rules, actually, the freeze user and the normal user can 
transform into each other in certain condition. Finding transformation knowledge 
among different users will provide wiser ways. 

First of all, import all the decision tree rules into rule base. Then set the parameters 
(such as transform users from freeze user to normal user) to engage in mining strategy 
to come out dozens of strategies, the rule 6 of the former section 3.2 is the case in 
point, from which indicates that users among the scope of POINTS<=6 and the length 
of occupied time between 92 and 795 can reduce their loss, as long as advising them 
not to use mobile-mail services. This intuitive transformation knowledge plays a pi-
votal role on taking effective operational measures. 

5 Conclusions  

The paper briefly analyzes the measures of the acquisition strategy, combined exten-
sion theory with research result to come up with strategy knowledge measures of 
acquiring customer transformation through data mining and extension transformation, 
and implement through designing algorithm programming. The practicality of this 
method is confirmed by preliminary test. We found that there are two paths for trans-
formation knowledge mining by combining decision tree method with extension set 
theory. 
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1) The indirect rule mining method refers to further digging on the basis of traditional 
decision tree rule. After generating a static rule set through data mining of decision 
tree, coming with the second excavation of the rule set. 

2) Extension strategy direct mining method refers to directly dig out transformation 
knowledge on original data base by improving traditional decision tree algorithm. 

 
The paper mainly based on the first path to achieve the acquisition of transformation 
knowledge, The second path- extension strategy direct mining method get rid of the 
dependence of decision tree classification rule, which have more practicality and need 
further research. there would be great application prospection by taking advantage of 
the result of extension theory research which connect traditional data mining with 
extension set, and with extension transformation as well as extension logical theory to 
dig out "can’t to can, not to yes" strategy by using  methods of  extension data  
mining. 
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Abstract. Block-based matrix multiplication plays an important role in statics 
computing. It is hard to make large scale matrix multiplication in data statistics 
and analysis. A flexible parallel runtime for large scale block-based matrix is 
proposed in this paper. With MapReduce framework, four parallel matrix mul-
tiplication methods have been discussed. Three methods use the HDFS to be the 
storage and one method utilizes the Cloud storage to be the storage. The parallel 
runtime will determine to use the appropriate block-based matrix multiplication. 
Experiments have been made to test the proposed flexible parallel runtime with 
large scale randomly generated data and public matrix collection. The results 
have shown that the proposed runtime has a good effect to select the best matrix 
multiplication strategy. 

Keywords: Matrix Multiplication, MapReduce, Cloud storage, HBase. 

1 Introduction 

Since MapReduce programming model was proposed [1], various MapReduce im-
plementations have been brought out. Apache Hadoop adopted the same architecture 
with Google’s [2]. Due to the scalability, stability, efficiency, simplicity of MapRe-
duce framework, many efforts have been done to solve the scientific problems on 
distribution computers with MapReduce framework. Phoenix is a shared-memory 
implementation of MapReduce [3]. GraphLab [4] and Mahout [5] are two processing 
approaches to parallelize the Machine Learning algorithm with MapReduce. Apache 
Hama [6] is a distributed computing framework based on BSP (Bulk Synchronous 
Parallel) computing techniques for massive scientific computations. Hbase, short for 
Hadoop Database, is an open-source, distributed, column-oriented and KeyValue 
based data management system [7]. HBase runs on top of HDFS, providing BigTable-
like capabilities for Hadoop. 

Matrix multiplication is a fundamental kernel for a variety of scientific problems. 
And thus many parallel algorithms have been proposed to solve large scale matrix 
multiplication. Block partitioned matrix product is a common technical to parallel the 
matrix multiplication on distribution computers. In this paper, four approaches are 
proposed to parallel matrix multiplication on Hadoop. Among the proposed four  
methods, three methods attempt to solve the Matrix multiplication using different 
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MapReduce strategy and one method uses the emerging cloud storage to implement 
new MapReduce strategy. The performances of these algorithms are investigated and 
evaluated, and then a performance model for block based matrix multiplication with 
MapReduce framework is found.  

The rest of the paper is organized as follows. Section 2 presents the four approach-
es for matrix multiplication with MapReduce framework. The proposed performance 
model is presented in Section 3. Section 4 describes our evaluation methodology and 
experimental results and related analyses are presented, followed by conclusions in 
section 5.  

2 Parallel Block-Based Matrix Multiplication 

2.1 Matrix Storage and Notations 

For saving storage space, there are different storage formats for sparse and dense 
matrix. For sparse matrix, we store each non-zero point as a triple (row, column, val-
ue); for dense matrix, we store each row of the matrix as a record like (row, [values]). 

For two matrices A and B, A has dimension I * K with elements a(i, k) for  0 ≤ i
  and 0 ≤ k , accordingly B has dimension K * J with elements b(k，j) for  0 ≤ k  and  0 ≤ j . Then Matrix =  has dimension I * J with ele-

ments c(i, j), and c i, j = ∑ a i, k b k, jK . For simplicity, we just assign an 
uniform block size for each blocks, i.e., we use ib, kb, jb to index the block in matrix 
A, B, and C. A[ib, kb], B[kb, jb], C[ib, jb] are used to represent the block for each 
matrices, then A[ib, kb] has dimension IB * KB, B[kb, jb] has dimension KB * JB, and 
C[ib, jb] has dimension IB * JB. Since IB maybe not divisible by I, similar for KB and 
JB, dimension of margin block would less than other block. Let NIB, NKB, NJB to 
denote number of blocks for I, K and J, then = 1 + 1, = 1 + 1, = 1 + 1  

where 0 ≤ , 0 ≤ , 0 ≤                           (1)  

 
a(i, k) ∈ A[ib, kb], ≤  + 1 ,  and ≤+ 1 ,  
b(k, j) ∈B[kb, jb], ≤  + 1 ,  and ≤ j + 1 ,  
c(i,  j) ∈C[ib, jb], ≤  + 1 ,  and ≤ + 1 ,  
 

Let , , = , , , then 
 , = , ,  (2) 
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Assuming matrix A, B and C have dimension 10*10, then I=10, K=10 and J=10. If we 
take IB=KB=JB=4, then NIB=NKB=NJB=3, 0 ≤ 3, 0 ≤ 3, 0 ≤ 3 . 
The blocks partition for matrix A is shown in Fig.1.  

 

Fig. 1. Block-based partition for matrix with dimension 10*10  

There are many parameters for MapReduce framework. Mc and Rc are taken to 
represent the Map/Reduce capacity of the cluster, M and R to represent Map/Reduce 
task number for a MapReduce job and T, Tmapper, Treducer to represent execution time 
for MapReduce job, Map tasks and Reduce tasks respectively.   

 = +                               (3)                             = + +                      (4)                             

Tshuffle, Tsort, Treduce denote the execution time for shuffle, sort and Reduce phase  
respectively.  

2.2 MapReduce Matrix Multiplication Approaches 

Block-based matrix multiplication algorithm can be represented in Fig. 2. In Fig.2, A 
and B are split into four blocks respectively, for example 0,0 = 0,0 0,0 +0,1 1,0 . Matrix multiplication is carried out block by block and summed over 
the output to generate the final result. Based on MapReduce framework, we split the 
four algorithms into two categories based on which MapReduce phase is response for 
multiplication.  

 

Fig. 2. Blocked matrix multiplication algorithm 
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Since the performance of these strategies affected by many factors, such as net-
work status, data distribution, work balance, for simplification, some assumptions are 
made through this paper. (1) All data can be filled into memory; (2) Data distribution 
in each block is uniform; (3) Input data is distributed evenly on each Map task node.  

2.2.1   Strategy 1 
This is one approach in the reduce-side multiplication category. The algorithm works 
in four steps: (1) each Map fetches input; (2) each Map emits data from A NJB times 
and data from B NIB times; (3) each Reducer fetches data from the output of Map; (4) 
the Reducer does multiplication and summation.  In step 3, the Partitioner makes sure 
that Reducer gets a whole row blocks from matrix A and a whole column blocks from 
matrix B. The blocks are sequenced by: A[ib,0]B[0, jb]A[ib,1]B[1,jb]…A[ib,NKB-
1]B[NKB-1,jb], then  =                               (5)    

In this strategy, A[ib, kb] is required by Reducer which is responsible for computing 
C[ib, jb] for 0 ≤ jb NJB, the Map function has to emit NJB times for A[ib, kb]. 
Similarly, B[kb, jb] needs to be emitted NIB times, then we can get +                     (6) 

IB, JB and M are the core parameters for this strategy. M controls the concurrency of 
the Map tasks, IB and KB determinate the intermediate data size and concurrency of 
the Reducer tasks. Since Map task has no influence on size of intermediate data, full 
Map capacity of the cluster should be utilized.  If we take n to represent the data size 
fetched in shuffle phase, we can get       ,      ,                      (7) 

If NIB * NJB increases to α times, Dsize will increase to β times, α β (with equality 
if and only if A or B is empty). When   , we can use α times reducer work 
concurrently. For each Reducers, shuffle phase need less data (β/α times of original), 
then Tshuffle, Tsort and Treduce will be decreased, Reduce task’s execution time will be 
decreased. With Dsize increases, execution time of Map task is increased; there are 
trade-off between increase Reducer concurrency and decrease the intermediate data 
size. If  , the Reduce function would run more than once (set = ), or 
the reducer process world run more than once (set  = ) to complete the job. 
Some computing node (the Reduce task runs on it) will get more immediate data, 
since the node number for reducer is unchanged, and intermediate data size increased, 
the total execution time will not be decreased. Based above analysis, the following 
setting should be taken to achieve best performance for this strategy. = , =                      if when = ,  which let =          otherwise         ,  subjct to minimal                                   (8) 
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2.2.2   Strategy 2  
This is another reduce-side multiplication strategy. There are two MapReduce jobs for 
this strategy. The first job works as following four steps: (1) Maps read input data; (2) 
Maps emit data from A NJB times and data from B NIB times; (3) Reducers fetch data 
from Map’s output; (4) Reducer do multiply to get C[ib, kb, jb]. In step 3, the Parti-
tioner makes sure that Reducer gets a block from A and a corresponding block from 
B, then =                             (9) 

The first MapReduce job just gets C[ib, kb, jb], so this strategy needs another Ma-
pReduce job to sum over C[ib, kb, jb]. The second MapReduce job works in two fol-
lowing steps: (1) Map reads and emits C[ib, kb, jb]; (2) Reducers sum up these partial 
results to get C[ib, jb]. 

For this strategy, the parameters will be taken as equation (10).  

  = , = , =                                if  1= 1, select ,  like strategy 1     otherwise   
=  and =                              (10) 

2.2.3   Strategy 3 
This is the map-side multiplication strategy; this strategy does multiply during the 
map phase. The Map function gets one column from A and one row from B, then does 
multiplication and sends the intermediate data to Reducer. Reducer just sums over 
these partial results. The first MapReduce job works as following two steps: (1) Map 
reads input data and emits them; (2) Reducer fetches and formats the intermediate 
data. The second MapReduce job works as following three steps: (1) Map reads input 
data; (2) Map does multiply and emits partial sum; (3) Reducer sums up the partial 
results. The following setting should be taken to achieve the best performance for this 
strategy. =  ,                                            =                                        when = , which let =                                otherwise            (11)                           

2.2.4   Strategy 4 in HBase 
The two matrices A and B are stored in the same table of HBase. The table has two 
column families: matrix-A and matrix-B, there is one column in each column family. 
The col-A stores the data of matrix A and col-B stores the data of matrix B in two 
column families. In a row, there are one element of matrix A and one element of ma-
trix B. For A[i][k] in matrix A, the row key is defined in equation (12). For B[k][j] in 
matrix B, the row key is defined in equation (13). 
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Rowkey(A, i, k) = [i/IB]_[k/KB]_[i%IB]_[k%KB]                    (12)  
 Rowkey(B, j, k) = [j/JB]_[k/KB]_[j%JB]_[k%KB]                   (13) 

The matrix A is stored by row and matrix B is stored by column, and then the data can 
be fetched continuously. The matrix multiply algorithm in HBase works in two steps: 
(1) Maps fetches input data, and every Map fetches a whole row blocks of matrix A; 
(2) Map fetches a whole column blocks of matrix B and does multiplication.  

3 Performance Model 

A performance model is proposed to predict the best strategy and parameters for spe-
cific input. For the performance model, the computing capacity of the cluster, data 
sparsity and data distribution of input matrices are needed to collect. As shown in the 
Fig.3, Hadoop’s configuration file is analyzed to get the computing capacity of the 
distribution cluster. To get the nature of the matrices, some blocks are sampled from 
input file to predict the sparsity and data distribution of the matrices.  

 

Fig. 3. Workflow of the performance model 

4 Experiments and Evaluation 

4.1 Experiments Setup 

A parallel cluster hardware environment has been setup with 9 HP DL380 servers. 
Every computing node has two Intel Xeon 3.6GHz CPU processors with 8G main 
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memory, 125G hard disk, and RHEL4 Linux OS. Hadoop and HBase are configured 
on the cluster nodes.  

4.2 Experiments and Results for Randomly Generated Matrices 

Randomly generated matrices are used to do experiments. For sparse matrices, each 
point has same probability to be a non-zero value. To get a stable experiment result, 
each experiment case has been run twice and the average value is taken as the final 
result. For strategy 2 and 3, there are two Map-Reduce jobs. T1 and T2 are taken to 
represent execution time for first and second MapReduce job, so do Tmapper1, Tmapper2 
and Treducer1, Treducer2.  

 

Fig. 4. Matrix multiplication with strategy 1      Fig. 5. A_10000 * B_10000 with strategy 2    

 

Fig. 6. Matrix multiplication with strategy 3    Fig. 7. Optimal result for each strategy 
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As shown in Fig.4, when R=8, execution time is minimal for the two experiment 
data A_1000 * B_1000 and A_10000 * B_10000. When = 16 , there is no 
further improvement. For A_10_1000000 * B_1000000_10, this case achieves the 
optimal result when R=2. For strategy 2, Fig.5 shows the experiment result of strategy 
2when M=Mc=8, R=Rc=8. Fig.6 presents experiment results for strategy 3, the optimal 
result can be got when M=8. The comparison for these three strategies is shown in 
Fig.7.  

4.3 Experiments and Result for Strategy 4 in HBase  

For strategy 4, the performance comparison is made with strategy 1. Three randomly 
generated matrices have been used, 1000*1000, 3000*3000 and 5000*5000. As 
shown in Table.1, the strategy 4 has a better performance than strategy 1 on 
1000*1000 and 3000*3000 data sets. And it has almost equal performance with strat-
egy 1 on 5000*5000 data sets. 

Table 1. The result for strategy 4 in HBase 

Dimensions Store IB KB JB map reduce Tmapper Treducer T 
1000*1000 HDFS 250 250 250 16 16 15s 30s 59s 
1000*1000 HBase 250 250 250 16 0 52s 0s 52s 
3000*3000 HDFS 500 500 500 36 36 54s 3min30s 4min3s 
3000*3000 HBase 500 500 500 36 0 3min3s 0s 3min3s 
5000*5000 HDFS 1000 1000 1000 25 25 2min 4min10s 4min57s 
5000*5000 HBase 1000 1000 1000 25 0 5min2s 0s 5min2s 

5 Conclusion  

In this paper, four algorithms have been implemented for block-based matrix multip-
lication with MapReduce framework. The algorithms are classified to the “Map-side” 
and “Reduce-side” categories. These algorithms are compared with different characte-
rizes of matrices. Finally a performance model has been proposed to predict the  
performance for each algorithm based on cluster’s configuration and nature of the 
matrices. Our contributions can be concluded as follows: 1) the core parameters for 
each algorithm that highly affects the performance are analyzed; 2) we compared 
these three algorithms and proposed a performance model to automatically select best 
strategy and parameters for specify input and distribution computing environment.  
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Abstract. With the rapid development of web social networks and its
integration into our daily lives, interactivity and participatory between
people and web have made the web social networks play an important
role in the information security, trade relations, community structures,
communication behavior and so on. This paper introduces the impor-
tant significance, the current application, the progress of the study and
research on the web social networks from the views of group detection
and relation analysis, meanwhile points out the research trend of the
web social networks from the evolution, the propagation, multi-scale,
link associated with content, and the social computing.
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Information Propagation, Link Prediction, Social Computing.

1 Introduction

With the rapid development of newer media and its application, people have
taken part in the abundant social affairs increasingly through internet. Web
social networks are entity networks combined by many linking relations, for ex-
ample, people pay attention to the latest information of their friends and social
celebrities from the micro-blog websites such as Twitter and Sina Weibo, and
share their new matters with their friends and fans, or people make good friends
and play interactive games on the Facebook or RenRen. Web social networks
play an important role in people’s daily lives, the interactivity and participatory
between people and web have promoted the transformation from the social be-
havior to the web behavior, from the realistic social relations to the web social
relations, and from the social information to the web information[1].
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In recent years, with the development and perfectness of graph theory, proba-
bility theory and all kinds of geometry, web social networks also have developed
energetically, in which the research on groups detection and relations analysis is
particularly important, and the web social networks, widely used in the fields of
information security, the trade relations, the social networks services, the groups
communication behavior, the information recommendation and so on, is being
taken seriously.

2 The Research of Group Detection

The important character of web social networks is the community structure of
the network, this structure can be denoted a social network with weighted graph.
Therefore we introduce some chief algorithms as follow.

2.1 Graph Partition Method

The first heuristic method is Kernighan-Lin algorithm (KL)[2]. The algorithm
solve graph bipartition problem. But the partition by KL depends heavily on
the initial partition of the two groups, therefore, KL is used frequently for sub-
sequent optimization based on other partition algorithms[3]. The other one is
spectrum bipartition[4]. The method is based on Laplace matrix so as to solve
graph bipartition problem. The flaw of this algorithm is which only divide the
graph into two subgraghs, or even subgraphs. Some people introduce an effi-
cient max-flow method[5], and solve the min-cut between two nodes. However
graph partition need to confirm the amounts of group and even value in advance,
Therefore the method cannot be applied for community detection directly.

2.2 Sociology Method

Agglomeration algorithm: Based on the similarity between kinds of peer nodes,
we append edges to original empty-network containing n nodes and 0 edge from
the node with highest similarity peer nodes. This process can be terminated
at every node, the finally formative network can be regarded as the groups of
community. However it is apt to find the core of community, and ignore the
periphery of community. Partition algorithm: Generally we try to find the peer
nodes with lowest similarity, and remove the edge between peer nodes from
the concerned network. We can partition gradually entire network into kinds of
smaller and smaller sub-community by repeating the process. This process can
be terminated at every node equally, and we can get kinds of communities based
on current status.

2.3 Divided Method

Girvan-Newman (GN) Algorithm: The significant method of splitting is proposed
by Girvan and Newman[6]. Specifically speaking, it removes the largest side of
the interface (Betweenness) from the network through the iteration and divides
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the whole network into many communities. But in the case of unknown num-
ber of community, the algorithm can’t determine the right number of iterations.
Newman Fast Algorithm: Because of the complexity of time in GN algorithm,
[7] proposes the fast algorithm on the basis of GN algorithm, it is condensing
algorithm based on the thought of greedy algorithm. In these community struc-
tures, by choosing the biggest Q value corresponding to the local, people can get
the best network community structure.

2.4 Overlapping Community Detection

In the actual network, some nodes are often shared by many communities,
it means that there is overlap between communities. The Clique Percolation
Method (CPM)[8] is the most widely used method in the overlapping community,
the main concept of the Method: interior community has higher edge density,
and internal edges of communities may form big cliques; but it is nearly im-
possible that the edges between communities can form bigger cliques. Palla and
others propose to define the community by the percolation of k-clique, allowing
overlap exists between communities[9].

3 Analysis and Mining of Relation

3.1 Strong and Weak Relation

In “The Strength of Weak Ties”[10] published in 1973, Granovetter argues that
scholars often focus on the effect of strong ties, and to some extent, neglect the
role of weak ties. In Granovetter’s survey, American society is a society with weak
relation. Bian YanJie, a Chinese scholar, puts forward an assumption of strong
ties[11]. Namely Chinese society is not like the society of the United States with
weak ties, but a society with strong ties. That is to say: Bian YanJie’s theory
on strong ties is a hypothesis in the specific circumstance in China.

SNS distinguished according to the strength of ties. SNS with strong ties:
Facebook, Renren, Kaixin001, LinkedIn, Pengyou. Because of a high degree of
trust and the acquaintance with each other, the user will be very active if the
privacy control is good enough, the spread of information is confined within the
circle of friends due to its nature of low spread. SNS with weak ties: Twitter,
Sina Weibo. They have a low degree of trust because of the privacy control
problems and the broadcast mode. A piece of micro-blog news of celebrities can
be propagated to a certain depth.

3.2 Core Node Detection

“Center” is one of the focus of social network analysis. At the beginning, the
analysts of social networks discuss what kind of power individuals or organiza-
tions have in their social network, or how their center position is. This thought
is one of the earliest contents they discuss. The early authority node discovery
and links are the PageRank Algorithm[12] proposed by Google and the HITS
Algorithm[13] proposed by Jon Kleinberg.
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At present, the core node of networks is mainly found in the following ways:
measuring the importance of nodes based on the static parameter of social net-
work analysis[14], measuring by the segmentation standards in the theory of
graph partition[15]. [16] introduces core nodes detection based on frequent item-
sets of graph, [17] mines core of consortium based on the Six Degrees of Sep-
aration, and describe Shortest Path based on link weight algorithm SPLINE.
In [18], it adopts the method of Betweenness centrality in the Random walk to
measure the core members. [19] puts forward the LeaderRank algorithm to mine
the leaders of social network opinion, the results show that performance is better
than the PageRank Algorithm.

3.3 Link Prediction

The Link Prediction in the network refers to how to predict the possibility of gener-
ating links between two nodes which has not yet generate edge through the known
network nodes, the network structures, and others information[20]. In the early
studies, Markov chain was used for the predictions of network links and the path
analysis. Professor Zhou Tao with his team makes a lot of research results in the
field of the link prediction. [21] puts forward two new indexes: resource allocation
index and local path index. The new study finds the two indexes have better pre-
dictive ability. [22] analyzes the performance of the local path index in detail in
the noise intensity and the network modes with controllable network density. [23]
proposes two similarity indexes based on local random walk of network.

Another common method it that [24] presents a maximum likelihood estima-
tion algorithm for the prediction of links, this method has better accuracy in
dealing with obvious hierarchical organization networks, such as terrorist attack
networks and prairie food chains. In [25], the link prediction based on the random
block model can get better results than that of the former. Moreover, P.Zhang
et al[26] proposes an aggregate ensemble (AE) learning framework for building a
robust ensemble model that can tolerate data errors and demonstrates the supe-
rior performance, and [27] propose a new Hybrid-Frequent tree, they introduce
an innovative idea building more accurate classification models for us to improve
accuracy of prediction.

4 Development Trend of Research

4.1 Community Evolution

Community evolution chiefly studies community state based on the change times,
and analyzes the mechanism and cause which result in these changes. Community
evolution include the following changes: formation, growth, contraction, merging,
splitting, death, and so on. [28] studies firstly the community evolution, they
analyze the snapshot based on different times from NEC CiteSeer Database.
[29] analyzes systematically the community revolution firstly, the adopted data
come from the network of mobile phone in one year and the network of scientist
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collaboration based on gelatinous matter field, the experimental result show the
small community is stable, but the large one change drastically[30].

Recently, by the theory and evaluation of link prediction, [31,32] compare and
evaluate the evolutionmodels separately,meanwhile offer bran-newviews and sug-
gestion for evolution models of networks. P.Zhang et al[33,34] proposes a novel
Ensemble-tree indexing structure to organize all base classifiers in an ensemble
for fast prediction and a novel Lazy-tree indexing struture, which can automati-
cally update themselves by continuously integrating new classifiers and discarding
outdated ones. Meanwhile, [35] propose a new LCN-Index based on Map-Reduce
framework to handle continuous data stream queries in the Cloud, they open up a
new orientation for us to explore the evolution problem of time sequence.

4.2 Propagation Dynamics

In the history of human civilization, every propagation of contagion (malaria,
smallpox, measles, typhoid) is brought by human civilization; in the other way,
every large-scale contagion exert wide and far-reaching impact for human civ-
ilization. The social network process of human promotes the flow of human or
material, meanwhile accelerate the propagation speed of contagion[36]. The gist
of network dynamics is that it can reveal the influence of dynamic process on the
network topology structure, and whether or not it can reveal structural char-
acter. [37] studies the propagation of contagion on the free-scale network. In
2006, [38] indicates that synchronous dynamics process can reveal the topolog-
ical scale of network, human begin to discuss the relations between community
and network dynamics. [39] analyzes the relation between propagation dynamics
and community structure of network, meanwhile indicates the local equilibrium
state of propagation process and corresponding relation community structure.

4.3 Multi-Scale Problem

Multi-scale Detection of community arouse people’s wide concern recently, some
famous journals (such as Nature, Science, Pnas) publish these papers about
the problems. Multi-scale and hierarchy have close connection but difference.
Multi-scale problem pay much greater attention to the topological characteristic
of network on different scales, but hierarchy problem concern the hierarchical
phenomena.

4.4 Link Associated with Content

The most methods of community detection are based on the links between nodes,
but ignore the actual content behind theses nodes. [40] introduces a newer algo-
rithm of community detection by combining the similarity of content with the im-
portance ofPageRank.The algorithmnot only concern the links betweenwebpages
but also the focus on the similarity of content. However this algorithm lacks topic
detection and tracking, and the interactive evolution between content and links.
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4.5 Social Computing

The online social networks are booming increasingly, which have generated much
social networks containing millions users. Wang Feiyue, from domestic academi-
cians, firstly puts forward the sponsor of “social computing”, which develop
rapidly. [41] introduces the a thorough review of the state of the art of social
computing research and application, its scientific significance and progress, and
put forward ACP methodology and practice work of “Artificial Societies” +
“Computational Experiments” + “ Parallel Execution” based on social model.
Finally the thesis outlines the major research tasks ahead of social computing
research and the corresponding future prospect.

5 Summary and Prospect

Web social networks have been studied widely in all kinds of fields, from the
views of group detection and relation analysis, this paper reviews the progress
of the web social networks, and introduces the corresponding algorithms. Mean-
while, it prospects some unresolved problems and the research trend of web
social networks, including the community evolution, the propagation dynamics,
the problems of multiple scales, the relations between content and links, social
computing, and so on. When paying attention to these problems, researchers
should know how to combine the abundant knowledge and apply to the spe-
cial web social network (for example: Twitter, Facebook) will be an important
research task on the next stage.
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Abstract. Recent threats caused by worms on wireless sensor network are rec-
ognized as one of the most serious security threats. Due to the limit of the 
hardware, there wouldn’t many protect technologies applied in the sensor 
nodes. Therefore, it is necessary to control worm propagation through wireless 
sensor network. In this paper, we proposed two new parameters (Csc/Fsc) based 
on spatial correlation to control worm propagation. Both of them can be used as 
a defense approach, but also an attack technology that achieve some certain ef-
fect. A math model is built to analyze the two new parameters and simulated in 
the Matlab from distribution, speed and location. 

Keywords: Worm propagation, wireless sensor network, network security,  
spatial correlation. 

1 Introduction 

Wireless sensor network (WSN) have gained worldwide attention in recent years. 
These sensors are small, with limited processing and computing resources, and they 
are inexpensive compared to traditional sensors. These sensor nodes can sense, meas-
ure, and gather information from the environment and, based on some local decision 
process, they can transmit the sensed data to the user. [1]  

Majority of the sensor network are deployed in hostile environments with active in-
telligent opposition. Hence security is a crucial issue.  

As the special use of wireless sensor network, in our paper, a wireless sensor net-
work is a typically an ad hoc network, which requires every sensor node be indepen-
dent and flexible to be self-organizing. There is no fixed infrastructure available for 
the purpose of network management in a sensor network. This inherent feature brings 
a great challenge to wireless sensor network security. [2] 

Also an ad hoc network requires spatially dense sensor deployment in order to 
achieve satisfactory coverage [3, 4]. Due to high density in the network topology, 
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spatially proximal sensors transmitting are highly correlated. [5] So, we proposed two 
parameters based on spatial correlation to control worm propagation. 

The rest of this paper is organized as follows. In Section II, we give background 
and related work on worms spread modeling. Section III, present a new model  
to describe worm propagation control based on spatial correlation. In Section IV,  
we discuss the results of worm propagation simulations. We summarize our work in 
Section V. 

2 Related Works 

The spreading of worms caused more damages in wireless sensor network than  
internet. To the Internet, the rapid spread of worm in backbone network may lead to 
service quality diminished and affect the speed of users connecting to the network. 
However, to the wireless sensor network, the rapid spread of worm may cause the 
damage to the physical world. Not only cause economic losses, but also lead people to 
a danger situation. 

Although there have been many works about spatial correlation, it is still have a lot 
of work to do. James O Berger et al in [6] proposed four spatial correlation model, 
spherical, power exponential and rational quadratic. Na Li et al in [7] used a new 
spatial correlation model to analyzed data distortion in WSN.  

Despite the worm propagation through wireless sensor network will pose a serious 
threat, study in this area is still at the initial stage. Pradip De et al in [8] they develop a 
common mathematical model (SIR) for the propagation in wireless sensor network. 
Based on this model, they analyze the propagation rate and the extent of spread of a 
malware over typical broadcast protocols proposed in the literature. Khayam, S.A et 
al in [9] propose a topology aware temporal and spatial worm propagation model in 
sensor networks. Although they present a closed form solution for computing the 
infected fraction of the network, their model assumes a structured grid topology  
and also does not consider the simultaneous effects of any recovery process on the 
infection spread. 

Recently, the first attack technology ikee.B for smart Bo Gu et al in [10] mention a 
concept that model can be classified in two categories, namely, the proximity based 
model and encounter based model. Their model belongs to proximity based model 
while our work belongs to encounter based model. 

3 Worm Propagation Model 

3.1 Network Model 

We proposed a worm propagation control model in Wireless sensor network. While 
there is widespread agreement in the WSN network frame that the nodes include sen-
sor nodes and sink nodes. Information sensed by sensor nodes will aggregate and be 
processed at the sink nodes, then transmitted to the high level users. 
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In this paper, sensor nodes are random distributed into a large area with high densi-
ty and do not move any more if they are deployed in the network. Moreover, all the 
sensor nodes in the network are isomorphic, which means that all the sensor nodes 
have the equal ability of information sensing, transmitting and processing.  All the 
sensor nodes are modeled as omnidirectional Boolean sensing, which means that all 
the nodes in the network have a fixed sensing radius, the sensing area is valid within a 
circle centered by the node’s spatial position [11]. Also all the sensor nodes have a 
transmitting radius which is double as sensing radius. 

We define the above network by four parameters: Area S, Number of nodes N, 
sensing radius Rs, and transmitting radius Rt. The network model is shown as Fig. 1. 

 

Fig. 1. Network Model 

3.2 Spatial Correlation Parameter 

In this part, we proposed two new parameters called Close Spatial Correlation (Csc) 
and Far Spatial Correlation (Fsc). Before we introduce these two parameters, we have 
to cite a Spatial Correlation model. 

The Spatial Correlation Model sets up by geometry. As shown in Fig 2, the mean-
ings of symbols explained as follows: 

 iA  Denotes the round region with center iS and radius Rs; 

 
j
iA  Denotes the region which is demarcated by the perpendicular bisector of 

i jS S , and next to iS  but belongs to iA ; 

 d is the distance between iS and jS ; 

If d <2Rs, define the correlation as 

                          (1) 
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Fig. 2. Spatial Correlation 

From analyzing the above model, we can inform that only represents the corre-

lation between two nodes. In this paper, the two new correlation parameters that we 
proposed try to describe the correlation of every node independently. Csc is summa-
tion of one node with all the rest nodes in WSN and Fsc multiply Csc equals 1/1000. 

Csc K ( ) 1i
n

dθ= −∑                          (3) 

1
Fsc

*1000i
iCsc

=                              (4) 

If one node’s Csc is high, it means that there are many nodes close to it. In Fig1, the 
node in the high density area will get a high Csc. On the other hand, if one node’s Fsc is 
high, it means that there are few nodes in its sensing area and having a long distance to 
the node location. In Fig1, the node in the low density area will get a high Csc. 

3.3 Worm Propagation Model 

Scenario: we proposed worm propagation model in wireless sensor network. Assum-
ing that every time a node only transmits with one node and once a node receive the 
information from an infected node, it will be infected. If a node is infected, it sent 
information to the highest Csc/Fsc node which hasn’t been infected and the distant 
between the two nodes not more than Rt. 
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Assuming that at time t the probability of node i being infected is
,i tp , 1 is a unit of 

time. Node i is infected at time t can be divided into two cases. First, the node i at 
time t-1 is infected. Second, node i is infected by an infected node J at time t while 
node i is not infected at time t-1. Clearly, 

,i tp  is the sum of the above two cases. 

Note that the probability that an infected node J connecting nodes i and the probabili-
ty that J is with virus are two independent events. Here we will use mathematical 
models to describe the above analysis. 

First, define several variables. 
,i tp  is the probability that node i is infected at time 

t, so obviously 
. 1i tp −

 is the probability that node i is infected at time t-1; β  is the 

probability that node i and j connected to each other, noting that 
jiβ  is the probabili-

ty that node j connect to node i, and generally 
jiβ  is not equal to the probability that 

node i connect to node j.  
With the above analysis and variables definitions, the mathematical model we 
describe is as follows:  

, , 1 , 11 (1 ) (1 )i t i t ji j t
j i

p p pβ− −
≠

− = − −∏                (5) 

Due to the way that infected node sent information, we assume that iS is a set of 

Csc/Fsc whose nodes can receive the message from Node I and haven’t been infected.  

iS ={Csc /Fsc | d <2Rt and Node  is uninfected}j j ij j            (6) 

So，If Node i can be infected by Node j, only the max of S j equals /i iCsc Fsc . 

ji

0 ( ) /

1 ( ) /
j i i

j i i

Max S Csc Fsc

Max S Csc Fsc
β

≠⎧ ⎫⎪ ⎪= ⎨ ⎬=⎪ ⎪⎩ ⎭
              (7) 

Therefore, the probability expects value that the node i at time t being infected is: 

,
1

|| ||
N

i t t
i

E p P
=

= =∑                          (8) 

Above is a mathematical model of worm propagation control and we solve it by Mat-
lab. The following we will be simulating Csc and Fsc situations based on this model. 

4 Simulations and Analysis 

4.1 Simulation Description 

The target of our simulations is to find out Csc and Fsc distribution, the speed of 
worm propagation and the location of the infected node. There are many algorithm of 
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worm propagation to choose as the control group, but in this paper we choose random 
worm propagation causes it is easy to achieve and compare the effect with other algo-
rithms. We use the numerical analysis tool, Matlab, to derive theory results from the 
mathematical model.  The following is divided in two parts, Csc and Fsc and analyz-
es them from distribution, propagation speed and location of infected nodes. 

4.2 Analysis on Csc Simulation Results 

Figure 3-5 respectively show the distribution, speed and location of the Csc worm 
propagation. In the simulations, we set N=4000, S=1600*1600, Rt=100, Rs=50, to 
keep a high density of wireless sensor network.  

Fig. 3 show the distribution of Csc. It obeys the normal distribution for the reason 
that nodes in the wireless network are random distributed. 

Fig. 4 show the infected nodes expectation of Csc. We can draw the conclusion 
that the speed of Csc is slower than random. Because every time the node choosing a 
highest Csc node, it means the node choose a nearby node. In our paper, if surround-
ing nodes are all infected, this node cannot infect other nodes. This is the reason why 
Csc is slower than random. So, Csc can be used as a way to slow down the speed of 
worm propagation. 

Fig. 5 show the location of the infected nodes when T=8 in Fig. 4, because the 
number of infected nodes at T=8 is almost the same and there are enough infected 
nodes to show the result. In the picture, the area of circle nodes is nearly half of star 
nodes. It demonstrates that Csc is expert in worm propagation in certain area of the 
whole wireless sensor network. 

 

Fig. 3. Spatial Correlation Distribution 



74 W. Guo et al. 

 

Fig. 4. Infected Nodes Expectation 

 

Fig. 5. Location of infected nodes 

4.3 Analysis on Fsc Simulation Results 

Figure 6-8 respectively examine distribution, speed and location of the Fsc worm 
propagation. In the simulations, we set N=2000, S=1000*1000, Rt=100, Rs=50, to get 
a higher density of wireless sensor network. 

Fig. 6 show the distribution of Fsc. Because 1000*Fsc is the reciprocal of Csc, the 
line is related with normal distribution. 
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Fig. 7 show the infected nodes expectation of Fsc. We can draw the conclusion that 
the speed of Fsc is faster than random. Because every time the node choosing a high-
est Fsc node, it means the node choose a far node. In our paper, if surrounding nodes 
are not all infected, this node can keep infected other nodes. This is the reason why 
Fsc is faster than random. So, Fsc can be used as an attack way to accelerate speed of 
worm propagation. 

 

Fig. 6. Spatial Correlation Distribution 

 

Fig. 7. Infected Nodes Expectation 
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Fig. 8 show the location of the infected nodes when T=8 in Fig. 7, because the 
number of infected nodes at T=8 is almost the same and there are enough infected 
nodes to show the result. In the picture, the area of circle nodes is nearly double of 
star nodes. It demonstrates that Fsc is expert in worm propagation to cover the whole 
wireless sensor network. 

 

Fig. 8. Location of infected nodes 

5 Conclusion 

In this paper, based on the spatial correlation, we proposed two new parameters 
Csc and Fsc. Worm propagation through Csc is slower than random way, but fast-
er in certain area of the whole wireless sensor network. On the other hand, Fsc is 
faster than random and is expert in covering the whole wireless sensor network. 
Both of them can be used as defense policy or an attack technology.  
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Abstract. With the rapid growth of information on the World Wide Web, social 
recommendations have appeared as one of the most important roles attracting 
growing attentions from researchers. Social recommendations enable a form of 
efficient knowledge for users and help them share contents with others. There 
are many studies in this area focusing on using trust-relationships in 
recommendation algorithm, which has become a major trend in 
recommendation algorithms that used for searching information precisely, 
feasibly and efficiently, but they neglect how to build the trust-relationships 
framework at start. In this work, an algorithm, called PointBurst, is proposed 
for building a trust-relationship framework to improve the social 
recommendations when there is no or too few of available trust-relationships. 
Here, we first construct a graphical model based on a binary-type vertex 
relationship, where discusses the explicit and potential connections among users 
and recommended items. On this basis, we implement a common-used 
collaborative filtering recommendation algorithm to deal with the situation of 
enough available trust-relationships existing, and then present PointBurst, 
which builds trust-relationship framework as a supplement. Finally, we crawl 
through data from three famous recommender websites, i.e., del.icio.us, 
Myspace and MovieLens and use them in experiments to show that PointBurst 
can suggest relevant items to users’ tastes and perform better than collaborative 
filtering algorithm in precision and stability.  

1 Introduction 

Recently, social recommendations have ushered in numerous studies of networking 
websites which include personal applications (e.g., online communication, chatting 
software, and online games) and websites that promote communal interactions (via 
SNS, Web Log and Micro-Blogging, etc) [1~4]. The methods based on trust-
relationships have been under increasing research attention in recommendation 
algorithms. They also provide interested users with information that is pertinent to 
their previous interactions with other information, based on their user profiles and 
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item descriptions [5]. Two main problems are still existing in the study of 
recommendation: First, data from web is heterogeneous and it suffers from loss, noise 
and other issues. Users usually maintain privacy while browsing the internet, making 
the available data scarce in some respects. Second, the main character of network data 
is dynamic and this applies to user interests [6] as well as the recommended items 
themselves [7]. To satisfy users’ individual requirements at any moment, the stability 
of data shall be considered. Recent recommendation algorithms are mainly focusing 
on using the trust-relationship among users to provide recommendations, ignoring the 
case of too few of available trust-relationships. Here, we present a friendship 
recommendation algorithm, PointBurst, which is added into collaborative filtering 
recommendation and directed at building trust-relationship framework. 

The rest of the paper is organized as follows. Section 2 reviews related work and 
puts it into context. Section 3 presents a graphical model based on a binary-type 
vertex relationship discussing the connections among users and recommended items, 
which will be used for the construction of the trust-relationship framework. Section 4 
presents the implemented recommendation algorithm, and gives our main idea, 
PointBurst, by code.  Finally, in Section 5, data crawled from three famous 
recommender websites, e.g., del.icio.us, Myspace and MovieLens have been used to 
conduct an experiment showing that our algorithm PointBurst is better than previous 
collaborative filtering recommendation algorithm.  

2 Related Works 

The development of new types of recommendation systems means that the 
connections among users from networks are closer and they have formed several 
social communities, known as social networks.  Social networks are statistical 
physical communities with the properties of networked systems, including the 
Internet, the World Wide Web, and social and biological networks, and have become 
the major platform for applying recommendation algorithms based on the 
relationships between users. The usage of trust-relationships for making 
recommendations, in particular, has been very successful. Schenkel suggested that the 
basic concept of user trust-relationships is that users tend to believe their close friends 
more than their acquaintances, and he formally presented the advantages of user trust-
relationships in recommendation system evaluation [8]. Golbeck considered trust in 
social networks as the basis of recommendation algorithms and analyzed the 
architecture and practical applications of FilmTrust, which is a social network 
recommender website based on trust-relationships [9]. Machanavajjhala discussed the 
correlation between privacy and precision in the trust-relationship recommendations 
found in social networks [10]. Assent used the trust-relationship among users in a 
social network to “cultivate” a small recommendation system group [11]. Li proposed 
a novel recommendation method, which leverages the viral marketing in the social 
network and the wisdom of crowds from endorsement network [12]. Aiming at 
modeling recommender systems more accurately and realistically, Ma proposed a 
novel probabilistic factor analysis framework, which naturally fuses the users’ tastes 
and their trusted friends’ favors together [13]. Many studies have investigated the 
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utilization of trust-relationships among users to provide recommendations, but they 
rarely discuss the construction of trust-relationships before using them or their 
number is too few. Thus, we mainly focus on trust-relationship framework 
construction in social networks. 

3 Graph Model 

The entities found in social networks can be cast into a graphical model, which 
represents the different elements of a social network and their mutual relationships.   
The model is represented as a network ( )E,VG =  where V represents a set of vertices 

and each vertex can either represent a user or an item (a message, a product or others 
waiting to be recommended to users, such as a film from FilmTrust, a picture from 
Flickr, or a movie from YouTube). E represents a set of edges. Each edge connects 
two vertices and it represents a type of relationship between them. Edges can be 
weighted in different ways, depending on the applications built on top of the graph 
(via classmates in Facebook, friendship in Myspace, or owning the same movie 
between users in MovieLens, etc). There are many different types of vertices and 
edges, but they can be divided into two main types, i.e., relations between vertices of 
the same type and relations between vertices of the different types.  

3.1 Relations between Vertices of the Same Type 

Relations between vertices of the same type can be divided into two parts: The first 
group is connections between users, i.e., friendships. The second group is clusters, 
which represent the relations between items. 
 

人

用户

人

A: parents, children 
& companion

B: relatives, colleague 
 & classmates

C: acquaintance

用户

人
人

 

Fig. 1. The relationships among users of three levels 
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Friendship 
A friend of a user can take many forms. A user might have talked with someone 
finding that they share a common interest with the user, so they keep them as a friend, 
formally. A friend can also come from other social network community after an 
introduction from another friend that the user doesn’t know well. If a user u has an 
edge connection with a user u’, no matter how u’ comes, he is defined as a friend of u. 
Friends cab help users find interesting items as a reference within a reasonable 
amount of time. Friends of a user u can be divided into three levels of groups 
depending on to how close friends are to the user u illustrated by Fig. 1. 

Generally, a friend from the group A is closely connected to the user u and they 
share the same beliefs and hobbies (no risks). Friends from group B are rated lower 
than A, and u should consider the suggestion carefully. Recommendation from group 
C might be used for reference, but they may be taking a risk when trusting them. The 
gaps among these groups are not strict. Here we give the formal definition of 
friendship. 

Friendship of User u (User u’, String group, float strength score) 
Each user u has a friend list that maintains their data. It holds the set of users Uu that 
contains all users such as u’ that have a connection with u. group represents the level 
of group that u’ belongs to, which is represented by A, B, or C. strength score 
indicates the level of proximity to user u’ in the same group, where a higher score 
represents a closer relation with user u. All this information can help the user u to 
maintain records of friends that are determined by the user himself. 

Cluster 
When two items belong to the same series, type or other form of the same species, 
they can be placed into a same cluster to show they are alike. Using the items that are 
contained in the same cluster can easily determine the similar items. Our implemented 
definition of a cluster is given below: 

Cluster of Item i (Item i’, float similar score) 
For each item i, similar items can be determined such as i’ depending on their 
clusters. Furthermore, the similar score can show the similarity between items i and 
i’, where a higher score shows that they are more alike within a same cluster. 
Furthermore, this may indicate that a user is interested in both or neither of them.  

3.2 Relations between Vertices of the Different Type 

For short, the relation between vertices of the different types is the relation between a 
user and an item, i.e., tagging. 

Tagging of User u (Item i, Tag t, float item score, float tagging score) 
Tags are employed to remind users of relevant items. Each tag must be tagged by at 
least one user, and it must be related to at least one item. The item score indicates the 
attitude of user u towards item i, where a higher score represents greater interest.  
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The most important concept is the tagging score, which shows how many times u has 
used this tag. A tag can help identify user topics, so the highest score attributed to a 
tag will be a user’s favorite topic. 

Our study was mainly focusing on building trust-relationships among users on the 
base of collaborative filtering recommendation, so, we will first proposed a common-
used collaborative filtering recommendation, which can handle the algorithm when 
there are enough trust-relationships. Then, on this basis, our main idea, PointBurst, is 
provided to deal with the situation of limited amount of trust-relationships using the 
graphical model listed above. 

4 The Proposed Methods 

Current global popular recommender websites, such as MovieLens and FilmTrust, 
mainly use collaborative filtering recommendation algorithms. These algorithms shall 
be generalized to be the foundation of our main idea. 

4.1 Collaborative Filtering Recommendation 

In general, collaborative filtering recommendation systems aim to provide 
personalized recommendations of items to users based on their previous behavior and 
other information gathered from item descriptions and user profiles [14]. In this 
section, the theoretical model of collaborative filtering recommendation algorithm 
will be given. 

Each item in our theoretical model has an Item Score. This is computed by User 
Score, which is given by a registered user. It is assumed that Ux represents the set of 
users who give a score to item x. Sx-u represents the score that given to item x by user u 
after viewing the item, where xUu∈  and the score ranges from 1 to 5. In this 

system, 1 indicates that u considers that item x is of least value. Sx-total is the total score 
for item x, which is computed from all of the scores given by all the users in Ux, and 
can be used to rank items with our algorithm. The top 10 items consist of an item list 
known as Item Top 10. Experienced users give scores to the items and Ci will be set, 
known as the Evaluation Weight, for each of the registered users. When a new 
registered user gives a score to an item for the first time their Ci will be set at 1, and 
this increases by +1 whenever they give a score. Higher scores mean that a user has 
more scoring experience. In general, Sx-total is calculated as follows: 
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i

Ui
iixtotalx CCSS /  (1) 

Sx-total has to be updated whenever there is a new user u scores item x, so the new total 
score of item x will be:  

( ) toalxuxtotalx SSS −−− ×−+×= αα 1    (2) 
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whereα stands for the weight coefficient, ranging from 0 to 1. It can be computed as 
follows: 

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+×= ∑

∈
u

Ui
iu CCC

x

/2α  (3) 

After we get the total score for item x, the Item Top 10 ranking for users can be 
constructed to view, and also provide recommendation of interest. When Sx-total > L (a 
user’s limitation or preference), the system will automatically recommend item x to 
user u (if this user has set a threshold to avoid low level items). 

4.2 PointBurst: A Recommendation Algorithm towards Building  
Trust-Relationship Framework 

Collaborative filtering recommendation algorithm need to capture more information 
from users. However, it is common that users trust recommendations of close friends 
better than the recommendations from system [15]. Also, some users will have little 
interaction with the system and don’t care much for Items Top 10, or these users 
might not give a score after they have viewed items and makes the recommendation 
system redundant [16]. However, PointBurst can help. 

This recommendation allows users to maintain a friend list that keeps a record of 
his common friends. If a user fails to score any items, our algorithm will make a 
recommendation based on the friend list. The flowchart of our algorithm is shown in 
Fig.2. When a user makes his query using this platform, collaborative filtering 
recommendation will begin immediately. If the user doesn’t accept this 
recommendation and has so few of trust friends, PointBurst will be activated. The 
items I that selected by user will determine the cluster C to which they belong. A 
record of the items I’ will be maintained in C, and then locate the users U who own 

the items in I’. The set of users, U, are known as originalU . After the comparison of 

similarity, we finally get the set of trusted users, selectedU . The equation for the 

similarity is given below: 

( ) ( )
( )uset

uuset
uuSimilarity

inf

'inf
',

∧
×=α  (4) 

Where ( )usetinf  and ( )'inf uuset ∧  represents the items selected by user u and 

the items selected by both u and u’, α represents coefficient and S represents a user 

threshold. When ( ) SuuSimilarity >', （ originalUu ∈' ） , u’ will be placed 

into selectedU . Using the algorithm provided above, the set of trusted users, selectedU , 

will be determined. The values of α and S will be determined in experimental 
section. The whole process of our algorithm, PointBurst, is given here, and it is 
supposed that the query user u has selected a set of items I consisting of i1，i2…in and 
S represents the threshold of u to avoid low level items. 
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Fig. 2. The flowchart consists of collaborative filtering recommendation and PointBurst 

In this paper, we will conduct a reasonable experiment to show that our algorithm, 
PointBurst, is better than collaborative filtering recommendation in providing 
recommendations to users’ requirements, both in precision and stability. 

5 Experiments 

5.1 Data Collections and System Configuration 

Before this section, different types of data have been crawled through from three 
famous information recommender websites: del.icio.us, Myspace and MovieLens, and 
they are used as the basic data sets in our experiment to show the effectiveness and 
precision of PointBurst. The introductions of these data from them are given below: 

1. del.icio.us: The world’s largest bookmark website (http://del.icio.us/ ) at presents, 
and we have crawled 389 users, 754 bookmarks, and 1096 tags from there. 
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2. Myspace: One of the most influential Social Networking Services, and 347 users 
and 777 friend relationships have been crawled from this website 
(http://www.myspace.cn ). Besides, each user has an explicit friend list. 

3. MovieLens: One of the most powerful recommender website concentrates on 
movie-recommended research, and we have gotten 486 users, 605 movies with 893 
related marks, and 717 friend relationships. Though some users don’t have explicit 
friends but their connections still exist. 

Before giving the comparisons of these data, we must confirm the values of two 
essential coefficients, which are set in Equ. (4) of section 4, where has presented our 
equation for similarity. 

Here, the values ofα and S are determined according to our data from these 
websites in order to make the precision of recommendation algorithm higher. From 
the statistical analysis of our current data, almost 62.19% users have their friend list, 
and if item score is set ranging from 1 to 5(higher score means a better evaluation to 
this item from the user), most of the users will set 3 or 4(almost 46% for each) as their 
Limitation S. Thusα ranges from 8.034 ( )3734.03 ÷ to 10.713 ( )3734.04 ÷ . 

We now set up our main parts of the experiment. Firstly, the three data sets from 
websites are preprocessed: The friend list of each user in data from del.icio.us has 
been removed, so they can’t get recommendations from friends they have recorded, 
but to resort to our algorithm; Most of the users, almost 70% in data sets of Myspace, 
have their friend list without preprocessing, that means the majority of users will get 
recommendations by collaborative filtering method, except for a small number of 
users who don’t keep a record of friends originally; parts of users’ friend lists in data 
collected from MovieLens are removed, making almost 25% users still keep a record 
of close friends. All the users from these three data will attend in our experiment, and 
we have gotten permission from them. In order to compare the precision and stability 
between PointBurst and collaborative filtering recommendation algorithm in these 
three different situations, three pairs of comparisons are given as follows: 

1. PointBurst recommendation algorithm based on del.icio.us data set (PBRAD) and 
collaborative filtering recommendation algorithm based on del.icio.us data set 
(CFRAD). 

2. PointBurst recommendation algorithm based on Myspace data set (PBRAM) and 
collaborative filtering recommendation algorithm based on Myspace data set 
(CFRAM). 

3. PointBurst recommendation algorithm based on MovieLens data set (PBRAL) and 
collaborative filtering recommendation algorithm based on MovieLens data set 
(CFRAL). 

In order to make the differences of experiment results more obvious, we set the value 
of α =9.5 and S=3. All the methods are implemented in Java Language with 
Myeclipse 6.5 platform and used MYSQL Server 5.0 to generate answers. 
Experiments are run on PCs with Intel R 2.93GHz CPU and 4G memory under 
Window 7 operating system.  

Precision is the main performance evaluation in our experiment, and the equation 
of computing precision is given below: 
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where etHitsargTS represents the total number of the user u who have chosen the same 

item with one of the trusted users given by the algorithm, when he logins system for 
the second time. TotalS represents the number of users who board the system for 

second time. 

5.2 Experiment Results and Analysis 

We first compare the performance of PBRAD and CFRAD in the first part. The time 
of our algorithm put into usage is 2011-5-31. Because there are small number of users 
take part in our experiment at start, the results in first 1 month are neglected to make 
the difference obvious. It is started from 2011-6-30 to 2011-8-31 totally for 60 days to 
keep the record of the users’ number and compute the precision. Over time users’ 
number has increased and they have become more active. The trend graph of PBRAD 
and CFRAD is drawn as Fig. 3. (a). 

 

Fig. 3. Three pairs of comparisons between collaborative filtering Recommendation and 
PointBurst based on data sets of del.icio.us, Myspace and MovieLens 

We have removed the friend list which user has kept a record of, so it is obvious 
that users cannot receive their interest items from their friends, but PointBurst can 
still build up trust-relationships to provide recommendations, thus the precision of 
CFRAD is obviously lower than PBRAD. The second part of the experiment 
compares the performance of PBRAM and CFRAM. The dates of the experiment still 
range from 2011-6-30 to 2011-8-31 and remain precision as the performance 
evaluation. The trend graphs are shown in Fig. 3. (b). Most of the users have 
maintained their friend lists, so the precision of collaborative filtering 
recommendation is almost as good as PointBurst does, but not stable. Furthermore, 
collaborative filtering has the problem of slow start concluded from result. In the third 
part of the experiment, the comparison of performance between PBRAL and CFRAL 



 PointBurst: Towards a Trust-Relationship Framework 87 

 

is operated. Dates also range from 2011-6-30 to 2011-8-31, and precision is used in 
evaluating the precision in Fig.3. (c). Some users still remain their friend list, but the 
number of them is too small. The precision of collaborative filtering is a bit higher 
than experiment part 1 but obviously lower in part 2. Nevertheless, our algorithm, 
PointBurst, achieves higher precision and remaining stable in these three parts, no 
matter whether the friend list remains or not. 

From the comparisons in experiment above, we can apparently conclude that 
PointBurst can act much better performance both in precision and stability. Besides, 
collaborative filtering has become the main trend of the recommendation algorithm, 
but there still exist many disadvantages. In this paper, PointBurst, aims to supply 
collaborative filtering recommendation algorithm, has completed the task of building 
trust-relationship framework and reached the expected goals. 

6 Conclusion 

Social network research and trust-relationship based recommendation are two 
promising directions in increasing precision and stability of providing users’ favorite 
items. This paper contributed a useful graph model for analyzing the relationships 
among users and items, and introduced the PointBurst algorithm to build the trust-
relationship framework as a supplement of previous collaborative filtering 
recommendation algorithm. From the experiment based on the data crawled from 
three famous recommender websites, PointBurst acted better both in precision and 
stability than collaborative filtering recommendations and reached the expected 
achievements. 
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Abstract. This paper designs and builds a serviceability analysis frame-
work for electric vehicle sharing systems based on the vehicle movement
data stream collected from the taxi telematics system. For the given
sharing station distribution and the relocation strategy, our framework
can accurately trace the current number of available vehicles in each sta-
tion using actual travel data consist of the pick-up and drop-off records.
Combined with the discrete event simulation, it is possible to measure
the service ratio and moving distance. Experiments are conducted to as-
sess the effect of the number of electric vehicles and the access distance
to the service ratio for Jeju city area, discovering that up to 91 % service
ratio can be achieved with 5 stations and 50 vehicles. In addition, the
per-station trace reveals that the relocation strategy must consider the
area-specific unbalance between pick-ups and returns, as it significantly
affects the service ratio.

1 Introduction

Through intelligence and manageability given by information technologies, the
modern electricity system called the smart grid, can save energy, reduce cost, and
improve the power system reliability [1]. Along with the efficiency in power chain
from generation to consumption, smart transportation is an important building
block of the smart grid, while electric vehicles, or EVs, begin to penetrate into
our daily life according to the availability of efficient load management and charg-
ing infrastructures. EVs can enhance energy efficiency, limit greenhouse gases,
and reduce global warming by replacing the conventional petroleum-combustion
vehicles [2]. However, they are still relatively expensive. Hence, EV sharing, nec-
essarily combined with public transportation, is a reasonable business model at
this deployment stage [3].

EV sharing can be considered to be an organized short-term car rental,
for example, a few hours [4]. A household does not own vehicles but accesses
share-use vehicles when it wants. Considering that many houses own vehicles
not so frequently used, EV sharing can reduce the number of vehicles, not
just improving air quality but also remedying the traffic and parking problem.
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For better convenience, EV sharing systems facilitate one-way rentals, that is, a
user can return an EV to a different place he or she has picked up. This system
essentially consists of more than two stations, while a user must go to one of
them to begin a trip. When a booking request is directed to a station having
no EV, it can’t be served. The service ratio is the most critical factor for the
satisfaction in renters’ side.

For the sake of improving the service ratio, it is essential to place the stations
in adequate places. The place must be easily reachable from many users and
equipped with sufficient charging capacity, having large parking space [5]. Actu-
ally, the number of places capable of satisfying such requirements is quite limited
especially in an urban area. Hence, it is practical to decide whether to build a
station for the set of candidate places to achieve the given performance goal.
Next, for the multiple-station system, share-use EVs are desirably relocated to
overcome the uneven distribution between stations to improve the service ra-
tio. However, how to place stations and how to relocate EVs are indispensably
affected by the actual usage pattern. Without any travel data, above decisions
must be made just based on a forecast of customer demand [6].

In the mean time, our taxi telematics system has been collecting the loca-
tion history of each taxi, tracing its current location and status which indicates
whether a passenger is on [7]. Each taxi reports its location, time, speed, status,
and the like every one or three seconds according to its status. These spatio-
temporal data stream creates useful information on the location and time of
pick-ups and drop-offs for a sufficiently long time period. It makes possible to
assess and further improve the station distribution and EV relocation strategies.
In this regard, this paper is to build a stream data processing framework capable
of integrating an EV sharing model, aiming at prompting the deployment of EVs
into our daily life.

2 Analysis Framework Design

Our target area is Jeju city, which has a well maintained road network which
essentially follows the entire coast (200 km) and crisscrosses between the island’s
major points. In terms of a road network, there are about 18,000 intersections
and 27,000 road segments. In Jeju city, combined with global positioning system
and radio communication technology, the Taxi Telematics system traces the
position of taxis, to dispatch the nearest taxi to the customer call point exploiting
the latest traffic information. 30 ∼ 50 taxis report their location records every
minute, and each record includes taxi ID and status fields in addition to the basic
GPS data such as timestamp, latitude, longitude, direction, and speed. When
this system is extended to EVs, the report may contain EV-specific information
collected from DTG (Digital Tacho Graph) and ECU (Electric Control Unit).

Figure 1 shows the location selection for sharing stations. First of all, the road
network of Jeju city is represented by a graph consisting of nodes and links. The
area shown in the figure is about 10 km × 4.6 km. For each road segment, only
the two end points are shown. After the analysis of the pick-up point distribution
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and easiness-to-install, we have selected 5 candidate points for sharing stations.
They are the Jeju international airport, a shopping mall in residential area, Jeju
city hall, Jeju national university, and a shopping mall in the tourist hotel area.
They are numbered from Station 1 to Station 5 sequentially. Their locations are
marked via the map interface and converted to WGS coordinates. Any selection
strategy can change the sharing station distribution using this map interface.

Airplanes are the major transportation methods to connect Jeju city to other
provinces, as Jeju city is located in an island. Many trips begin and end at the
international airport for both residents and tourists. Second, the shopping mall
in the residential area is appropriate for a sharing station. Shoppers from various
city area visit here due to large parking space and easy reachability. Third, the
city hall area includes many public institutions such as the city hall, the bus
terminal, governmental offices, and the like. Fourth, in Jeju national university,
many students, faculty members, and visitors want to use EVs in addition to the
public transportation such as buses. Fifth, another shopping mall in a seaside
area gathers a lot of traffic not just for shoppers but tourists, as this area has
many restaurants and hotels.

Fig. 1. System model

3 Analysis Scenarios and Results

The analysis of location history database has found 81,813 trip records during 1.5
month interval. The analysis procedure first assumes that these trip records can
give an appropriate demand pattern for EV sharing. For a trip, if its start point is
within a given distance bound, this request can be covered by the sharing system.
In addition, if there is at least one EV at that station, the request can be served.
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The service ratio is the main performance criteria for the assessment of EV
sharing infrastructures. Above-mentioned 5 locations are ordered by the traffic
load, availability of charging facility, manageability, and many other factors.
Hence, if we are to install just 3 stations, it means Station 1, Station 2, and
Station 3 are selected. In the following experiment, we set the scenarios of 3, 4,
and 5 stations, respectively. At last, we assume that EVs are relocated at every
midnight. Even if the analysis framework can implement any relocation strategy,
the design of a new EV relocation algorithm is out of scope of this paper. For
a pick-up record, if the coordinate marked in its location stamp is serviceable,
the EV count of the closest station is decreased. On the contrary, this count
increases by one for a drop-off record just like an EV return.

The first experiment measures the service ratio according to the number of
EVs, while the results are plotted in Figure 2(a). In this experiment, the access
distance, namely, the distance bound, is set to 1,000 m. As the total number of
EVs is fixed, 3-station case has more EVs per station, showing the highest service
ratio. The gap gets smaller according to the increase of the number of EVs. This
result indicates that EV pick-up requests are concentrated in the first 3 stations,
and the number of EVs for each station is more important for serviceability.
Anyway, with 50 EVs, 91 % of pick-ups can be served. The next experiment
measures the service ratio according to the access distance, and Figure 2(b)
shows the result. In this experiment, the number of EVs is set to 30. Here again,
the 3-station case shows the best performance. For the distance interval from
1,000 m to 1,600 m, the service ratio is smaller than the adjacent interval. As
we just select the closest station, EV booking requests in some area are likely to
select the station which has no available EVs.

Figure 3 measures the coverage ratio and the moving distance according to
the access distance, respectively. Irrespective of an EV request can be served or
not, this experiment checks if a station is reachable from a pick-up point. The
more stations, the more requests are covered by the corresponding station dis-
tribution. Figure 3(a) discovers that the maximum difference between 5-station
and 3-station cases is just 5 %. It is because many trips from Station 4 and Sta-
tion 5 go to the outside of city area. In addition, Figure 3(b) plots the moving
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distance to an EV station from each pick-up point. When the access distance
is less than 1,000 m, the moving distance is almost same for the 3 cases. This
result indicates EV pick-ups are extremely centered at the sharing stations. Ac-
tually, the location history data is obtained from the taxi telematics system, so
the public transportation effect is omitted. So, for the 4-station and 5-station
scenarios which include Station 4 having much public transportation traffic, the
performance enhancement is not significant.

Finally, Figure 4 measures the per-station statistics for the 5-station case. The
number of EVs is set to 50, while the access distance is set to 1,000 m. For a
better service ratio, the balance between the pick-ups and returns is important.
Figure 4(a) shows that Station 2 can serve 98 % of requests, while Station 3 serves
77 %. Station 2, the shopping mall in a residential area has constant traffic, so
the service ratio is highest. As contrast, the city hall area has unbalanced traffic,
that is, many pick-ups but few returns for the most of operation time, making no
EV available. Next, Figure 4(b) shows the average number of remaining EVs at
midnight just before the relocation. Station 1, the international airport, has 38 %

 0

 0.2

 0.4

 0.6

 0.8

 1

 1  2  3  4  5

S
er

vi
ce

 r
at

io

Station

"ServiceRatio"

 0

 0.2

 0.4

 0.6

 0.8

 1

 1  2  3  4  5

R
em

ai
ni

ng
 r

at
io

Station

"Remainder"

(a) Service ratio (b) Average remaining EVs

Fig. 4. Per-station statistics



94 J. Lee et al.

of EVs. At evening, there are more departures than arrivals, as tourists take
taxi more often. Station 3 has the smallest number of remaining EVs, which is
consistent with the low serviceability found in Figure 4(a).

4 Conclusions and Summary

EV sharing is a promising business model which can prompt the penetration of
EVs into our daily life, not just reducing air pollution and global warming. Not
using the forecasted flow but the real-life traffic pattern data obtained from the
taxi telematics system which creates spatio-temporal movement data stream,
this paper has designed and built a performance analysis framework for EV
sharing systems. It can measure the service ratio according to the number of
EVs and access distance for the given station distribution and relocation strategy.
The experiment discovers that up to 91 % service ratio can be achieved with 5
stations and 50 vehicles. As future work, we are planning to design a relocation
scheme which can not only relieve the unbalance between pick-ups and returns
but also reduce the relocation distance and delay, aiming at further improving
the service ratio.
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Abstract. Customer value (CV) can scale the relative essentiality on the 
customer for an enterprise according to an enterprise as a main body of value 
and the customer as an object of value at the same time. CV is varied 
continually in a changing environment. Based on extensible classification 
method and CV theory, the changing rules of CV can be explored through 
performing extension transformations, and then the extension classification 
knowledge on the transfromation of CV can be acquired. Thereby we can carry 
out the changing segmentation for customers’ group. This study can provide a 
foundation for the enterprise to fomulate the strategy of client relationship 
management. It can provide a new idea for studying CV and customer 
segmentation, and also exploit a new applying field for extension data mining. 

Keywords: customer value (CV), customer segmentation, extension 
transformation, extension classification, extension data mining. 

1 Introduction 

Customer value (CV) theory in marketing has an important position, and it is the key 
of customer satisfaction and customer loyalty. The carrier of CV is products and 
services, so CV can achieve the customers interests and enterprises interests [1]. CV 
is the essential basis for customer segmentation. Segmentation process based on CV 
can find the characteristics of customers with different values. Enterprises evaluating 
CV can find the interests area of customers. Actually there are three research 
directions in CV study: (1) CV based on customers as the subject of value and the 
enterprise as the object of value; (2) CV based on an enterprise as the subject of value 
and the customers as objects of value; (3) CV based on the enterprise and the 
customers as subjects of value and objects of value at the same time. It is also known 
as research of CV exchange [1]. CV involved in this paper is the second, that is, 
research the CV from the perspective of an enterprise. 

The CV in an enterprise is continually changing, so the customers’ type on CV is 
also continually changing. The research for CV in the enterprises based on extension 
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classification method [2-4] can obtain varible knowledge of customer type when the 
enterprises implement transformations on certain evaluating characteristics in the 
evaluating system. These varible knowledges can provide the basis for customer 
relationship management of the enterprise. 

The current researches of customer segmentation based on CV are mostly static, 
rarely involved effects based on a variety of transformation. All segmentation methods 
were described in terms of segmentation dimensions, rationales and the relationship to 
the purposes of segmentation[5], segmentation algorithm[6-7]. This paper will build the 
dependent function of evaluating characteristics in the evaluating system [8] and 
integrated dependent functions based on CV theory [9] and extension set theory [10] to 
measure CV [11]. Through the implementation of extension transformation to discuss 
variation law of the CV, obtain extension classification knowledge of the CV based on 
transformations. It can provide foundation of customer relationship management 
strategy and new ideas for CV and customer segmentation research. 

2 Selection of CV Evaluating Index System and the Quantitative 
Measure of Each Evaluating Index 

The central part of CV analysis is customer segmentation to determine the customer 
group with same demand and values tend. The right customer segmentation can 
effectively reduce costs, and access stronger and more profitable market penetration. 
At present the application of customer segmentation methods focus on RFM analysis 
and CV matrix analysis [1]. 

There are many kind of CV evaluating index system currently. The reference [8] 
gives the CV evaluating system according to the current customer value (CCV) and 
latent customer value (LCV) to evaluate the total value of the customer. This 
evaluating index system is also consistent with conjugate analysis of the latent and 
apparent conjugate analysis in Extenics [10], shown in Figure 1. 

 

 

Fig. 1. The evaluating index system of customer value 

According to the evaluating index system of customer value, we can build 
customer evaluating characteristic set: 

Customer value 

Current customer value  Latent customer value 

Gross 
profit 

Purchasing 
quantity 

Costs of 
services 

Degree of 
loyalty 

Degree of 
credit 

Degree of 
faith 
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1 2 3 1 2 3

{Gross profit Purchasing quantity Costs of services

         Degree of loyalty Degree of credit Degree of faith}

  { }C C C L L L

D

d d d d d d

= ， ， ，

， ，

， ， ， ， ，

 

Directions. For different practical problems, the selected evaluating characteristic set 
may vary. For example, if you need to add or delete or replace other evaluating 
characteristics, the following model and integrated dependent function must do the 
appropriate adjustments. 

In order to quantitative study of each CV evaluating characteristic meeting the 
enterprise requirements degree, we uses dependent functions in Extenics including 
elementary dependent function, simple dependent function and the discrete dependent 
function [2]. According to the actual data in the enterprise database, enterprise 
requirements and industry requirements, suppose the value of customer evaluating 
characteristics

1 2 3 1 2 3, , , , ,C C C L L Ld d d d d d are 
1 2 3 1 2 3, , , , ,C C C L L Lx x x x x x , build dependent 

function of customer evaluating characteristics 
1 2 3 1 2 3, , , , ,C C C L L Ld d d d d d are ( )Cj Cjk x  

(j=1,2,3）and ( )Lj Ljk x （j=1,2,3），and calculate their function values. 

The above established dependent functions are not normalized, in order to 
eliminate the impact of different dimension we need to further calculate their standard 
dependent degrees. Suppose there are n customers' data, the standard dependent 
degrees can be expressed as: 

             

( )
{ }

( ) ( )
1,2, ,

, 1,2, , ; 1,2,3                                          (1)
max

Cj Cji

Cji

Cj Cji
i n

k x
k i n j

k x
∈

= = =  

                ( )
{ }

( ) ( )
1,2, ,

, 1, 2, , ; 1, 2,3                                      (2)
max

Lj Lji

Lji

Lj Lji
i n

k x
k i n j

k x
∈

= = =  

3 Selection of Integrated Dependent Functions on CV 

Suppose in the customer database customer u corresponding to information element 
D, to make the discussion more general, we assume that the current customer value 
(CCV) has s characteristic 

1 2, , , ,C C Csd d d  
and the latent customer value (LCV) has t 

characteristic
1 2, , ,L L Ltd d d . The integrated dependent function 

CV ( )K D  on the CV 

consists of the integrated dependent functions 
CCV ( )K D  of the CCV and the 

integrated dependent functions 
LCV ( )K D  of the LCV. According to various practical 

problems, 
CV ( )K D 、 CCV ( )K D and 

LCV ( )K D  use different method to establish. These 

methods will be described in another paper. 
In this paper, we select the following integrated dependent functions: 

                            ( ) ( ) ( )K D K D K D= ∧CV CCV LCV
                          (3) 

                        
CCV

1

( )
s

Cj Cj
j

K D kλ
=

=∑ ，

LCV 1
( )

t

Ljj
K D k

=
= ∨                      (4) 
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In formula (3), the operator ∧  means “or” : 

1 2 1 2min{ , }k k k k∧ =  

In formula (4), the operator ∨  means “and”: 

1 2 1 2max{ , }k k k k∨ =  

In formula (4), Cjλ  means the corresponding weights of each evaluation 

characteristics Cjk  and 
1

1
s

Cj
j

λ
=

=∑ . 

If the implementation of the transformation ϕ  causes some characteristic values 

of CV in customer information-element D occurring conductive transformation Tϕ , 

i.e., T D Dϕ ′= , after the transformation Tϕ , calculate dependent degree (Assuming 

there is no conductive action between them) and the standard dependent degree, the 
integrated dependent functions

CV ( )K D′ ,
CCV ( )K D′  and 

LCV ( )K D′  of information-

element T Dϕ
 are calculated from the corresponding integrated dependent functions. 

After the transformation, the integrated dependent functions are expressed as: 

                        ( ) ( ) ( )K D K D K D′ ′ ′= ∧CV CCV LCV
                           (5) 

                     
CCV

1

( )
s

Cj Cj
j

K D kλ
=

′ ′=∑ , 
LCV

1
( )

t

Lj
j

K D k
=

′ ′= ∨                        (6) 

4 Customers Extension Classification on CV 

4.1 Extension Classification Method 

Extension classification is a kind of classification based on the extension 
transformation, including extension classification based on the direct transformation 
and extension classification based on the conductive transformation. Since the 
transformations of CV are generally conductive transformations [11], here we only 
consider extension classification based on CV conductive transformation. Extension 
classification methods based on the direct transformation refer to reference [12]. 

Assumed the domain and dependent functions are unchanged, extension set of CV 
information-element can be expressed as: 
                  { }( ) ( , , ) { }, ( ), ( )i i i iE T D Y Y D D Y K D Y K D′ ′ ′= ∈ = =                  (7) 

According to the definition of extension set [2], after the implementation of 
transformation, the CV information-element set { }D  in the database according to the 

integrated dependent function is divided into five domains. Back to the original 
customer information-element set, the customers are divided into five classifications 
respectively: 

Positive qualitative customers：meet
CV ( ) 0iK D ≤ and

CV ( ) 0iK D′ > ; 

Negative qualitative customers：meet
CV ( ) 0iK D ≥ and

CV ( ) 0iK D′ < ; 
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Positive quantitative customers：meet
CV ( ) 0iK D > and

CV ( ) 0iK D′ > ; 

Negative quantitative customers：meet
CV ( ) 0iK D < and

CV ( ) 0iK D′ < ; 

Extension boundary customers：meet
CV ( ) 0iK D′ = . 

This is a general extension classification. Analysis of specific problems requires 
specific consideration. 

4.2 Customer Static Classification Criteria and the Extension Classification 
Criteria 

Suppose the integrated dependent function on CV is expressed as: 

         
1

1

( ) ( ) ( ) ( ) ( )
s t

i i i Cj Cji Lji
j

j

K D K D K D k kλ
==

= ∧ = ∧ ∨∑CV CCV LCV
，            (8) 

According to CV theory, the static classification criteria include: 

（1） If
CV ( ) 0iK D > ，and 

CCV LCV( ) 0 and ( ) 0i iK D K D> > , it belongs to the 

company's high value customers; 
（ 2） If

CV ( ) 0iK D < ， and ( ) 0 and ( ) 0i iK D K D≥ <CCV LCV , it belongs to the 

company's second value customers； 
（ 3） If

CV ( ) 0iK D < ， and ( ) 0 and ( ) 0i iK D K D< ≥CCV LCV , it belongs to the 

company's latent value customers； 
（4） If

CV ( ) 0iK D < ， and ( ) 0 and ( ) 0i iK D K D< <CCV LCV
, it belongs to the 

company's low value customers. 
（5）If

CV ( ) 0iK D = , it belongs to the company's zero boundary customers. 

According to the integrated dependent function and the above classification criteria, 
we can get two kinds of the integrated dependent degree of each customer and static 
classification. So we can obtain the following knowledge before the transformation: 
which customers are high value customers, which customers are second value 
customers, which customers are latent value customers, which customers are low 
value customers. And we can calculate the percentage of sample customers based on 
sum of customers. 

Suppose ϕ  is active transformation, and Tϕ  is the conductive transformation 

based on CV. Under this transformation, both the CCV and LCV will change. Their 
values of integrated dependent functions will change accordingly to result in the 
change of customer classifications. 

Based on extension classification method, after the implementation of 
transformation, information-element set in the database according to the integrated 
dependent functions ’ values of the CCV and LCV are divided into four categories: 

（1）Positive qualitative customers：meet
CV ( ) 0iK D ≤ and

CV ( ) 0iK D′ >  ; 

（2）Negative qualitative customers：meet
CV ( ) 0iK D ≥ and

CV ( ) 0iK D′ <  ; 

（3）Positive quantitative customers：meet
CV ( ) 0iK D > and

CV ( ) 0iK D′ > ; 
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（4）Negative quantitative customers：meet
CV ( ) 0iK D < and

CV ( ) 0iK D′ < ; 

（5）Extension boundary customers：meet
CV ( ) 0iK D′ = . 

According to their different combinations, we can determine the customer's 
comprehensive classification: positive quantitative high value customers, negative 
quantitative high value customers, positive qualitative high value customers, the 
negative qualitative high value customers; positive quantitative latent value 
customers, negative quantitative latent value customers, positive qualitative latent 
value customers, the negative qualitative latent value customers; positive quantitative 
second value customers, negative quantitative second value customers, positive 
qualitative second value customers, the negative qualitative second value customers; 
positive quantitative low value customers, negative quantitative low value customers, 
positive qualitative low value customers, the negative qualitative low value 
customers; and the extension boundary customers. After calculating their support and 
confidence respectively, we can find the effect of this transformation to determine 
which customer is valid on the transformation, which customer is invalid and 
determine the effect size, etc..Therefore, we can make the customers segmentation. 

The positive qualitative change customers as example, its support and confidence 
are expressed as: 

= (support, confidence)， 
In which， 

Customers' number in negative domain
sup port

Customers' sum
=  

Customers' number taking place positive qualitative change
confidence=

Customers' number in negative domain
 

The calculation method of other types of support and confidence refer to reference [9].  

5 Case Analysis 

The milk company in a supermarket wants to survey the CV of its customers and 
impact situation of marketing activities. Randomly 100 customers are selected. Since 
the company's services cost to each customer have no significant difference, for 
simplicity, only select four evaluating characteristics: {average monthly gross profit, 
the average monthly purchases, loyalty, credit} to examine the CV of each customer. 

5.1 Selection of Evaluating Characteristics Based on Business Conditions and 
Professional Theory and Establishing Dependent Functions of the 
Evaluating Characteristics 

According to historical data, the company's average gross profit per customer per 
month is from 10 Yuan to 100 Yuan; Average purchase quantity per month is from 20 
boxes to 200 boxes; Maximum of customer loyalty is 5, and minimum is 1; Maximum 
of customer credit is 5, minimum is 1. 
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According to the company's situation, in terms of the CCV, the business 
requirement range of the average gross profit per month is <40,100> (RMB), and 
optimum is 80 Yuan; Customers that average purchase per month is greater than or 
equal to 30 boxes meet their business requirements; In terms of the LCV, customers 
that loyalty or credit is greater than or equal to 3 meet their business requirements. 
Based on the above information, we can use method in reference [2] to establish the 
dependent functions of

1Cd ,
2Cd ,

1Ld and
2Ld as following: 

   
( ) 1 1

1 1
1 1 1

( ,80, 40,100 ) ( ,80, 40,100 )

( , 40,100 , 10,100 ) ( , 10,100 ) ( , 40,100 )
C C

C C
C C C

x x
k x

D x x x

ρ ρ
ρ ρ

< > < >= =
< > < > < > − < >

，

    (9) 

               ( ) 2
2 2 2

30 1
( 30)

200 20 180
C

C C C

x
k x x

−= = −
−                             (10) 

             
( )

1

1

1 1 1

1

1

1,       5

0.5,   4

0,      3

0.5, 2

1,    1

L

L

L L L

L

L

x

x

k x x

x

x

=⎧
⎪ =⎪⎪= =⎨
⎪− =⎪
⎪− =⎩

，

( )

2

2

2 2 2

2

2

1,       5

0.5,    4

0,      3

0.5, 2

1,    1

L

L

L L L

L

L

x

x

k x x

x

x

=⎧
⎪ =⎪⎪= =⎨
⎪− =⎪
⎪− =⎩

              (11) 

The values of evaluating characteristics can evaluate based on the dependent 
functions above mentioned. 

5.2 Establishing Integrated Dependent Functions 

According to CV theory and business actual situation, the company's integrated 
dependent functions of CV, integrated dependent function of the CCV and integrated 
dependent function of the LCV are expressed as: 

                       ( ) ( ) ( )K D K D K D= ∧CV CCV LCV
                          (12) 

       
CCV 1 1 2 2( ) 0.6 +0.4C C C CK D k x k x= （ ） （ ）， LCV 1 1 2 2( ) L L L LK D k x k x= ∨（ ） （ ）    (13)

 
Use these integrated dependent functions, we can get classification of sample 
customers in the company. All of these show which is company's value customer, 
which is the company's second value customers, latent value customers, low value 
customers, and so on. Due to space limitations, we omit to mention. 

5.3 Selecting the Active Transformation and Obtain the Integrated 
Dependent Functions after the Transformation 

After implementation of the company’s marketing activities, we could also calculate 
the integrated dependent functions’ values of CV using the above the dependent 
functions in order to examine the effects of the integrated dependent degrees based on 
the transformation, and to determine what kind of customers occur quantitative 
change on the CV, what kind of customers occur qualitative change, so as to provide 
the basis for company’s marketing activities in the future. 
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In this case, if the company adopts "ten percent discount to buy a box of milk" 
activity, after one month we can get the related average data of CV. Using the above 
dependent functions we can get the integrated dependent degrees of CV after the 
activity to determine the occurrence of quantitative and qualitative customers. 

                        ( ) ( ) ( )K D K D K D′ ′ ′= ∧CV CCV LCV
                         (14) 

         
CCV 1 1 2 2( ) 0.6 +0.4C C C CK D k x k x= （ ） （ ）， LCV 1 1 2 2( ) L L L LK D k x k x= ∨（ ） （ ）.       (15) 

5.4 Acquiring the Customer Static Classification and Extension Classification 
According to the Integrated Dependent Functions Values of CV before 
and after the Transformation. 

Comprehensive application of the above integrated dependent functions of CV, 
according to integrated dependent functions’ values before and after the 
transformation, we can get customer segmentation, gain the customer's static 
classification and extension classification which can provide the reference of 
marketing activities and responding to market changes. 

(1) Before the company implements the marketing activities ， the static 
classification on CV is: 

High value customers’ set: 

CV CCV LCV{ , ( ( ) 0) ( ( ) 0) ( ( ) 0)}i i i i iE D D U K D K D K D+ = ∈ > ∧ > ∧ >  

Second value customers’ set: 

1 CV CCV LCV{ , ( ( ) 0) ( ( ) 0) ( ( ) 0)}i i i i iE D D U K D K D K D− = ∈ < ∧ ≥ ∧ <  

Latent value customers’ set: 

2 CV CCV LCV{ , ( ( ) 0) ( ( ) 0) ( ( ) 0)}i i i i iE D D U K D K D K D− = ∈ < ∧ < ∧ ≥  

Low value customers’ set: 

3 CV CCV LCV{ , ( ( ) 0) ( ( ) 0) ( ( ) 0)}i i i i iE D D U K D K D K D− = ∈ < ∧ < ∧ <  

Zero boundary customers’ set: 

0 CV{ , ( ) 0}i i iE D D U K D= ∈ =  

According to the specific data in the case we can obtain the following knowledge: 
which customers are the high value customers, which customers are second value 
customers, which customers are the latent value customers, which customers are low 
value customers. 

According to the above classification criteria in this case, the high value customers 
account for 26%, the latent value customers account for 21%, second value customers 
account for 16%, and the low value customers account for 37%. 

In terms of general data mining, this step may be the end of mining. But for the 
extension data mining, the company must focus to consider the effect after the 
marketing activities, that is, to consider which customers are quantitative change, 
which customers are qualitative change, which customers have no effect after the 
implementation of the transformation. Acquiring this knowledge can provide decision 
support for the company's marketing activities in the future. 
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(2) After the company implements the marketing activities T， the extension 
classification on CV is： 

Positive qualitative customers’ set from second value to high value：  

1 CV CCV LCV

CV CCV LCV

( ) { , ( ( ) 0) ( ( ) 0) ( ( ) 0)

                                   ( ( ) 0) ( ( ) 0) ( ( ) 0)}
i i i i i

i i i

E T D D U K D K D K D

K D K D K D
+ = ∈ ≤ ∧ ≥ ∧ <

′ ′ ′∧ > ∧ ≥ ∧ >
 

Positive qualitative customers’ set from latent value to high value：  

2 CV CCV LCV

CV CCV LCV

( ) { , ( ( ) 0) ( ( ) 0) ( ( ) 0)

                                   ( ( ) 0) ( ( ) 0) ( ( ) 0)}
i i i i i

i i i

E T D D U K D K D K D

K D K D K D
+ = ∈ ≤ ∧ < ∧ ≥

′ ′ ′∧ > ∧ > ∧ ≥
 

Positive qualitative customers’ set from low value to high value：  

3 CV CCV LCV

CV CCV LCV

( ) { , ( ( ) 0) ( ( ) 0) ( ( ) 0)

                                   ( ( ) 0) ( ( ) 0) ( ( ) 0)}
i i i i i

i i i

E T D D U K D K D K D

K D K D K D
+ = ∈ ≤ ∧ ≤ ∧ ≤

′ ′ ′∧ > ∧ > ∧ >
 

Negative qualitative customers’ set from high value to second value：  

1 CV CCV LCV

CV CCV LCV

( ) { , ( ( ) 0) ( ( ) 0) ( ( ) 0)

                               ( ( ) 0) ( ( ) 0) ( ( ) 0)}
i i i i i

i i i

E T D D U K D K D K D

K D K D K D
− = ∈ > ∧ > ∧ >

′ ′ ′∧ < ∧ ≥ ∧ <
 

Negative qualitative customers’ set from high value to latent value： 

2 CV CCV LCV

CV CCV LCV

( ) { , ( ( ) 0) ( ( ) 0) ( ( ) 0)

                               ( ( ) 0) ( ( ) 0) ( ( ) 0)}
i i i i i

i i i

E T D D U K D K D K D

K D K D K D
− = ∈ > ∧ > ∧ >

′ ′ ′∧ < ∧ < ∧ ≥
 

Negative qualitative customers’ set from high value to low value： 

3 CV CCV LCV

CV CCV LCV

( ) { , ( ( ) 0) ( ( ) 0) ( ( ) 0)

                               ( ( ) 0) ( ( ) 0) ( ( ) 0)}
i i i i i

i i i

E T D D U K D K D K D

K D K D K D
− = ∈ > ∧ > ∧ >

′ ′ ′∧ < ∧ < ∧ <
 

Positive quantitative high value customers’ set：  

CCV LCV

CCV LCV

( ) { , ( ( ) 0) ( ( ) 0)

                                  ( ( ) 0) ( ( ) 0)}
i i i i

i i

E T D D U K D K D

K D K D
+ = ∈ > ∧ >

′ ′∧ > ∧ >
 

  Negative quantitative second value customers’ set：  

1 CV CCV LCV

CV CCV LCV

( ) { , ( ( ) 0) ( ( ) 0) ( ( ) 0)

                           ( ( ) 0) ( ( ) 0) ( ( ) 0)}
i i i i i

i i i

E T D D U K D K D K D

K D K D K D
− = ∈ < ∧ ≥ ∧ <

′ ′ ′∧ < ∧ ≥ ∧ <
 

Negative quantitative latent value customers’ set：  

2 CV CCV LCV

CV CCV LCV

( ) { , ( ( ) 0) ( ( ) 0) ( ( ) 0)

                           ( ( ) 0) ( ( ) 0) ( ( ) 0)}
i i i i i

i i i

E T D D U K D K D K D

K D K D K D
− = ∈ < ∧ < ∧ ≥

′ ′ ′∧ < ∧ < ∧ ≥
 

Negative quantitative low value customers’ set：  

3 CV CCV LCV

CV CCV LCV

( ) { , ( ( ) 0) ( ( ) 0) ( ( ) 0)

                           ( ( ) 0) ( ( ) 0) ( ( ) 0)}
i i i i i

i i i

E T D D U K D K D K D

K D K D K D
− = ∈ < ∧ < ∧ <

′ ′ ′∧ < ∧ < ∧ <
 

Extension boundary customers’ set：
0 CV( ) { , ( ) 0}i i iE T D D U K D′= ∈ =  

The results from this example can find: 

1) The extension classification results based on CCV show that only 5% of 
customers belong to positive qualitative change, no negative qualitative customers, 
other customers belong to positive quantitative or negative quantitative. These show 
that the marketing activities have limited effect on CCV, but have some positive 
effects and no negative effects; 
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2) The extension classification results based on LCV show there are both positive 
quantitative and negative quantitative customers, but also there are positive qualitative 
customers. But the support of qualitative change customers is only 6%. All of results 
indicate that this marketing activity has a positive role on LCV. 

3) The comprehensive classification results based on CV show that the proportion 
of the high value customers is from 26% to 31%, that there is the qualitative change 
customers in which 2% come from the second value customers and 4% come from the 
latent value customers, no from low value customers. There are latent value customers 
and the second value customers coming from low value customers. In addition, by the 
data back to the original customer database, we can also find that customers of which 
age range, occupation and gender belong to qualitative or quantitative change, etc. 
Due to space limitations, we omit to mention. 

Such knowledge obtained from the database has important reference value to 
develop and take the next step for the company's marketing strategy. 

6 Conclusion 

After the extension classification method is applied to the customers’ classification 
management study, we can master the changing effect of CV and obtain the variable 
customers’ classification knowledge based on all kind of evaluating systems of CV. 
These can provide the knowledge that different customers have different reaction on 
marketing activities in order to implement targeted management and gain higher 
profits. The study has a very important role for enterprises’ customer relationship 
management. 
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Abstract. In the literatures, hash-based association rule mining algorithms are 
more efficient than Apriori-based algorithms, since they employ hash functions 
to generate candidate itemsets efficiently. However, when the dataset is  
updated, the whole hash table needs to be reconstructed. In this paper, we pro-
pose an incremental mining algorithm based on minimal perfect hashing. In our 
algorithm, each candidate itemset is hashed into a hash table, and their mini-
mum support value can be verified directly by a hash function for latter mining 
process. Even though new items are added, the structure of the proposed hash 
does not need to be reconstructed. Therefore, experimental results show that the 
proposed algorithm is more efficient than other hash-based association rule 
mining algorithms, and is also more efficient than other Apriori-based  
incremental mining algorithms for association rules, when the database is  
dynamically updated. 

Keywords: data mining, association rule, incremental mining. 

1 Introduction 

Association rules mining is an important data mining issue. It represents the relation-
ships among items in a given database. The most well-known method for mining 
association rules is the Apriori algorithm [1]. Many proposed association rule mining 
algorithms are also Apriori-based [2-4]. Some researchers have tried to find efficient 
methods to improve Apriori-based algorithms. For instance, FP-Tree [5] and CAT 
tree algorithms [6] employ special tree structures for mining the frequent itemsets. On 
the other hand, DHP [2] and MPIP [3] algorithms employ hash structures to reduce 
the database access times. They are suitable for dealing with the candidates of 2-
itemsets (C2), which is the most time-consuming step in association rules mining. 
Consequently, hash-based association rule mining algorithms are more efficient than 
Apriori-based algorithms. 

Besides, the traditional mining methods focus on mining in a static database (that 
means the items are seldom changed or updated). In most practical cases, the items in 
the database are added or updated frequently. Therefore, incremental mining  
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techniques become essential when apply association rule mining in practice. Several 
incremental mining techniques have been proposed [7-10]. For example, FUP [7], an 
Apriori-based algorithm, stores the previous counts of large itemsets and examines 
the newly added transitions with these counts. And then a small number of new can-
didates were generated. The overall counts of candidates were obtained by scanning 
the original database. Although FUP dealt with the incremental dataset, the mining 
efficiency is still poor. 

In this paper, we not only employ minimal perfect hashing structure [11] to im-
prove the hash-based mining algorithm but also employ incremental mining technique 
for realistic practice. Hence, IMPHP (Incremental Minimum Perfect Hashing and 
Pruning) algorithm is proposed. Two advantages are obtained: 1). each candidate 
itemset will be hashed into a hash table without collisions and their minimum support 
vale can be verified directly by a hash function for latter process. 2.) When new items 
are added, the arrangement of proposed hash structure need not to be re-constructed. 
We only need to scan the updated parts and add new items into the end of the original 
hash table. Hence, the efficiency can be improved significantly. 

2 Relative Work 

For evaluating the improvement of hash-based mining algorithm, two hash-based 
mining algorithms, Direct Hashing & Pruning (DHP) algorithm and Multi-Phase In-
dexing and Pruning (MPIP) algorithm, will be compared. The details of the  
algorithms are described in the flowing subsections. 

2.1 Direct Hashing and Pruning (DHP) 

For dealing with the low performance of Apriori-based algorithm, Park et al. pro-
posed DHP (Direct Hashing and Pruning) algorithm [2]. DHP employ hash functions 
to generate candidate itemsets efficiently, and DHP also employs effective pruning 
techniques to reduce the size of database. The potential-less itemsets will be filtered 
out in early stage of candidate generation, and the scanning of database will be 
avoided. Since DHP does not scan over the database all the time, the performance is 
also enhanced. 

DHP is particularly powerful for finding the frequent itemsets in early stage. It 
finds 1-itemsets and makes a hash table for C2, and then determines L2 based on the 
hash table generated in previous stage. However, there is no guarantee that collisions 
can be avoided. If we use small number of buckets to hash the frequent itemsets, a 
heavy collision will be occurred. At this time, only few candidate itemsets will be 
filtered out and the performance might be worse than Apriori algorithm. Enlarging the 
number of buckets can solve the problem, but the requirement of large memory space 
will also reduce the performance. 

2.2 Multi-Phase Indexing and Pruning (MPIP) 

Tseng et al. proposed MPIP algorithm to improve DHP algorithm [3]. MPIP em-
ployed a minimum perfect hashing function to instead of the hashing function in 
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DHP. If a hashing function can determine a unique address for each itemset and hash 
all items without space wasted (That means the length of space is equal to the length 
of all items), it is said a minimum perfect hashing function [11]. The hashing process 
is shown as Fig. 1. 

 

Fig. 1. Hashing process in MPIP algorithm 

One of the contributions of MPIP is to improve the hashing collision problem in 
DHP algorithm. In MPIP algorithm, a unique address will be assigned to each itemset. 
It also promotes the accuracy of the hash table. Each entry in the hash table is used for 
determining the support value of corresponding itemset. Under such structure, the 
repeated scanning of database can be avoided. Besides, the Bit Vector in the hash 
table can filter out the candidate itemset and directly indicate the large itemsets. 
Hence, once we construct the hashing table, the large itemsets are also obtained. 

However, DHP and MPIP cannot deal with the updating transactions where new 
items are included. In such situation, more collisions may be occurred in DHP. In 
MPIP, re-constructing the hash table is needed to include the new items. In order to 
simplify the hashing process and the hash table reconstructing problems, a new algo-
rithm is proposed. In our proposed algorithm, hashing process does not need to adjust. 
For the updating transaction, we just need to scan the updating parts instead of  
scanning whole database. 

3 Incremental Minimum Perfect Hashing and Pruning 
(IMPHP) 

In this paper, an incremental association rule mining algorithm, IMPHP (Incremental 
Minimum Perfect Hashing and Pruning) is proposed. In this algorithm, hashing  
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address can be determined by a minimum perfect hashing function and mining with 
incremental transaction and item is also supported. In this section, we will analyze the 
regularity in 2-itemsets first and then extend it to the case of 3-item and k-itemsets. 
Finally, the minimal perfect hashing function is obtained. 

3.1 Minimal Perfect Hashing Function 

The notation used in our minimum perfect hashing function is defined as following. 
Let a k-itemset represent as {ij1, ij1,…, ijk} where k is an integer. j1, j2,…, jk is the seri-
al number of items and j1< j2< j3<…< jk. Let hash address of k-itemset represent as 
Fn(j1, j2,…, jk) where n is total number of all items. For example, if j1= 1,  j2= 3 and  
j3= 5 then the hash address of itemset { i1, i3, i5} is represented as Fn(j1, j2 j3) = Fn(1, 3, 
5). The minimum perfect hashing function of 2-itemset is list as following: 

⎩
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Secondly, we consider the case of 3-itemset. We can find that the same regularity still 
be persevered. The hashing result is shown as Fig. 2. All the itemset generated in  
n = k-1 will be included in n = k and their hashing address will be the same. 

n =3

ABC→ 1

n= 4

ABC→ 1
ABD→ 2
ACD→ 3
BCD→ 4

n=5

A BC→ 1
A BD→ 2
AC D→ 3
BC D→ 4
ABE→ 5
ACE→ 6
ADE→ 7
BCE→ 8
BDE→ 9

CDE→ 10

n=6

ABC→ 1
ABD→ 2
ACD→ 3
BCD→ 4
A BE→ 5
A CE→ 6
A DE→ 7
BC E→ 8
BD E→ 9
C DE→ 10
ABF→ 11
ACF→ 12
ADF→ 13
A EF→ 14
BCF→ 15
BDF→ 16
BE F→ 17
CDF→ 18
C EF→ 19
D EF→ 20  

Fig. 2. The column-major ordering of 3-itemsets 

Therefore we focus on the rest part within n = k. The third element in each 3-
itemset will be the new added item and the first two elements will be the combina-
tions in previous stage. When we extend n to k, the regularity is also available. As 

n=k, the number of 3-itemsets is nC3 . The minimum perfect hashing function of  

3-itemset is list as following: 
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Finally, by repeating these processes, the minimum perfect hashing function of k-
itemset can be derived and the formula is list as following: 
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According to formula (3), an unique address without collision can be determined. For 
example, let k = 3, n = 6 and  j1=A=1, j2=C=3, j3=D=4. The hashing address of  
P(A, C, D) can be determined by formula (3): 
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3.2 IMPHP Algorithm 

The flowchart of IMPHP algorithm we proposed is shown as Fig. 3. 

 

Fig. 3. The flowchart of IMPHP algorithm 

The detail description is list below: 

Step 1: Scan a transaction database and find out the 2-itemset combination form of 
each transaction. For example, T= {A, B, C} and the 2-itemset combina-
tion form will be {{A, B} {A, C}, {B, C}}. Hashing address of each item-
set will be calculated by formula (1) and the support counts will be also 
increased. 

Step 2: Repeat Step 1 until all the transactions are hashed into hash table. After se-
lecting the items whose count is large than the minimum support, large 2-
itemset (L2) is obtained. 

Step 3: Prune all transactions whose score is less than the minimum support. For ex-
ample, assume L2={{A, C}, {A, D}}, T = {{A, B}, {B, C}, {A, C}} and 
minimum support is 2. Item A in set {A, B} gets 1 point, item C in set {B, C} 
gets 1 point, and item A and C in set {A, C} get 1 point respectively.  
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The scores of T will be {A(2), B(0), C(2)}. Then item B will be pruned and 
item A and C will be preserved. After the pruning process, a pruned transac-
tion database Dk+1 is obtained for the further mining process. Such operation 
can reduce the database scanning space significantly. 

Step 4: Repeat Step 1 to Step 3 and increase the itemset level (3-item, 4-item and 
etc.) until no new frequent itemset is found. 

4 Experimental Results 

To evaluate the performance of IMPHP, we perform several experiments. The equip-
ment we used is a PC with Intel Core 2 Duo 2.0 GHz processor. Memory space is 
1GB. In our experiment, the testing data is generated by the data generator from IBM 
Almaden Research Center [12] which is widely used in many researches. The  
meaning of parameters is shown as follows: 

N : Number of data items 
D: Number of transactions in the database 
T: Average length of transactions 
I: Average size of the potentially frequent itemsets 

In this experiment, the original dataset we used is N50.D1K.T5.I2 and we fix the 
average length of transactions to 5, and average size of the potentially frequent item-
sets to 2 (T5.I2). We extend the size of dataset with N50 and D1K for each time and 
record the performance of the three algorithms-- FUP, MPIP and IMPHP. The result 
is shown as Fig. 4. In average case, IMPHP improve about 46% than MPIP and about 
76% than FUP. When the dataset grows to +N300.D1K, IMPHP improve about 92% 
than FUP. 

 

Fig. 4. Performance comparisons between FUP, MPIP and IMPHP with T5.I2 

When we extend the scale of the previous experiment with 10 times, we can obtain 
the result as Fig. 5. When the dataset grows to +N500.D10K, IMPHP improve about 
84% than FUP. 
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Fig. 5. Performance comparisons between FUP, MPIP and IMPHP with T5.I2 

5 Conclusions 

In this paper, IMPHP (Incremental Minimum Perfect Hashing and Pruning) algorithm 
is proposed for incremental association rule mining. Minimum perfect hashing func-
tion is employed in IMPHP to avoid collisions and improved the mining efficiency. 
Incremental dataset is also supported in this algorithm. That means that IMPHP is 
also worked when the number and category of dataset are changed. 

In additional, the arrangement of proposed hash structure does not need to be re-
constructed again when new items are added. All new added items will be placed at 
the end of the original table. Hence, the efficiency can be improved significantly 
when it applies for incremental association rule mining. 

In order to examine the performance of IMPHP, incremental datasets were used. 
The number of itemsets is increasing and new items are also added in transaction 
database. Experimental results show that the proposed algorithm outperforms others. 
Especially in large variation cases, IMPHP improve about 92%~84% than FUP. 
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Abstract. Given a search query, most existing search engines simply
return a ranked list of search results. However, it is often the case that
those search result documents consist of a mixture of documents that
are closely related to various contents. In order to address the issue of
quickly overviewing the distribution of contents, this paper proposes a
framework of labeling blog posts with Wikipedia entries through LDA
(latent Dirichlet allocation) based topic modeling. More specifically, this
paper applies an LDA-based document model to the task of labelling blog
posts with Wikipedia entries. One of the most important advantages of
this LDA-based document model is that the collected Wikipedia entries
and their LDA parameters heavily depend on the distribution of key-
words across all the search result of blog posts. This tendency actually
contributes to quickly overviewing the search result of blog posts through
the LDA-based topic distribution. In the evaluation of the paper, we also
show that the LDA-based document retrieval scheme outperforms our
previous approach.

Keywords: Blog, Wikipedia, Topic Model, LDA, Topic Analysis.

1 Introduction

As blog services and blog tools are becoming more and more popular, people
have been able to express one’s own interests as well as opinions on the Web.
Search engines are then used for accessing various information that can be found
in the blogosphere, where, given a search query, a ranked list of blog posts is
provided as a search result. However, such a search result in the form of a ranked
list is usually not helpful for a user to quickly identify blog posts that satisfy
his/her information need. This is especially true when, given a search query, the
search result is a mixture of blog posts that focus on various contents.

In such a situation, the framework of faceted search [1], which has been well
studied in the information retrieval community, can be a solution. Based on
this observation, [2] proposed a framework of categorizing Japanese blog posts
according to their contents, where, given a search query, those blog posts are

H. Wang et al. (Eds.): APWeb 2012 Workshops, LNCS 7234, pp. 114–124, 2012.
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collected from the Japanese blogosphere. In this framework, the content of each
blog post is regarded as a facet of a query keyword, and a facet is automati-
cally assigned to each blog post. This procedure of assigning a facet to a blog
post is realized by utilizing Wikipedia entries as a knowledge source and each
Wikipedia entry title is considered as a facet label. In its Japanese version, about
770,000 entries are included (checked at November, 2011). Given a query key-
word, Wikipedia entries are collected from Wikipedia as candidates of its facets.
Then, for each Wikipedia entry, its body text is analyzed as fundamental knowl-
edge source, and terms strongly related to the entry are extracted. Those terms
are then used for labelling a blog post with this entry.

One drawback of the framework of [2] is that, when labelling a blog post with
Wikipedia entries, it does not exploit the distribution of keywords across all the
search result of blog posts, but labels a blog post with Wikipedia entries indepen-
dently of other blog posts in the whole search result. This is especially disadvanta-
geous considering the purpose of the research, i.e., to quickly overview the search
result of blog posts in terms of their contents. In order to overcome this disadvan-
tage of [2], this paper proposes a framework of labeling blog posts with Wikipedia
entries through LDA (latent Dirichlet allocation [3]) based topic modeling. More
specifically, this paper applies an LDA-based document model [4] to the task of
labelling blog posts with Wikipedia entries. Figure 1 illustrates the overall frame-
work of labelling blog posts with Wikipedia entries based on an LDA-based doc-
ument model (with a query keyword “global warming”). In this framework, first,
given a query keyword, blog posts that are related to the query keyword are col-
lected. Then, from the collected blog posts, Wikipedia entry titles are extracted.
Next, the LDA parameters are estimated with the extracted Wikipedia entries,
where the topics that are closely related to the collected blog posts are generated.
Those LDA parameters for generated topics are also incorporated into the LDA-
based document retrieval scheme [4]. When applying an LDA-based document
model to the task of labelling blog posts with Wikipedia entries, we regard each
blog post as a query, and the collected Wikipedia entries as the document collec-
tion from which one or more documents are retrieved.

One of the most important advantages of this LDA-based document model is
that the collected Wikipedia entries and their LDA parameters heavily depend
on the distribution of keywords across all the search result of blog posts. This
tendency actually contributes to quickly overviewing the search result of blog
posts through the LDA-based topic distribution. In the evaluation of the paper,
we also show that the LDA-based document retrieval scheme outperforms our
previous approach of [2].

2 Related Works

In TREC 2009 blog track [5], faceted blog distillation task was studied, where
three facets, namely, opinionated/personal/in-depth are introduced and partic-
ipants are required to assign facets to blog feeds. [6] invented a multi-faceted
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blog search framework, where various facets are introduced in terms of topics,
bloggers, links, and sentiments. [7] also proposed a framework of generating a
faceted search interface for Wikipedia. Compared to those previous works [7,6,5],
the proposed method is innovative in that it realizes a novel technique of auto-
matically generating sub-topic oriented facets for blog posts collected from the
blogosphere. Our work is related to [7] in that both techniques collect facet can-
didates from Wikipedia. In [7], it is also presented how to rank facet hierarchies,
where the cost of navigation through Wikipedia facet hierarchies is modeled and
is utilized in facet hierarchy ranking. However, compared to our technique, that
of [7] modeled the cost of navigation only within the Wikipedia facet hierarchy,
where the target of navigation is also Wikipedia articles. Our technique is differ-
ent from that of [7] in that, in our technique, given the set of blog posts collected
with an initial query as the target of navigation, facet candidates that are not
frequently observed in the collected blog posts are removed. As a future work, it
is also possible to introduce the formalization of the navigation cost of [7] into
our task.

Another related works include techniques of clustering and summarizing search
results [8], or those of clustering search results and assigning cluster labels [9,10,11].
Compared with those techniques on search results clustering, the proposed tech-
nique is advantageous in that it is capable of assigning facets to even quite a small
number of blog posts, simply because it utilizes Wikipedia as a knowledge source
for assigning facets to blog posts.

The technique presented in this paper is also related to previous works on
assigning Wikipedia concepts to document clusters (e.g., [12]) and those com-
bining Wikipedia concepts as well as important terms extracted from the cluster
content in cluster labeling (e.g., [13]). However, those previous works mostly
concentrate on clustering standard document sets such as those of newspaper
articles with broad range of topics. In this paper, on the other hand, we focus
on extracting facets from Wikipedia, given the set of blog posts collected with
an initial query, where the collected blog posts cover much narrower range of
contents. Compared with the tasks studied in those previous works, the task
of facet categorization of related blog posts studied in this paper is relatively
difficult to tackle.

With respect to related works of the LDA-based document retrieval scheme [4],
[4] argued that the LDA-based document retrieval scheme overcomes the disad-
vantages of the pLSI model [14] as well as the cluster-based language model [15].

3 Retrieving Blog Posts with a Query Keyword

Given a query keyword t0, this section describes how to retrieve blog posts with
t0 as a search query. With this procedure, we intend to collect candidates of blog
posts that are closely related to t0.

First, we use an existing Web search engine API, which returns a ranked
list of blog posts, given a topic keyword. For the evaluation in section 6, dur-
ing the period from July to September, 2010, we used the Japanese search engine
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“Yahoo! Japan” API1 for Japanese. Blog hosts are limited to major 8 hosts2

for Japanese. For each query, this search engine API returns a ranked list of at
most 1,000 blog posts. A list of blog feeds is then generated from the returned
ranked list of blog posts by simply removing duplicated feeds. From the retrieved
blog feeds, we next collect blog posts that include the initial topic keyword t0 in
the body text into the set BP (t0) of blog posts as candidates for those closely
related to t0.

4 Collecting Wikipedia Entry Titles from Blog Posts

From the set BP (t0) of collected blog posts, we collect Wikipedia entry titles
and construct the set E(BP (t0)) of Wikipedia entries. Here, we require that the
entry e to be collected satisfy that the document frequency df(BP (t0), t(E)) of
the title t(E) of e over the set of collected blog posts BP (t0) is more than or
equal to 103.

E(BP (t0)) =
{
E

∣∣∣ df( BP (t0), t(E) ) ≥ 10
}

5 LDA-Based Document Model

5.1 Latent Dirichlet Allocation

LDA [3] can be used to model and discover underlying topic structures of dis-
crete data such as text. The formalization of LDA below follows the notation of
quantities below:

– M : the total number of documents
– K: the number of topics
– V : vocabulary size
– α,β: Dirichlet parameters
– ϑm: topic distribution for document m
– Θ = {ϑm}Mm=1: a M ×K matrix
– ϕk: word distribution for topic k
– Φ = {ϕk}Kk=1: a K × V matrix
– Nm: the length of document m
– zm,n: topic index of n-th word in document m
– wm,n: a particular word for word placeholder [m,n]

Rough description of the generation process for LDA is as follows:

1. For each topic k ∈ [1,K], pick a multinomial distribution ϕk from a Dirichlet
distribution with parameter β;

1 http://www.yahoo.co.jp/ (in Japanese).
2 fc2.com, yahoo.co.jp, yaplog.jp, ameblo.jp, goo.ne.jp, livedoor.jp,

Seesaa. net, hatena.ne.jp
3 We empirically chose this lower bound through preliminary evaluation.

http://www.yahoo.co.jp/
file:fc2.com, yahoo.co.jp, yaplog.jp, ameblo.jp, goo.ne.jp, livedoor.jp, Seesaa.net, hatena.ne.jp
file:fc2.com, yahoo.co.jp, yaplog.jp, ameblo.jp, goo.ne.jp, livedoor.jp, Seesaa.net, hatena.ne.jp
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2. For each document wm = {wm,n}Nm
n=1, pick a multinomial distribution ϑm

from a Dirichlet distribution with parameter α,
3. For each word placeholder [m,n], pick a topic zm,n from the multinomial

distribution ϑm,
4. Pick word wm,n for the word placeholder [m,n] from the multinomial distri-

bution ϕzm,n .

Based on the above description, we can write the joint distribution of all known
and hidden variables given the Dirichlet parameters as follows:

P (wm, zm,ϑm, Φ | α,β)=P (Φ | β)
Nm∏
n=1

P (wm,n | ϕzm,n)P (zm,n | ϑm)P (ϑm | α)

And the likelihood of a document wm is obtained by integrating over ϑm, Φ
and summing over zm as follows:

P (wm | α,β) =

∫ ∫
P (ϑm | α)P (Φ | β) ·

Nm∏
n=1

P (wm,n | ϑm,Φ) dΦdϑm

Finally, the likelihood of the whole data collection W = {wm}Mm=1 is product of
the likelihoods of all documents:

P (W | α,β) =

M∏
m=1

P (wm | α,β)

In the evaluation of section 6, we used GibbsLDA++ [16] for LDA parameter
estimation, where for the number of topics K = 50, α = 50/K, and β = 0.1.

5.2 LDA-Based Retrieval of Wikipedia Entries

In our LDA-based framework of retrieving Wikipedia entries given a blog post
as a query, let us denote a blog post used as a query as B ∈ BP (t0). Also, we
denote a Wikipedia entry to be retrieved and considered as a document model as
E, where each Wikipedia entry E is taken from the set E(BP (t0)) of Wikipedia
entries collected from the set BP (t0) of blog posts as described in section 4.

The basic approach for using language models for IR is the query likelihood
model where each document is scored by the likelihood of its model generating
a query B,

P (B | E) =
∏
w∈B

P (w | E)

where E is a document model, B is the query and w is a query term in B4. P (B |
E) is the likelihood of the document model generating the query terms under

4 More specifically, we require a query term w in B to be the title of a Wikipedia
entry, and also require that the term frequency freq(B, t(E)) of the title t(E) of E
within B is more than or equal to 3.
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the bog-of-words assumption that terms are independent given the documents.
Following [4], we specify P (w | E) by combining the LDA model Plda(w | E)
with the traditional linear interpolation of the maximum likelihood estimate
PML(w | E) of word w in the document E and the maximum likelihood estimate
PML(w | E(BP (t0)) ) of word w in the entire collection E(BP (t0)) as below:

5

P (w | E) = λ
{
μPML(w | E) + (1 − μ)PML(w | E(BP (t0)) )

}
+ (1− λ)Plda(w | E)

where the LDA model Plda(w | E) is given as:

Plda(w | E) =

K∑
k=1

P (w | ϕk)P (zk | E)

6 Evaluation

6.1 Evaluation of Wikipedia Entry Ranking

For evaluation, we pick up the 9 query keywords listed in Table 1. For each query
keyword t0, Table 1 also shows the number of collected blog posts |BP (t0)|.
For each query keyword, we select two or three blog posts that have a high
similarity value with the query keyword as the title of a Wikipedia entry, where
the similarity is measured as introduced in [2]. In total, we select 20 blog posts
for evaluation.

Table 1. 9 Query Keywords and the Size of Blog Posts for Evaluation

Query Keyword t0 # of Blog Posts |BP (t0)|
smoking 9,926

organ transplantation 1,502

global warming 8,687

medical error 1,914

population aging 2,205

Toyota Prius 5,099

smartphone 10,039

alcoholism 2,060

restructuring 5,007

For each of the 20 blog posts for evaluation, we compare the following three
methods for ranking Wikipedia entries in terms of labeling the blog post:

5 When combining PML(w | E) and PML(w | E(BP (t0)) ), we compared the Dirichlet
smoothing as employed in [4] with the linear linear interpolation shown here, where
the best performance with λ = μ = 0.7 outperformed that of the Dirichlet smoothing
employed in [4].
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Fig. 2. Evaluation Results of Wikipedia Entry Ranking

1. the LDA-based retrieval model presented in section 5.2 (denoted as “LDA”).
2. the same as above, except that we specify P (w | E) as the linear interpolation

of the maximum likelihood estimate PML(w | E) of word w in the Wikipedia
entry E and the maximum likelihood estimate PML(w | E(BP (t0)) ) of word
w in the entire collection E(BP (t0)):

P (w | E) = μPML(w | E) + (1− μ)PML(w | E(BP (t0)) )

where μ = 0.7 (denoted as “uni-gram smoothing”).
3. Wikipedia entries are ranked according to the similarity value with the blog

post as a query, where, as introduced in [2], the similarity is measured as
the inner product of the term frequency vector of the blog post as a query
and the inverse document frequency (within the whole Japanese version of
Wikipedia) vector of a Wikipedia entry (denoted as “tf-idf”).

For those 20 blog posts for evaluation, 60.1 Wikipedia entries are ranked on
the average, out of which 12.1 entries are manually judged as correct labels for
the query blog post. For the three methods “LDA”, “uni-gram smoothing”, and
“tf-idf”, Figure 2 plots the recall-precision curves that are averaged over the 20
blog posts for evaluation6. As can be clearly seen from this result, “LDA” con-
stantly outperforms “tf-idf”, where their differences are statistically significant
at more than half of the 11 recall points at a level of 0.03 in terms of micro aver-
age. Considering the result that “LDA” and “uni-gram smoothing” are mostly

6 For each query blog post, precision at every 11 recall point 0%, 10%, . . . , 90%, 100%
is measured and averaged over the 20 blog posts.
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Table 2. An Example of LDA-based Topic Modeling of Wikipedia Entries

Topic ID

T1:
global

warming
and energy

T2:
meteorology

T3:
astronomy

T4:
politics

blog post
labeled

Wikipedia
entries

—
carbon dioxide,
thermohaline
circulation

sun, sunspot —

B1 summary —

Carbon diox-
ide does not
cause global
warming.

Not global
warming but
global cool-
ing due to
sunspot.

—

blog post
labeled

Wikipedia
entries

fossil fuel,
alternative
energy

— — —

B2 summary

Raise the
price of fos-
sil fuel to
stop global
warming.

— — —

blog post
labeled

Wikipedia
entries

fuel and light
expenses,

Photovoltaic
power

generation

— —

Democratic
Party

of Japan,
manifesto

B3 summary

Fuel and
light expenses
will greatly
increase by
introducing
Photovoltaic
power genera-
tion.

— —

It is not
beneficial for
Japan to keep
the manifesto
of the Demo-
cratic Party
of Japan.

comparative in their performance, the difference between “LDA” and “tf-idf” is
mainly due to whether or not considering the distribution of keywords across all
the search result of blog posts.

6.2 An Example of LDA-Based Topic Modeling of Wikipedia
Entries

For the query keyword “global warming”, Table 2 shows topics zk which have the
highest probability value P (zk | E) for at least one Wikipedia entry E which is
manually judged as correct. As shown in Table 2, in this case, we have four topics,
out of which the one with the topic ID = “T1: global warming and energy”: is
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most closely related to “global warming”, while other topics have rather little
relation to “global warming”. As can be clearly seen in Table 2, those topics
greatly contribute to quickly understanding the contents of blog posts.

We examined three blog posts as the query, where each blog post has one or
two corresponding topics as in Table 2. Those topics are then allocated with a
Wikipedia entry E which has the highest probability value P (zk | E), where
the probability value should be sufficiently large. With this result, it becomes
becomes much easier to quickly overview the distribution of topics over the query
blog posts.

7 Conclusion

This paper proposed a framework of labeling blog posts with Wikipedia entries
through LDA-based topic modeling. More specifically, this paper applied an
LDA-based document model to the task of labelling blog posts with Wikipedia
entries. One of the most important advantages of this LDA-based document
model is that the collected Wikipedia entries and their LDA parameters heav-
ily depend on the distribution of keywords across all the search result of blog
posts. This tendency actually contributed to quickly overviewing the search re-
sult of blog posts through the LDA-based topic distribution. In the evaluation
of the paper, we also showed that the LDA-based document retrieval scheme
outperformed our previous approach.
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Abstract. This paper compares the correlations between visual similarity of 
real-world images and different ontology-based concept similarity in order to 
find a novel measurement of the relationship between semantic concepts (ob-
jects, scenes) in visual domain besides low level feature extraction. For selected 
concept pairs, we compute their visual similarity and co-occurrence, which is 
represented by our Probability-based Visual Distance Model (PVDM). Rather 
than high computational cost of object recognition, by employing the ontology-
based concept similarity into query expansion and filtering, the semantic image 
search and retrieval precision will be much higher. Furthermore, the latent topic 
will be mapped into images so that users are possible to retrieval the images 
with satisfying visual characteristic of the target concept. 

Keywords: visual similarity, ontology, query expansion, image search. 

1 Introduction 

With huge number of images is uploaded on the Web, searching and sharing them in a 
semantic way is of great significance. Capturing the semantic relationship between 
concepts becomes a hot research topic recently, since it has wide application on natu-
ral language processing, object detection, and multimedia retrieval [1][2][3]. It is 
important to note that the semantic relationship among images is different from text 
documents. Besides the relationship of synonym (trousers-pants) and concept simi-
larity (monkey-chimpanzee), it also includes relationships, which has something to do 
with daily life, such as meronymy (house-door) and concurrence (flower-garden). The 
concurrence denotes the two or more concepts may appear simultaneously in the 
senses of real world. These semantic relationships exist independently or together 
with other relationships in images on the Web. Mining and capturing the relationships 
of concepts will surely improve the understanding and sharing of Web images, even 
other multimedia. 

The presence of particular objects in an image often implies the presence of other 
objects. If term U → V, and if only U is indexed, then searching for V will not return 
the image in the result, even though V is present in the image. The application of such 
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inferences will allow the index elements Ti of an image to be automatically expanded 
according to some probability which will be related to the underlying ontology of the 
application. There are two types of expansion:  

(a) Aggregation hierarchical expansion 

This relates to the aggregation hierarchy of sub-objects that constitute an object. Asso-
ciated with each branch is a tree traversal probabilitytij(Fig. 1) which signifies the 
probability of occurrence of the branch index given the existence of the parent index. 
In general, the traversal probabilities of different object classes exhibit different cha-
racteristics, with tij>t’mn for tij belonging to the concrete object class, and t’mn belonging 
to the abstract object class. 

 

Fig. 1. A tree traversal probability tij which signifies the probability of occurrence of the branch 
index given the existence of the parent index 

(b) Co-occurrence expansion 

This relates to the expectation that certain semantic objects tend to occur together. The 
relevant weighting is expressed as a conditional probability given the presence of other 
objects. An expansion to associate an image object Ojgiven the presence of object Oi is 
taken to be indexable when 

 |  (1) 

whereh’ is a preset threshold value that depends on the tradeoff between precision and 
recall performance of the system. More generally, complex probabilistic rules taking 
the form 

 | , … ,  (2) 

will be applied. The ontology expansion tree is traversed bi-directionally in the course 
of the expansion. Top-down traversal will lead to an expansion factor > 1, while bot-
tom-up traversal will have an expansion factor < 1 at each level of expansion [4]. 

The rest of the paper is organized as follows. Section 2 gives more details about the 
related work. Section 3 elaborates on the different concept distances and visual dis-
tance. Section 4 demonstrates comparative experimental results. Section 5 concludes 
the paper. 
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2 Related Work 

Great efforts have been done by experts to create ontology based networks which map 
concept relationships between knowledge and words. There are mainly three types as 
follows. 

2.1 Text-Oriented Concept Relationship 

Typical projects are Cyc [5] and the WordNet [6], are trying to create a common 
knowledge-based network among real word concepts.  

Cyc is an artificial intelligence project that attempts to assemble a comprehensive 
ontology and knowledge base of everyday common sense knowledge, with the goal of 
enabling AI applications to perform human-like reasoning [7]. 

WordNet is a lexical database for the English language. It groups English words in-
to sets of synonyms called synsets, provides short, general definitions, and records the 
various semantic relations between these synonym sets. The purpose is twofold: to 
produce a combination of dictionary and thesaurus that is more intuitively usable, and 
to support automatic text analysis and artificial intelligence applications [8]. 

Because this kind of ontology is not dynamic changing with the information on 
nowadays Internet, the size of knowledge database is limited and has low scalability.  

2.2 Webpage-Oriented Concept Relationship 

Besides Cyc and WordNet, the relationship between concepts is measured by some 
distances, such as Google Distance [12] and Wikipedia Distance [13]. This kind of 
concept ontology is dynamic changing with the human knowledge and information on 
the Web. 

Furthermore, the visual based similarity measurements are employed to mine the 
semantic concepts or latent topics behind objects images, such as Flickr Distance [14] 
and LSCOM (Large Scale Concept Ontology for Multimedia) [15]. This kind of mea-
surement provides the semantic correlation between concepts based on real world 
multimedia database. 

3 Ontology-Based and Visual-Based Concept Similarity 

In order to find relative more suitable concept similarity measurements for conti-
nuously changing Web images, as well as to employ an effective query expansion and 
refinement method in Web image search with concept similarity. We compared the 
following concept similarity measurement schemes with the real images semantic 
concept correlations.  

3.1 Normalized Google Distance 

Normalized Google distance (NGD) is proposed [16] to quantify the extent of the 
relationship between two concepts by their correlation in the search results from 
Google search engine when querying both concepts, with 
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  , =  , , ,  (3) 

Wheref(x) and f(y) are the numbers of the Web pages returned by Google search engine 
when typing x and y as the search term respectively, withf(x,y) denotes the number of 
pages containing both x and y. 

3.2 Flickr Distance 

Flickr distance (FD) [14] is another model for measuring the relationship between 
semantic concepts in visual domain. For each concept, a collection of images are ob-
tained from Flickr, based on which the improved latent topic-based visual language 
model is built to capture the visual characteristic of this concept. The Flickr distance 
between concepts c1 and c2 can be measured by the square root of Jensen-Shannon 
divergence [17,18]between the corresponding visual language models as follows: 

 D , = ∑ ∑ |
 (4) 

where 

 = +  (5) 

Kis the total number of latenttopics, which is determined by 
ment. and are the trigram distributions underlatent topic zic1and 

zjc2respectively, with M representing the mean of and . 

3.3 Probability-Based Visual Distance Model (PVDM) 

We propose a Probability-based Visual Distance Model (PVDM) to measure the visu-
al similarity and correlation of images, and compare the result with the concept simi-
larities generated by Normalized Google Distance and Flickr Distance. 

Assume we are going to search images with queryA and query B dependently. A 
and B are a pair of related concept. The total number of retrieved images are A and B, 
respectively; and the number of relevant images return from search engine are A+ and 
B+. We define the visual similarity (VS) of concept A and B as: 

 , = ′ + 1 ′  (6) 

where 

 ′ =  (7) 

 ′ =  (8) 

The relationship is shown in Fig. 2 as follows: 
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Fig. 2. The results distribution of image search for concetp A and B 

4 Comparative Experiments and Results 

We do the comparative experiments on 50+ concept pairs, mining 10,000+ Web im-
ages, and calculate the Normalized Google Distance, Flickr Distance as well as the 
Probability-based Visual Distance. A subset of the experimental results is shown in 
Fig. 3. 

 

Fig. 3. A subset of experimental results 

5 Conclusion 

As seen in the comparative experimental results, the image concept similarity of 
Flickr Distance is more likely to go with the trends of the image Visual Concept Dis-
tance. Which is to say, though Normalized Google Distance is also a dynamic chang-
ing concept similarity measurement method, it does a good job for similarity measure 
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among concepts in textual web page, while it is difficult to capture the real world 
visual concept in image domain. Thus, to share and search images more effectively, 
visual similarity measurements which generated directly from multimedia domain, 
such as Flickr Distance and LSCOM will outperform the concept distance generated 
from text domain. More comparative experiments are certainly necessary to be done 
on larger scale database to further prove the conclusion. 
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Abstract. Asynchronous invocations are needed in the context of distributed 
object frameworks to prevent clients from blocking during remote invocations. 
Popular Web Service frameworks offer only synchronous invocations (over 
HTTP). When a client with asynchronous invocation of Web Service is not 
supported, client developers have to build asynchronous invocations on top of 
the synchronous invocation facility. But this is tedious, error-prone, and might 
result in different remote invocation styles used within the same application. 
Current autonomic computing application uses synchronous Web Service to 
manage their resources. In this paper we propose autonomic system by using 
Design Patterns for Web Service, which is amalgamation of fire and forget, 
chain of responsibility and Case based reasoning Design Patterns. The system 
will provide synchronous and asynchronous paradigm based on demand of 
client. By using our proposed Adaptive Design Pattern for invocation of Web 
Services previous Web Service systems will update their resources based on 
client request. Our proposed system satisfies the properties of autonomic 
system. The pattern is described using a java-like notation for the classes and 
interfaces. A simple UML class and Sequence diagrams are depicted. 

Keywords: Web Services, Synchronous invocation, Asynchronous invocations, 
Web Service composition, Design Pattern, Autonomic system, Service Oriented 
Architecture (SOA), Web Services and Web Service Description Language 
(WSDL). 

1 Introduction 

Web Service is defined as an interface which implements the business logic through a 
set of operations that are accessible through standard Internet protocols.  
The conceptual Web Services architecture [1] is defined based upon the interactions 
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between three roles: Service Provider, Service Registry and Service Requester.  
The requester search for suitable Web services in the registry which satisfy his 
functional and nonfunctional requirements. The requester’s Service request 
sometimes includes multiple related functionalities to be satisfied by the Web Service. 
In many cases the Web Service has a limited functionality which is not sufficient to 
meet the requester’s complex functional needs. To achieve complex business goals in 
real world applications, the execution of multiple Web Services should be 
orchestrated through Service composition.  

Design Patterns can be classified using two orthogonal classification schemes. The 
first option is to classify the patterns according to their purpose: creational, structural, 
or behavioral. Creational patterns focus on object creation. Structural patterns focus 
on describing the composition of classes or objects. Behavioral patterns depict the 
method of interaction and distribute the responsibility of classes or objects. Thus far, 
we have only identified structural and behavioral adaptation Design Patterns [2].  

The second option is to classify the patterns according to their adaptation 
functions: monitoring, decision-making, and reconfiguration. Monitoring patterns 
focus on probing components and distributing the information across a network to 
interested clients. Decision-making patterns focus on identifying when a 
reconfiguration is needed and selecting a reconfiguration plan that will yield the 
desired behavior. Reconfiguration patterns focus on safely adding, removing, or 
modifying components at run time to adapt a program. Thus far, we have identified 
several Design Patterns for each area. 

Autonomic Computing is an initiative started by IBM in 2001 with an ultimate aim 
to develop computer systems capable of self-management, to overcome the rapidly 
growing complexity of computing systems management, and to reduce the barrier that 
complexity poses to further growth. So, the system, to be autonomic, must have the 
following properties: 

• Self-configuring: Automatic configuration of components. 
• Self-healing: Automatic discovery, and correction of faults. 
• Self-optimizing: Automatic monitoring and control of resources to ensure the 

optimal functioning with respect to the defined requirements.  
• Self-protecting: Proactive identification and protection from arbitrary attacks. 

Our proposed system invokes Web Services with different paradigms; system will 
invoke Web Services either synchronously or asynchronously based on user request. 
Synchronous invocation means one process executing in a resource don’t allocate this 
resource to other process those are waiting for execution. Asynchronous invocation 
means all processes are sharing same resource and there is no blocking concept in 
asynchronous invocation. This system uses Case Based Reasoning for decision 
making, Fire and Forger pattern used for invoking asynchronous Services, and uses 
SOA Web Service for invocation, Fig 1 will shows Autonomic System. 
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Fig. 1. Autonomic computing 

2 Related work 

In this section we summarize some known uses of the asynchrony patterns as related 
work.  

There are various messaging protocols that are used to provide asynchrony for 
Web Services Uwe Zdun and Markus Voelter [1] paper discuss invocation of Web 
Services they propose system for asynchronous invoking of Web Services, V.S. 
Prasad Vasireddy and Vishnuvardhan Mannava [4] paper discuss management of 
Web Services using synchronous paradigm. Vishnuvardhan Mannava [3] and T. 
Ramesh paper discuss invocation of Web Services using Design Patterns. In H. 
Foster, S. Uchitel, J. Magee, J. Kramer [2] paper discuss Web Service composition 
paradigm based on client request. Andres j. Ramirez, Betty H.C [5] discuss various 
Design Patterns for designing autonomic system. We use Case Based Reasoning 
pattern in this paper.  In contrast to our approach these messaging protocols do not 
provide a protocol-independent interface to client-side asynchrony and require 
developers to use the messaging communication paradigm. Yet these protocols 
provide a reliable transfer of messages, something that our approach does not deal 
with. Messaging protocols can be used in the lower layers of our framework.  

The Web Services Invocation Framework (WSIF) (Apache Software Foundation, 
2002) is a simple Java API for invoking Web Services with different protocols and 
frameworks, similar to the internal invocation API of Axis. Based on two papers we 
propose a system, called adaptive Design Pattern for invocation of synchronous and 
asynchronous Web Services. It provides synchronous or asynchronous Web Services 
based on requirement of client, this system is perfectly suitable for present systems. 
By using this system it will upgrade their Services as well as update their modules. 

3 Objectives of an Asynchronous Invocation Framework in the 
Context of Web Services 

There are a number of issues about Web Services because of the limitations in 
synchronous invocations. To avoid the work-around of hard coding asynchronous 
invocations in the client code, we provide an object-oriented framework [7] that can 
be reused as an extension for existing Web Service frameworks. The framework 
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design is based on a number of software Design Patterns. Let us summarize the goals 
of our asynchronous invocation framework:  

- Better Performance of Client Applications: Asynchronous invocations typically 
lead to better performance of client applications, as idle times in waiting for a blocked 
invocation to return are avoided. 

- Simple and Flexible Invocation Model: The invocation model must be simple to 
use by developers. Asynchronous invocations should not be more complicated to use 
than synchronous invocations. That is, the client developer should not have to deal 
with issues such as multi-threading, synchronization, or thread pooling. There are 
different kinds of invocations, including synchronous invocations and various ways to 
provide asynchronous invocations. All these kinds of invocation should be offered 
with an integrated invocation model that is easy to comprehend. 

- Support for multiple Web Services Implementations and Protocols: The strength 
of Web Services is heterogeneity. Thus an asynchronous invocation framework 
should (potentially) work with different protocols (such as JMS or Secure HTTP) and 
implementations. An invocation framework that builds on top of an existing Web 
Service framework automatically integrates the different protocols provided by that 
Web Service framework. 

4 Adaptive Design Pattern Template 

To facilitate the organization, understanding, and application of the adaptation Design 
Patterns, this paper uses a template similar in style to that used by Ramirez et al. [2]. 
Likewise, the Implementation and Sample Code fields are too application-specific for 
the Design Patterns presented in this paper. 

4.1 Pattern Name 

Adaptive Design Pattern 

4.2 Classification 

Structural, Monitoring and Decision making 

4.3 Intent 

Designing a system for invoking Web Services synchronously or asynchronously 
based on user request using SOA Web service.  We propose new Design Pattern 
which is an amalgamation of different Design Patterns, Design Pattern that are used 
for the system: Master-Slave and chain of responsibility.  

4.4 Motivation 

Main objective of Adaptive Design Pattern is to invoke Web Services either 
synchronously or asynchronously according to user requests. This Pattern invokes 
Web Service dynamically by using SOA Web Service technique. 
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4.5 Proposed Design Pattern Structure 

UML class diagram for the Constrain based composition Design Pattern can be found 
in Figure 3.  

Our proposed system will invoke Web Service either synchronously or 
asynchronously based on user request. We use three Design Patterns for designing our 
system they are Case based reasoning, Chain of Responsibility and Fire and Forget.  
In proposed system, client request all Service providers for WSDL file, all Service 
providers send WSDL files to client. Client searches for matching constrain in WSDL 
file, then client chooses a matched Service provider for invoking Web Service. Based 
on decision generated by case based reasoning client generate XML file. Proposed 
system uses Cased based reasoning Design Pattern for decision making. Based on the 
XML file constrains Service provider will invoke the Service. Proposed system 
invokes Web Service synchronously or asynchronously based on client request. 
Service repository stores all Web Services in it. The Composition of Services at the 
Service providers can be realized with the help of this proposed structure of 
composing the Web Services with SOA example, see Figure 2. 

 

Fig. 2. Composition of the Services with Service Oriented Architecture using Web Services 
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4.6 Participants 

(a) Client 

Client class send WSDL file request to service providers, based on WSDL response 
client uses case based reasoning Design Pattern for finding appropriate plan for 
composing new Service. Based on decision client generate XML file for service 
provider.  

(b) Service Provider 

Service provider give response to client based on constrain of user. Service provider 
composes new Web Service based on XML file generated by client.  

(c) Decision 

This class represents a reconfiguration plan that will yield the desired behavior in the 
system. 

(d) Fixed Rules 

This class contains a collection of Rules that guide the Inference Engineering 
producing a Decision. The individual Rules stored within the Fixed Rule scan be 
changed at run time. 

(e) Learner 

This is an optional feature of the Case based Reasoning Design Pattern. 

(f) Log 

This class is responsible for recording which reconfiguration plans have been selected 
during execution. Each entry is of the form Trigger-Rule-Decision.  

(g) Rule 

A Rule evaluates to true if an incoming Trigger matches the Trigger contained in the 
Rule. 

(h) Service Repository 

Service repository will store Web Service in it, based on client request service 
provider will invoke form service repository, Composed Web Services also stored in 
service repository. 

(i) Asynchronous Fire 

Asynchronous fire class invoke Web Service asynchronously, class provide Service to 
all client without any blocking concept of service.  

(h) Forget 

Service is used by several client Asynchronous fire doesn’t able to provide Service 
then forget class remove load of asynchronous pattern, Forger class remove waiting 
requests of client for Service invocation. 
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4.7 Consequences: 

The Adaptive Design Pattern for Web Service invocation offers the following 
benefits: 

Centralized Administration: The pattern consolidates one or more Services into a 
single administrative unit. This helps to simplify development by automatically 
performing common Service initialization and termination activities. In addition, it 
centralizes the administration of communication Services by imposing a uniform set 
of configuration management operations. 

Increased Modularity and Reuse: The pattern improves the modularity and 
reusability of communication Services by decoupling the implementation of these 
Services from the configuration of the Services. In addition, all Services have a 
uniform interface by which they are configured, thereby encouraging reuse and 
simplifying development of subsequent Services. 

4.8 Related Design Patterns: 

REMOTE OBJECT is a distributed object (here: the Web Service), offered by a 
server application, that should be reached by the client remotely. Note that a 
REMOTE OBJECT describes the remote interface, not the actual implementation – 
thus the Service implementation can well comprise a set of procedures or be a 
wrapper to a legacy system. The pattern REQUESTER describes how to build up a 
remote invocation on client side and hand it over to the transport layer of the 
distributed object framework. Note that clients often do not access the REQUESTER 
implementation directly, but use a (generated) CLIENT PROXY instead. The 
CLIENT PROXY offers the interface of the REMOTE OBJECT in the client process 
and uses the REQUESTER internally to build up the remote invocation.  

POLL OBJECT: There are situations, when an application needs to invoke an 
operation asynchronously, but still requires knowing the results of the invocation. The 
client does not necessarily need the results immediately to continue its execution, and 
it can decide for itself when to use the returned results. As a solution POLL 
OBJECTS receive the result of remote invocations on behalf of the client. The client 
subsequently uses the POLL OBJECT to query the result. It can either just query 
(poll), whether the result is available, or it can block on the POLL OBJECT until the 
result becomes available. As long as the result is not available on the POLL OBJECT, 
the client can continue asynchronously with other tasks. 

4.9 Applicability 

Use the Adaptive Design Pattern for Web Service invocation when: 

• Web administrator will use this autonomic system for dynamic composition. 
• An application or system can be simplified by being composed of multiple  

independently developed and dynamically configurable Services; or 
• The management of multiple Services can be simplified or optimized by 

configuring them using a single administrative unit.  
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5 Interface Definition for Design Pattern Entity 

(a) Client: 
     Client.java 

Public class Client 
{ 
   Public invoke( int Serviced){ 
  } 
  Public reload( int Serviced) { 
  } 
  Public run( int Serviced) { 
  } 
  Public Service_composition(){ 
  } 
 Public checkforService(){ 
  } 

Public Unload_Unused_Service(){
      } 

Public  
Load_New_Requested_Service (){
    } 

    } 
(c) Fixed Rules: 
  Fixed Rules.java 
Public class Fixed Rules  
{ 
Public apply (Trigger e) { 
} 
} 
d) Rule:  
 Rule.java 
Public class Rule 
{ 
Trigger t; 
Action decision; 
} 
(d) Learner: 
Learner.java 
Public class SERVICEPROVIDER 
{ 
Public update(){ 

} 

(b) Service provider: 
  Service provider.java 
  Public class Service provider 
 { 
  Public isServiceavaliable(){ 
} 
  Public run(){ 
} 

     Public          
     ActivateORDeactivateService (){ 

} 
} 
Public learn (){ 
} 
} 
(e) Log 
    Log.java 
Public class Log 
{ 
Public log(Trigger e){ 
} 
} 
(f)Asynchronousfire 

Asynchronousfire.java 

Public class SERVICEPROVIDER 
{ 
Public Servicepoll(){ 
} 
Public operation (){ 
} 
Public invoke (){ 
} 
Public response (){ 
} 

} 
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6 Case Study 

To demonstrate the efficiency of the pattern we took the profiling values using the 
Netbeans IDE and plotted a graph that shows the profiling statistics when the pattern 
is applied and when pattern is not applied. This is shown in figure 5.Here X-axis 
represents the runs and Y-axis represents the time intervals in milliseconds. Below 
simulation shows the graphs based on the performance of the system if the pattern is 
applied then the system performance is high as compared to the pattern is not applied. 
 

 
Fig. 5. Profiling statistics before applying pattern and after applying pattern 

7 Conclusion 

In this paper we propose a pure client and server approach to provide asynchronous 
and synchronous invocations for Web Services without necessarily using 
asynchronous messaging protocols. The framework was designed from a set of 
patterns of a larger pattern language for distributed object frameworks. The 
functionalities as well as the performance measurements indicate that the goals of the 
framework, as introduced at the beginning of this paper, were reached. Proposed 
system is amalgamation of different Design Patterns; proposed system satisfies all 
properties of autonomic system. As a drawback, an asynchrony framework on top of a 
synchronous invocation framework always incurs some overhead in terms of the 
overall performance of the client application.  
 
Future Work: Future aims to develop an autonomous system by applying aspect 
oriented Design Pattern that will provide synchronous or asynchronous. 
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Abstract. With the rapid development of new social networks, such as blog, 
forum, microblog, etc, the publication and propagation of information become 
more convenient, and the interactions of users become more active and 
frequent. Discovering the influencers in the new social network is very 
important for the promotion of products and the supervision of public opinion. 
Most of the previous research was based on the method of mining influential 
individuals, while the tribe-leaders were neglected. In this paper, a new method 
of mining tribe-leaders is proposed based on the frequent pattern of 
propagation. First, a method of changing the diffusion trees is proposed to 
overcome the problem of multi-pattern in propagation, where the information 
propagation trees are changed into a connected undirected acyclic graph. Then, 
a new frequent subgraph mining method called Tribe-FGM is proposed to 
improve the efficiency of graph mining by reducing the scale of pattern growth. 
Experiments are conducted on a real dataset, and the results show that Tribe-
FGM is more effective than the method of Unot. Finally, we validate the 
effectiveness of our method by comparing it with the repost algorithms, where 
the experimental results indicate that the tribe-leaders with our method are 
consistently better than that of repost algorithms in both the one-step and  
multi-step coverage. 

Keywords: Social network, Frequent pattern, Influence, Tribe-leaders, 
Influencers, Microblog, Graph mining. 

1 Introduction 

Recently, online social networks have obtained considerable popularity and are now 
among the most popular sites on the Web, such as blog, forum, microblog, etc. Online 
social networks play an important role for the spread of information since a piece of 
information can propagate from one node to another through a link on the network in 
the form of “word-of-mouth” communication. Therefore, Social network sites have 
become one of the several main sites where people spend most of their time [1].  
                                                           
* The work was supported by the Key Project of National Natural Science Foundation of China 

under Grant No. 60933005, NSFC under Grant No. 60873204, “863” under Grant No. 12505, 
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Their massive popularity has led to the viral marketing of content, products, or 
political campaigns on the sites. For instance, if we know there are a small number of 
“leaders” who set the trend for various actions, targeting them for the adoption of new 
products or technology could be profit-able to the companies. Also, if we know there 
are some leaders who set the trend for public opinions, we can target them to control 
the propagation of the public opinion. So, it is important to discover influential 
individuals for the promotion of products and the supervision of public opinions. 

A number of recent empirical papers have addressed the matter of diffusion on 
networks in general, and particularly the attributes and roles of influencers. In general, 
influencers are loosely defined as individuals who disproportionately impact the spread 
of information. Interest among researchers and marketers alike has increasingly focused 
on whether or not diffusion can be maximized by seeding a piece of information or a new 
product with certain special individuals, often called “influentials” or simply 
“influencers” [2, 3]. Also, other research has mainly focused on discovering influential 
individuals such as leaderships [4] and ranking web documents [5, 6] and users [7]. 

 

Fig. 1. The tribe-leaders and the influential individuals 

Most of the previous research was based on the mining of influential individuals, 
while the tribe-leaders were ignored neglected. A Tribe-leader is a set of influential 
individuals who exchange information actively and frequently. Clearly, every tribe 
leader is an influential individual and all tribe leaders form a connected undirected 
acyclic graph. Tribe-leaders play a very important role in setting the trend for 
advertisement and public opinions. If an influential individual in the tribe-leader is 
affected, it will immediately diffuse the information to other influential individuals. 
This means the tribe-leader will diffuse the information to other nodes in the social 
network through all the influential individuals in the tribe-leader. Obviously, the tribe-
leaders have better ability to diffuse information than a single influential individual. A 
single influential individual in the tribe-leader may not necessarily have a strong 
ability to diffuse information as other influential individuals, but the whole ability of a 
tribe-leader is stronger than that of other influential individuals. For example, the 
tribe-leader {A, B, C} in figure 1(a) has better ability to diffuse information than the 
influential individual D in figure 1(b). Therefore, mining the tribe-leaders is more 
important than discovering the influential individuals. 

To discover the tribe-leader, we use the frequent pattern of propagation which was 
neglected in previous research. The propagation of information in the social network 
constructs diffusion trees, and the influential individuals in some diffusion trees 
diffuse the information frequently through their interactions. For instance, figure 2 
shows four diffusion trees about a topic in the microblog. In the four diffusion trees, 
influential individuals A, B, C diffuse information frequently through the interactions 
of themselves. So, the set of {A, B, C} is a tribe-leader. 
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Fig. 2. The four diffusion trees about a topic in the microblog 

In this paper, we use the frequent pattern of propagation in the online social net-
work. First, a method of changing the diffusion trees is proposed to overcome the 
problem of multi-pattern in propagation, where the information propagation trees are 
changed into a connected undirected acyclic graph. Then considering its support and 
strength, a new frequent subgraph mining method called Tribe-FGM is proposed to 
improve the efficiency of graph mining by reducing the scale of pattern growth. 
Finally, we validate the effectiveness of our method by comparing it with the repost 
algorithms in the real dataset of sina microblog from china. Experimental results 
indicate that the tribe-leaders with our method are consistently better than that of 
repost algorithms in both the one-step and multi-step coverage. 

2 Problem Definition 

A social graph is an undirected graph G = (V, E) where the nodes are users. There is 
an undirected edge between users u and v representing a social tie between the users. 
The tie may be an explicit repost relationship in the microblog. 

The propagation of information in the social network will construct diffusion 
trees ),,,,( rLEVT ∑=  where the nodes are users. There is a directed edge between 
users u and v representing a diffused path between the users. The alphabet ∑  is a set 
of labels, and the mapping label: Σ→∪ EVL :  is called a labeling function. We 
define the label of edges as the name of information diffused. For instance, the 
propagation of information is a post in the microblog. The alphabet r  represents the 
root node of diffusion trees. For every node v ∈ V, there is a unique path  
UP (v) = (v0 = r, v1.  . . vd) (d ≥ 0) from the root r to v. Let u and v be nodes. If (u, v) 
∈ E then u is a parent of v, or v is a child of u. If there is a path from u to v, then u is 
an ancestor of v, or v is a descendant of u. A leaf is a node having no child. 

Property 1: diffusion trees ),,,,( rLEVT ∑=  are rooted unordered trees, where there 
are no nodes with same labels in a diffusion tree. 

Property 2: diffusion trees ),,,,( rLEVT ∑=  are connected directed acyclic graph. 
The propagation of multi-information in the social network will construct multi-
diffusion trees called diffusion forest },...,,{ 21 nTTTF = . For example, the propagation of 

multi-post about a topic in the microblog will construct a diffusion forest. 
In general, influencers are loosely defined as individuals who disproportionately 

impact the spread of information. Unfortunately, this definition is fraught with 
ambiguity regarding the nature of the influence in question, and hence the type of 
individuals who might be considered special. In light of this definitional ambiguity, 
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we note, however, that our use of the term influencer corresponds to a particular and 
somewhat narrow definition of influence, specifically the user’s ability to write the 
post which diffuses directly through the social network graph. 

Definition 1 (influence). Give a diffusion tree ),,,,( rLEVT ∑= ; the influence of a 
node u in the diffusion tree is defined as |)(|inf uLluenceu = , where )(uL  is a set whose 

elements are those nodes which are linked with node u directly. 
In the diffusion forest },...,,{ 21 nTTTF = , a user may write lots of posts which diffuse 

directly through the social network graph in multi-diffusion trees such as node A in 
figure 2. So, influential individuals are defined as those users who have high influence 
and appear in multi-diffusion trees. For example, influential individuals about a topic in 
microblog are those users who write lots of posts about a topic and most of the posts have 
high influence. So, two thresholds σ  and ψ  are assigned, where the threshold σ  
represents the frequency of a user appearing in the multi-diffusion trees and the threshold 
ψ  represents the influence of the user. According to property 1, we can infer that a user 
appears only once in a diffusion tree. So, the frequency of a user appearing in the multi-
diffusion trees is the num of diffusion trees which contain this user. 

Definition 2 (influential individuals). Give a social network graph G = (V, E) and the 
diffusion forest },...,,{ 21 nTTTF =  from the social network graph, and two thresholds σ  

andψ , a user v ∈ V is an influential individual iff: 

iTvii TvluenceandTvTL
i

∈≥∈≥ ,inf,|)(| , ψσ  (1) 

The set )( iTL  represents the set of multi-diffusion trees containing the user v. The 

formula 
iTvluence ,inf  represents the influence of the user v in the diffusion tree iT . 

A Tribe-leader is a set of influential individuals who exchange information actively 
and frequently. Clearly, every leader is an influential individual and a tribe-leader is a 
connected undirected acyclic graph. So, three thresholdsσ , ψ and ζ  are assigned, 
where the threshold σ  represents the frequency of a tribe-leader appearing in the 
multi-diffusion trees, the threshold ψ  represents the influence of the user in this 
tribe-leader, and the threshold ζ  represents the whole influence of all users in this 
tribe-leader. 

Definition 3 (tribe-leader). Give a social network graph G = (V, E) and the diffusion 
forest },...,,{ 21 nTTTF =  from the social network graph, and three thresholds σ , 

ψ and ζ , a set of user )( ivL is a tribe-leader iff: 
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Give a social network graph G = (V, E) and multi-diffusion trees from the social 
network graph, the discovery of tribe-leaders is formalized as a problem of frequent 
pattern mining. Intuitively, we can discover tribe-leaders through the method of 
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frequent subtree mining. However, in fact, a tribe-leader exist multi-pattern of 
propagation.  For instance, there are three patterns of propagation in the users’ set 
{A, B, C} in figure 3. The three users A, B and C exchange information actively and 
frequently, and also three of these users are influential individuals. According the 
definition 3, we can infer the users’ set {A, B, C} is a tribe-leader. The methods of 
frequent subtree mining only consider single paths of propagation, but the multi-
pattern of propagation in the social network is neglected. So, some of members in the 
tribe-leader will be neglected for specific support. For instance, given the support 
thresholds 50%, in the figure 3, we can infer the set {A, B} and the set {B, C} are two 
tribe-leaders according the method of frequent subtree mining not considering the 
multi-pattern of propagation in the social network. More, if we give the support 
thresholds 100%, the tribe-leader {A, B, C} will be neglected. To overcome the 
problem of the multi-pattern of propagation, we change the diffusion trees into 
connected undirected acyclic graphs, which contain two steps: eliminating the 
direction of the diffusion trees and adding some edges which exist in the social 
network and also whose nodes are affected in the spread of information into the 
diffusion graphs. 

For instance, we can get connected undirected acyclic graphs called diffusion 
graphs b, c and d in figure 4 after eliminating the direction of the diffusion trees. The 
two diffusion paths BA → and AB → are eliminated by eliminating the direction of 
the diffusion trees. Given the support thresholds 100%, we can infer the set {A, B} is 
a tribe-leader, where the results are better than that of the diffusion trees without 
eliminating the direction. 

Next, we can add some edges which exist in the social network and also whose 
nodes are affected in the spread of information into the diffusion graphs. For instance, 
in figure 4(b), node B and node C are affected by node A; moreover, there is an edge 
between node B and node C in the social network in figure 4(a). So, we can add an 
edge into the diffusion graph in figure 4(b) and then get the changed diffusion graph 
in figure 5(b). With the same method, after adding the edge into the diffusion graph in 
figure 4(c) and figure 4(d), we can get the changed diffusion graphs in figure 5(c) and 
figure 5(d). After adding the edges into the diffusion graphs in figure 5, we can find 
that the multi-diffusion paths are eliminated. Thus, given the support thresholds 
100%, we can infer the set {A, B, C} is a tribe-leader, where the results are better than 
that of the diffusion graphs without adding some edges into the diffusion graphs. 

In the next section, we will introduce the detailed methods to change the diffusion 
trees into connected undirected acyclic graphs. 

 

Fig. 3. The three patterns of propagation in the user set {A, B, C} 
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Fig. 4. The diffusion graphs after eliminating the direction of diffusion trees 

 

Fig. 5. The changed diffusion graphs after adding some edges into diffusion graphs 

3 The Methods of Changing Diffusion Trees 

3.1 Eliminating the Direction of Diffusion Trees 

To overcome the problem of multi-pattern in propagation, we first eliminate the 
direction of diffusion trees and change the diffusion trees into connected undirected 
acyclic graphs. To eliminate the direction of diffusion trees, the diffusion trees are 
formalized as adjacency matrixes. 

else

edge
vuA

v)(u,

0

1
],[

∃

⎩
⎨
⎧

=  (3) 

According to the calculation of matrixes, we can eliminate the direction of diffusion 
trees. We define the diffusion graphs after eliminating the direction of diffusion trees 
as ),,,( LEVGT ∑= . Also, the diffusion graphs are formalized as adjacency matrixes Q, 

that is TAAQ += . 

Property 3: the diffusion graphs ),,,( LEVGT ∑= are connected undirected acyclic 
graphs, and are subgraphs of the social network graph G = (V, E). 

3.2 Adding Some Edges into Diffusion Graphs 

To eliminate multi-diffusion paths in the diffusion graphs, we add into the diffusion 
graphs some edges which exist in the social network and also whose nodes are 
affected in the spread of information. 

According to section 4.1, the diffusion graphs are defined as ),,,( LEVGT ∑=  and the 
diffusion graphs are formalized as adjacency matrixes Q. Also, we define a sequence 
table ST to store the labels of nodes. At the same time, we define the social network 
graph G = (V, E), adjacency matrixes M, and the sequence table S. And we define the 
changed diffusion graphs ),,,( LEVGF ∑= , adjacency matrixes N, and the sequence 
table SF .  
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4 Tribe-FGM 

To discover the tribe-leaders, a new algorithm called Tribe-FGM is proposed in this 
paper. The algorithm of Tribe-FGM is a new method of frequent subgraph mining, 
which uses the support and the strength to improve the efficiency of graph mining by 
reducing the scale of pattern growth. 

First, we give the definition of support to measure the frequency of the tribe-
leaders in the changed diffusion graphs. 

Table 1. The algorithm of Tribe-FGM to discover the tribe-leaders 

Algorithm 2. The algorithm of Tribe-FGM to discover the tribe-leaders 

Input.  
1) The set of changed diffusion graphs D, the influence of each user ijluenceinf . 

2) The thresholds of support supmin_ , strength strmin_ , ψ andζ , and the DFS code s. 
Output. The set of tribe-leaders S. 
Method. 
1) φ←S . 

2) Calling the function of memberPruning ( strmin_ ,ψ , ijluenceinf , D). 

3) Calling the function of tP_gS ( supmin_ , strmin_ ,ψ , ζ , ijluenceinf , D, s). 

4) procedure memberPruning( strmin_ ,ψ , ijluenceinf , D) 

a) Computing the frequency f of users whose ψ≥ijluenceinf . 

b) For each changed diffusion graph GF in the set of D, do 
c) for each member in the changed diffusion graph, do 

d) if strDf min_||/ < for a user 
  e) Remove this user 

f) End for 
   g) End for 

h) Return the new set of changed diffusion graphs D. 
5) procedure tP_gS( supmin_ , strmin_ ,ψ , ζ , ijluenceinf ,D,s) 

a) Inserting the s into the S, and φ←C . 

b) Finding all the edges e which are most right expanded es r◊ , after scanning the D. 

c) Inserting the es r◊ into the C. 

d) Sorting the C according to the DFS. 
e) For each  es r◊ in the C, do 

  f) Computing the frequency f1 of users in the es r◊  whose ζ≥∑
◊∈ esv

v

r

Q)(inf  

  g) Computing the frequency f2 of users in the es r◊  

  h) if supmin_||/2min_2/1 ≥≥ Dfandstrff  

    i) tP_gS( supmin_ , strmin_ ,ψ ,ζ , ijluenceinf ,D, es r◊ ) 

j) End for 
k) Return 

6) End 
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Definition 4 (support). Given the set of changed diffusion graphs 
},...,,{ 21 nGFGFGFGraph = and a tribe-leader T, the support )(TSuppGraph  of the tribe-

leader T in the set of changed diffusion graphs is defined as follows. 

||

|})(&)(|)({|
)(

Graph

GraphcQcQTcQ
TSupp iii

Graph

∈⊆=  (4) 

The || Graph  represents the size of the set of changed diffusion graphs. The range of 
the support is from 0 to 1. The support represents the frequency of the tribe-leaders 
appearing in the set of changed diffusion graphs. It also represents the activity of 
users in the tribe-leaders. The higher the support is, the more active the users in the 
tribe-leaders are. 

To measure the influence of tribe-leaders, we give the definition of strength. Given 
a specified support, we can get a set of frequent subgraphs. The sum of users’ 
influences in different subgraphs is different. For example, the sum of users’ 
influences from A, B, C in figure 3(b) is 10, and the influences of individual users are 
4, 3 and 3 respectively. Also, the sum of users’ influences from A, B, C in figure 3(c) 
is 8, and the influences of individual users are 3, 2 and 3 respectively. The strength 
represents the frequency of the tribe-leaders whose whole influence is higher than the 
specified thresholds. 

Definition 5 (strength). Given the set of changed diffusion 
graphs },...,,{ 21 nGFGFGFGraph = , a tribe-leader T, and the specified thresholds ψ  and 

ζ , the strength )(,, TStreGraph ζψ  of the tribe-leader T in the set of changed diffusion graphs 

is defined as follows. 

|},|{|
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The formula ζ≥∑
∈Tribev

v Q)(inf  represents the whole influence of a tribe-leader, and the 

formula ψ≥)(inf Qv  represents the influence of an individual user in the tribe-leader. 

The strength represents the frequency of the tribe-leaders whose whole influence is 
higher than the specified thresholds. The range of the strength is from 0 to 1. For 
example, given the threshold ζ as 10 and the threshold ψ as 2, the strength of the 
tribe-leader {A, B, C} in figure 5 is 66.7%. Given the threshold ζ as 8 and the 
threshold ψ as 2, the strength of the tribe-leader {A, B, C} in figure 5 is 100%. 

Based on the algorithm of gSpan [32], we propose a new algorithm of frequent 
subgraph mining called Tribe-FGM which uses the support and the strength to 
improve the efficiency of graph mining by reducing the scale of pattern growth. 
Traditional methods of frequent subgraph mining such as gSpan did not consider the 
strength and would add some low influence nodes into the candidate thus increase the 
size of searching space. So, a new algorithm called Tribe-FGM is proposed. 
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Most of the nodes whose influence is low are pruned by the function of 
memberPruning (). The experimental results in section 6 indicate that only a small 
number of users are influential individuals, most of the users only participate in the 
discussion of topics, and many non-influential individuals form the “the long tail”. So, 
most of the nodes are pruned by the function of memberPruning () and the scale of 
pattern growth will be reduced. The time complexity of the function of memberPruning 
() is )2( ∧nO . The support and the strength are considered in the function of tP_gS () to 
improve the efficiency of graph mining by reducing the scale of pattern growth. 

5 Experiments 

First, we select a real dataset of sina microblog from China for experiments. We get 
the data through the search API of sina microblog. The dataset consists of two parts: 
one is about the topic of "Earthquake" which contains about 0.9 million posts and 0.6 
million users, and the other is about the topic of "Two Sessions of NPC and CPPCC” 
which contains about 0.31 million posts and 0.21 million users.  

A post reposted about a topic will construct a diffusion tree, and lots of diffusion 
trees will be constructed for a specific topic. The frequency of different posts reposted 
is different, and the size of diffusion trees is different. About 71429 different diffusion 
trees are constructed for the topic of “Earthquake” and 18485 different diffusion trees 
are constructed for the topic of “Two Sessions of NPC and CPPCC”.  

The effectiveness of Tribe-FGM is validated by comparing it with the repost 
algorithms. To evaluate the effectiveness of our Tribe-FGM algorithm, we introduce 
the metrics of “One-Step Coverage” and “Multi-Step Coverage”. 

Metric 1. One-Step Coverage: Given a set of nodes in a network, one-step coverage 
is defined as the number of nodes that are directly influenced by this set of nodes. In 
the microblog, the one-step coverage of an influential individual is measured as how 
many users directly repost this user. 

Metric 2. Multi-Step Coverage: Given a set of nodes in a network, multi-step 
coverage is defined as the number of nodes that are either directly or indirectly 
influenced by this set of nodes. In the microblog, the multi-step coverage of an 
influential individual is measured as how many users either directly or indirectly 
repost this user through N hops. 

In the following experiments, we give the thresholds as 
follows: 8=ζ , 5=ψ , %80min_ =str , %7.0supmin_ earthquake =  and %1supmin_ =sessionstwo . 

We compare the effectiveness of the “one-step coverage” and the “multi-step 
coverage” with N=1 and N=2 of top-20 influential individuals identified by the 
algorithm of Tribe-FGM and the repost algorithm. Figure 6 illustrates how the one-
step and multi-step coverage change with the rank of identified influential individuals. 
The experimental results indicate that the influential individuals in tribe-leaders with 
the algorithm of Tribe-FGM are consistently better than that of the repost algorithm in 
both the one-step and the multi-step coverage. 
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 (a) Earthquake                  (b) Two Sessions 

(1) One-Step Coverage 
 

 
      (a) Earthquake                  (b) Two Sessions 

(2) Multi-Step Coverage with N=1 
 

 
       (a) Earthquake                  (b) Two Sessions 

(3) Multi-Step Coverage with N=2 

Fig. 6. How the one-step and multi-step coverage change with the rank of identified influential 
individuals. The horizontal ordinate represents the rank of identified influential individuals, and 
the vertical ordinate represents the one-step and multi-step coverage change with the rank of 
identified influential individuals. 

6 Conclusion 

Most of the previous research was based on the mining of influential individuals, 
while the tribe-leaders were neglected. In this paper, a new method of mining tribe-
leaders is proposed based on the frequent pattern of propagation. To overcome the 
problem of multi-pattern in propagation, we change the diffusion trees into connected 
undirected acyclic graphs, which contain two steps: eliminating the direction of the 
diffusion trees, and adding into the diffusion graphs some edges which exist in the 
social network and whose nodes are affected in the spread of information. To discover 
the tribe-leaders, a new algorithm called Tribe-FGM is proposed in this paper. The 
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algorithm of Tribe-FGM is a new method of frequent sub-graph mining, which uses 
the support and the strength to improve the efficiency of graph mining by reducing 
the scale of pattern growth. Finally, in the experiments, we validate the advantages, 
performance and effectiveness of the new method which we propose. 

In this paper, the influence is narrowly defined as the user’s ability to write the post 
which diffuses directly through the social network graph. However, the influence of a 
user in the microblog is determined by multi-dimension, such as the novelty of his 
posts, the sensitivity of his posts, and so on. In the future, we will discover the 
influential individuals based on different characteristics of the users. Moreover, the 
diffusion paths of information are determined by the explicit relationships of repost, 
but some implicit relationships are ignored in this paper. In the future, we will mine 
the implicit relationships through the similarity of contents and the behaviors between 
two users. 
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Abstract. For the vast amounts of data on the Web, this paper presents an ex-
traction method of semantic label of entity relation in the tourism domain based 
on the conditional random fields and rules. In this method, firstly making use of 
the ideas of classification in named entity recognition, semantic items reflecting 
entity relations are seen as semantic labels in the contextual information to be 
labeled, and identify the semantic label with CRF, then respectively according 
to the relative location information of the two entities and semantic label and 
rules, the semantic labels are assigned to the associated entities. The experimen-
tal results on the corpus in the field of tourism show that this method can reach 
the F-measure of 73.68％, indicating that the method is feasible and effective 
for semantic label extraction of entity relation. 

Keywords: Entity relation, Semantic label, Conditional random fields, Feature 
template. 

1 Introduction 

The automatically extraction of semantic relations is an important part of informa-
tion extraction, information retrieval and the knowledge base building [1]. ACE 
(Automatic Content Extraction) defines the entity relation extraction task is to iden-
tify and describe the relationship. That is to say, the entity relation extraction 
process includes: 1) are there any relationship between two entities? what the rela-
tionship type is; 2) giving the semantic description (semantic tags) of relationship 
characteristics, thus a complete description of the relationships between entities can 
be gotten. From the application point, the entity object is only marked the name, so 
as to meet the demand of the accuracy and effectiveness of information retrieval. 
Semantic label of entity relation is to give the two related entities a detailed seman-
tic description, however， if only to know the relationship between two entities 
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whereas do not know what semantic relations, which ultimately can not meet the 
application requirements. For example, in this sentence "Bill Gates is the CEO of 
Microsoft", taken by entity relation extraction, we can only get the employment 
relationship existed between entity "Bill Gates" and entity "Microsoft", but do not 
know what the more accurate semantic relationship is. If the specific duty "CEO" is 
seen as semantic tag to indicate their semantic relationships, the relationship be-
tween the pair of associated entities is made to be more explicit. Therefore, the enti-
ty relationship is extended to identify the semantic labels—“key words” which can 
distinguish the different relationships. However, most traditional researches only 
stay in the stage of finding relationship and determining the relationship types, such 
as Text-TO-Onto[2], Text2Onto[3], DOGGLE[4] just to find an associated pair of 
concepts, and do not give the semantic label of concept relationship. To solve this 
problem, OntoLearn[5] predefines a relatively large available set of relationship 
predicates, through the match subject and object on WordNet and FrameNet to 
identify the most suitable relationship predicate from a predefined set as the corres-
ponding relationship label. The method proposed by J. Villaverde[6] is based on the 
analysis of syntactic structures and dependencies among concepts existing in a do-
main-specific text corpus to find and mark up the relationship, which limited the 
POS of semantic tags to verb. In Chinese, in addition to the verb to express the rela-
tionship, the noun and other words can also express the relationship information, 
which is more complex compared to English. About the researches on semantic 
label of Chinese entity relation, Liu Kebin[7] from Shanghai Jiaotong University 
proposes an algorithm to solve the expansion to binary entity relation based on a 
combination of rules and semantic information, which obviously takes a certain 
degree of human; Sun Xiaoling[8] from Dalian University of Technology proposes 
an extraction method of relationship description words on the basis of TongYiCi 
CiLin. The above methods to get the semantic label of entity or concept relation are 
mostly dictionary and rule-based methods. Learning for labeling, Chen Yiheng[9] 
from Harbin Institute of Technology uses the singular value decomposition (SVD) 
results in LSI (latent semantic index) method and neurons vector relationship after 
training with SOM (self-organizing map) to automatically access to the text catego-
ry label. In the face of the Web's growing mass of data, common dictionary is often 
unable to meet the needs of semantic items in specific fields, so machine learning is 
combined to access to semantic labels fast and efficiently. As the semantic informa-
tion depends on the context, therefore, this paper presents semantic tag extraction 
method of entity relation with a combination of machine learning and rules to  
define semantic label extraction process includes label recognition and label de-
scription. Firstly using the thought of categories ,see semantic labels as entities and 
identify the semantic label with conditional random fields. Then from view of POS 
and location specificity of domain semantic tags, extract the corresponding seman-
tic labels of related entity pairs by adding the appropriate rules. The method can 
better capture the statistical regularities of natural language, and can better describe 
the traits of natural language, which has good portability. In the field of tourism, 
this method not only extracts granular relationship type between entities in specific 
domains, and further obtains concrete semantic information of entity relation.  
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2 Semantic Tag Extraction of Entity Relation  
Based on Conditional Random Fields and Rules 

In this paper, under the background of tourism field, taking into account the characte-
ristics of the field of tourism, divide the relationship types to four major categories 
and seven sub-relationship types. Different relationships with different types have 
description in different categories, so extraction methods are not the same. Common 
types of relationships can be better to find the semantic labels using of machine learn-
ing algorithms, whereas, to the semantic tags of unusual relationships, we need to add 
appropriate rules to obtain them. This article uses the method of combination of statis-
tics and rules to extract semantic tags.  

2.1 The Selection of Conditional Random Fields 

The sentence in the domain-specific text “[Shangri-La], year-round mild climate, 
[maximum temperature] bq is [25 degrees], the weather of spring is warm and 
drought, the weather of autumn is cool and wet, the weather of winter is cold and dry, 
the weather of summer is hot and rainy, [the average annual temperature] bq is  
[14.7 ℃ ] ”. We find that [the maximum temperature] bq can be seen as the semantic 
label between [Shangri-La] and [25 degrees] (here “bq” means “label”, likewise, [the 
average annual temperature] bq can be seen as the semantic label between  
[Shangri-La] and [14.7 ℃]), which can be identified as a named entity. The condi-
tional random fields CRF[10] for named entity recognition is superior to other me-
thods available to effect, of which the idea is to calculate an undirected graph model 
of conditional probability of the output nodes under the given condition of input 
nodes, and is often used as the segmentation and label for sequence data. This prob-
lem of semantic tag recognition can be defined as the mark of sequence, that is to 
determine whether observed words belong to predefined characteristics sets, which is 
just consistent with the advantages of sequence mark with CRF, so conditional ran-
dom field model is selected to identify the semantic label. 

2.2 The Process of Semantic Label Extraction of Domain Entity Relation 

In this paper, the method identifies semantic labels of entity relation with CRF and 
combines the related entity pairs and the corresponding semantic labels on the basis of 
rules. The process as shown in Fig. 1. The first step, firstly segment words and tag 
POS of words and other pretreatments on raw corpus, secondly perform feature selec-
tion and formulate feature template according to the semantic label characteristics of 
entity relation in tourism domain, then use of CRF on the training corpus for training 
the classifier to construct a classifier of semantic tag identification, finally, test on the 
test corpus with classifiers. The second step, process raw corpus used in the first step, 
then extract entity relation based on binary classifier and reasoning [11]. The third 
step, the POS of semantic labels of entity relation in tourism domain are not only the 
verb, and some are nouns or compound nouns, so according to location information of 
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Fig. 1. The extraction process of semantic label of entity relation 

the two related entities and semantic labels, extract the semantic tags of common 
types of entity relation, and then add rules to extract semantic tags of some special 
kinds of entity relation, that is a combination of related entity pairs and corresponding 
semantic labels. 

2.3 CRF Corpus Annotation 

In the semantic labels recognition study of domain entity relation, we need to do some 
different treatments according to possible segmentation granularity of various types of 
named entities. As named entities in the field of tourism mainly relate to place names 
and other attractions, the method of marking semantic labels adopts commonly used 
BMEO mark of CRF model, which references to mark method of named entity  
recognition in the literature [12]. Firstly, the semantic labels in text are marked "bq", 
however not a semantic label without any mark. Secondly, in specific operations of 
marking semantic tags, take BMEO annotation methods, the so-called BMEO  
way refers to an input unit marked with one of B (begin), M (middle), E (end) and  
O (other). 

2.4 Feature Selection and Formulate Feature Template 

Feature Selection. The best advantage of Conditions Random Fields (CRFs) [13] 
model is the ability to fully integrate the words, terms and part of speech information 
in the context. For the semantic tags, most of the words circle around the vocabulary 
are auxiliary words, interjection, verb or quantifier, it is difficult to distinguish wheth-
er they are domain terms under the above circumstance. In the tourism field of Yun-
nan, in order to take advantage of these information and border information that is 
external characteristics, drawing on the experiments of literature [12], set the sliding 
window size as 2, which achieved good results through experiments. To increase 
description of the context information, each above atom feature selection needs the 
following four positions offsets, such as -2, -1, 1and 2. Learning from experiments in 



158 J. Guo et al. 

literature [12], this paperdetermines the atomic feature used to identify the semantic 
labels, consider only one factor for each feature, hence call them atomic features. 

Formulate Feature Template. Semantic labels are not only compact and relatively 
fixed combination of words or phrases, but also have strong domain features. The 
semantic tag of single word is most a verb, noun, and the combination of complex 
semantic labels has certain patterns most of which are the following combination 
patterns, such as adjective-noun, noun-noun composition or nominal composition. For 
example, “The [planning / n area / n] bq of / u [Purple river mountain / ns Scenic / n] 
jd is [43 / m s.q.km / q] m.”, “planning area” appears as a composite semantic label. 
Semantic label has its own external features which are the existed boundary features 
of semantic tags, including the anterior sector, posterior sector, both anterior and 
posterior sector. For the semantic tags, in the process of accessing to them we must 
make full use of characteristics within their own words and boundary information to 
obtain. Therefore, from the view of specific phenomenon and regular pattern of lan-
guage, not only to consider the characteristics information of semantic terms within 
the word itself, but also consider the boundary external feature information of seman-
tic tags, then develop a template with the relative location information through the 
context and part of speech information. When selecting the above features, the atomic 
feature template of semantic tag recognition has been formulated.  

2.5 The Integration Process of Entity Relation Extraction and Semantic Tag 
Recognition 

The semantic labels of entity relation, as description information of important signi-
ficance for semantic relations between entities, can identify entity relation types more 
detailed types. Therefore, this paper carried out the extraction study of semantic labels 
while research work of entity relation extraction in the field is performing. As the 
recognition model of semantic tag and entity relation extraction model were respec-
tively obtained, the identified semantic label was needed to be assigned to the appro-
priate entity pair, which was an integration of identified semantic tag and extracted 
related entity pair. The concrete integration process is as follows: 

1) Segment words and mark part of speech on free text corpus in the field of tourism, 
and process them to meet the required format of conditional random fields. 

2) Call respectively named entity recognition models, model_file1 and model_file2, 
and use the commands CRF toolkit provides on processed corpus in the first step to 
perform named entity recognition and semantic tag recognition. 

3) The corpus will be divided by a single sentence, and then respectively extract au-
tomatically out the beginning and end position of each entity and semantic label 
from a single sentence by the program. 

4) Arrange and freely combinate two entities for all entities, and extract all the  
features. 

5) Respectively according to location information of the two entities and correspond-
ing semantic tags, place the common types of semantic labels after the appropriate 
related entities. 
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Fig. 2. The integration results of semantic tag recognition and entity relation extraction 

6) And then add rules to extract specific types of semantic tags and place them after 
the corresponding entity pair. 

Finally, the integration results of semantic tag recognition and entity relation extrac-
tion are shown in Fig. 2. The term ‘bq’ pointed to in each token is the corresponding 
semantic label between E1 and E2 in current token, and can clearly describe the rela-
tion significance of related entity pair of E1 and E2. In table 2, jd, ht and m respec-
tively represents attraction, hotel and quantifier. 

3 Experimental Setup and Results Analysis 

3.1 Preprocess Corpus 

Since there is no authoritative corpus in specific fields, to the relation extraction tasks 
for the field of tourism, the corpus are built by us in the field of tourism. The corpus 
crawled from the Web with Nutch are 1000 free documents in Yunnan tourism, which 
are not standardized. And the content of each text is relatively small and fragmented, 
so some work has been done to pretreat the corpus.  

3.2 Experimental Methods and Results Analysis 

We performed related experiments on the corpus built by us in the tourism field. The 
experiments were divided into two phases, the first phase of the experiments was to 
train pretreated corpus using a fixed set of training corpus, and then identified seman-
tic label of entity relation and diagramed the statistical results. The CRF experiment 
results of phase 1 have been shown in Table 1. The second phase, based on the rela-
tion extraction experiments with the approach of binary classification and reasoning 
[11], the experimental 1 used location information of two related entities and semantic 
tags to assign each semantic label to the corresponding entity pairs. The results of 
experiment 1 have been shown in table 2. Experiment 2 added rules on the basis of 
experiment 1. The results of experiment 2 as shown in table 4. The comparing results 
of the two experiments in phase 2 have been shown in Table 2. Finally, the semantic 
label extraction results of entity relation were shown in Table 3. 
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Table 1. The semantic label recognition test results of entity relation in tourism domain 

Open/ 
Closed 

The total 
number  
of ntities 

Number of 
Identification 

Correct 
number 

Precision 
(%) 

Recall 
(%) 

F-
score 

(%) 

Closed test 5025 4994 4924 98.60 98.00 98.30 
Open test 3310 3265 2877 88.12 86.92 87.52 

Table 2. The test results of semantic labels extraction of entity relation in field of tourism 

 Precision(P)/% Recall(R)/% F-score(F)/% 
Experiment 1:Use of location 
information (without rules) 

47.83 73.33 57.90 

Experiment 2:Use of location 
information and rules 

60.87 93.33 73.68 

Table 3. The semantic labels extraction results of entity relation in field of tourism 

Entity 1 Entity 2 Major Types of 
Entity Relation 

Semantic 
Labels 

Subtypes of 
Entity Relation 

Shangri-La 
 

14.7°C Property-limited 
relation 

Average 
temperature 

Limited attrac-
tion property 

Shangri-La  25 degree Property-limited 
relation 

Maximum 
temperature 

Limited attrac-
tion property 

Yunnan Mei-
deng Hotel 

Four-star Property-limited 
relation 

Star Limited hotel 
property 

Yunnan Mei-
deng Hotel 

21 acres Property-limited 
relation 

Covers an 
area of 

Limited hotel 
property 

Dali Three 
Pagodas Hotel 

Chongsheng 
Three Pagodas 
Garden 

Structure affilia-
tion relation(AFF) 

Is located The hotel is 
located at the 
attraction 

Chongsheng 
Three Pagodas 
Garden 

Dali Ancient 
City 

Geographic loca-
tion relation(GEO) 

be apart from Where attrac-
tions are located 
in 

 
Table 1 shows the semantic label was seen as a named entity to identify with CRF, of 
which predictive ability achieved the desired results. In the closed test, the F value of 
semantic labels recognition reached 98.30, and it also achieved good results in the 
open test. The observed results can be seen from table 2 that the result has been great-
ly improved since adding rules, because some relation semantic labels can not be 
gotten only by machine learning algorithm and location information. It shows, with 
the effective combination of statistics and rules, the experiment can achieve better 
extraction results. 
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4 Conclusion 

To give entity relation the semantic labels could help a computer to compute and 
understand more effectively for user tasks, and can be used for knowledge discovery, 
vertical search and other applications, which could allow users to quickly and easily 
identify what they need. This article proposes a semantic label extraction method of 
entity relation in specific field with the combining CRF and rules-based. Experimen-
tal results show that CRF can effectively combine contextual information to find im-
portant single and complex semantic vocabularies, which has a good performance on 
semantic tags recognition. Further with the vocabulary characteristics of describing 
entity relation in tourism field, we can find semantic labels of some common types of 
entity relation through location information of related entities and associated semantic 
labels. On this basis, we targetedly add rules to special types of semantic vocabulary, 
which makes the overall extraction performance has been improved significantly.  
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Abstract. Recognition of chinese personal names becomes a difficult and key 
point in chinese unknown word recognition. This paper explored the context 
boundary of names and the law of names. The context boundary of names is 
concentrated, which can reduce recognition errors brought up by Forward 
Maximum Matching Segmentation; from real text corpus, we discover that 
names begin with surname, dislocation characters of names reach 70.83%, and 
rare characters of names reach 9.42%. This paper improved the Forward 
Maximum Matching Segmentation and implemented a name recognition test  
based on CRFs, which was  combined with the surname, the context boundary, 
the dislocation character and the rare character. The open test shows that recall 
reaches 91.24% from BakeOff-2005.  

Keywords: Chinese personal names, Segmentation, CRFs, Dislocation character, 
Rare character.  

1 Introduction 

Chinese unknown word recognition is very important to Chinese word segmentation 
and syntactic study. The number of Chinese personal names account for 48.6% [1] of 
Chinese unknown words, so recognition of names is important in natural language 
processing. The major difficulties [1] of Chinese personal name recognition are that: 
name segmentation errors and complex structure.  

At present, Base on statistical method is an effective way to recognize names, and 
statistics models which are commonly used include Hidden Markov Model [3] and Max 
Entropy Model [4], but this method can’t recall names of segmentation error and is 
difficulty to recognize the names which consist of non-common characters. Moreover the 
HMM requires independence assumptions and the MEM has label bias problem. 

This paper provided a solution to these problems-- Recognition of Chinese Person-
al Names Based on CRFs and Law of Names. The solution depended on the context 
boundary of names to reduce segmentation error that can’t recall the names. It ana-
lyzed a large number of the chinese character tagging[8] from real text corpus to find 
the law of Chinese names (dislocation character and rare character). By the law of 
names, it could recall names which consist of non-common characters. Finally we 
solved sequence labeling problem by CRFs [2].  
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2 Recognition of Chinese Personal Names Based on CRFs and 
Law of Names 

2.1 Segmentation System 

Chinese Personal names often consist of the surname and the first name. The surname is 
in front of the first name. The first name is composed of 1-2 characters. And the context 
boundary of names is concentrated. This paper established a set of surnames [5], a set of 
prior-boundary words [5] and a set of posterior-boundary words [5]. Therefore, the seg-
mentation system is composed of three sets of words and forward maximum matching 
method [9]. According to statistics, there are main three kinds of segmentation errors.  

2.1.1   Posterior-Boundary Word and the Last Character of Name Form a Word 
Because the first name is composed of 1-2 characters, it considers two ways. When 
the each longest word is matched by forward maximum matching method, if the prior 
word is surname(1 characters) or the prior word is one character that the prior-prior 
word is surname(2 characters), remove the first character form the word. The rest of 
sentence matches posterior-boundary words by forward maximum matching method. 
If matching successfully, the word divides into the first character and posterior-
boundary word. Follow figure 1: 

 

Fig. 1. Segmentation System 

2.1.2   Surname and the First Name Form a Word 
When the each longest word is matched by forward maximum matching method and 
the word is two character, if the first character of word is surname, The prior word 
matches prior-boundary words. If matching successfully, the word divides into two 
characters. Follow figure 2: 

 

Fig. 2. Segmentation System 
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2.1.3   The First Name(2 Characters) Form a Word 
When the each longest word is matched by forward maximum matching method and 
the word is two characters, if the prior word is surname. The prior-prior word matches 
prior-boundary words. If matching successfully, the word divides into two characters. 
If match fails, the rest of sentence matches posterior-boundary words by forward 
maximum matching method. If matching successfully, then the word divides into two 
characters. Follow figure 3, 4:  

 

Fig. 3. Segmentation System 

 

Fig. 4. Segmentation System 

2.2 Role Tagging 

Based on January 1998 People’s Daily corpus, this paper defined the character com-
monly used in text, the rare character and the dislocation character.  

1. The character commonly used in text is appeared 10 times or more in the 
People’s Daily corpus.  

2. The rare character is appeared 9 times or less in the People’s Daily corpus.  
3. The dislocation character belongs to the character commonly used in text, and 

the proportion of forming a word by itself[8] is less than 10%. Moreover, because the 
first name is composed of 1-2 character, the dislocation character only closely follows 
the surname.  

The corpus statistics shows: the corpus is composed of 4555 character, 2028 cha-
racter can become the dislocation character (44.52%), 1692 character can become the 
rare character (37.15%). Two kinds of character can occupy up to 81.67%, so can 
cover the range of characters which maybe a name. Other statistics as figure5: 
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Fig. 5. The Corpus Statistics 

Analysis of these data: 47372 characters of all names have 33558 dislocation  
characters and 4465 rare characters. Dislocation characters and rare characters are 
characters of names as high as 80.25%. And dislocation character or rare character is 
non-name about a quarter. So they are major component of names, also can be a dif-
ference between non-name and name.  

Therefore, role tagging [1] of names is consisted of the surname, the context boun-
dary, the dislocation character and the rare character. Role tagging table of names 
follow Table 1: 

Table 1. Role tagging table  

Code Define Example  
X Surname 张 天 平 老 师 

L Prior-boundary 学 生 主 席 郑 海  

F Posterior-boundary 记 者 红 兰 光 摄 

C Both prior-boundary and posterior-boundary  红 兰 光 和 张 天 平 

H All except X, L, F, C   

Z Rare character 李 岚 清，樊 如 钧 

U Dislocation character 陈 雁, 张 严 

N All except Z,U 张 严，樊 如 钧 

E Character of name 张 严，林 如 心 

G All except L,F, E  

2.3 Recognition Process 

CRFs training and testing use CFR++ 0.53[2]. Recognition process mainly consists of 
three processes.  
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2.3.1   Label People’s Daily Corpus by Role Tagging Table 1 
CRFs toolkit required that corpus must be formed training text.  

1. According to forward maximum matching method and Xue Nianwen [8] four-bit 
word, the chinese characters of sentences label tagging, then it get the first layer of 
the label. 

2. According to a set of the surnames, a set of prior-boundary words, a set of post-
erior-boundary words and role tagging of X, L, F, C, H, and then it get the two 
layer of the label. 

3. According to role tagging of Z, U, N, and then it get the three layer of the label. 
4. According to a set of prior-boundary words, a set of posterior-boundary words 

and role tagging of E, L, F, C, G, and then it gets the four layer of the label and 
forms the training text. 

2.3.2   Feature Template of CRFs 
Building feature template is a complex process, and it ultimately achieves satisfactory 
test results. This paper uses two feature templates in experiments. Follow table2, 3: 

Table 2. Feature template 1 

Single feature template Composite feature template 
U0:%x[-2,0] 
U1:%x[-1,0] 
U2:%x[0,0] 
U3:%x[1,0] 
U4:%x[2,0] 

U0:%x[-2,2]/%x[-2,0] 
U1:%x[-1,2]/%x[-1,0] 
U2:%x[0,2]/%x[0,0] 
U3:%x[1,2]/%x[1,0] 
U4:%x[2,2]/%x[2,0] 
U5:%x[-2,2]/%x[-2,3] 
U6:%x[-1,2]/%x[-1,3] 
U7:%x[0,2]/%x[0,3] 
U8:%x[1,2]/%x[1,3] 
U9:%x[2,2]/%x[2,3] 
U10:%x[-2,2]/%x[0,3] 
U11:%x[-1,2]/%x[0,3] 

Table 3. Feature template 2 

Single feature template Composite feature template 
U00:%x[-2,0] 
U01:%x[-1,0] 
U02:%x[0,0] 
U03:%x[1,0] 
U04:%x[2,0]  

U10:%x[-2,2]/%x[-2,0] 
U11:%x[-1,2]/%x[-2,0] 
U12:%x[0,2]/%x[0,0] 
U13:%x[1,2]/%x[1,0] 
U14:%x[2,2]/%x[2,0] 

2.3.3   Recognize Names 
First, the text need to be formed the test text which CRF + + toolkit required, and then 
it uses the tool to predict, finally recognize names. 
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1. The text needs segmentation by the segmentation system of this paper. 
2. According to forward maximum matching method and Xue Nianwen [8] four-bit 

word , the chinese characters of sentences label tagging, then it get the first layer 
of the label. 

3. According to a set of surnames, a set of prior-boundary words, a set of posterior-
boundary words and role tagging of X, L, F, C, H, and then it get the two layer 
of the label. 

4. According to role tagging of Z, U, N, and then it gets the three layer of the label 
and forms the test text. 

5. It predicts the fourth layer of the label by the CRFs tool; finally Chinese  
characters that consist of continuous E are names.  

3 Experiments 

Date of the open test come form the Second International Chinese Word  
Segmentation Bakeoff. The experimental results are shown in table 4: 

Table 4. Experimental results 

classification Close test 1 Open test 1 Open test 2 Open test 3 

Training data 
sources are the 
People’s Daily 
（Bytes） 

January 1998
（8,621K） 

January 1998 
1-20 

(5,552K) 

January 1998 
（8,621K） 

January 1998 
（8,621K） 

Testing data 
sources 
(Bytes) 

January 1998 
of People’s  

Daily 
(8,621K) 

January 1998 
of People’s 
Daily 21-31 
(3,069K) 

Bakeoff-2005 
Testing data 

(336K) 

Bakeoff-2005 
Testing data 

(336K) 

Feature  
template 

Template 1 Template 1 Template 1 Template 2 

Number of 
names 

16380 7352 776 766 

Number of 
recognition 

names 

16188 7213 966 724 

Number of 
correct recog-
nition names 

15941 6801 708 638 

Precision 98.47% 94.29% 73.29% 88.12% 

Recall 97.32% 92.51% 91.24% 82.22% 

F-value 97.89% 93.39% 81.76% 85.07% 
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Precision = Number of correct recognition names / Number of recognition names 
*100%; 

Recall = Number of recognition names / Number of names *100%; 
F-value = Accuracy rate * Recall rate *2/ (Precision + Recall)*100%; 
The experimental data shows: 
1. Precision, recall and F-value in the closed test can be up to 98.47%, 97.32% and 

97.89%, 
2. Open test 2 compares to closed test 1 and open test 1. The reason that affects 

recognition results is mainly caused by two aspects.  The segmentation errors of 
names are main reason. The segmentation system bases on a set of the surnames, a set 
of prior-boundary words and a set of posterior-boundary words. It can reduce errors, 
but is unable to avoid. Example for “张  海峡  的  人生  充满  喜剧  色彩。”, “
的” bellows “张海峡”, but isn’t in boundary library and results in that "海峡" can’t 
separate. Then the model is difficult to identify such names; Many common words are 
cut apart by segmentation system. For example: “容易”. Due to “容” is the surname, 
and when it meets the condition of segmentation system, “容易” is divided into two 
characters and “容” or“易” maybe dislocation character. Then the CRFs recognizes “
容  易 ”as a name, and decline the precision. However, this can be avoided by  
subsequent processing. 

3. Open test 2 uses the feature template 1 which introduces the dislocation charac-
ter and the rare character. The recall of open test 2 compared with the open test 3, 
increases by 9.02%. Precision can increase by subsequent processing. So this paper is 
aimed at introducing features of name characters which is practicable. 

4 Conclusions and Future Work 

This paper depended on the context boundary of names to reduce the name segmenta-
tion errors, and explored law of the names (Dislocation character and rare character). 
From the experimental results, this method is practicable, and names without surname 
also can be recognized. The next step will extend law of Chinese person-name and 
explores law of foreign names. 
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Abstract. There exist several powerful and popular academic search
engines, such as Microsoft Academic Search, Google Scholar and Cite-
SeerX, etc. However, query answering is now being required by users
in addition to existed keyword and semantic search. Academic search
and analysis is based on techniques of keyword and semantic search, and
implements part of the query answering functions. It can provide but
not limited to the following services: ranking researchers, mining univer-
sity and company relationships, finding research groups in an affiliation,
evaluating importance of research communities, recommending similar
researchers, and so on. This paper introduces an academic search and
analysis prototype All4One for specific domains of information science,
computer science and telecommunication science. It is focused on solving
the two major difficulties of affiliation name and researcher name disam-
biguation, as well as domain specific large scale ontology construction.

Keywords: Semantic Search, Query Answering, Name Disambiguation,
Information Extraction, Ontology Learning.

1 Introduction

There are two major difficulties for domain specific academic search and analy-
sis, i.e. affiliation name and researcher name disambiguation, as well as domain
specific large scale ontology construction.

(1) Name Disambiguation
Because there are no international standards for publishing research papers,
there are various incompleteness, errors or ambiguities in published papers. For
example: 1) Information missing. We test 149,804 research papers from ACM
digital library, and find that 72,218 of them are published without researcher
affiliations. 2) Name ambiguity. Author name may refer to various researchers

H. Wang et al. (Eds.): APWeb 2012 Workshops, LNCS 7234, pp. 171–178, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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in published papers. For example, “Zhang, X.” may be recognized as “Zhang,
Xiang” or “Zhang, Xi”. This situation becomes worse when author name is ab-
breviated, especially for Chinese researchers. Because a lot of them share one
common family name, such as “Zhang”, “Wang”, etc. 3) Large numbers of co-
authors. Some papers contain hundreds of authors. Given as an example, the
paper “Measurement of CP-violating asymmetries in B0 decays to CP eigen-
states” from EI digital library contains 647 authors. Existence of these research
papers increases the difficulty for researcher name disambiguation by co-author
features.

We have tested several academic search engines for person search, such as Mi-
crosoft Academic Search (MAS) 1 in April 2011. We used the researcher names
of our university (Southeast University). The experimental results are not satis-
fiable. Part of the results is given in Table 1. MAS performs well when researcher
name is rarely used, such as “Qi, Guilin” and “Qu, Yuzhong”. The results are
useless if the researcher name is commonly used. For example, “Gao, Zhiqiang”
is a very common Chinese name, MAS returns that “Gao, Zhiqiang” of South-
east University has 65 papers in total. But, we know that among the 65 papers,
only 8 papers are correct. The rest papers are referred to at least three other
researchers with the same name. In Table 1, the first two columns are search con-
ditions while the third column is the number of returned papers from MAS. The
last column is the correct number of research papers written by the researchers
from Southeast University.

Table 1. Researcher Name Ambiguity in Microsoft Academic Search

Researcher Affiliation # Total Papers # Correct Papers

Gao, Zhiqiang Southeast University China 65 8
Li, Huiying Southeast University China cannot find NA
Hu, Wei Southeast University China cannot find NA
Cheng, Gong Southeast University China 26 15
Zhang, Xiang Southeast University China cannot find NA
Qi, Guilin Southeast University China 64 64
Qu, Yuzhong Southeast University China 47 47

(2) Ontology Construction
Ontology construction is the bottleneck for academic search and analysis. The
difficulties comes from: 1) There are few usable ontologies or classification sys-
tems. To the best of our knowledge, in computer science, there is ACM Com-
puter Classification System 98 (ACM CCS 98) 2. However, There is no such
classification systems for information science and telecommunication science.
Although there are some thesaurus and vocabularies in the Web. Additionally,
there are only about 1000 nodes in ACM CCS 98, and it can not be used directly.

1 http://academic.research.microsoft.com/
2 http://www.acm.org/about/class/1998/

http://academic.research.microsoft.com/
http://www.acm.org/about/class/1998/


An Academic Search and Analysis Prototype for Specific Domain 173

2) Ontologies for academic search and analysis must be tuned to fit the develop-
ments of specific domain,which means that we need to build large scale ontology.
Given as an example, the depth of ACM CCS 98 is five, and we can not find
the nodes like “semantic web”, “decision tree learning”, “probabilistic graphical
model”,etc.

The remainder of this paper is organized as follows. Section 2 describes the
name disambiguation algorithms, and Section 3 illustrates ontology construction
framework. Section 4 demonstrates major academic search and analysis services,
followed by related works and conclusions in section 5 and section 6.

2 Name Disambiguation

Name disambiguation is also know as name correspondence, name identification
or name co-reference. In this section, we introduce affiliation name disambigua-
tion and researcher name disambiguation.

2.1 Affiliation Name Disambiguation

Affiliation names are published in research papers, patents, projects, as well
as personal web pages of researchers. One affiliation name may be “National
Mobile Communications Research Laboratory, Southeast University, Nanjing
210096, China”. This string contains affiliation name and other irrelevant de-
tails. In which, “Southeast University” is the affiliation name, ”National Mobile
Communications Research Laboratory” is a laboratory in the affiliation, and
“Nanjing 210096, China” contains the city name, the post code, and the country
name. Another affiliation name may be “Southeast University”. Although the
second is a sub-string of the first, we know that they denotes the same affiliation
“Southeast University”.

Affiliation names may be separated by “,”, and we call this kind of struc-
ture as the standard representation of an affiliation name. Unfortunately, not all
of the affiliation names are represented in the standard way. Various problems
may occur, such as: 1) Separation mistake. The standard separator may miss
or be placed in wrong positions. Given as an example, the string ”Southeast
University National Mobile Communications Research Laboratory 210096 Nan-
jing China” misses all the separators. 2) Name abbreviation. For example, the
string ”Dept. of Radio Eng., Southeast Univ., Nanjing, China” denotes ”South-
east University”, while the word ”university” is abbreviated as ”Univ.”. Another
kind of abbreviation is like ”UCLA Computer Science Department”, which de-
notes ”University of California at Los Angeles”. 3) Branch school: Some of the
affiliation names contain geography names. For example, the string ”Department
of Materials Science and Engineering, University of California, Los Angeles, CA
90095-1595” may be identified as ”University of California”. While the ”Univer-
sity of California” is a university system which contains 9 independent members.
The affiliation name in this example should be ”University of California at Los
Angeles”. 4)Name alias. Some affiliations have more than one name, for example,
”Peking University” and ”Beijing University” denote the same affiliation.
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The algorithm for affiliation name disambiguation is given below: 1) Most of
the affiliation names are given in standard representation. Through computing
repetitive strings, we extract a set of affiliation names. 2) We clean up the set
of affiliation names , and check the branch school problems and the name ab-
breviations problems by using a manually constructed knowledge base. 3) We
match un-recognized affiliation names with a set of feature sequences, which are
extracted by excluding stop words from affiliation names, such as ”the”, ”of”,
”at” and so on. We extracts totally 12,177 distinct affiliation names, and the
experimental precision reaches 98.5%.

2.2 Researcher Name Disambiguation

Different researchers may use the same name in their publications. This situation
frequently occurs among Chinese researchers, whose English names are trans-
lated from Chinese characters. Many Chinese characters have the same English
translation. As a result, one English name often corresponds to multiple Chinese
names. in addition, researcher names may be represented in several abbreviated
formats. Identifying different researchers with the same English names, and iden-
tifying different names referred to the same researchers, are the two main tasks
in researcher name disambiguation.

The standard structure of a researcher name representation is as ”Mitchell,
Tom M.”. In which ”Mitchell” is the family/last name of the researcher, ”Tom”
is the given/first name and ”M.” is the middle name or its abbreviation. How-
ever,there are various kinds of researcher name representations in research pa-
pers, including:1) Name abbreviation. The middle name and the given name
may be represented by the first character of the name string such as ”Mitchell,
T. M.”, and in some cases the middle name may be omitted, such as ”Mitchell,
T.”. We have to identify whether ”Mitchell, Tom” and ”Mitchell, T.” refer to the
same researcher. 2) Inverse name. When the name string is represented without
separators such as ”Zhang Xi”. It is difficult to recognize which is the family
name and which is the given name. Because in China and some other Asian
countries the first part is family name, while in European and USA the last part
is family name. Further, family name database in China contains both ”Zhang”
and ”Xi”, and this makes the name identification much more difficult.

The algorithm for researcher name disambiguation is described as below: 1)
For identifying different names referred to the same researcher, we normalize
the name representation. Family names are recognized by using American sur-
name database and Chinese family name database. 2) For identifying different
researchers with the same English name, we cluster the normalized names by
assuming that there is only one researcher in an affiliation in a specific domain.
When researcher names do not have corresponding affiliation names, we assume
that the same group of co-authors can be distinguished. 3) We find that some
famous researchers always publish papers in more than one affiliation. We con-
sider the publication time of their publications. If no obvious contradiction is
found, we cluster these researcher names together.
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We have extracted totally 12,681,416 distinct researcher names. We select
more than one hundred researchers from our university (Southeast University,
SEU) to form a test data set. It reaches the precision of 95%. Our prototype
performs better than MAS, and part of the experimental results are given in
Table 2.

Table 2. Researcher Name Disambiguation Between Our Prototype All4One and
Microsoft Academic Search (MAS)

Search Terms MAS Results All4One Results
Researcher Affiliation # Total # Correct # Total # Correct

Papers Papers Papers Papers
Gao, Zhiqiang SEU 65 8 13 13
Li, Huiying SEU cannot find NA 6 6
Hu, Wei SEU cannot find NA 13 13
Cheng, Gong SEU 26 15 15 15
Zhang, Xiang SEU cannot find NA 8 8
Qi, Guilin SEU 64 64 30 30
Qu, Yuzhong SEU 47 47 58 58

3 Ontology Construction

It is well known that ontology learning can hardly generate an ontology that
can be used directly. Domain experts should participate in the process of on-
tology construction. Ontology construction is divided into three steps, i.e. term
extraction, subsumption relation learning and ontology integration.

3.1 Term Extraction

Extracting research interests/areas from personal web pages of researchers have
been done in our previous work [1], and we have found that only a small part of
researchers published their personal web pages. Therefore, we turn to academic
publications such as research papers and patents to extract terms in which re-
search interests/areas are represented indirectly. We build the corpus with titles
and abstracts of research papers and patents. We leverage the techniques of auto-
matic term recognition (ATR) to extract terms from the corpus. We implement
a C-value method to combine linguistic and statistical information to extract
nested multi-word terms[6].

The ATR algorithm is divided into the following steps: 1) The corpus is tagged
by GATE 3. We leverage a rule based linguistic filter to extract noun phrases as
candidate terms. Most of the previous works agree that terms are noun phrases
linguistically [7]. 2) We measure the termhood of candidate terms by C-value,
and rank these candidate terms according to C-value. 3) We cut off the long tail
of the candidate terms which occurs only once or twice. 4) Candidate terms are
evaluated by domain experts. About 110, 000 candidate terms are chosen, and
Table 3 shows the top 30 extracted candidate terms.

3 http://gate.ac.uk/

http://gate.ac.uk/
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Table 3. Top 30 Extracted Candidate Terms

Term Frequency
1 neural network 48965
2 monte carlo 33803
3 finite element 35620
4 sensor network 18613
5 information system 24099
6 genetic algorithm 21860
7 control system 26064
8 numerical simulation 30214
9 wireless sensor 15051
10 wireless sensor network 9880
11 electron microscopy 41275
12 management system 16280
13 differential equation 27947
14 monte carlo simulation 13356
15 wireless network 14090

Term Frequency
16 web service 9707
17 field theory 12983
18 information retrieval 14188
19 natural language 13459
20 signal processing 17713
21 software engineering 13004
22 support vector 12030
23 image processing 13910
24 computer simulation 19215
25 communication system 15687
26 finite element method 11915
27 support vector machine 8073
28 artificial neural network 8481
29 semantic web 8358
30 mobile robot 9410

3.2 Subsumption Relation Learning

We need to construct subsumption relations between terms accepted by domain
experts. There are three kinds of sources that are used to learn subsumption re-
lations: 1) Controlled terms provided by digital libraries. Some digital libraries
provide controlled terms for researchers to tag their publications, and users can
query by terms and get the comments and subsumption relations between them.
2) Book contents given by online bookstores. Book introductions are usually
available on online bookstores, such as Amazon.com 4. We crawl the book intro-
ductions guided by the classification of bookstores and extract the subsumption
relations between terms. 3) Wikipedia5 pages. We query Wikipedia by terms and
analyze the matched pages. Some of the Wikipedia pages give the sub-domains
of its topic, which can be considered as subsumption relations between terms. 4)
Cycles are detected automatically and appropriate concepts and subsumption
relations between terms are chosen with the help of domain experts.

3.3 Ontology Integration

The taxonomy provided by domain experts is a classification system of 1435
nodes in total with 282 internal nodes from Level 0 to Level 2 and 1153 leaf
nodes from Level 3. We match between the nodes of the given taxonomy and
the terms extracted from the corpus. Finally, we construct the large scale domain
specific ontology for ICT domain, which contains 7814 nodes (concepts) in total.

4 Experiments

The academic search and analysis prototype provides 5 major queries in addition
to keyword and semantic search: 1)Query for distribution of research interests

4 http://www.amazon.com/
5 http://www.wikipedia.org/

http://www.amazon.com/
http://www.wikipedia.org/
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on geography maps; 2)Query for the evolution of research interests of affiliations,
3)Query for evolution of research interests of researchers; 4)Query for co-author
relations; 5)Query for distribution of collaboration.

5 Related Works

Etzioni et al. developed KnowItAll [8], a system that aims to automate the te-
dious process of extracting large collections of facts from web in an autonomous,
domain-independent, and scalable manner. Cimiano et al. proposed PANKOW
[9] which is a method employing an unsupervised, pattern-based approach to
categorize instances with regard to an ontology. C-PANKOW [10] has overcome
several shortcomings of PANKOW. Text-to-Onto is a semi-automated system
that uses linguistics and statistics-based techniques to perform its ontology learn-
ing tasks [12,13]. Navigli and Velardi [4] developed a system called OntoLearn,
trying to extract ontology from web sites. Dolby et al. [3] provide a process to
automatically extract a domain specific vocabulary from unstructured data in
enterprise. Speretta et al. [2] studied the distribution of the small set of tagged
publications in the CiteSeer collection over ACM’s Computer Classification Sys-
tem. Smeaton et al. [5] provided a content analysis of all papers published in
the proceedings of SIGIR conferences in 25 years until 2002 using information
retrieval approaches.

6 Conclusions

We introduce an academic search and analysis prototype All4One for specific
domains of information science, computer science and telecommunication sci-
ence. There are totally 12,177 distinct affiliations, 12,681,416 distinct researchers,
7,800 concepts and 100 million facts in the knowledge base. We put forward af-
filiation name and researcher name disambiguation algorithms, which performs
better than Microsoft Academic Search. We suggest a framework for ontology
construction to integrate taxonomy provided by domain experts and terms as
well relations extracted from the corpus of academic publications.

Acknowledgement. We gratefully acknowledge funding from the National Sci-
ence Foundation of China under grants 60873153, 60803061, and 61170165.
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Abstract. Automatically constructing knowledge bases from free online
encyclopedias has been considered to be a crucial step in many internet
related areas. However, current research pays more attention to extract
knowledge facts from English resources, and there is less work concerning
other languages. In this paper, we describe an approach to extract en-
tity attributes from a free Chinese online encyclopedia–HudongBaike1.
We first identified attribute-value pairs from HudongBaike pages that
are featured with InfoBoxes, which in turn can be used to learn which
attributes we should pay attention to for different HudongBaike entries.
We then adopted a keyword matching approach to identify candidate
sentences for each attribute in a plain HudongBaike article. At last, we
trained a CRF model to extract corresponding values from these candi-
date sentences. Our approach is simple but effective, and our experiments
show that it is possible to produce large amount of <S,P,O> triples from
free online encyclopedias which can be then used to construct Chinese
knowledge bases with less human supervision.

Keywords: online encyclopedia, knowledge base, entity attribute ex-
traction,

1 Introduction and elated ork

Recent years have witnessed the unprecedented development of world wide web
(WWW), which subsequently creates unforeseen volume of data, most of which
are unstructured while few are manually structured but not directly machine-
readable. How to effectively manage and make these data usable and accessible
has become a crucial task in many research areas, including information re-
trieval (IR), natural language processing (NLP), semantic web[1], database and
so on.

A key challenge emerged here is knowledge base construction. Different from
plain text documents, knowledge bases not only store knowledge facts as a list
of concepts or records in documents, but also explicitly code the meaning of
concepts and relationship between concepts. Knowledge bases are usually ar-
ranged in a computer-readable form for ease of performing automatic deductive
reasoning, which enables improving the quality of semantic information retrieval.

1 http://www.hudong.com/
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Despite of different scale or domain, most existing knowledge bases are man-
ually created, e.g., WordNet[2], Cyc or OpenCyc[3], GeneOntology[4] and so
on. However, manually constructing knowledge bases is a timing consuming and
labor intensive task thus expensive to update or adapt to new domains. More
importantly, compared to the increasing demand in real world, these are of a
small scale and continuous human effort is needed to keep them up to date.

With the development of Web 2.0, there are more and more collectively
created online encyclopedias emerging in a specific domain or open domain,
e.g., Wikipedia[5], which is edited and maintained by a huge but collaborative
open community of volunteers, currently accommodates over 3 million articles
(until June 2011) and is still growing. Compared to unstructured free text, these
online encyclopedias are edited in a more formal style and have been manually
structured by volunteers in the aim of better interpreting target concepts. For
example, each article is supposed to explain one topic or concept from different
aspects and usually is fertilized with links to related articles or external resources.
Sometimes volunteers even create a summary box, Infobox(shown as right of
figure 1), containing different attributes for an article which provides a clear and
concise look for the target.

The deep involvement from the volunteer community makes online encyclo-
pedias easier to extract knowledge facts and further set up relations. Recent
research has focused on community-based ontology building. They try to ex-
tract knowledge facts from English version of Wikipedia and build a semantic
web accordingly which has benefited many related research[6][7].

YAGO[6] and DBpedia[7] are two huge semantic knowledge bases based on
Wikipedia. They extract knowledge facts from the structured content-categories
and Infoboxes. Categories provides ”is a” relations while Infoboxes provides
other < S,P,O > triples.

Fei Wu, Raphael Hoffmann, and Daniel S. Weld developed Kylin[8][9] system.
They not only use the structured content, but also try to extract triples from
the unstructured text of Wikipedia. In their work, articles with Infobox are used
as training data to learn the correspondence between summarized entries in
Infobox and the document text. The trained models are then applied to extract
knowledge facts from the articles without Infoboxes. All these efforts mainly
focused on the English part of Wikipedia.

In China, there are also several organized online encyclopedias, such as
HudongBaike, BaiduBaike and SosoBaike , and knowledge base construction
also attracts more and more attention like [10][11]. However there hasn’t been
any work ever concerning building a web scale semantic knowledge base like
YAGO in Chinese language, especially constructed in a near automatic fashion
with less human involvement. Our work is aiming to solve this problem. We
will focus on how to extract knowledge facts from Chinese online encyclopedias
which can be used to construct a Chinese semantic knowledge base. Our model
first extract concept facts from InfoBoxes in HudongBaike pages, learn the corre-
spondence between InfoBoxes and its corresponding text document, and finally
extract concept facts from plain HudongBaike pages. We show that it is pos-
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Abbeville County

Fig. 1. An InfoBox from Wikipedia An InfoBox from HudongBaike.

sible to extract knowledge facts from Chinese online encyclopedia pages with
less supervision. In the rest of the paper, we will first describe how we extract
knowledge triples from Infoboxes (Section 2) and then introduce how we learn
to process the pages that do not contain Infoboxes (Section 3). In Section 4, we
describe our experimental setup and results; we conclude in Section 5.

2 Structured Data Extraction

As we discussed before, compared to other resource on the Web, most online
encyclopedias are collaboratively edited and filtered by volunteers, thus contain
less noises and more regular structures, which are considered to be much easier
to extract knowledge facts. Especially, similar to Wikipedia, many HudongBaike
pages are also featured with a structured summary box, Infobox, which can be
conveniently parsed into attribute-value pairs. In this section, we first introduce
how to extract category information from HudongBaike pages and parse their
Infoboxes into attribute-value pairs.

After examining the style of HudongBaike pages, we find that it is feasible
to extract category information and Infobox (if exists) directly from the HTML
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source code. Below is part of the source code for the Infobox illustrated in Fig-
ure 1:

<div id="docinfotemplettable" class="module m-t10">

<table class="table">

<tbody

<tr>

<td align="right"> </td>

<td style="width:190px;"> </td>

</tr>

<tr>

<td align="right"> </td>

<td style="width:190px;"> </td>

</tr>

It is easy to find the location of Infobox in the page source code by searching
the keyword ”docinfotemplettable”. And using tags like < tr >, < td >, we can
efficiently get < S,P,O > triples like < , , >.

Similar approaches are applied on category information and alias information
which provide ”is a” and ”has alias name” attributes.

3 Unstructured Data Extraction

Structured Infoboxes can be efficiently extracted with a high precision. However,
there are limited number of pages featuring an Infobox, while most HudongBaike
pages do not have a summary box thus can not be processed directly. In this sec-
tion, we describe how to extract < S,P,O > triples from the plain HudongBaike
pages which can not benefit from an Infobox to get more hints.

The Kylin[8, 9] system tried to extract information from plain text of wikipedia
first. Its method was a self-supervised fashion which uses the structured data
extracted from wikipedia’s Infoboxes as training data to train machine learning
models, which are then used to extract structured data from web pages that do
not have an Infobox. Their training data and test data are of almost the same
form. The only difference is whether they have infoboxes. We use similar idea to
deal with the plain HudongBaike pages.

3.1 Deciding Category Attribute

Before we process those plain pages, the first step is to identify what attributes
we need to focus for each category, since different categories of subjects have
different attributes. For example, subjects in the ” ” category have attributes
like ” ”, ” ”, ” ”, ” ”, etc., while subjects in the ” ” category
have ” ”, ” ”, ” ”, etc. as their attributes. We need to first
decide what attributes we are interested in and will extract from the given article.

Due to the collective nature of the online encyclopedia data, different con-
cepts from the same category might be annotated with different attributes. In
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our work, a statistical approach is used to make the decision. We select all articles
with Infobox from a given category. Then we count the times of each attributes
occurs in the Infoboxes. For a certain attribute A, if it is not extracted in any
parent categories of category C, and it occurs in more than 20% Infoboxes of
category C, then it will be extracted in all articles of category C.

3.2 Deciding Candidate Sentence

After choosing proper attributes for each category, given a plain HudongBaike ar-
ticle, we need to locate appropriate candidate sentences to extract each attribute.
In other words, for each sentence in the article, we need to decide whether it
contains information for certain attributes and if yes, we should find out which
attribute we are interested in. For example, the first sentence of an article is
”xxxx xx xxx .”, which is known to be a common descrip-
tion for attributes ” ” and ” ”, thus will be parsed according to these
two attributes, respectively.

Here, we explore different classification approaches to judge whether a sen-
tence is a candidate sentence for a target attribute. For each target attribute
within a category, a sentence classifier is trained to learn whether a sentence will
be parsed for the target attribute in the current category. As a result, we need
plenty of labeled sentences for training purposes.

Training Data : Recall that we have extracted large amount of attribute-value
pairs from Infoboxes, which enables us to obtain labeled sentences automatically
while avoiding costly human annotation. If an attribute occurs in an article’s
Infobox, we try to trace back its candidate sentence in the article. Then this
candidate sentence will be used as a positive training example for this attribute’s
classifier.

For example, the triple < , , > has been extracted from
the Infobox of article ” ”. We score all sentences in this article according
to the given triple. In our scoring, the object ” ” is the most important
element. Besides, the subject ” ” is more important than the attribute
(predication) ” ”. For each sentence, the score is calculated as:

Weight = (match S + 1) ∗ (match P + 2) ∗match O

match S + 1, match P + 2 and match O are designed to emphasize different
contributions from objects, predicates and subjects as:

– if the subject or its alias name appears in the sentence, match S = 1, oth-
erwise 0,

– if the predication or its synonym appears in the sentence, match P = 1,
otherwise 0,

– if the object appears in the sentence, match O = 1, otherwise 0,

If a sentence doesn’t contain the target object, we think it is not a candidate
for this attribute. If more than one sentence contain the object, the one that

 Learning Chinese Entity Attributes from Online Encyclopedia 183 



contains the target subject is considered to be more likely a candidate sentence
than the one which only contains the predicate. Finally, we choose the sentence
with the highest score (not 0) to be the candidate sentence.

Sentence Classifier: However, it is still not easy to pick up an all-round
classifier, since it is difficult to collect proper negative training examples for
each classifier. The problem can be seen as an unbalanced text classification
problem. We tried using random sentences as negative training examples, and
our experiments show that traditional classifiers like Naive Bayes or SVM can
not work well in this situation when using bag of words and POS tags as features.
One possible reason is about the ill quality of our negative training examples
that may contain positive examples since we perform a very strict criterion to
automatically collect positive data which actually has a low recall.

In our work, we care more about how precise our extracted attribute-value
pairs are. We finally choose a simple but effective approach to build classifiers
which are based on positive training examples only. After performing word seg-
mentation and POS tagging, we first calculate word frequency for all words
appearing in the positive training examples and choose top n keywords. We only
choose nouns and verbs which appear at least half of the highest frequency of
all the nouns and verbs. We then search the keywords and predicates (the at-
tributes) in all testing sentences. If a sentence contains one of these words, it
will be labeled as a candidate sentence for the corresponding attribute. In our
experiment, we find that most keywords extracted from positive examples are
the predicates’ synonym or have a close relation to the predicates. This approach
achieves a high precision but a slightly low recall. In our work, it is worth to
make such a tradeoff from recall to precision since our aim is to extract accurate
facts from plain articles.

3.3 Finding Attribute Value

After locating candidate sentences from the plain articles, our model should parse
the candidate sentences into attribute-value pairs. For example, ”xxxx xx ,
xxx ” is a candidate sentence for attribute ” ”, our task is
to extract the object ” ” to match with the target attribute ” ”.
After this step, we will get a completed <S,P,O> triple since the subject is the
concept name that the current article discusses.

Conditional random fields (CRF model) has been recognized to perform well
in sequential labeling tasks. Our setting can also be formulated in a sequential
labeling format. We choose CRF++2 in our experiments.

In CRF practice, there are usually two problems to solve. One is how to
choose proper features, the other is how to get training data. Traditional textual
features for English language are not suitable for Chinese text since in Chinese
there are not letter case or word segments at all. We explored different features,
and eventually decide to use four kinds of features: POS tags, named entities,
whether in quotes and whether in angle quotes. POS tags contain noun, verb,

2 http://crfpp.sourceforge.net/
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adjective, adverb, etc. Named entities include person, location and organization
names. Our experimental results show that the last three features work well for
the objects.

Training data is easy to get by reusing the sentence classifiers’ training set.
Each sentence in the training set corresponds to a predicate and an object ex-
tracted from Infobox. It is turned to be a training example for CRF model by
highlighting its object.

4 Experiments

In our experiment, we use ICTCLAS50[12], developed by Institute of Computing
Technology, Chinese Academy of Sciences, as our word segmentation tool, and
build the CRF model based on CRF++[13].

Our structured content extraction has a high precision of more than 95%.
Most errors are caused by the web pages’ own mistakes or editing errors in
Infoboxes.

We perform pilot experiments on plain HudongBaike articles, focusing on
category ” ”, ” ” and its sub-category ” ”. We choose articles with-
out Infoboxes as our test data. We manually annotated more than 200 testing
examples for the purpose of evaluation. We summarize the results in the Table 1:

Table 1. Extraction results for plain HudongBaike articles.

category Infobox # Test # attribute precision Recall

2054 100
86.4% 73.1%
75.5% 58.7%
76.4% 75.0%

159 33
86.9% 81.1%
70.8% 60.7%
79.0% 53.6%

326 91 90.8% 65.0%

As we expected, our model achieves high precisions in all three categories,
some even goes up to 90%. We find that if the attribute values have an obvious
form, it will achieve a higher precision. For example, the values for attribute
” ” are always time words and in attribute ” ”, its values al-
ways contain ” ”, these two attributes get precisions of 86.4% and 90.8%,
respectively. It is not surprising that the precision of attribute ” ” is
higher than that of ” ”, ” ” and ” ”, since values for the latter
attributes could be various named entities, their abbreviations or even out-of-
vocabulary words while the former only contain different language names which
are quite common and limited in number.
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5 Conclusions and Future Work

In this paper, we present an approach to extract entity attributes from Chinese
online encyclopedias. We first identified attribute-value pairs from HudongBaike
pages that are featured with InfoBoxes, which in turn can be used as training
data to parse plain HudongBaike articles. We extracted typical keywords for
each category from the training data and then adopted a keyword matching
approach to identify candidate sentences. We trained a CRF model to extract
corresponding values from the selected sentences. This simple but effective ap-
proach can produce large amount of <S,P,O> triples which can be then used to
construct Chinese knowledge base. However, in our experiments, we found that
the quality of our extracted knowledge facts are greatly effected by the perfor-
mance of Chinese word segmentation and named entity recognition tools. As we
known, knowledge bases are considered to improve the performance of Chinese
word segmentation and NER. An interesting direction will be to investigate how
we can jointly push those tools with our knowledge base and in turn improve
the quality of our extraction work.
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Abstract. Human Flesh Search Engine (HFSE) is a phenomenon of massive re-
searching using Web media such as blogs and forums with a purpose of expos-
ing personal details of perceived misbehaviors. With the increasing efficiency 
and convenience of the Web, Human Flesh Search Engine is becoming more 
and more powerful and able to discover information which is "mission impossi-
ble" by other conventional means. Existing research work focuses on legal or 
privacy issues of this emerging tool, while we aim at building a mathematical 
model to understand the evolution of the search process and hence to evaluate 
the power of this massive collaboration intelligence. Viewing the initiator and 
target of a search campaign as source/destination nodes in the social network, a 
HFSE searching is modeled as a probabilistic flooding routing algorithm in the 
graph. Typical Human Flesh Search Engine cases and simulation-based expe-
riments are used to evaluate the validity of the model and provide new insights 
for HFSE. 

Keywords: Human Flesh Search Engine, social network. 

1 Introduction 

Human Flesh Search Engine (HFSE) is literally translated from the Chinese phrase 
“RenRouSouSuo”, which means a kind of mass searching campaign using human 
resource collaboration on the Web. Unlike conventional search engines, like Google, 
which may be used to target almost anything, HFSE shows special interest on the 
targets: public misbehaviors. 

Among the numerous cases of HFSE, the uncovering of fake pictures of “South 
China Tiger” is probably the most famous and typical one. In October 2007, afarmer 
published over 30 pictures of a wild “South China Tiger”(SCT), a kind of endangered 
animal which hasn’t been seen in wild since 1980’s. Netizens noticed that all tigers in 
all the pictures looked the same in postures, shades and stripes on the fur. Their colla-
borative work proved that the proclaimed “South China Tiger” was actually a flat 2D 
paper tiger and pointed out the original source of the tiger came from a Spring-
Festival Picture published 10 years ago. The event shows the great power of crowds 
of netizens online and even attracted the attention of the Science magazinetwice, first 
to publish the photos[21], then to confirm their fabrication[22]. 
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It took the netizens more than a year to win the victory over the faked “South Chi-
na Tiger” in 2007. However, only one year later, in October 2008, the netizens only 
used less than[13] hours to find out the identity and full public/personal information 
of the target when a video of a middle-aged man harassing a teenager girl was posted 
on the Web. 

Given the significant efficiency of HFSE, hiding personal information on the Web 
becomes extremely difficult if you unfortunately become the target of a HFSE cam-
paign. Therefore, there have been numerous discussions of the legal and privacy is-
sues of the problem. The Times describes it as Chinese vigilantes hunting victims by 
interviewing some HFSE targets who received hate mails and threats after their per-
sonal information is exposed on the Web[10]. Xinhua News Agency even views it as 
a virtual lynching and warns people to behave themselves appropriately to avoid poss-
ible HFSE punishment[1].CNN goes one step further and considers people participat-
ing HFSE as lynching mob [5]. 

It is necessary to build a mathematical model for the following purposes: First, 
toacquire betterunderstanding of the structure and evolution procedure of HFSE; 
Second, to provide a scheme to evaluate the power of HFSE and estimate the power 
grown trend in the future; Third, to identify parameters affecting the success of a 
HFSE campaign; Fourth, to evaluate HFSE vulnerability against careless of mali-
ciousmisleading information.  

Despite the fruitful discussions on legal issues of HFSE, very little work has been 
done on approaching a mathematical model for it. Research work on social 
search[12][27], crowd-sourcing[14], and some attempts on theoretical interpretation 
of the Six-Degree of Separation [28] offers valuable experience and reference on how 
to model similar complex problems in a massive collaboration environment. 

By collecting data of several typical HFSE cases in China’s top forums, 
Tianya[26]and MOP[17], we gain a better understanding of HFSE campaigns and 
divide them into the following five phases: 

1. Ignition: This is the phase when the very first post goes online with partial in-
formation of the target. The post must contain reasons for calling for a HFSE 
campaign as well. 

2. Infection: With appropriate energy, the HFSE campaign can kick off very fast 
with many netizens commenting, and forwarding the post to other forums.  

3. Fading: Netizens are very easy to be distracted by other sensational events on 
the Web. Therefore, it is extremely important for a HFSE campaign to keep it-
self refreshed and attracting the eyeballs of netizens. 

4. Re-ignition: Most successful HFSE campaigns have the re-ignition phase 
against the fading effect. When a follow-up participant manages to discover new 
personal information of the target, name, address, affiliations for example, the 
fading phase will be stopped and the thread starts to attract more netizens again. 

5. Success/failure: A HFSE campaign can end up with two different results. Each time 
a new re-ignition is performed, HFSE is getting closer to the hidden target. It can 
successfully hit the target with a series of re-ignition phases. Normally, the final re-
ignition is performed by people who arewithin very close proximity to the target, say 
friends, colleagues, former/current classmates, and etc. If a HFSE campaign fails to 
start any re-ignition phase, it is highly possible that it will end up with a failure. 
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By modeling the online social community as a network graph, the initiator of a HFSE 
campaign is viewed as the source node and the target becomes a hidden destination 
node in the graph. Lacking information about the target, the only feasible way of find-
ing it out is to flood the message to all neighbors in the graph. With neighbors for-
warding to their neighbors, the solution of HFSE becomes a flooding routing algo-
rithm in the graph. Compared to traditional flooding routing[24]and gossiping algo-
rithms [3]in computer networking, a HFSE flooding is different in the following as-
pects.  

 First, a node in traditional flooding will always forward the message to all its 
neighbors, while a participating node in HFSE flooding is only performing the 
forwarding with probability p (p＜1).  

 Second, the energy of a traditional flooding never fades, while a HFSE flooding 
keeps losing power during message propagation unless a re-ignition is generat-
ed. 

 Third, nodes in a traditional flooding are computers or other hardware devices 
which never cheat, while participating nodes in a HFSE are netizens online who 
are prone to make mistakes carelessly or even maliciously to mislead the whole 
campaign. 

 Fourth, a traditional flooding will always reach the destination as long as the 
graph is connected, while a HFSE flooding’s success or failure depends on the 
interplay of many affecting parameters. 

The rest of the paper is organized as follows. Section 2 gives a brief survey on several 
related research topics which can be used for HFSE analyze; Section 3 contains a 
summarized study on several typical cases of HFSE, highlighting main characteristics 
and typical evolution procedures based on trace data collected from top forums. A 
mathematical model for HFSE is then proposed in Section 4, formulating the problem 
as a restricted flooding routing algorithm in the social network. The model is then 
verified and evaluated by experiments and simulations in Section 5. Finally, Section 6 
concludes the paper and points out possible future work directions. 

2 Related Work 

Traditional research on search engines only focuses on keywords and ranking algo-
rithms. While social search considers the individual searcher behavior and even inte-
ractions among multiple searchers and study the impact of human factors on search 
results [9][12]. Using data from two “Small-World” experiments, measurements of 
162’368 message chains yield an average chain length at 6-7 in [9] which comply 
with the theory of six-degree separation. [12]uses a sociology approach, surveying 
Amazon users and analyzing their pre-search, during-search, and after-search beha-
viors. Results show that “social search”, explicit or implicit, may facilitate the process 
of information seeking. 

Like HFSE, massive collaboration is also common in large open source software 
development communities where a large system is divided into many smaller pieces 
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and outsourced to a crowd of people. The phenomenon is also called crowd-sourcing 
[14]and is studied with a modified scale-free network model in [11]. 

Topology is one of the key factors in analyzing HFSE. In [1], the structures of 
three social networks, Cyworld, MySpace, and Orkut, are studied and compared. Re-
search on other social networks, Facebook, ArnetMiner, and Tencent QQ, is done in 
[28] to approach a mathematical model for justifying the theory of six-degree of sepa-
ration. 

In the experiments conducted to verify the “Small-World” hypothesis, many re-
searchers adopt similar approaches of sending messages to friends and have them 
forwarded continuously along the chain to reach a target individual. The process 
shares some similarity with the HFSE campaign. Although most papers only consider 
the social network overlay, [16] argues that the underlay geographic network should 
not be neglected.Compared to the HFSE probabilistic flooding routing algorithm, 
geographic routing is more like LAR [15] or ZRP [13]algorithms which use location 
information to restrict the flooding area during routing. 

Gossip algorithms [3][23]have the same purpose of reaching an unknown destina-
tion as HFSE. Messages in gossip algorithms are passed from the current node to a 
randomly chosen neighbor. It is discovered that the averaging time of a gossip algo-
rithm depends on the second largest eigenvalue of a doubly stochastic matrix charac-
terizing the algorithm with random-walk transition probabilities. 

HFSE can be viewed as a distributed information collection process from multiple 
forums and sources. This is similar to BitTorrent[7] kind of algorithms in P2P net-
works where a large crowd of users try to download independent pieces of a big file 
and exchange them to recover the whole file.Fluid Model is introduced in [18] to 
study the scalability, performance and efficiency of BitTorrent-like P2P file-sharing 
mechanism. 

Flooding routing algorithms [24] are often used in mobile ad-hoc networks and 
P2P networks for message communication or query forwarding.Performance analysis 
of flooding-based resource discovery approaches in distributed environments can be 
found in [8]. Probabilistic flooding algorithm [20]is obtained if intermediate nodes in 
the network only forward message/query with probability p instead of 1.Performance 
analysis of probabilistic flooding can be found in [19]. The approaches of their analy-
sis are helpful for the performance and scalability analysis of HFSE. 

To the best of our knowledge, no work has been done to approach a mathematical 
model for the HFSE problem. But the approachof modeling social interaction as par-
ticle swarms [4]in the analysis of multidimensional search space deals with a similar 
problem of identifying uncertain target in an unknown problem space with implicit 
massive collaboration. Also, the model of BubbleStorm[25]used in P2P exhaustive 
search analysis share the same characteristic of growing search area as HFSE. 

3 Case Studies 

In this Section, we study typical HFSE cases by analyzing data collected from Chi-
na’s top hot forums. Five major phases of a typical HFSE campaign are summarized 
based on the traces.  
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As shown in Fig.2, the South China Tiger event developed over one year to suc-
ceed with several re-ignition phases. Each re-ignition re-fuels the HFSE campaign 
and generates a new spike in the hotness index curve.  

 

Fig. 3. Hotness index curve over time of the Lin Harassing HFSE event 

Different from the South China Tiger event as shown in Fig.2, the Lin Harassing 
event is much simpler. It finishes within several days and succeeded in finding out the 
target. There is no re-ignition phase in this event simply because the first phase of 
ignition is so strong that it infected almost every node in the whole network. 

4 The Model 

We develop our mathematical model for the HFSE based on our observation made 
from the typical case studies. The model includes a network modeling of the social 
communities involved in the HFSE campaign and a probabilistic flooding algorithm 
simulating the HFSE search process. 

4.1 The Network Model 

We define the HFSEsocial network as a graph G= (V, E), where V is the set of the 
people involved in the HFSE campaign and E is the set of edges connecting them.  

4.2 The Probabilistic Flooding Algorithm 

The probabilistic flooding algorithm is shown as follow: 
 

Algorithm 1. HFSE probabilistic flooding algorithm 

Input:  
(V, E): the network 
S: source node starting the search 
T: target node to be reached 
Procedure: 
Search begins from S; 
Repeat  
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{Forward to neighbors with probability p; 
 Re-ignition with probability q; 
 } 
Search stops if T reached or no more nodes are involved. 

5 Simulation Results 

5.1 Success Rate 

In this set of simulation experiments, we are interested in examining the success rate 
of a random HFSE campaign by looking at different combination of simulation para-
meters. Considering the efficiency of the simulation, we choose a population size of 
652995 which is large enough to accommodate all our data traces. 

We use visualization tools to illustrate the steps of the search progress. Without 
loss of generality, we assume that the search always starts from the center point of the 
network. We don’t prefix the target of the search in the simulations and allows the 
search to develop on its own. At the beginning of each simulation, all nodes are not 
involved in the search (shown in green). With the infection going on, involved nodes 
are increasing (shown in black). Finally, when the simulation ends because of running 
out of energy, we look at the proportion of all infected nodes in the whole population 
of the network. Considering the fact that the target of the HFSE could be random in 
the network, the success rate of a given HFSE campaign could be defined as that ra-
tio. 

 

 
(1) 

 
(2) 

 
(3) 

 
(4) 

Fig. 4. Simulation process (p=0.49) 
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We look at the following 4 typical simulation results: 

(1). p=0.49 which represents a highly possible FAILURE; 
In fact, most simulations performed under this parameter setting failed to take 
off and the search stops after only infecting several nodes (less than 0.1% of the 
whole population). Fig.4 shows one of the only noticeable results which ma-
naged to cover 1.7% of the nodes.When p is even smaller, no search will take off 
at all. 

(2). p=0.50 which represents a 50/50 SUCCESS/FAILURE; 
As shown in Fig.5, HFSE campaign will have a impact throughout the network 
and results in 43.4% people in the network to be involved in the search.  

 
(1) 

 
(2) 

 
(3) 

 
(4) 

Fig. 5. Simulation process (p=0.50) 

 
(3). p=0.55 which represents an almost definite SUCCESS; 

As shown in Fig. , this case is different from the previous ones in the following 
two aspects. First, it infects neighbors’ almost isotropic ally and the search 
moves on steadily along different dimensions and directions. Second, it results in 
a fully coverage of the network and involves 88.7% of the whole population. 

5.2 Vulnerability Analysis 

In this subsection, we examine the vulnerability of the HFSE search and try to Fig. 7 
out feasible solutions to defend oneself from being reached if he/she unfortunately 
becomes the target. 
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(1) (2) 

(3) (4) 

Fig. 6. Simulation process (p=0.55) 

We developed two different strategies: 
(1). Setting obstacles 

This strategy simulates the different hiding measures of deleting posts from forums, 
asking friends and relatives not to participate in the HFSE and other possible actions. 

(2). Misleading directions 
This strategy simulates the solution of providing wrong or misleading informa-
tion to HFSE participants and hoping the probabilistic flooding would be di-
rected along the wrong way and wrong direction. 

(1) (2) 

(3) (4) 

Fig. 7. Setting obstacles (p=0.55) 
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(1) (2) 

(3) (4) 

Fig. 8. Mislead the HFSE campaign (p=0.55) 

Fig. 7(1) shows a HFSE target setting obstacles around himself but still leaving one 
small opening to the left of the square. This works for a while but the search will 
eventually find him if the probability parameters of the search are not going down.  

Fig. 8 shows a promising future of the second strategy. We simulate the effect of 
the misleading information by adding a directional factor to the probabilistic forward-
ing of the messages. In this case, the direction is set to the right since the target is 
located to the left of the ignition start point. Result shows that the target is safe after 
the energy of the search dies out. 

6 Conclusions 

In this paper, weexamined several typical HFSE cases and developed a mathematical 
model which can describe the ignition, infection and re-ignition phases of HFSE cam-
paigns. Simulation experiments are conducted to verify the model. Results show that 
the success/failure of a HFSE campaign depends highly on the forwarding probability 
of an involved node to its neighbors. 

We also examine the vulnerability of HFSE. Simulation results and analysis show 
that providing misleading information can direct the HFSE along the wrong way and 
cause the whole campaign to fail. Other strategies like setting obstacles to prevent 
message spreading are not working.  

Future research work can be done to gain better understanding on the target and 
take that into consideration in the model.  
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Abstract. Forward secrecy is one of the important properties of remote user 
authentication schemes to limit the effects of eventual failure of the entire 
system when the long-term private keys of one or more parties are 
compromised. Recently, Tsai et al. showed that Wang et al.’s dynamic ID-based 
remote user authentication scheme fails to achieve user anonymity and is 
vulnerable to user impersonation attack, and proposed an enhanced version to 
overcome all the identified flaws. In this paper, however, we will point out that, 
Tsai et al.’s scheme still suffers from the denial of service attack and cannot 
provide forward secrecy. To remedy these security flaws, we propose an 
enhanced authentication scheme, which covers all the identified weaknesses of 
Tsai et al.’s scheme and is more suitable for mobile application scenarios where 
resource constrained and security concerned. 

Keywords: Password-based, Authentication protocol, Non-tamper resistant, 
Smart card, Cryptanalysis, Denial of service attack. 

1 Introduction 

With the large-scale proliferation of internet and network technologies over the last 
couple of decades, more and more electronic transactions for mobile devices are 
implemented on Internet or wireless networks. In electronic transactions, remote user 
authentication in insecure channel is an important issue. Smart cards have been 
widely used in many e-commerce applications and network security protocols due to 
their low cost, portability, efficiency and cryptographic properties. Smart card 
authentication is based on different techniques such as passwords, digital certificates 
and biometric technology. Among these techniques, password is the most commonly 
used authentication technique to authenticate users on the server due to its simplicity 
and convenience. Except efficiency and convenience, there are also many other 
desirable properties of a secure remote authentication scheme, such as freedom of 
choosing passwords, mutual authentication, user anonymity and forward secrecy.  
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Recently, Since Chang and Wu [1] introduced the first remote user authentication 
scheme using smart cards in 1993, there have been many smart card based authenti-
cation schemes proposed [2-6]. In most of the previous authentication schemes,  
the  user’s  identity  is  transmitted  in  plaintext over insecure networks during  
the  authentication  process, which may leak the identity of the logging user once the 
login messages were eavesdropped, hence user privacy is not preserved. The leakage 
of the user identity may also cause an unauthorized entity to track the user’s login 
history and current location. In many cases, it is of utmost importance to provide 
anonymity so that the adversary cannot trace user activity. Therefore, user anonymity 
is an important feature that a practical authentication scheme should achieve.  

As noted by Blake-Wilson et al. [7], forward secrecy is an admired security feature 
for authentication protocols with session keys establishment. Particularly, forward 
secrecy is a property concerned with limiting the effects of eventual failure of the 
entire system. It indicates that, even if the long-term private keys of one or more 
entities are compromised, the secrecy of previous session keys established by honest 
entities should not be affected and thus the previous sessions shall remain secure. 
Hence, a sound authentication scheme should achieve this important property. 

In 2004, Das et al. [8] first introduced the concept of dynamic ID-based 
authentication scheme to resist ID-theft and thus to achieve user anonymity. However, 
in 2005, Chien and Chen [9] pointed out that Das et al.’s scheme fails to protect the 
user’s anonymity, so they proposed a new one. In 2009, to overcome the security 
pitfalls of Das et al.’s scheme, Wang et al. [10] also proposed a dynamic ID-based 
authentication scheme, and claimed that their scheme is more efficient and secure 
while keeping the merits of Das et al.’s scheme. Later on, Tsai et al. [11] pointed out 
that Wang et al.’s scheme fails to provide user anonymity as claimed and cannot 
withstand user impersonation attack, and further proposed an enhanced version to 
eliminate the identified defects.  

In this paper, however, we will demonstrate that Tsai et al.’s scheme fails to 
provide the property of forward secrecy, and suffers from the denial of service attack 
and insider attack. In addition, their scheme also has some practical pitfalls. To 
conquer the identified flaws, a robust authentication scheme based on the secure one-
way hash function and the well-known discrete logarithm problem is presented. 

The remainder of this paper is organized as follows: in Section 2, we review Tsai et 
al.’s authentication scheme. Section 3 describes the weaknesses of Tsai et al.’s 
scheme. Our proposed scheme is presented in Section 4, and its security analysis is 
given in Section 5. The comparison of the performance of our scheme with the other 
related schemes is shown in Section 6. Section 7 concludes the paper. 

2 Review of Tsai et al.’s Scheme 

For reader’s convenience, we first briefly review Tsai et al.’s scheme [11] before 
demonstrating its weaknesses. Their scheme consists of four phases: the registration 
phase, the login phase, the verification phase and password update phase. For ease of 
presentation, we employ some intuitive abbreviations and notations listed in Table 1.  
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Table 1. Notations 

Symbol Description 

iU  ith user 

S  remote server 

iID  identity of user Ui 

iP  password of user Ui

x  the secret key of remote server S 

n  a large prime number 

g  a primitive element in Galois field GF(n) 

⋅( )h  collision free one-way hash function 

⊕  the bitwise XOR operation 

       || the string concatenation operation  

⇒ :A B M  message M is transferred through a secure channel from A to B  

→ :A B M  message M is transferred through a common channel from A to B  

2.1 Registration Phase 

Let (x, y = gx mod n) denote the server S’s private key and its corresponding public 
key, where x is kept secret by the server and y is stored inside each user’s smart card. 
The registration phase involves the following operations: 

Step R1. Ui chooses his/her identity IDi and password Pi. 
Step R2. Ui ⇒ S: {IDi, Pi}.  
Step R3. On receiving the registration message from Ui, the server S computes  

Ni= h(Pi || IDi)⊕  h(x || IDi ). 
Step R4. S⇒ Ui: A smart card containing security parameters {Ni, y, n, g, h( i)}. 

2.2 Login Phase 

When Ui wants to login to S, the following operations will be performed: 

Step L1. Ui inserts his/her smart card into the card reader, and inputs IDi and Pi. 
Step L2. The smart card computes h(x || IDi)=Ni ⊕ h(Pi || IDi), C=gk mod n , CIDi= 

IDi⊕h(gk || T1) mod n, and Bi=h(CIDi || C || h(x || IDi) || y || T1), where T1 is the 
current timestamp and k is a random number. 

Step L3. Ui → S: {CIDi, B, C, T1}.  

2.3 Verification Phase 

After receiving the login request message from user Ui at time T2, the server S 
performs the following operations: 

Step V1. S verifies whether (T2 −T1)≤ TΔ . If the verification fails, S rejects the login 
request. 

Step V2. S computes IDi=CIDi ⊕ 1( || ) modxh C T n and B′ =h(CIDi || C || h(x || IDi) ||  
y || T1), and then compares the computed B′with the received B. If they are 
not equal, S rejects the request. 

Step V3. S computes SK=h(h(x || IDi) ||T1||B ||CIDi||T2) and D=h(SK ||h(x||IDi )||T1||T2). 
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Step V4. S → Ui: {D, T2}. 
Step V5. Upon receiving the reply message {D, T2} at the time T3, Ui verifies whether 

(T2 −T1)≤ TΔ . If the verification fails,  Ui terminates the session. 
Step V6. Ui computes SK=h(h(x || IDi) || T1 || B || CIDi || T2) and D′ =h(SK || h(x || IDi) 

|| T1 || T2), and then compares the computed D′with the received D. If they 
are not equal, Ui terminates the session. 

Step V7. After authenticating each other, Ui and S use the same session key SK to 
secure ensuing data communications. 

2.4 Password Change Phase 

When Ui wants to change the old password Pi to the new password Pi
new, Ui insert 

his/her own smart card into card reader. The smart card computes Ni
new=Ni⊕h(Pi) 

⊕h(Pi
new) and updates Ni with the new Ni

new. 

3 Cryptanalysis of Tsai et al.’s Scheme 

In this section, we will first show that Tsai et al. have made a mistake when designing 
the login phase, and then we will demonstrate that their scheme fails to achieve 
forward secrecy, and suffers from denial of service attack and insider attack. 
Moreover, several practical pitfalls in their scheme are also pointed out. 

3.1 Failure to Achieve Forward Secrecy 

Let us consider the following scenarios. Supposing the server S’s long time private 
key x is leaked out by accident or intentionally stolen by an adversary A. Once the 
value of x is obtained, with previously intercepted messages { 1 2, , , ,j j j j j

iCID B C T T } 
transmitted during Ui’s jth authentication process, A can derive the session key jSK  
of S and Ui’s jth encrypted communication through the following method: 

Step 1. Computes 1 ( ) modj xL C n= , as jC and x are known. 
Step 2. Computes 1 1( || )j j

i iID CID h L T= ⊕ , as j
iCID and 1

jT are previously 
intercepted.  

Step 3. Computes 1 2( ( || ) || || || || )jj j j j
i iSK h h x ID T B CID T= . 

Once the session key jSK is obtained, the whole jth session will become completely 
insecure. Therefore, the property of forward secrecy is not provided. 

3.2 Denial of Service Attack 

The password change phase of Tsai et al.’s scheme is insecure like that of Wang et 
al.’s scheme. If an attacker manages to obtain the smart card of legitimate user Ui for 
a very short time, he can change the password of user Ui as follows: 

Step 1. The attacker inserts Ui’s smart card into a card reader and initiates a password 
change request. 
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Step 2. The attacker submits a random string R as Ui’s original password and a new 
string Pi

newas the targeting new password. 
Step 3. The smart card computes Ni

new=Ni⊕h(R) ⊕h(Pi
new) and updates Ni with Ni

new.  

Once the value of Ni is updated, legitimate user Ui cannot login successfully even after 
getting his/her smart card back because the value of ( || )ih x ID cannot be valid and 
thus Ui’s login request will be denied by the server S during the verification phase. 
Hence, denial of service attack can be launched on the user Ui’s smart card. 

It should be noted that, although this vulnerability seems too basic to merit discussion, 
it cannot be well remedied just with minor revisions. To conquer this vulnerability, a 
verification of the authenticity of the original password before updating the value of Ni in 
the memory of smart card is essential. And thus, besides Ni, some additional verifier(s) or 
parameter(s) should be stored in the smart card, which may introduce new vulnerabilities, 
such as offline password guessing attack and user impersonation attack. Therefore, only 
radical changes can eliminate this vulnerability. 

3.3 Insider Attack 

In many scenarios, the user uses a common password to access several systems for his 
convenience. If the user registers to the server with plaintext password, an insider of 
server can impersonate user's login by abusing the legitimate user’s password and can 
get access to the other systems [2]. 

In the registration phase, Ui’s password Pi is submitted in plaintext to S, and thus it 
can be easily learned by the insider of S.  If Ui uses this Pi to access several servers 
for his/her convenience, the insider of S can impersonate Ui to access other servers. 
Hence, it’s an insecure factor to commit plain password to the server, and Tsai et al.’s 
scheme is susceptible to insider attack.  

3.4 Some Practical Pitfalls 

In practice, the length of IDi and h(yk || T1) are much smaller than that of n, performing 
a modular operation on the value of IDi⊕  h(yk || T1) as done in Step L2 of the login 
phase is meaningless but only to increase the computation overhead. The right way is 
to first compute Y=yk mod n  and then derive CIDi=IDi⊕  h(Y || T1), and the same is 
the case with the derivation of IDi in Step V2 of the verification phase. 

Since clock synchronization is difficult and expensive in existing network 
environment, especially in wide area networks, these schemes employing timestamp 
mechanism to resist replay attacks is not suitable for use in distributed networks or 
large-scale application environments. What’s more, these schemes employing 
timestamp may still suffer from replay attacks as the transmission delay is 
unpredictable in real networks [12]. 

4 Our Proposed Scheme 

According to our analysis, three principles for designing a sound password-based 
remote user authentication scheme are presented. First, user anonymity, especially in 
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some application scenarios, (e.g., e-commence), should be preserved, because from 
the identity IDi, some personal secret information may be leaked about the user. In 
other words, without employing any effort an adversary can identify the particular 
transaction being performed by the user Ui. Second, a nonce based mechanism is 
often a better choice than the timestamp based design to resist replay attacks, since 
clock synchronization is difficult and expensive in existing network environment, 
especially in wide area networks. Finally, the password change process should be 
performed locally without the hassle of interaction with the remote authentication 
server for the sake of security, user friendliness and efficiency [3]. In this section, we 
present a new remote user authentication scheme to overcome the security flaws 
described in previous section. 

4.1 Registration Phase 

The server S generates two large primes p and q and computes n =pq, then chooses a 
prime number e and an integer d, such that ed=1 mod (p-l)(q-1). Finally, the server S 
finds an integer g, which is a primitive element in both Galois field GF(p) and GF(q), 
and make the values of n, e and g public, while p, q and d are only known to server S. 
The registration phase involves the following operations: 

Step R1. The user Ui first chooses his/her identity IDi, Pi and a random number b, and 
then computes PWi= h(b || Pi). 

Step R2. Ui ⇒ S: IDi, PWi. 
Step R3. On receiving the registration message from Ui, the server S chooses random 

value yi and computes Ni=h(IDi || PWi)⊕h(d), Ai=h(PWi || IDi), Bi=yi⊕IDi 

⊕PWi and Di=h(h(IDi || yi)⊕d). Server S chooses the value of yi corres- 
ponding to Ui to make sure Di is unique to each user. The server S stores 
yi⊕h(h(d) || d) and IDi⊕h(d || yi) corresponding to Di in its database.  

Step R4. S⇒ Ui: A smart card containing security parameters {Ni, Ai, Bi, n, e, g, h(·)}. 

4.2 Login Phase  

When Ui wants to login the system, the following operations will perform: 

Step L1. Ui inserts his/her smart card into the card reader and inputs IDi
* and Pi

*.    
Step L2. The smart card computes Ai

*=h(PWi
* || IDi

*) and verifies the validity of Ai
* 

by checking whether Ai
* equals to the stored Ai. If the verification holds, it 

implies IDi
* = IDi and Pi

* =Pi. Then, the smart card chose a random number 
Nu and computes yi = Bi⊕IDi⊕PWi, h(d) = Ni⊕h(IDi || Pi), 

CIDi = h(IDi || yi)⊕h(h(d) || Nu), C1 = Nu
e mod n, Otherwise, the session is 

terminated.  
Step L3. Ui→S: CIDi, C1. 
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4.3 Verification Phase  

After receiving the login request from Ui, server S performs the following operations: 

Step V1. The server S decrypts the random number Nu from C1 using its private key 
d, then computes Di

* = h(CIDi ⊕ h(h(d) || Nu) ⊕ d) and finds Di 
corresponding to Di

* in its database. If there exists no matched Di, the 
request is rejected. Otherwise, server S extracts yi ⊕ h(d || h(d)) and 
IDi ⊕ h(d ||yi) corresponding to Di

* from its database. Now the server S 
computes yi from yi ⊕ h(h(d) || d) and IDi from IDi ⊕ h(d || yi) because the 
server S knows the value of d. Then, the server S generates a random 
number NS and computes the session key SK =  h(IDi || yi ||  Nu || Ns || CIDi), 
C2 = h(yi || IDi || SK). 

Step V2. S→Ui: Ns, C2. 
Step V3. On receiving the reply message from S, Ui computes SK = h(IDi || yi || Nu 

|| Ns || CIDi), C2
* =  h(yi || IDi || SK) and compares C2

* with the received value 
of C2. This equivalency authenticates the legitimacy of the server S, and Ui 
goes on to compute C3 = h(Nu || Ns || yi || IDi || SK). 

Step V4. Ui→S: C3. 
Step V5. Upon receiving C3 from Ui, the server S first computes C3

* =  h(Nu || Ns || yi 

|| IDi || SK) and then checks if C3
* is equal to the received value of C2 . If this 

verification holds, the server S authenticates the user Ui and the login 
request is accepted else the connection is terminated.  

Step V6. The user Ui and the server S agree on the common session key SK for 
securing future data communications. 

4.4 Password Change Phase 

In this phase, we argue that the password change phase should be performed locally 
without interaction with the authentication server for the sake of security, user 
friendliness and efficiency. In addition, the user’s smart card must have the ability to 
detect the failure times. Once the number of login failure exceeds a predefined system 
value, the smart card must be locked immediately to prevent the exhaustive password 
guessing behavior. This phase involves the following steps. 

Step P1. Ui inserts his/her smart card into the card reader and inputs IDi, the original 
password Pi , the new password Pi

new. 
Step P2. The smart card computes Ai

*=h(PWi
* || IDi

*) and verifies the validity of Ai
* 

by checking whether Ai
* equals to the stored Ai. If the verification holds, it 

implies IDi
* = IDi and Pi

* =Pi. Otherwise, the smart card rejects. 
Step P3. The smart card asks the cardholder to resubmit a new password Pi

new and 
computes Ni

new=Ni⊕h(IDi|| h(b || Pi))⊕h(IDi|| h(b || Pi
new)), Ai

new=h(h(b || 
Pi

new)|| IDi)and Bi
new=yi⊕IDi⊕h(b || Pi

new). Thereafter, smart card updates 
the values of Ni, Ai and Bi stored in its memory with Ni

new, Ai
new and Bi

new. 
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5 Security Analysis 

Recent research results have shown that the secret data stored in the common smart 
card could be extracted by some means, such as monitoring the power consumption 
[13] or analyzing the leaked information [14]. Schemes based on the tamper 
resistance assumption of the smart card are vulnerable to some types of attacks, such 
as user impersonation attacks, server masquerading attacks, and offline password 
guessing attacks, etc., once an adversary has obtained the secret information stored in 
a user’s smart card [5]. Hence, a desirable scheme should put aside any special 
security features that could be supported by a smart-card, and simply assume that 
once a smart-card is stolen by an adversary, all the information stored in it are known 
to the adversary. In the following, we will analyze the security of the proposed 
scheme under the assumption that the secret information stored in the smart card can 
be revealed, i.e., the secret information b, Ni, Ai and Bi can be revealed. Consequently, 
h(d) can also be obtained by a malicious privileged user Uk, as 
h(d)=Nk⊕h(h(b||Pk)||IDk), where Nk and b is revealed, and the malicious user Uk 
knows his own identity IDk and password Pk corresponding to his smart card. 

The security of our proposed authentication scheme is based on the secure hash 
function and the difficulty of the large integer factorization problem. As summarized 
in Refs. [15] and discussed in Section 1, the following criteria are important for 
evaluating smart card based remote user authentication schemes in terms of security. 

(1) User Anonymity: Suppose that the attacker has intercepted Ui’s authentication 
messages (CIDi, C1, C2, C3). Then, the adversary may try to retrieve any static 
parameter from these messages, but CIDi and C1, C2, C3 are all session-variant 
and indeed random strings due to the randomness of Nu. Accordingly, Without 
knowing the random number Nu, the adversary will face to solve the large integer 
factorization problem to retrieve the correct value of h(IDi||yi) from CIDi,, while 
h(IDi||yi) is the only static element in the transmitted messages. Hence, the 
proposed scheme can overcome the security flaw of user anonymity breach. 

(2) Offline Password Guessing Attack: Suppose that a malicious privileged user Ui 
has got Uk’s smart card, and the secret information b, Nk, Ak and Bk can also be 
revealed under our assumption of the non-tamper resistant smart card. Even after 
gathering this information and obtaining h(d)=Nk⊕h(h(b||Pi)||IDk), the attacker 
has to at least guess both IDk and Pk correctly at the same time, because it has 
been demonstrated that our scheme can provide user anonymity. It is impossible 
to guess these two parameters correctly at the same time in real polynomial time, 
and thus the proposed scheme can resist offline password guessing attack with 
smart card security breach.   

(3) Stolen Verifier Attack: In the proposed protocol, only the server S knows 
private secret d and stores yi⊕h(h(d)||d) and IDi⊕h(d||yi) corresponding to Di in 
its database. Although a malicious privileged user can compute h(d) in the way 
described above, he/she does not have any technique to find out the value of d, 
nor can he/she calculates yi corresponding to other legitimate user. Therefore, the 
proposed protocol is secure against stolen verifier attack.  
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(4) User Impersonation Attack: As CIDi , C1 and C3 are all protected by secure 
one-way hash function, any modification to these parameters of the legitimate 
user Ui’s authentication messages will be detected by the server S if the attacker 
cannot fabricate the valid CIDi

*
 and C3

*. Because the attacker has no way of 
obtaining the values of IDi, Pi and yi corresponding to user Ui, he/she cannot 
fabricate the valid CIDi

* and C3
*. Therefore, the proposed protocol is secure 

against user impersonation attack. 
(5) Server Masquerading Attack: In the proposed protocol, a malicious server cannot 

compute the session key SK= h(IDi||yi||Nu||Ns||CIDi) and C2= h(yi ||IDi||SK) because 
the malicious server does not know the values  of IDi and yi corresponding to user 
Ui , and has to solve the large integer factorization problem to retrieve Nu. Therefore, 
the proposed protocol is secure against server masquerading attack. 

(6) Replay Attack and Parallel Session Attack: Our scheme can withstand replay 
attack because the authenticity of authentication messages (CIDi, C2, C3) is 
verified by checking the fresh random number Nu and/or Ns. On the other hand, 
the presented scheme resists parallel session attack, in which an adversary may 
masquerade as legitimate user Ui by replaying a previously intercepted authenti-
cation message. The attacker cannot compute the agreed session key SK and valid 
C3 because he does not know the values of Nu, IDi and yi corresponding to user 
Ui. Therefore, the resistance to replay attack and parallel session attack can be 
guaranteed in our protocol. 

(7) Mutual Authentication: In our dynamic ID-based scheme, the server authenti- 
cates the user by checking the validity of C3 in the access request. We have  
shown that our scheme can preserve user anonymity, so user IDi is only known to 
the server S and  the user Ui  itself. we have proved that our  scheme can resist 
user impersonation attack. Therefore, it is impossible for an adversary to forge 
messages to masquerade as Ui in our scheme. To pass the authentication of server 
S, the smart card first needs Ui’s identity IDi and password Pi to get through the 
verification in Step L2 of the login phase. In this Section, we have shown that our 
scheme can resist offline password guessing attack. Therefore, only the legal user 
Ui who owns correct IDi and Pi can pass the authentication of server S. On the 
other hand, the user Ui authenticates server S by explicitly checking whether the 
other party communicating with can obtain the correct session key SK =  
h(IDi||yi||Nu||Ns||CIDi) and compute the valid C2 or not. Since the malicious 
server does not know the values of Nu, IDi and yi corresponding to user Ui, only 
the legitimate server can compute the correct session key SK and C2. From the 
above analysis, we conclude that our scheme can achieve mutual authentication.  

(8) Denial of Service Attack: Assume that an adversary has got a legitimate user 
Ui’s smart card. The smart card checks the validity of user identity IDi and 
password Pi before the password update procedure. Since the smart card 
computes Ai

* = h(h(b||Pi
*)||IDi

*)) and compares it with the stored value of Ai in its 
memory to verify the legality of the user before the smart card accepts the 
password update request, it is not possible for the adversary to guess out identity 
IDi and password Pi correctly at the same time in real polynomial time. 
Accordingly, once the number of login failure exceeds a predefined system value, 
the smart card will be locked immediately. Therefore, the proposed protocol is 
secure against denial of service attack.   
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(9) Online Password Guessing Attack: In this type of attack, the attacker pretends 
to be a legitimate client and attempts to login to the server by guessing different 
words as password from a dictionary. In the proposed scheme, the attacker first 
has to get the valid smart card and then has to guess the identity IDi and password 
Pi corresponding to user Ui. It is not possible to guess out identity IDi and 
password Pi correctly at the same time in real polynomial time. Therefore, the 
proposed protocol can thwart online password guessing attack.  

(10) Forward Secrecy: In our scheme, the session key SK is generated with the 
contribution of identity IDi and security parameter yi, thus the attacker cannot 
compute the previously generated session keys without knowing the correct value 
of IDi and yi corresponding to user Ui, even the attacker knows the server S’s long 
time private key d. As a result, our scheme achieves forward secrecy. 

6 Performance Analysis 

We compare the performance and security features among the relevant password-
based authentication schemes and our proposed scheme in this section. The 
comparison results are depicted in Table 2 and 3, respectively.  

Table 2. Performance comparison among relevant authentication schemes 

 
Our 

scheme 
Tsai et al. [14] 

(2010) 
Chung et al. [4] 

(2009) 
Horng et al. [5] 

(2010) 
Kim et al. [6] 

(2011) 
Total computation cost 2TE+14TH 3TE+10TH 4TE+12TH 7TE+4TS+8TH 3TE+6TH 

Communication overhead 1536 bits 2560 bits  2656 bits 2432 bits 1664 bits 
Storage cost 3456 bits    2176 bits * 3232 bits 3328 bits 1280 bits  

  * It’s likely that a parameter was missed out when Tsai et al. designed the registration phase. 

Table 3. Security features comparison among relevant authentication schemes 

 
Our 

scheme 
Tsai et al. 

[14] 
Chung et al. 

[4] 
Horng et al. 

[5] 
Kim et al. 

[6] 
Preserving user  anonymity Yes Yes Yes Yes No 
Resistance to offline password  
guessing attack 

Yes Yes Yes Yes Yes 

Resistance to stolen verifier attack Yes Yes Yes Yes Yes 
Resistance to user  impersonation attack Yes Yes Yes Yes Yes 
Resistance to server masquerading attack Yes Yes Yes Yes Yes 
Resistance to replay attack  Yes Yes Yes Yes Yes 
Resistance to parallel session attack Yes Yes Yes Yes Yes 
Resistance to denial of service attack Yes No Yes No No 
Resistance to online password  
guessing attack 

Yes Yes Yes Yes No 

Resistance to password disclosure to server Yes No Yes Yes Yes 
Mutual authentication Yes Yes Yes Yes Yes 
Forward secrecy  Yes  No Yes No Yes  
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Since the login phase and verification phase are executed much more frequently 
than the other two phases, only the computation cost, communication overhead and 
storage cost during the login and verification phase are taken into consideration. Note 
that the identity IDi, password Pi, random numbers, timestamp values and output of 
secure one-way hash function are all 128-bit long, while n, e, d and g are all 1024-bit 
long. Let TH, TE, TS and TX denote the time complexity for hash function, exponential 
operation, symmetric cryptographic operation and XOR operation respectively. Since 
the time complexity of XOR operation is negligible as compared to the other three 
operations, we do not take TX into account. Typically, time complexity associated 
with these operations can be roughly expressed as TE >> TS ≥  TH >> TX [16-17]. 

In our scheme, the parameters Ni, Ai, Bi, n, e and g are stored in the smart card, thus 
the storage cost is  3456 ( = 3∗ 128+3∗ 1024) bits. The communication overhead 
includes the capacity of transmitting message involved in the authentication scheme, 
which is 1536 ( =  4∗ 128+1024) bits. During the login and verification phase, the 
total computation cost of the user and server is 2TE+14TH. The proposed scheme is 
more efficient than Chung et al.’s scheme, Kim et al.’s scheme and Horng et al.’s 
scheme. As compared to Tsai et al.’s scheme, our scheme requires less computation 
cost and communication overhead; to conquer all the identified security flaws, the 
increase of some additional storage is reasonable and unavoidable. 

In particular, since smartcards are usually characterized as resource-constrained 
and low-powered devices, computation cost at the user end is always regarded as a 
key criterion for smartcard-based schemes. In our scheme, the computation cost at 
user end is TE+9TH during the login and verification phases. Clearly, TE is the most 
time-consuming operation and contributes the main overhead at user end. What needs 
further investigation is that, in practice, the encryption exponent e of this exponential 
operation is often very limited, such as e=3 and e=7, and a widely accepted 
encryption exponent is e=216+1 [18]. As the studies in [17,19] suggest, when the 
encryption exponent e is much smaller than the modular n, the time taken for pure 
computation is significantly shorter than that of common exponential operation with 
big exponents, and thus it is acceptable to conduct one such exponential operation in 
resource-limited environments, e.g., smart card based applications. 

Table 3 gives a comparison of the security features of the proposed scheme with 
the other password-based authentication schemes. Our improved scheme and the 
scheme proposed in [4] can provide all eleven security feature, while the schemes 
presented in [5] and [6] are susceptible to several threats. It is clear that our scheme 
achieves the highest security strength with negligible decrease of performance as 
compared to other relevant schemes with non-tamper resistant smart cards. 

It should be noted that, in our scheme, server S maintains an account-database, 
which contains users' security parameters for authentication. If the adversary performs 
any unauthorized modifications on the account-database, the data will become 
inconsistent and the system may be crumbled. Thus, special security measures should 
be taken to eliminate such risks. Fortunately, the countermeasure is not complicated: 
S can routinely and frequently make offsite backup of the account-database and check 
the consistency, and restore the account-database by using the offsite backup when 
necessary. Thus, there is a trade-off between performance and functionality in our 
scheme, while this trade-off is inevitable for authentication schemes with provision of 
sound reparability [4]. 
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7 Conclusion 

In this paper, we have shown that, besides some practical pitfalls, Tsai et al.’s scheme 
suffers from denial of service attack and fails to provide forward secrecy. As to our 
main contribution, a robust dynamic ID-based authentication scheme is proposed to 
remedy these identified flaws, the security and performance analysis demonstrate that 
our presented scheme achieves all of the security requirements with high efficiency, 
and thus our scheme is more secure and efficient for practical application 
environment. Remarkably, our scheme eliminates several hard security threats that are 
difficult to be solved in the previous scholarship at the same time. Since our security 
analysis is still scenario-based, in future work, we will perform a more rigorous 
security analysis of our scheme by employing some suitable formal methods. 
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Abstract. The view of data provenance provides an approach of data 
abstraction and encapsulation by partitioning tasks in the data provenance graph 
(DPG) of scientific workflow into a set of composite modules due to the data 
flow relations among them, so as to efficiently decrease the workload consumed 
by researchers making analysis on the data provenance and the time needed in 
doing data querying. However, unless a view is carefully designed, it may not 
preserve the dataflow between tasks in the workflow. Concentrating on this 
scenario, we propose a method for reconstructing unsound view. We also 
design a polynomial-time algorithm, and analyze its maximal time complexity. 
Finally, we give an example and conduct comprehensive experiments to show 
the feasibility and effectiveness of our method. 

Keywords: scientific workflow, data provenance graph, sound composite 
module. 

1 Introduction 

Technological advances have enabled the capture of massive amount of data in many 
different domains, taking us a step closer to solving complex problems such as global 
climate change and uncovering the secrets hidden in genes. The running of scientific 
workflow will produce large amounts of intermediate data and results, the management 
and analysis of those data will help scientists analysis complicated and multi-steps 
scientific experiment. The data provenance in scientific workflow system collects the 
history of data product, including original data source, intermediate data products and 
the production steps of the application of data products. Due to the complexity of 
scientific workflow system and the enormous of the data provenance which produced 
in the running of scientific workflow system, how to query and manage those data 
effectively is becoming one of important issues for scientists. In order to hide unrelated 
data provenance details and reduce the size of the data provenance graph, now many 
research work is aimed at constructing data provenance view of scientific workflow.  
                                                           
* This work is partially supported by the National Natural Science Foundation of China under 

Grant No.60873022, 60903053, 61003047, the Natural Science Foundation of Zhejiang 
Province (Z1100822), the Open Foundation of State Key Laboratory for Novel Software 
Technology of Nanjing University (KFKT2011B07). 
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The main contribution of the paper is as follows: 

1. We propose a method of detecting unsound view in data provenance and 
develop an efficient algorithm for correcting unsound view into sound view. 

2. The time complexity of the algorithm for correcting unsound view into sound 
view is o(n2). 

The rest of the paper is organized as follows: related work is reviewed in Section 2; 
Section 3 introduces the data provenance graph model and defines the construction of 
sound composite modules; Section 4 presents the design of an effective algorithm 
Experimental results and analysis are discussed in Section 5, followed by summary in 
Section 6. 

2 Related Work 

In recent years, the querying of data provenance graph in Scientific Workflow have 
been paid more attention in academic circles and proposed a large number of 
technologies to reduce the complexity of the querying of data provenance. 
Researchers put forward many methods about querying and processing large amounts 
of data of graph [1-3]. The existing research achievement mainly includes processing 
inquires problem on a large number of small size graph, including subgraph inquires 
[4], reachability inquires [5], label constrain inquires[6]. Biton et al. proposed the 
concept of user view and gave details of the usage of user view in the querying of data 
provenance in [7]. Based on [7], they optimized the construction of the user’s view 
and proposed a better algorithm that can reduce the time complexity in the data 
provenance graph which only contains series and parallel structure in [8]. Sun et al. 
put forward a concept of sound view and developed two new algorithms for 
constructing sound views based on the concept of sound view in [1]. Those two 
algorithms can correct unsound view effectively.  

On the other hand, the researcher put forward many methods about the querying of 
certain graph, such as [4-6,9-11], the related research achievements are mainly 
focused on the querying of subgraph [4], the querying of reachability of graph [5], the 
querying of label constraint reachability of graph [6]. The querying of uncertain graph 
include the management of uncertain graph data [12] and so on. 

3 A Base Model 

In this section, we first introduce some basic concepts about the algorithm. The 
definition of data provenance graph in scientific workflow is as follows: 

Definition 1. The data provenance graph in scientific workflow can be expressed as a 
directed acyclic graph GDP=(VG, EG, LG), among them VG={v1,…, vN},(n=|VG|), VG 

stand for a set of task in workflow; EG={eij} stand for a set of data flow between 
tasks; LG defines the label of VG and EG . 

The definition of the view of data provenance graph is as follows: 
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Definition 2. The view of data provenance graph G can be represented as W={VW, 

EW, πW, LW}, the view divides G into a couple of non-intersect composite tasks set VW: 

{P1, P2,...,Pn},∀Pi,Pj∈VW, Pi∩Pj=Φ,
n

ii=1
P∪ =VG, and the edges set in G, EG is defined 

by a surjection from EG to EW:Ψ: EG→EW, in other words, ∀vp,vq∈VG, if 1) vp∈Pi, 

vq∈Pj (Pi≠Pj),and there is edge Gpq Ee ∈ ,then (Pi,Pj) = ∈)(Ψ pqe EW; 2) if vp∈Pi, 

vq∈Pj (Pi=Pj), then ε=Ψ )( pqe . 

In this paper, for any composite nodes set, Wi VP ∈ can be called composite task or 

composite module and for any node Gi Vv ∈  can be called atomic task. For any two 

graph Gi= },{
ii GG EV , Gj },{=

jj GG EV , if 
ij GG V⊆V and

ij GG EE ⊆ , then it is called that Gj 

is included in Gi in this paper.  

Definition 3. A Composite task is sound in data provenance graph if and only if : (1) 

Wji VPP ∈∀ , ,if there is a path between Pi and Pj then there must be a corresponding 

path ,)(Ψ 11
1 C*L pp

- CLCL ∗Ψ……∗Ψ− )()( 1
22

1 in uncertain data provenance graph G= 

{VG, EG, πG, LG}, which )11( −≤≤ pmCm  is a internal path in composite task. (2) 

∀vi,vj∈VG, if there is a path l1,l2,…,lp from vi to vj, then there must be a path 

)(Ψ,…),(Ψ p1 ll  in VW. 

4 Our Algorithm 

In this section, we described how to detect unsound composite task and how to 
reconstruct unsound composite task. During the reconstruct of unsound composite 
task, we list the combined standard of different types of nodes. Finally, we integrate 
the rule of combined standard of different types of nodes into a comprehensive 
algorithm. 

4.1 Preliminaries 

In this section, we describe the usage of several concepts which is used in this paper. 

Definition 4.  Given a composite task P={VP,EP},and ∃ vi∈Vp, ∀v’
w∈Pi, the pre- 

order set of P can be noted as )(vH iP ={ vj | vj∈vp}, there is a path in P: ρ= vj…vi}; 

especially, if (vi,vj)∈Ep, we call vj  is the preorder with one edge of vi in P, and we 
can noted first-order preceding of vi in P as HP(vi,1). 

Definition 5.  Given a composite task P={Vp,EP} , and ∃ vi∈ VP, ∀v’
w∈Pi, the 

postorder set of P can be noted as Qp(vi)={vj PV∈  , there is a path in P: ρ= vj…vi}; 

especially, if (vi,vj)∈Ep, we call vj is the preorder with one edge of vi in P, and we can 
noted first-order posterior of vi in P as Qp(vi,1). 
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Based on Definitions 4 and 5 we can get the definition of input node set and output 
node set in P. 

Definition 6.  For a composite task P={Vp,EP} in data provenance graph G, the 
input node set isIS(P)={vi|vi∈Vp, and Hp(vi,1)≠HG(vi,1)}. 

Definition 7.  For a composite task P={Vp,EP} in data provenance graph G, the 
output node set is OS(P)={vi|vi PV∈ and Qp(vi,1)≠QG(vi,1)}. 

Obviously, if vi is a output node in P , then vj∈QG(vi,1) and vj∈vp. 

Definition 8.  For a composite task P={Vp,EP} in data provenance graph G, for any 
vi node in P, the input node set of vi  in P is isP(vi)={vj| vj )}()( PISvH iG ∩∈ . 

4.2 Unsound Composite Module Detecting 

According to Definition 3, if the view W={VW, EW, LW}of G is sound if and only if all 

the composite tasks in G is sound. ie. if WVP∈∀ , )(POSvi ∈∀ , then isp(vi) =IS(P). 

So we can redefine definition 3 as follows:  

Definition 9. The view W={VW, EW, LW} of G is sound if and only if all the composite 

tasks in W is sound. In other words, if WVP∈∀ , )(∈∀ POSvi ，then isp(vi) =IS(P). 

According to the definition, we can know that for any composite tasks P, if ∈v� i  
OS(P) and isp(vi)∈IS(P), then Pi is unsound composite tasks. We adopt the Unsound 
Task Detection Algorithm (UTDA) in [1] to detect the unsound composite tasks. 
When input data provenance graph, UTDA first check whether each composite task is 
sound in the view according to the function IsSound; if the composite task is unsound, 
then use the algorithm of ConstructSoundView to reconstruct unsound composite 
task(we will dwell on the algorithm of ConstructSoundView in 4.3 and 4.4). 

4.3 The Standard of Node Combine 

The following is the standard of all kinds of node can be merged. 

Rule 1: For any node Pi∈Vp, if Av HG(Pi,1) and vA∈vp, if QG(vA,1)={Pi} ,then Pi 
can be merged with vA into a new composite task.   

Rule 2: For any node Pi∈Vp, if Av QG(Pi,1) and vA∈Vp, if HG(vA,1)={Pi}, then Pi 
can be merged with vA into a new composite task. 

According to Rule1, Rule2, we develop a comprehensive algorithm called NCNC (in 

Fig. 1).  
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Algorithm 1: NCNC (no circle-node checking)    
Input: Pi and a preceding vertex of Pi Av ;  
Output: return true or false;  
1.  Compute the HG(Pi,1)of Pi and QG( vA,1) of vA.  
2.  if( HG(Pi,1)={ vA } )      
3.      return  true; 
4.  if(QG( vA,1)={ Pi }) 
5.      return true; 
6.  return false; 

Fig. 1. Algorithm of no circle-node checking 

     

Rule 3: For the node Pi∈Vp, if there is a node vA∈Hp(Pi,1), vA∈vp, for any node 

∈v∀ j Hp(Pi,1)-{vA},we have vj∈vp and Q(vj,1)={vA,Pi} then Pi and vA can be merged 

into a new composite task.               

The pseudo-code (in Fig.2) of Rule 3 is shown in algorithm 2 ( CNC).  

 

 Algorithm 2:  The CNC algorithm    
 Input: Pi and HP(Pi,1); 
 Output: return true or false;  
 1. if (( ∈v∀ j HP(Pi,1), QG(vj,1)>1) and ( ∈V� k HP(Pi,1), QG(vj,1)>2)) then 
 2.    return false 
 3. else 
 4.    for each vA in HP(Pi,1) do 
 5.       beMerged ← true; length ++; 
 6.       if  (∀vj∈HP(Pi,1) \ {vA} and QG(vj,1)={vA, Pi} ) then 
 7.          return true; 
 8.       else 
 9.          return false; 
10. return false;

Fig. 2. Algorithm of circle node checking 

 

The combine standard of the nodes which have common preorder set is as follows: 

Given a composite task P, if a part of it’s subgraph PT={vi}∈Vp , if Hp(PT,1)= 

∪ HG(vi), ∈v∀ i PT, then we can merge PT and HG(PT,1) into a new composite task, 

where HG(PT,1) is the preorder of PT.  

Rule 5: For the composite task P, if a part of it’s subgraph set PT={vi}∈Vp, if 
∈v,v∀ ji PT then Hp(PT,1)=HG(vj,1)=HG(vi,1)⊆P, and for ∈v∀ j HG(vi,1), QG(vi,1) 

=PT, ∈∀ Bv HG(vi,1), vB∈OS(P), ∈v∀ i PT, vi∈IS(P), we can merge PT and HG(vi,1) 
into a new sound composite task Pc and the new Pc is a sound composite task. 
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Algorithm 3: CPNC      
Input:  PT and HP(PT,1); 
Output: return true or false;  
1.  if  (∀vi∈HP(PT,1)and QG(vi,1) ≠ PT)  
2.       return false;  
3.  else if  (∀each )1,v(H∈v iGB and ( ∈Bv OS (P))  
4.       return false; 
5.  else if  (∀ PTvi ∈ and )(∈ PISvi ) 
6.       return false; 
7.   else 
8.       return true; 

Fig. 3. Algorithm of common preorder node checking 

 

 Algorithm 4: ConstructSoundView   
 Input:  unsound Pi and G; 
 Output:  a set of sound nodes { v1 , v2 ,…, vk }; 
 1. Computer the input node set IS (Pi), output node set OS (Pi)  
 2. Compute HG(vk,1) and QG(vk,1) for each vk in Pi 

 3. push each vk in OS (Pi)  into a queue q 
 4. Sort {vk }in q due to the number of their {HG(vk,1)} 
 5. while (q != NULL) 
 6.  pop all the elements from q to q'; 
 7.  find those elements which share a common set of parents: Ω(Pi) ={PT1,PT2,…, PTn}; 
 8.  for each PTj in Ω(Pi)  
 9.     if it can be merged with vi∈ PTj∪HP(vk,1) using the CPNC then 
10.      merge them into a set Pc and push them into q; 
11.      if they can’t be merged then  
12.         for each vk in PTj  
13.           put the HP(vk,1) into h; 
14.           push all nodes in PTj and h into q;  
15.           pop all elements from q and put them into s; 
16.           for each element vk in s  
17.             if can be merged with HP(ek,1) using the CNC 
18.                merge vA and HP(ek,1)into vk and push vk into q; 
19.                if they can’t be merged then 
20.                for each vk in HP(ek,1) 
21.                   if vk and vA of HP(ek,1) can be merged with NCNC then 
22.                     merge them into vk and put vk into q;     
23.                   if q = q' then reconstruction is completed. 
24.   return q.

 
Fig. 4. Algorithm of constructing unsound composite task 
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According to Rule 5, we develop CPNC algorithm (in Fig. 3), in this algorithm we 

judge whether a set of nodes and their common preorder nodes with one edge can be 

merged together. 

4.4 The Reconstruction of the View  

Based on the above analysis, we develop an algorithm of the reconstruction of 
unsound composite task in data provenance graph (in Fig. 4). In this algorithm we 
first find the input node set and output node set of unsound task, and put them into 
IS(Pi) and OS(Pi) separately. Then we push OS(Pi)into queue q. We can check the 
nodes in the queue and their preorder node with one edge use NCNC, CNC and 
CPNC, then push the new composite task into queue. When there are no nodes in q 
can be merged with other nodes , the algorithm will be terminated. 

5 Experimental Evaluation 

We randomly generated a lot of graph. We divide those graphs into several composite 
tasks and the number of composite tasks is 70% of the total number nodes of graph. 

5.1 Effect of the Nodes and Edges on the Number of Sound Views 

In the first experiment, as shown in Fig. 5(a), we can see that the number of the edges 
|EG | is twice as the number of nodes(|EG |=2|VG |). From Fig. 5 we can summarize that 
the higher the number of the nodes the more the composite tasks, but there is no big 
change of the composite tasks with the increase of the edges. That is because the 
number of the composite tasks depends much on the number of the nodes rather than 
the edges. 
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5.2 Effect of the Nodes and Edges on the Construction Time 

In this experiment, we test the effect of nodes and edges on the construction time. In 
Fig. 6(a), the number of the edges |EG | is twice as the number of nodes (|EG |=2|VG |). 
From Fig. 6(a) we can see that when |VG | increased, the construction time will 
increase. But there is no big change in the construction time when the threshold is 
changed. In Fig. 6(b), the number of the nodes |VG | is 550, when the number of edges 
increased, we get the construction time of sound composite tasks. From this figure we 
can see there is no big change of the construction time when |EG | increase.  
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5.3 The Comparison of SLO and CSV 

In the final experiment, as shown in Fig. 7, we compared the CSV of this paper with 
Strong Local Optimum algorithm (SLO) in [1]. The number of the edges |EG | is twice 
as the number of nodes (|EG |=2|VG | ). In Fig. 7, we can see that in the same workflow 
graph the number of sound composite tasks |VW| in CSV is less than SLO. This 
indicates that CSV is more effective than SLO in finding the relationship of the data 
flow. On the other hand, the construction time of CSV is less than SLO obviously. 
That is because the time complexity of SLO is O(n3) [1] and the time complexity of 
CSV is O(n2). 
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6 Conclusions and Future Work 

This paper is committed to how to reconstruct unsound composite tasks, and develop 
an effective algorithm for the reconstruction of unsound composite tasks. We put 
forward the concept of data provenance graph and the sound composite tasks in data 
provenance graph. We developed a nice method for reconstructing the unsound 
composite tasks. Finally, we give an example and conduct comprehensive 
experiments to show the feasibility and effectiveness of our method.  

In our future work we will focus on how to optimize the construction time and 
decrease the number of the view. For future research, we note that detecting and 
resolving unsound composite task in uncertain data provenance graph is still a big 
challenge.  
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Abstract. For various applications in today’s service-oriented enterprise com-
puting systems, such as process-oriented service discovering or clustering, it is 
necessary to measure the distance between two process models. In this paper, 
we propose a quantitative measure to calculate the distance or similarity be-
tween different block-structured processes. We first transform each process into 
a process structure tree, and then calculate the process distance based on the 
alignment of two process structure trees. The proposed distance metric satisfies 
four distance measure properties, i.e., non-negativity, identity of indiscernible, 
symmetry and triangle inequality. These properties make the distance metric 
can be used as a quantitative tool in effective process model management ac-
tivities. We illustrate the methodology with examples, by which its features are 
shown. Moreover, experiment study shows that the proposed method is feasible. 

Keywords: Business process, Process distance, Process structure tree, Tree 
alignment. 

1 Introduction 

In today's dynamic business world, success of an enterprise increasingly depends on 
its ability to react to changes with its environment in a quick, flexible and cost-
effective way. Thus, it is indispensable to automate business collaboration within and 
across organizations to increase their competiveness and responsiveness to the fast 
evolving global economic environment. The widespread of mobile technologies has 
further resulted in an increasing demand for the support of business collaboration 
across multiple platforms anytime and anywhere. Along this trend a variety of process 
and service support paradigms as well as corresponding specification languages (e.g., 
SOA and WS-BPEL) have emerged to build process-aware information systems 
(PAISs) [1].  
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With the increasing adoption of PAISs, large process model repositories have 
emerged. Typically, the models in such repositories are realigned to real-world events 
and demands through adaptation on a day-to-day basis. In large companies, such 
process repositories can easily contain thousands of process models [2]. Systematic 
methods of analyzing and improving the process asset is getting necessary, since 
business processes are continuously accumulated by those repositories [3]. Therefore, 
discovering and clustering process-oriented services has attracted more and more 
attention in the recent years [4]. Clearly, there is a need for effective calculation of 
distances or similarities between process models to facilitate certain model manage-
ment activities. First, similar models as well as the corresponding business operations 
can be integrated into one process. This is interesting not only for refactoring the 
model repositories, but also for facilitating the integration of business operations in a 
merger scenario. Second, the reference models of an ERP system vendor could be 
compared to company processes. By this way, organizations could easily decide the 
packages that match their current operations best. Third, multi-national enterprises 
can identify specialized processes of some national branch, which no longer comply 
with the procedures defined in the company-wide reference model using a distance or 
similarity measurement. It is definitely that all these mentioned process model man-
agement activities are beneficial to provide useful and timely service to end users in 
more effective way. 

Some papers have studied the process distance or similarity problem. The ap-
proaches presented in [3-5] measure the distance between two process models by 
determining their difference with respect to dependencies among activities. However, 
it does not intuitively take the structural aspects of process models into consideration. 
Another kind of process distance or similarity measure is based on the observed  
behavior as captured in execution logs [6]. These approaches can only be used in the 
context of processes have been executed. The measure provided in [7] is based on 
behavioral inheritance rules and it can only provide a binary answer to whether two 
models are the same or whether one model is a sub-model of the other. Reference [8] 
evaluates the distance and similarity between two process models based on high-level 
change operations (e.g., to add, deletes or move activities). This work can measure 
similarity in terms of a unique number but it doesn’t take the nesting control struc-
tures of process models into account. 

A block-structured process model [9] is constructed based on a set of predefined 
building blocks, i.e., activities, sequences, branching, and loops constitutes with 
unique start and end nodes. Block-structured process can be used in most of process 
modeling situation. Major process modeling languages (such as WS-BPEL) provide 
building blocks for structured modeling. Comparing with non-block-structured 
process models, block-structured models are easier understandable for users and have 
less chances of containing errors [10]. If a process model is not block-structured, it 
can be transformed into a block-structured one in most practically relevant cases [11].  

In this paper, we discuss the foundations of measuring distance and similarity be-
tween block-structured process models. In particular, our contribution is an approach  
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to evaluate the distance and similarity between two block-structured process models 
based on the alignment of process structure trees. Some useful properties of the 
process distance metric are proved so that it can be used for processes discovering or 
clustering correctly and feasibly. 

The remainder of paper is organized as follows. Section 2 introduces preliminaries 
as the basis of this paper. Section 3 describes the concept of process structure trees 
and proposes the distance measure based on the alignment of process structure trees. 
Section 4 illustrates features and feasibility of the distance metric with case studies 
and experiment. Section 5 discusses related work to our approach, and Section 6 con-
cludes and discusses the future work. 

2 Preliminaries 

A process model is represented as a directed graph, which comprises a set of nodes - 
either representing process steps (i.e., activities) or controlling connectors (e.g., 
And/Xor-Split) and a set of control edges between them. The latter specifies prece-
dence as well as loop backward relations.  Each process model contains a unique 
start and a unique end node. For control flows modeling the following patterns are 
available: Sequence, AND-split, AND-join, XOR-split, XOR-join, and Loop [12]. 
These patterns constitute the core of any process specification language and cover 
most of the process models that can be found in practice [13]. Further, they can be 
easily mapped into other process execution languages like WS-BPEL (Web Service 
Business Process Execution Language) as well as formal languages like Petri Nets. 
Based on these patterns we are also able to compose more complex process  
structures if required (e.g., in principle, an OR-split can be mapped to AND- and 
XOR-splits [14]. Finally, by only using these basic process patterns, we obtain better 
understandable and less erroneous models [15]. 

In this paper we focus only on the construction of block-structured processes [9-11]. A 
block in a block-structured process S can be a single activity, a sequence, a parallel 
branching, a conditional branching, or even S itself. And these blocks may be nested, 
but cannot be overlapped, that is, their nesting must be regular.  

Fig. 1 shows an example of block-structured process associated with fulfilling or-
ders for online stores designed to process orders according to user requests [16]. At 
the highest level, the process is a sequential construct that consists of order creation, 
stock payment check, and shipping arrangement. Stock payment check is a parallel 
construct that comprises payment check and stock check. Payment check is in turn an 
exclusive choice construct composed of Paypal check and credit card check, and its 
selection is determined by the user as indicated in the order. Stock check is a loop 
construct on get items, which is executed for each ordered item. Each item will be 
acquired from the warehouse (get from warehouse) if it is in stock and from vendor 
(get from vendor) otherwise. 
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Fig. 1. An example of block-structured process designated order fulfillment 

3 Processes Distance Metric Based on Alignment of Process 
Structure Trees 

According to the definition of block-structured process, if a process model is block-
structured, the process can be decomposed into more substructures using the various 
structured constructs (sequence, parallel, choice and loop). The decomposition 
process can be used on all substructure of a block-structured process recursively until 
each substructure is an atomic activity. Therefore, a block-structured process can be 
described as an equivalent tree. We define this kind of tree as a Process Structure 
Tree. 

Definition 1 (Process Structure Tree). A process structure tree T=<N;E;L> is a la-
beled tree that satisfies the following properties: 

─ N=A∪C is a set of nodes, where A is a set of leaf nodes which represent atomic 
activities of a process, and C is a set of non-leaf nodes which represent substruc-
tures of a process. 

─ E⊆(A×C) ∪(C×C) is a set of edges. 
─ L assigns a label L(n) to each node n∈N based on the node structure pattern. 

L(n)∈{Seq, AND, XOR, Loop} for all n∈C, and L(n)∈{Act} for all n∈A, where Seq, 
AND, XOR, Loop and Act represents Sequence, AND-block, XOR-block, Loop and 
atomic activity respectively. 
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For a process structure tree T, we denote the set of nodes and edges by N(T) and E(T) 
respectively. The size of T, denoted by |T|, is |N(T)|. Based on the approach presented 
in [11], a block-structured process can be transformed into a refined process structure 
tree in linear time. The refined process structure tree constitutes a unique representa-
tion of a block-structured process model. Fig. 2 shows the corresponding process 
structure tree of the block-structured process model illustrated in Fig.1. In such a tree, 
nodes (represented as rectangles) correspond to activities while connectors 
(represented as ellipses) represent their relations based on process patterns like Se-
quence, AND-block, XOR-block, and Loop. The precedence relations (expressed by 
connector Seq and Loop) are parsed from left to right, e.g., activity Order Creation 
precedes the And block (i.e., connector And and all its successors) in the correspond-
ing process model since Order Creation is on the left side of connector And. In a 
process structure tree, activity nodes correspond to leaves, while substructures are 
non-leaves. Further, a process structure tree has a unique root node which represents 
the structure pattern of the whole process. 

 

Fig. 2. Structure tree of the process in Fig. 1 

The process structure tree provides a clear picture of the process model's structure 
and the relations between the activities. By analyzing structure trees, we can get the 
difference information between two processes and evaluate the distance between two 
processes. We first describe the concept of process tree alignment and then define the 
distance measure based on the alignment. 

Definition 2 (Adding Operation of Process Structure Tree). Let T be a process 
structure tree. Adding a node u into T means that for some node v in T, we make u the 
rightmost child of v and there is no any other child node of v that becomes the child 
node of u.  

The adding operation differs from the insertion operation in tree edit [17] on that 
insertion operation can make some node in T as child of the inserted node.  

Definition 3 (Alignment of Process Structure Trees). Let T1 and T2 be two labeled 
process trees. An alignment A(T1,T2) of T1 and T2 is obtained as follows. First we add 
nodes labeled with spaces (denoted by -) into T1 and T2 so that the two resulting trees 
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T1' and T2' have the same structure, i.e., they are identical if the labels are ignored. The 
resulting trees T1' and T2' are then overlaying on top of each other giving the align-
ment A(T1,T2), which is a tree where each node n is labeled by a pair of labels (l1,l2), 
where l1∈L1, l2∈L2.  

An example alignment of process structure tree is shown in Fig. 3. 
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Fig. 3. (a) Tree T1. (b) Tree T2. (c) The alignment of T1 and T2. 

In the alignment of two process structure trees, if the two components of a pair of 
labels (l1,l2) for a node are different, then the corresponding substructures of two 
processes are different as well. By this way, we can intuitively find all structural dif-
ferences between two processes. Therefore, we define the distance between process p1 
and p2 as the number of different substructures between these two processes.  

Definition 4 (Process Distance). If the process structure tree of process p1 is T1 and 
the process structure tree of process p2 is T2, then the distance D(p1, p2) between p1 
and p2 is the number of the pairs of opposing labels in alignment A(T1,T2) of their 
structure tree, specified as follows: 

 D(p1, p2)=|{n|n∈N(A(T1,T2))∧L(n)=(l1,l2)∧(l1≠l2)}| (1) 
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As a distance function, process distance is required to satisfy some basic conditions 
include non-negativity, identity of indiscernible, symmetry, and triangle inequality 
[4]. These conditions of the distance metric express intuitive notions about the con-
cept of distance. For example, that the distance between two processes is positive or 
zero (non-negativity) and the distance from a process to itself is zero (identity of in-
discernible). On the other hand, the distance from process p1 to p2 is the same as the 
distance from process p2 to p1 (symmetry). Finally, the triangle inequality means that 
the distance from p1 to p3 via p2 is at least as great as from p1 to p3 directly. 

Theorem 1. Process distance measure satisfies distance metric properties, i.e., all 
following conditions are satisfied for all different processes p1, p2, p3∈P (P is the set 
of all block-structured processes): 

1. Non-negativity, D(p1, p2)≥0. 
2. Identity of indiscernible, D(p1, p2)=0 if and only if p1=p2. 
3. Symmetry, D(p1, p2)=D(p2, p1). 
4. Triangle inequality, D(p1, p3)≤ D(p1, p2)+D(p2, p3). 

Proof 

1. For any alignment A(T1,T2), we know |{n|n∈N(A(T1,T2))∧L(n)=(l1,l2)∧(l1≠l2)}|≥0, 
so D(p1, p2)≥0. 

2. If p1=p2, then |{n|n∈N(A(T1,T2))∧L(n)=(l1,l2)∧(l1≠l2)}|=0, so D(p1, p2)=0.  
3. If D(p1, p2) = 0, then |{n|n∈N(A(T1,T2))∧L(n)=(l1,l2)∧(l1≠l2)}|=0, which means l1=l2 

for all node in A(T1,T2). According to the definition of alignment, there must be 
T1=T2, and then p1=p2. 

4. According to the definition of alignment and process distance, for any two 
processes p1 and p2, A(T1,T2)=A(T2,T1), and then D(p1, p2)=D(p2, p1). 

5. D(p1, p3)=|{n|n∈N(A(T1,T3))∧L(n)=(l1,l3)∧(l1≠l3)}| 
              =|{n|n∈N(A(A(T1,T2),T3))∧L(n)=(l1,l2,l3)∧(l1≠l3)}| 
              =|{n|n∈N(A(A(T1,T2),T3))∧L(n)=(l1,l2,l3)∧(l1≠l2)∧(l2≠l3)}|- 
                |{n|n∈N(A(A(T1,T2),T3))∧L(n)=(l1,l2,l3)∧(l1≠l2)∧(l2≠l3)∧(l1=l3)}| 
              =|{n|n∈N(A(T1,T2))∧L(n)=(l1,l2)∧(l1≠l2)}|+ 
                |{n|n∈N(A(T2,T3))∧L(n)=(l2,l3)∧(l2≠l3)}|- 
                |{n|n∈N(A(A(T1,T2),T3))∧L(n)=(l1,l2,l3)∧(l1≠l2)∧(l2≠l3)∧(l1=l3)}| 
             = D(p1, p2)+D(p2, p3)- 
                |{n|n∈N(A(A(T1,T2),T3))∧L(n)=(l1,l2,l3)∧(l1≠l2)∧(l2≠l3)∧(l1=l3)}| 
             ≤ D(p1, p2)+D(p2, p3) 

Theorem 1 guarantees the process distance measure is, in fact, a distance metric.  
The notion of distance is somewhat dual to similarity. A distance measure is a 

function that also associates a numeric value with a pair of processes, but with the 
idea that the larger the distance, the smaller the similarity, and vice versa. Obviously, 
the less different substructures between two processes mean the greater similarity of 
them, and vice versa. For this reason, we define the similarity S(p1, p2) of processes p1 
and p2 as follows: 
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 S(p1, p2)=|{n|n∈N(A(T1,T2))∧L(n)=(l1,l2)∧(l1=l2)}| (2) 

Traditionally, similarity measure is normalized so that similarity ranges from 0 to 1. 
So we can further define normalized similarity Sn(p1, p2) as: 

 Sn(p1, p2)=S(p1, p2)∕|A(T1,T2)| (3) 

Based on (1) and (3), it is easy to obtain: 

 Sn(p1, p2)=[|A(T1,T2)|-D(p1, p2)]∕|A(T1,T2)| (4) 

Equation (4) denotes that the distance and the similarity of processes are interchange-
able in the sense that a small distance means high similarity, and vice versa.  

4 Example and Empirical Validation 

To demonstrate the proposed process distance measure, an example of business 
process distance measurement is presented in this section. Figure 4 illustrates the 
example of four processes p1, p2, p3 and p4. These block-structured processes are de-
rived from the process in Fig. 1 by means of a series of deletion or replacement opera-
tions [18]. Including the process illustrate in Fig. 1 (denoted as p5), we have 5 
processes in our case study. 

 

Fig. 4. Sample processes derived from the process in Fig. 1 
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All these processes are block-structure processes which can be transformed into 
process structure trees. Furthermore, the distance values between each pair of these 5 
processes were calculated through the method explained in Sect. 3 (See Table 1). AS 
the distance between two processes is symmetrical (Theorem 1), we only fill in the 
upper triangle matrix in Table 1. 

Table 1. Distances between illustrative processes 

 p1 p2 p3 p4 p5

p1 0 3 5 7 8

p2 0 3 6 7

p3 0 5 8

p4 0 7

p5     0

 
Accordingly, we can get the normalized similarity value between these 5 processes 

listed in Table 2. 

Table 2. Similarities between illustrative processes 

 p1 p2 p3 p4 p5

p1 1 0.5 0.38 0.3 0.27

p2 1 0.63 0.4 0.36

p3 1 0.5 0.27

p4 1 0.36

p5     1 

 
Obviously, all the distances between any two processes in Table 1 satisfy the four 

distance measure properties, i.e., non-negativity, identity of indiscernible, symmetry 
and triangle inequality. The result also shows that the larger the distance, the smaller 
the similarity, and vice versa. These properties ensure the proposed distance measure 
is a distance metric.  

In addition, we validated our approach to calculate the degree of similarity by 
computing its correlation with a similarity assessment of experiment participants. We 
obtained the similarity assessment using questionnaire that was distributed among 
trained process modelers. This questionnaire consisted of 50 pairs of process models. 
For each pair of models, we asked the participants whether they agreed or disagreed 
(on a 1 to 7 Likert scale) with the proposition: “These processes are similar.” To ob-
tain a representative collection of model pairs, we selected the model pairs to be even-
ly distributed over the 0 to 1 similarity degree range. 
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Fig. 5 shows the correlation between the similarity computed by our proposed 
measure and the similarity assessment obtained from the questionnaire. Each point in 
Fig. 5 represents a pair of processes, with a similarity as indicated by its x-value and a 
human similarity assessment as indicated by its y-value. For this metric we got a high 
Spearman correlation coefficient of 0.96 with the human judgments. The correlation 
is represented as a straight line in Fig. 5. The result indicates that the similarity ob-
tained with our measure highly coincides with the human judgment. 

The properties indicated in the examples and the experiment mean the proposed 
similarity measure enables the feasible deployment of process classification, cluster-
ing, and retrieval problems—all desirable functionalities that are critical for fully 
supporting the effective process model management activities of an enterprise. 

 
Fig. 5. Correlation between calculated similarity and human judgment 

5 Related Work 

Some papers have studied the process similarity problem and provided some useful 
results. By the measure in [6], the similarity between two process models can be ob-
tained based on the observed behavior as captured in execution logs. This approach 
applies trace equivalence to decide whether two process models are similar or identic-
al. Therefore, they can only be used in the context of processes have been executed. 

There are few techniques measuring similarity between process models based on 
their structure. Regarding Petri Nets and state automata, similarity between process 
models can be measured based on behavioral inheritance rules [7]. Such techniques 
are similar to our distance measurement but can only provide a binary answer to 
whether two models are the same or whether one model is a sub-model of the other.  

The approaches presented in [3] and [4] measure the distance between two process 
models by determining their difference with respect to dependencies among activities. 
However, it does not take the structural aspects of process models into consideration. 
A process model contains richer information than just nodes and edges (e.g., concern-
ing split and join semantics). Similarly, work [5] provides an interesting approach to 
measure the similarity between two process models by using causal footprints, which 
describe a collection of the essential behavioral constraints imposed by a process 
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model. An approach was provided in [8] to evaluate the distance and similarity be-
tween two process models based on high-level change operations (e.g., to add, deletes 
or move activities). This work can measure similarity in terms of a unique number but 
it doesn’t take the nesting control structures of process models into account. 

Our approach focuses on the distance measure of block-structured processes. By 
transforming processes into structure tress, we can measures distance or similarity in 
terms of the control structure of processes. On the other hand, the differences of sub-
structures between processes are considered in our approach. 

6 Conclusion and Future Work 

We provide a method to quantitatively measure the distance and similarity between 
two block-structured process models based on the alignment of process structure 
trees. Each process is transformed into a process structure tree. We further calculate 
the distance based on the alignment of two process structure trees. The proposed dis-
tance measure satisfies four distance measure properties, i.e., non-negativity, identity 
of indiscernible, symmetry and triangle inequality. So the proposed method enables 
the flexible deployment of process mining, discovery, or integration. 

Some other research work is desired to enrich our knowledge on process distance. 
As a first step, we will extend our method so that the similarity between process mod-
els using additional constitutes (e.g., label of atomic activity) can be measured. The 
next step will incorporate data flow, temporal constraints, and resources, so that the 
distance measure can be further applied to realistic situations. 
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Abstract. Efficient supply chains are a vital necessity for many companies. 
Supply chain management acts on operational processes, divergent and consoli-
dated information flows and interaction processes with a variety of business 
partners. Efforts of recent years are usually facing this diversity by creating and 
organizing central information system solutions. Taking in account all the well-
known problems of these central information systems, the question arises, 
whether cloud-based information systems represent a better alternative to estab-
lish an IT support for supply chain management. 

Aim of this paper is to investigate this question. This is done by considering 
fundamental aspects of cloud-based solutions under the perspectives of the 
SCOR model. We present the SCOR model shortly and provide a current mar-
ket perspective on cloud computing and supply chain from the position of logis-
tics and from the perspective of the software industry. Along the five key 
processes of the SCOR model we evaluate the potential of cloud-based informa-
tion system architectures, and we discuss successful implemented examples 
from practice, but also challenges in future implementation. The paper con-
cludes with recommendations for design and implementation to cloud-based in-
formation system support for supply chain management. 

Keywords: supply chain management, SCOR, cloud computing. 

1 Motivation 

The realization of an efficient supply chain is a challenging task for many compa-
nies. Supply chains are networks which organize manufactures, service providers 
and distribution sites that supply raw material, perform a transformation of raw 
material into both intermediate and finished products and distribute them to the 
customers [1]. Supply chain management (SCM) denotes all task related to manage 
the supply chain like planning and control, organizational structuring, product and 
information flow facility structure, management methods and risk and reward struc-
ture [2]. The importance of establishing and managing relationships among the 
participants of a supply chain is discussed widely [3–5]. With regards to a short 
term perspective, supply chain management is primarily to increase productivity, 
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reduce inventory and inventory cycle times. On a long term perspective, supply 
chain management should lead to increasing market share, customer satisfaction 
and increasing profits for all participants in the supply chain [6]. It is essential to 
realize value-added processes that ensure optimum satisfaction of customer needs. 
In addition, this should be accompanied in accordance to an optimal design of cus-
tomer service processes. Both are goals to conduct a thorough analysis of methods 
cause of supply chain management. This is called the design of logistics processes 
in which various actors are involved [7]. First, the design of supply chains means 
the specification of integrated business processes. Secondly, the question arises to 
the need to implement adequate information systems. Due to the aspect that in the 
inter-company supply chain management business process integration stays in the 
foreground, this leads to the question of appropriate information systems, often 
distributed in the area of information systems. First attempts have been made in 
terms of web-based service-oriented frameworks for establishing IT systems for 
supply chain management [8], which seems a promising way to face the challenges 
of the information flows in complex supply chain. In the wake of the emergence of 
cloud computing and SaaS (Software as a Service), the question can be made 
whether information systems for supply chains can be made more efficient through 
the use of these technologies. 

To answer this question a structured approach in conducted to investigate the im-
pact and opportunities of cloud computing to the establishment of supply chain man-
agement information systems. 

The paper is structured as follows: in chapter 2, a brief introduction to the SCOR 
model is given as research framework. In chapter 3, a market-perspective on cloud 
computing is given to introduce the different aspects, factors and players of cloud 
computing. In chapter 4, an assessment is made on the different aspects of cloud 
computing structured by the perspectives of the SCOR model. In chapter 5, recom-
mendations are given for enhancing information structures for supply chain manage-
ment based on the results of the assessment. Chapter 6 closes with a summary and a 
research outlook. 

2 Research Method 

Aim of the paper is to provide a new insight into the intersection between supply 
chain management and cloud computing. Therefore, we have chosen to develop an 
exploratory conduction of the study. Exploratory studies are suitable for investigating 
contemporary phenomenon within its real-life context [9]. For structuring purposes, 
we have taken the most popular reference model in supply chain management – 
SCOR – as outline for the study. Data for the study came on the one hand from a 
comprehensive literature review and on the other hand from the study of market in-
formation and expert opinion. All the gathered information was classified into the five 
key processes of the SCOR model. From this classification recommendation were 
drawn.  
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3 Investigation Framework SCOR Model 

There exist several business process frameworks in the literature to structure supply chain 
management processes. Hewitt gave a framework consisting of 14 business processes 
which are used by supply chain management executives in practice [10]. Cooper et al. 
identified eight supply chain processes: customer relationship management, customer 
service management, demand management, fulfillment, procurement, manufacturing 
flow management, product development and commercialisation and reverse logistics [2]. 
In order to achieve a holistic view on the opportunities of cloud computing a supply 
chain management processes we decide to take a more high-level framework. The 
framework chosen for such a holistic approach should is the SCOR model (Supply Chain 
Operations Reference-model) [11]. This model was designed by the Supply Chain Coun-
cil as a reference model for describing business processes in the Supply Chain [12]. It 
draws on both corporate as well as enterprise-wide business processes described. SCOR 
has established itself as a model on the market, especially shown by the fact that more 
than 1000 companies worldwide have joined the Supply Chain Council. The active de-
velopment of the model currently in Version 10.0 highlights the efforts to establish the 
SCOR model as a standard in a growing market. It is not only appropriate to look at 
complex supply chains, but it also offers the opportunity to improve basic requirements, 
which contributes significantly to the acceptance of the model. 

The SCOR model includes five key supply chain operations Plan, Source, Make, 
Deliver and Return and is organized into four levels of observation (Figure 1): 

 

 

Fig. 1. SCOR reference model [12] 

The level 1 is the process level and thus represents the highest level of the model 
defined here. The scope of this level is the company and the content of its supply 
chain. There are five processes are considered (see table 1): 
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Table 1. Processes and their content of the SCOR model 

Process Content 
Planning (plan) the interplay of supply and demand 
Sourcing (source) procurement of products, components and services 

for service provision 
Manufacturing 

(make) 
the manufacture of products, intermediate products 

and services to different manufacturing 
Delivery (deliver) the supply of products and services to the customer 

with the appropriate accompanying 
Return (return) to receive a faulty product or return of primary 

products or raw materials to the supplier 

The second level of consideration is the configuration level. On this level of obser-
vation, the core processes are divided into process categories. A distinction is made in 
planning processes, implementation processes and support processes. Linking these 
two levels of observation produces a connection matrix. This matrix represents the set 
of all process combinations that should be used for the construction and development 
of a supply chain between the different business partners. 

The detailing of these processes takes place in the level 3. On this level of consid-
eration the specific process steps, the sequence and the input and output information 
are described. This level of consideration, referred to as a design level, completes the 
SCOR model. The viewing plane 4 is the implementation level, which is not included 
in the model. In this level, it is about company-specific considerations, not by general 
considerations concerning all types of companies. 

4 Cloud Computing – A Market Perspective in the Context of 
Supply Chain Management 

Cloud computing is an issue that is usually placed much attention from IT managers 
in companies meet. The term “Cloud Computing” goes back to a collaboration an-
nouncement between Google and IBM [13]. Before this time, several other technolo-
gies were discussed in the market which may be handles as predecessors of the term 
Cloud Computing like “Grid Computing” [14], “Computer in the Cloud” [15] or 
“Dreaming in the Cloud” [16]. An actual definition of “Cloud Computing” is given by 
Buyya: “A Cloud is a type of parallel and distributed system consisting of a collection 
of inter-connected and virtualized computers that are dynamically provisioned and 
presented as one or more unified resource(s) based on service-level agreements estab-
lished through negotiation between the service provider and customers.” [17]. Break-
ing this rather complex definition down we can describe Cloud Computing as the 
delivering of infrastructure, platform and software in a service model based on a pay-
per-use model provided to the customer [18]. In the market, this differentiation is 
denoted as Infrastructure as a Service (IaaS), Platform as a Service (Paas) and Soft-
ware as a Service (SaaS). 
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Following a recent study by Sterling Commerce, a software provider from Dues-
seldorf, Germany, 87% of senior IT managers in Germany plan the move to cloud-
based information systems in the B2B sector [19]. Main driver according to the sur-
vey is the reason of cost pressure: most companies promise a cost reduction through 
the use of cloud-based IT-structures due to a usage-based billing for services. Other 
aspects are also better use of their own IT staff, a reduction of manual processes and 
improve transparency of processes. Emphasis in the consideration of cloud-based 
systems lies in the areas of security and trust [20].  

4.1 Cloud Computing in Logistics 

In logistics, there exist highly branched communication structures between the differ-
ent market participants. From this arises obviously the question whether cloud archi-
tectures are appropriate to optimize these communication structures. A survey by the 
Fraunhofer Innovation Cluster Cloud computing in logistics actually about 64% of all 
surveyed companies can imagine using logistics software that is not installed locally 
in the house, but on servers which are available on the Internet [21]. Therefore,  
willingness to engage such technologies constructively seems to be present. Larger 
companies (250 employees or 50 million € sales per year) have already been predo-
minantly in the outsourcing experience of data and processes, whereas in small and 
medium enterprises this is rather less the case. In summary, it can be seen, therefore, 
that to depict the willingness to realize logistical processes and their corresponding 
data in a cloud architecture typically exist already in by large companies, but small 
and medium-sized enterprises rather not. This may have its origin, that large compa-
nies are able to build up effective information system structures and to operate them 
accordingly, small and medium-sized companies typically have neither the financial 
nor human resources to realize this. Exactly to these aspects, solutions based on a 
cloud architecture that offers both financial benefits as well by providing services, an 
independence of their IT knowledge achieved. It is expected that this will just be in-
creased by the impact of financial crisis on the logistics market to expand solutions 
based on SaaS (Software as a Service) or Cloud architecture for small and  
medium-sized enterprises [22]. 

4.2 Cloud-Based Solution Providers for Logistics 

There are already some cloud-based solutions that address the specific needs of 
supply chain management adapted. In this concise market view, three directions may 
be distinguished. One direction is the appropriate industry software provider to make 
their existing solution available in a cloud architecture on the market. They make use 
of the corresponding advantages of minimizing risk and often better affordability for 
the customer. On closer examination, it must be said but often that the manufacturers 
usually offer a SaaS model and use less of the specific benefits of a cloud architec-
ture. One example is the British company OmPrompt (www.omprompt.com), one of 
the optimized logistics processes EDI solution in a SaaS architecture offering, thus 
enabling a complex integration of business partners, without requiring that a company 
invest in their own EDI infrastructure. 
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The second direction is the solution providers of platforms that are already being 
used to process the appropriate logistical operations. Here, one can see that taking 
place gradually increasing the supply portfolio. For example, the German company 
Transporeon (www.transporeon.com) provides a logistics platform that offers the 
elements of transport assignment, time slot management and tracking. In addition, a 
reporting and various additional functions are integrated. This platform has been ex-
tended by a special solution to the Book of charging slots. The U.S. company GT 
Nexus offers at international level to a platform that is complemented by a network of 
market participants and can be used not only for the processing of processes, but also 
to establish new business. 

A third variant on the way to the cloud-based solution provider service that can be 
seen is getting the demand for such services from their own customers. These service 
providers are usually distinguished by their business content and use new technolo-
gies to market them accordingly into solutions. Example is Cargoclix 
(www.cargoclix.com), a provider of an electronic marketplace for transport and logis-
tics. Besides the core business for the award of short-and long-term transport  
contracts, has now taken on the marketplace the opportunity to book time slots for 
loading and unloading of trucks. Due to the architecture of the solution offered in the 
form of a seamless market place, this was possible by using existing business content. 

Especially the last example shows that cloud computing is not just a technical as-
pect. The technology allows for existing operators to expand its range, and the reo-
rientation of existing business models. The result is first, a variety of providers for 
certain issues, which usually leads to customers to lower prices for the services. 
Second, to develop new pricing models, as the costs of cloud offerings have to be 
passed on to market participants. This leads to a shift of costs, the classification is still 
observed to date. Overall, it can be stated that the offer is growing cloud-based solu-
tions for supply chain still on, but it offers because of the market situation in the logis-
tics a high potential. 

A study by IDC shows that the expected growth of cloud technology in logistics. 
Small and medium enterprises will significantly benefit from this technology, espe-
cially as regards the cash flow. IDC expects an increase of 19% by 2012 for the  
market of SaaS applications for Supply Chain Management [23]. 

4.3 Market Examples 

There are already several examples existing on the market that describe the successful 
transition of enterprises towards a cloud-based architecture to their logistics systems. 
A current example is the decision of the Mexican brewer Grupo Modelo Group to 
adjust its export logistics to a cloud-based system [24]. Grupo Modelo sells 13 brands 
in 160 countries, including the highly successful beer Corona Extra and making it the 
leading Mexican beer manufacturer. The cloud-based logistics system allows for Gru-
po Modelo an optimized adaptation of products to demand a new level of  
transparency and control of all logistics processes. This example shows that (as al-
ready confirmed in the Fraunhofer-survey), large companies with a high innovation 
ratio are already heavily involved with the new opportunities and demonstrate first 
use of the potentials and improvements in practice. 
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5 A differentiated Assessment of the SCOR Model Involving 
Cloud Computing 

The growing market acceptance and the first successful demonstration projects show 
that cloud architectures have a growing influence on the design of supply chains. Now 
companies are raising the question of how to approach this issue. For this purpose, the 
five main processes of the SCOR model in the context of cloud computing are consi-
dered separately. 

5.1 Main Process: Plan 

The process design of the process Plan includes the planning and management 
processes. In this case, a consultation between the existing resources and future needs 
is done and plans for the entire supply chain and procurement processes for exporting, 
manufacturing and delivery are created. It is a management of the business rules, 
evaluating the performance and various other aspects of the supply chain such as lo-
gistics management and risk management. Finally, an alignment of the plans of the 
supply chain has to be made to the financial plans of the company [12]. 

Overall, it is necessary to synchronize the data and information flow in a cloud-
based application infrastructure with the flow of material and services in the real 
world. To achieve this, there has to be a mapping between elements of the internet 
data and information flow and the elements in the material flow. For this mapping, 
standards like the EPCglobal framework architecture may be used [25]. Another pos-
sibility is to use ID@URI, which describes a mapping between Internet addresses and 
unique product identifier to enrich the products which additional information re-
trieved from other sources in the Internet [26]. 

Subjects presented in example 2.3 of the Grupo Modelo can see that in this area 
a cloud-based architecture can achieve significant positive effects. Just mentioned 
for example the optimized adaptation of products to meet the demand of the cus-
tomers was achieved through closer communication between business partners. 
Despite this successful example in the planning it is still lagging behind in terms of 
appropriate cloud-based solutions. It is observed that the sub-processes are mod-
eled in company-specific implementation, which is more of a hindrance for the use 
of cloud-based solutions. Therefore, existing examples on the market are very 
much tailored to the needs of each project. It is expected that further efforts in the 
standardization process must take place in this area to establish an appropriate 
range of solutions. 

5.2 Main Process: Source 

The process Source includes the acquisition, receipt and inspection of incoming ma-
terial. In addition, it includes the procurement processes and the identification and 
selection of appropriate suppliers. The management of business rules, supplier per-
formance and the processing of specific aspects such as supplier contracts and risk 
management complete the purchasing process. 
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An interesting aspect in the context of cloud architectures is the identification and 
selection of suppliers [27]. In a growing global markets given the task to identify 
competent business partners, gets an ever-growing importance. Traditional search 
mechanisms such as an Internet search using appropriate search engines and a cata-
log-based search in relevant supplier catalogs come very quickly to the limit of their 
possibilities. Especially when it comes to building long-term business relationships 
play next to the question of whether the supplier can provide an appropriate material, 
other factors play a role. These other factors such as reliability and general business 
practices can often only be established beyond pure search engines. Often, here are 
recommendations or personal contacts relevant. Recent studies have shown that the 
proportion of partnerships that have a personal contact as a background take a signifi-
cant proportion of all business collaborations [28]. 

One way to transfer such personal contacts is to provide a digital level like digital 
social networks. Examples such as XING, Facebook show how such digital networks 
are used to generate recommendations and to support new business development. The 
positive effect of digital social networks in the identification of possible business 
partnerships continue in subsequent phases of the selection and qualification. It is 
observed that these compounds are equipped with an increased trust in it [29], which 
influences the negotiations for the conclusion of cooperation and development in the 
course of a business relationship significantly positive. Thus, the integration of a 
component for digital social networking based on a cloud architecture makes an com-
pelling contribution to optimize the supplier identification. 

5.3 Main Process: Make 

The process Make include processes such as production planning, production design, 
assembly, quality control and packing. Even in these areas there already exist soft-
ware solutions, available on a cloud basis and thereby allowing a cloud-based produc-
tion planning. On a closer examination of tenders, it can be seen, however, that all 
offers are substantially SaaS solutions that offer an Internet-based access to a produc-
tion planning system based on an ERP system. A true cloud solution is not yet  
apparent. 

The manufacturing processes have in common is that they can be highly indivi-
dualized. Almost every manufacturing company has its own manufacturing 
processes that often make the value of the company through their individuality. 
Cloud solutions are living in standards: in the data formats, the information formats 
used in the processes. Standardized processes with the standard interfaces for inte-
gration. It is expected that the production area still needs some development in or-
der to exploit the potential of cloud architectures. A promising way seems to be the 
establishment of cloud-based process management infrastructures which are suita-
ble for a flexible composition of functional components [30]. These platforms are 
able to provide basic information and process infrastructure which may be delivered 
from a cloud provider. Based on this platform it would be suitable to define compo-
nents for the functionality for supply chain management processes which will be 
provides from different suppliers. 
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5.4 Main Process: Deliver 

The delivery processes include order processing and warehouse and transportation 
management. In these areas, currently the widest field of existing services can be 
recognized. In the area of order processing, there are corresponding CRM systems 
available on cloud-based systems or in a SaaS architecture. Order processing has the 
advantage to be more homogeneous in the processes in many areas, so that a variety 
of vendors can adopt them. A distributed control structure of employees with tasks in 
the order management favors the development of cloud-based systems. But also in 
transport management there is already a large number of solutions that can be in-
cluded as part of a cloud-based overall architecture. 

An outstanding example is the logistic tracking, which is now offered by virtually 
every logistics company for its business customers, but also for private clients. Here, 
there are small components that can be used to offer its customers the appropriate 
information service. An example is the UPS provided widget that evidence (wid-
get.ups.com). This widget is a software component for the desktop of a computer. In 
this component, UPS displays relevant data to the particular user information about 
their deliveries available. It is expected that such components make a large contribu-
tion in the future motivated through the standardization of processes and information 
to realize significant potential for cloud-based solutions in the delivery processes. 

5.5 Main Process Return 

The return processes include the return and the withdrawal of all in the course of the 
supply chain resulting undesirable or not or no longer needed goods. The areas of the 
withdrawal process are currently largely not directly related to cloud-based solutions 
supported. Support refers indirectly to the offer to the CRM solutions and an offer to 
the logistics solutions instead. These sub-processes are integrated to optimize the 
return about a product or the award of an RMA number. Dedicated solutions for the 
return area are currently not identified yet on the market. Nevertheless, it is expected 
to be created solely on the basis of existing legislative provisions here relevant offers, 
which can then be re-integrated under a cloud architecture into an existing offer. 

6 Approaches and Recommendations 

In summary, it can be stated that cloud computing will act as an essential enabler for 
future supply chains. To take advantage of the benefits as a company, it is essential to 
keep for a rapprochement with the main processes which already have a correspond-
ing range of solutions. Moreover, it is beneficial to have a focus on the following 
aspects: 

─ Cooperation 
Cloud-based information system architectures are a key technology for an in-
house, but just a single enterprise-wide collaboration. Intra-company cooperation 
in this case relates to issues such as seamless data availability and uniform  
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interfaces to different business areas as well as integration of mobile business 
processes. Company-wide collaboration focused on issues such as the sharing of 
business-related information among the participating partners as well as efforts on 
the standardization of business processes. 

─ Central Information and Process Models 
In a cloud architecture, it is necessary that all partners use common data and 
process models to ensure interoperability. For example, a transfer order has to be 
described uniformly, regardless of the logistics company that created it. The chal-
lenge here is that a consensus is found on a common information structure and 
process among the partners. In these areas there are several standardization efforts 
(ecl@ss [31], BMECat [32], etc.) to establish a firm and generally accepted infor-
mation modeling. It is assumed that precisely the key processes and information 
models enable the real growth lever for cloud-based solutions in the supply chain. 
The central idea of standardized items such as purchase orders, delivery notes or 
product numbers, held in one central place, accessible to all participants with rele-
vant information flows transferred, changes the idea of supply chain management 
to a new level. Furthermore, seamless integration of mobile business processes will 
extend the influence of a well-organized decision base.   

─ Community Idea 
Whether cloud technology is a nice-to-have technology or provides a real econom-
ic advantage for all concerned, lies in the possibility of forming a community. 
Community here means a set of electronic communications related merger of  
various market participants with the common goal of business to succeed. It has al-
ready started some providers of marketplaces in supply chain to establish functio-
nality on their platform, enabling a closer personal collaboration. This enables 
market participants (and in this sense, the people who participate in this market) 
exchange messages and data, and set up user profiles that reflect their role and in-
terests in the market. These solutions leverage the already connected networks of 
suppliers, customers and other partners with the aim of routine processes to im-
prove the cooperation. 

7 Summary and Outlook 

Aim of this paper was the investigation of influence and opportunities of cloud com-
puting to the establishment of supply chain management information systems. To 
answer this question, a structured assessment has been conducted by using the SCOR 
model as assessment perspectives. The SCOR reference model was taken to identify 
the potential of cloud computing in every single process step of the model. By means 
of a literature study, in addition to the discussion of existing examples in the market, 
it could be shown that in every main process of the process model, cloud computing 
may act as enabler for future requirements. It could be shown that in the Plan, Source, 
Deliver and Return processes the potential of cloud computing technologies is signifi-
cant, whereas in the process Make we see that there is a lack of support. Reason for 
this might be the individuality of the manufacturing processes of every company. 
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From this structured assessment, three basic recommendation could be given to guide 
companies in the enhancement of supply chain management information systems 
through cloud computing. 

Future research will take care of a more in-depth view of the subprocesses of the 
SCOR model to identify single process steps which may be enhanced significantly 
through cloud computing technologies. In addition to this, a broad market study will 
be conducted to evaluate existing offerings of cloud-based solution to the require-
ments of current and future supply chain management solutions. 
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Abstract. The prevalence of smart devices allows people to record their space-
time status. This paper focuses on exploiting user space-time status and the re-
lated semantic information for service recommendation. Firstly, event DAG is 
employed to organize the space-time information generated based on the  
service invocation history. Generation algorithm of the event DAG is then  
proposed. Secondly, a novel collaborative filtering based recommendation algo-
rithm is designed. Potentially interesting services in the target node and its sub-
sequent nodes can be recommended. In our implementation, the user space-time 
status is generated from the 4D city models (3D location + time) with semantic 
information. A prototype system is implemented to generate service invocation 
logs of different users. These simulative logs are utilized to evaluate the  
effectiveness and efficiency of our proposed method. 

Keywords: 4D city model, space-time status, service recommendation. 

1 Introduction 

Along with the development of wireless networking, portable mobile devices and 
mobile broadband Internet access technologies [1,2], it becomes convenient to acquire 
space-time status of the mobile user. It is possible for the user to enjoy recommenda-
tion of services at any time in any place. The requirements of the people are related 
with their location and time. Meanwhile, the prevalence of Web 2.0 technologies 
leads to a great increscent of real time generated data [3]. It is getting more difficult to 
make a recommendation for a user because of not only huge amount data, but also 
lack of semantic information of the user. 

This paper focuses on exploiting space-time status and related semantic informa-
tion of users for service recommendation. The location of the user can be obtained by 
the GPS or mobile positioning method. The semantic information of location can be 
gained from the semantic city models. The OGC 3D city model standard [4], Ci-
tyGML, defines the semantic representation of urban objects e.g. the usage of a build-
ing. Based on the position and semantic 3D city models, we can identify the semantic 
location of the user e.g. a shopping mall, a traffic station or a hospital. By combining 
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3D location and time (or 4D city model), more semantic information will be revealed 
such as local holiday, weather condition, big events, and so on. In this paper, the con-
cept of service is not limited to Web Service, but the activity from which people can 
reap the benefits e.g. alarm clock, news, traffic, discounting, and so on. 

It is possible and necessary to recommend the services for the users according to 
their positions and the current time. In fact, the requirements are not limited to the 3D 
location and time but their semantic information behind. In this paper, we try to find 
out the relationship between user requirements and their space-time status information 
and make use of that for the service recommendation. 

The rest of the paper is structured as follows. Related work is given in section 2. 
Section 3 describes the definition and generalization of user space-time status. Section 
4 gives the service recommendation mechanism based on the proposed space-time 
status. A stimulated case study is shown in section 5. Section 6 concludes the whole 
paper. 

2 Related Work 

2.1 Recommender Systems 

In recent years, recommender systems have emerged as one tool helping people look 
for items that they are interested in. The items include commodity products, movies, 
advertisements, CD, Web services, and so forth. The recommendation algorithm, the 
kernel of recommender systems, has been a hot research topic for a long time. The 
initial algorithm used by recommender systems is the content-based algorithm which 
suggests items that are similar to the ones the current users has shown a preference for 
in the past [5]. Content-based algorithm relies on rich content descriptions of the 
items (services for example) that are being recommended. For instance, if a recom-
mender system wants to suggest a coat, the content-based algorithm will depend on 
information such as brand, style, color, price, etc. Therefore, the designer of the con-
tent-based algorithm should obtain abundant domain knowledge which may not be 
readily available or straightforward to maintain. 

Collaborative filtering (CF) is different from the content-based methods. It collects 
opinions from users in the form of ratings on items. Its advantage over the content-
based algorithms is that the CF algorithm does not need a representation of the items 
but only rely on historical information of users. CF algorithms can be divided into two 
categories: neighborhood-based approach and latent factor models [6]. User-based CF 
(UCF), a representative neighborhood-based CF algorithm, is adopted by a multitude 
of well-known recommender systems such as Tapestry, MovieLens, Amazon Book 
Store, YouTube, Facebook, and so forth. UCF utilizes the opinions from a user’s k 
nearest neighbors (kNN) to help the user to identify his/her interested content from an 
overwhelming set of potential choices. In this paper, we propose a new CF algorithm 
in order to incorporate semantic 4D (space-time status) information for improving the 
recommendation. 

Adomavicius et, al. use a multi-dimensional approach to incorporate contextual in-
formation [7]. Zheng et, al. report on a personalized friend and location recommender 
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for the geographical information systems (GIS) on the Web [8,9]. GPS trajectories in 
[8,9] are collected by 75 volunteers over a period of one year. Limited by time and 
condition, the experimental data utilized in this paper is generated by a simulator. 
However, smart devices will be equipped on volunteers in the future in order to gen-
erate genuine dataset including space-time status of users and service invocation 
records. 

2.2 Context Generation  

Context aware computation is an interesting subject for many researchers [10-12]. 
Context is the information/data for characterizing the situation of an entity e.g. a per-
son, place, or object that is considered relevant to the interaction between a user and 
an application, including location, time, activities, and the preferences of each entity 
[13,14]. The existing context information employed in the service recommendation is 
mainly about the user [15]. Along with the development of mobile techniques, the 
location based context information can be gathered for recommendation [16]. Quercia 
et al. [17] use location data from mobile phone to recommend the social events. 

By reference to the 3D city models, not only location but also the semantic infor-
mation of the location can be retrieved. Kolbe [18] suggests the semantic information 
should be contained in the 3D city models, and OGC issued the 3D city model repre-
sentation standard CityGML [4]. Many cities such as Berlin, Stuttgart have delivered 
their official 3D city models online in CityGML. We can expect the semantic 3D city 
model will be available as the city information infrastructure. Through the semantic 
3D city models, we can further get the semantic information of a position. 

Based on the semantic information of the 3D city models and the time of user ser-
vice invocation, we can get the space-time status about the service which is essential 
in the user service recommendation, because most of people have the experience that 
the need certain service when they are in certain place at certain time. Therefore, the 
space-time status of user will be generated and stored for the service recommendation 
in this paper. 

3 Space-Time Status 

3.1 Definition 

We use directed acyclic graph (DAG) to organize the space-time information generat-
ed during the service invocation. The DAG is defined as follows: 

Definition 1 (Event DAG, G): A DAG G=<N, E> consists of a set of nodes N 
representing the events and a set of directed edges E representing dependencies 
among events. Assume there are n nodes and m edges, namely N={nodei|0<i<n}and 
E={edgej|0<j<m}. A event node nodei=<Time, Location, Services> consists of time, 
location and invoked services. The edge set E contains edges <nodea, nodeb, 
ber>∈E for each event nodea (parent) that nodeb (child) depends on. 

In fact, a node represents an event: the services invoked in a space-time coordi-
nate (time, location). The edge is the number of the conversion from nodea to nodeb. 
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The time is an interval containing start and end. In this paper, the time is looped  
by the week that most people apply to. In the city area, the surrounding city objects 
affect the selection of services. For example, we trend to check in to the nearby hotel 
when the time is late; or find out the closest public traffic facilities. The location is 
defined as follows: 

Definition 2 (Location): The Location={City_objecti|0<i<nc}is composed by the 
surrounding city objects. A city object is denoted by City_objecti = {Type, Class, 
Function, Usage} where Type = {Building | Transportation | WaterBody | Vegetation | 
City furniture} and Class, Function, Usage are specified in the CityGML standard. 

The definitions of the Class, Function and Usage have been specified in the Ci-
tyGML standard. Generally, each city object has the attributes class, function and 
usage, unless it is stated otherwise. The class attribute can occur only once, while the 
attributes usage and function can be used multiple times. The class attribute describes 
the classification of the objects, e.g. road, track, railway, or square. The attribute func-
tion contains the purpose of the object, like national highway or county road, while 
the attribute usage may define if an object is e.g. navigable or usable for pedestrians 
(OGC, 2008). For example BuildingType can be habitation, sanitation, sport, educa-
tion, traffic; BuildingFunction can be office building, court, post office. 

The services of a node are the user’s invoked services during the time interval at a 
certain location. The semantic 4D (3-dimensional location + time) and the history of 
the services become the basis of the recommendation. 

3.2 Generation 

To generate the DAG of user status, we need the service invocation log and the city 
object database. Initially, the DAG only contains two nodes: the start node and the 
end node as shown in Fig. 1(a). We then read the service invocation log one by one 
and construct or modify the DAG accordingly as in Fig. 1(b). 

In our implementation, the user log is formatted as: L=<ID, TS, P, S> in which ID 
is the user identity, TS is the time stamp, P is the coordinate of the user represented by 
(x, y, z) and S is the invoked services. The user log can be automated gathered from 
the “smart devices” with GPS function. In the specific recommend system, the S 
should be filtered to preserve the interested target services and remove these uninte-
rested ones. 

Another resource required for the user DAG creation is the city object database. It 
should provide the function of objective inquiring from coordinate. The stored city 
objective not only contains the general semantic information such as name, function, 
type etc. but also the personal semantic information. For example, one building may 
be the home for a person and also the work place for another people. Also the time 
can be decided the personal semantic, such as a same road in different time may be 
the way home or way work in different time. Therefore, the inquiring is processed in 
two steps: the first is getting city object (building, road etc) from the coordinate; the 
second is getting personal semantic information. The semantic information will be 
recorded in the nodes of user space-time status which are the many bases to imple-
ment the recommendation. 
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(a) (b) 

Fig. 1. An example of the space-time DAG 

From the user log, DAG of user space-time status is generated as following three 
steps: 

Step 1: Initialization Initially, the DAG of user space-time status just contains two 
controlled nodes start and end without real semantic information. We define the cur-
rent node (CN) indicating the present status of the user. The current node is point to 
the start node in the beginning. 

Step 2: Updating In the updating step, fetch one record in the user log as current 
record. Assume the current record Li=<IDi, TSi, Pi, Si>, and the current status is no-
dej=<Timej, Locationj, Servicej>. Then the updating process can be implemented ac-
cording to the pseudo-code in table 1. Since the time is cycled in the week basis, the 
current status will automatically go to the start point when the week is over. 

Step 3: Simplification Usually the generated user space-time status DAG may con-
tain many nodes and edges when the user log data is large. Therefore, it is necessary 
to simplify the DAG for faster matching. In the proposed framework, we detect the 
number of service invoking recorded in edge. If the number is smaller than a set value 
and one of the nodes in the edge is one degree node, the edge and its connected de-
gree one node will be removed. 

Table 1. Pseudo-code of the user space-time status DAG generation 

Input:  Lset: user service invocation log set 
Output:  G=<N, E>: a DAG to describe the user space-time status 

1: Initiate the G=<N,E> in which N={Nodes, Nodee} E={<Nodes, Nodee, 0>}; 

2: Current Node CN=Nodes; 

3: for all Si ∈Target Service Set 

4:   Locationi = getLocation(IDi, TSi, Pi); 

5:   if locationi is the same as the location of current node 

6:      extend time of CN to TSi; add Si into the services of CN 
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7:      continue; 

8:   else 

9:      for every nodel in edgel <CN, nodel, n>  

10:       if locationi is the same with location in nodel 

11:          extend time of nodel to TSi; add Si into the services of nodel;  

12:          Edgel.n+=1; set CN to nodel; 

13:          continue; 

14:       end if 

15:     end for 

16:  end if 

17:  nodek=<TSi, Locationi, Si>; edgek=<nodej,nodek,1>; 

18:  add nodek into N; add edgek into E; 

19: end for 

20: remove the edge with its n value smaller than 5 and the degree of one of its node is 1. 

4  Recommendation Based on Space-Time Status 

Service recommendation in this paper aims to provide potentially interesting services 
when the user is in a target node. Furthermore, potentially interesting services when 
the user is the next possible nodes will be also recommended. For instance, assuming 
the target node of a child is <(7:30, 8:00), home> of which the next possible nodes 
include <(8:30, 11:30), school>, <(9:00, 12:00), carnie>, or <(8:20, 9:20), bookstore>, 
all potentially interesting services in these four nodes will be recommended by the 
proposed approach. First, kNN are selected based on the distance computation. 
Second, the list of recommended services in the target node is generated. Third, the 
lists of recommended services in subsequent nodes are generated. 

4.1 Distance Computation among Nodes and kNN Selection 

The distance between two nodes in G is measured by the semantic 4D information 
including time, coordinate, semantic information of city object. The variable types of 
these data are heterogeneous. For instance, time and coordinate are interval-scale 
variables, and type, class and function are categorical variables. We propose to utilize 
Eq. (1) to compute the distance between nodea and nodeb.                     , = ∑ ∑                     (1) 

Assume there are p variables of the semantic 4D information. In Eq. (1), if nodea or 
nodeb do not assign a value to the f-th variable, δf

ab=0; otherwise δf
ab =1. The distance 
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of the f-th variable between nodea and nodeb is written df
ab which depends on the vari-

able type. We divide the computation of δf
ab into two cases according to variable 

types. 

─ Case (1). the f-th variable is binary variable or categorical variable: if xaf =xbf, 
dfab =0; otherwise dfab =1. 

─ Case (2). the f-th variable is interval-scale variable: time and coordinate belong 
to this type. Manhattan distance is employed to measure the distance of this 
type. Let <xi, yi> and <xj, yj> denote coordinates or time interval of nodea and 
nodeb respectively, and dfab can be computed as Eq. (2) shown.                                           = + | |        (2) 

Selecting kNN of nodes is an important step for making accurate recommendation. 
Let nodet denote the target node and kNN(nodet) denote k nearest neighbors of nodet. 
Based on the distance calculated by Eq. (1), we select k nodes whose distance with the 
target node are as small as possible. 

4.2 Recommendation in the Target Node 

This phase predicts the potentially interesting services in the target node on the basis 
of its top-k neighbors. Since Services in nodei is a binary vector where Si=1 denotes 
the user has invoked Si, we predict the interesting degree according to the number of 
votes of kNN(nodet). Let St,j denote predicted interesting degree of Sj in nodet, and St,j 
is given by Eq. (3).                     , = ∑ , ,∈ NN  (3) 

where Sk,j is the binary value of Sj in nodek, and distance(nodet, nodek) represents the 
distance between nodei and nodek which is calculated as mentioned in Eq. (1). Then, 
top-N services having the most votes are recommended as recommended services in 
the target node. Let RSTN(nodet) denote the list of recommended services in the target 
node, and RSTN(nodet) is given by Definition 3. 

Definition 3 (Top-N recommended services, RSTN(nodet)). RSTN(nodet) is a set of 
services with the size N and satisfies that ∈ , ∈ ,  , , , where  is the 
complementary set of RSTN(nodet). 

Once we have calculated predicted interesting degrees for all services in nodet, the 
list of recommended services with size N can be readily obtained. 

4.3 Recommendation in Subsequent Nodes 

The target node has several subsequent nodes. The edge between two nodes 
represents the number of the conversion from which the probability of this conversion 
can be calculated. Let  be the m-step node from the nodei, and , , … ,  be the path from nodet (nodet= ) to . Let 
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,  denote the probability between  and , and ,  
denote predicted interesting degree of Sj in the t-step node from the nodei. ,  can be 
computed by Eq. (4).                          , = , ∏ ,    (4) 

where Sm,j represents predicted interesting degree of Sj in , and Sm,j can be cal-
culated by Eq. (3). As the increase of m, ,  verges on a minimum value and the 
strength of ,  for service recommendation reduces sharply. It is in accordance with 
the fact that the longer distance between two nodes is, the lower accuracy of predic-
tion is. From the Definition 3 and , , top-N services in  can be obtained. 

5 Case Study 

Since there is no open dataset including GPS trajectories and service invocation histo-
ries, we design and implement a prototype system in order to generate service invoca-
tion logs of different types of users. We then generate event DAG based on these logs 
and recommendation in nodes of DAG. In this section, we first present the setup of 
our prototype system, including user types, events, services and places. Then, we 
report the experiments of event DAG generation and recommendation based on 
space-time status. 

5.1 Setup 

The prototype system simulates behaviors of different types of users on workday or 
weekend. The user behavior in one day consists of a series of random events in which 
service invocation histories are kept. Table 2 depicts user types, events, services and 
places of the prototype system. 

Table 2. Attributes and possible values of our prototype system 

Attribute Possible Values 
user types young man | young woman | old man | old woman | child 

events get up | eat breakfast | trip | working | eat lunch | shopping | entertainment 
services alarm_clock | news | traffic | Internet | print| repast |group_purchase 
places home | office | school | road | bazaar | restaurant | bookstore | carnie | resort 
 

Service invocation logs of users are generated in two scenarios that are workday 
and weekend respectively. For example, a young woman might prefer to read world 
news in the workday morning, and on weekends to read movie reviews and do  
shopping. 
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5.2 Experimental Results 

5.2.1   Event DAG Generation. 
Event DAG generation algorithm shown in Table 1 is implemented in our prototype 
system. In this section, we utilize an example to reveal the process of the event DAG 
generation. Table 3 gives a representative log of a young woman on Wednesday and 
Saturday. Adjacency list is employed to store the event DAG in our implementation. 
Fig. 2(a) gives the output of the adjacency list obtained from the log in Table 3, and 
Fig. 2(b) shows the corresponding DAG of Fig. 2(a). 

Table 3. An example of user log 

EventID UID UType Day Start-time End-time Location Invoked Services 

1 6 YWoman Wednesday 7:30 8:00 home alarm_clock 

2 6 YWoman Wednesday 8:00 8:30 home newspaper, news 

3 6 YWoman Wednesday 8:30 9:00 road news, traffic, entertainment 

4 6 YWoman Wednesday 9:00 12:00 office Internet, print 

5 6 YWoman Wednesday 12:00 12: 30 carnie repast 

6 6 YWoman Wednesday 12:30 14: 00 rest_area entertainment 

7 6 YWoman Wednesday 14:00 17:30 office Internet, print 

8 6 YWoman Wednesday 17:30 18:00 road news, traffic, entertainment 

10 6 YWoman Wednesday 22:00 7:30 home entertainment 

1 6 YWoman Saturday 7:30 8:00 home alarm_clock 

2 6 YWoman Saturday 8:00 8:30 home newspaper, news 

3 6 YWoman Saturday 8:30 9:00 road news, traffic, entertainment 

11 6 YWoman Saturday 9:00 12:00 bazaar discount, group_purchase 

5 6 YWoman Saturday 12:00 12: 30 carnie repast 

6 6 YWoman Saturday 12:30 14: 00 rest_area entertainment 

12 6 YWoman Saturday 14:00 17:30 resort sing, film 

8 6 YWoman Saturday 17:30 18:00 road news, traffic, entertainment 

10 6 YWoman Saturday 22:00 22:30 home entertainment 

 

(a) 
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(b) 

Fig. 2. The adjacency list and its corresponding DAG 

5.2.2   Performance of the Recommendation 
Service invocation logs of  different types users in one week are generated firstly. An 
event DAG is constructed for one user in a week. We then select some target nodes 
and some of their subsequent nodes, and suppose the invoked services in these se-
lected nodes are unknown. The list of recommended services are generated by the 
method mentioned in Section 4. Performance of the recommendation method is eva-
luated by comparing the list with the logs. The metric of Precision is defined as fol-
lows: =                            (5) 

In Eqs. (5), Nrs is the number of services in both recommended list and the list of in-
voked services recorded in the log, and Ns is the length of the recommended list. 

The first experiment investigates how m affect the accuracy. We range m from 0 
to 6 and set k=8 and N=5. We select 10 target nodes in the event DAG of five types 
of users on workday and weekend respectively. Fig. 3 shows how the precision of 
recommendation vary with the increase of m. As m increases, the precision decreases 
firstly and then varies irregularly. The smaller distance from the target node is, the 
higher precision is. However, when m reaches a bigger value, the stringency of rec-
ommendation reduces sharply, resulting in the irregularity of the precision variance. 

 

Fig. 3. Impact of m on precision of recom-
mendation 

Fig. 4. Impact of k on precision of recom-
mendation 

The second experiment investigates how k affect the accuracy. We select 10 target 
nodes in the same way. And we range k from 6 to 15 and set N=5. Recommendation 
results on the target nodes and their single-step nodes are recorded. The experimental 
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results shown in Fig. 4 indicate that as the increase of k, precision in two scenarios 
increases firstly and then tends towards stability. Therefore, it is not necessary to se-
lect nearest neighborhoods as much as possible. 

6 Conclusion 

This paper focuses on exploiting space-time status and its related semantic informa-
tion of users for service recommendation. We propose to utilize event DAG to  
organize the space-time information generated during the service invocation. The 
generation algorithm of the event DAG is also proposed. Based on the event DAG, a 
novel collaborative filtering based recommendation algorithm is presented. Potential-
ly interesting services in the target node and its subsequent nodes can be recommend-
ed. A prototype system is designed and implemented to generate service invocation 
logs of different users. We then utilize an example to elaborate the process of the 
event DAG generation. Finally, how parameters m and k affect the precision of rec-
ommendation is demonstrated by experimental results. 

In the future, smart devices will be purchased and volunteers will be recruited so 
that abundant realistic service invocation logs with 4D city model can be obtained. 
We will propose more skillful recommendation algorithms and conduct more detailed 
experiments. 
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Abstract. Workflow technology is applied in the mobile computing 
environment to improve the efficiency of modern business collaboration. 
Business process modeling language is a core element in WFMS (Workflow 
Management Systems). Business process model includes multiple views: 
activity view, artifact view and role view. Based on the similarity between 
multi-view business process modeling and object Petri nets, this paper proposes 
the MOPN-WF-net model which is a multi-view business process model based 
on multi-object Petri nets. To ensure the soundness of MOPN-WF-net, we 
propose an approach to check ordering constraints for necessary conditions of 
soundness property with invariant analysis. 

1 Introduction 

Workflow technology is applied in the mobile computing environment to improve the 
efficiency of modern business collaboration. A critical success factor for current 
enterprises is how to catch the details of business process nicely and timely. An 
important trend of modern business process management is that the details of business 
process become more and more complex. As we know, WFMS can manage and 
monitor business process. Process modeling language is a core element in WFMS [2]. 
A complete business process model includes multiple views: activity view, artifact 
view and role view. We should provide a paradigm to model multi-view business 
process so that each view of the business process can be checked and monitored in 
time. According to the principle of “Separation of Concerns”, by investigating the 
similarity between multi-view business process modeling and object Petri nets, this 
chapter proposes MOPN-WF-net which is a multi-view business process model based 
on object Petri nets and enhances the reusability and the flexibility of business process 
modeling. The model includes two-level models: system net and object net. As an 
example, a multi-view paradigm including activity views and artifact views is 

                                                           
* This work was supported by NSFC (61100039, 61021062, 60973044, 61073030, 61003019, 

and 61073031), the Fundamental Research Funds for the Central Universities, and the Fund 
of State Key Laboratory for Novel Software Technology. 
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provided. Activity views are described by system nets and artifact views are described 
by object nets. 

To ensure the business process model can be completely and correctly executed by 
the WFMS engine, the soundness property [1] of the process model must be taken 
into account. Towards the soundness of MOPN-WF-net, this paper presents some 
ordering constraints as necessary conditions based on invariant analysis.  

The paper is structured as follows. Section 2 applies MOPN (Multi-Object Petri 
Nets) to model multi-view business process, and define the MOPN-WF-net model 
(MOPN-based Business process net). Section 3 provides some necessary conditions 
about the ordering constraints for the soundness of MOPN-WF-net. Section 4 presents 
the approach to calculate ordering relations with invariant analysis, which can be used 
to checking the ordering constraints for soundness of MOPN-WF-net. Section 5 
provides some case study of invariant analysis for ordering constraints of multi-view 
business process model. Finally, we conclude this paper. 

2 MOPN-WF-Net for Multi-view Business Process Modeling 

As Figure 1 shows, a complete business process model includes several views: 
activity view, artifact view, role view [4]. In order to fully understand and monitor the 
business process, business process modeling should contain multiple views of 
business process. The multi-view paradigm separates the activity view modeling and 
the artifact view modeling clearly, and combines the interaction relations between 
activity view and artifact view. 
 

 

Fig. 1. Basic elements of business process model 

According to the principle of “Separation of Concerns”, the different views of 
business process should be modeled separately. In order to model multi-view of 
business process and describe the interaction relations between different views 
clearly, based on the similarity between multi-view business process modeling and 
object Petri nets, this paper proposes MOPN-WF-net which is a multi-view business 
process model based on object Petri nets. This paper applies the Valk’s “Object Petri 
Nets” to model multi-view business process model [6, 7, 12]. From the structural 
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perspective, the object Petri net model includes two levels: system net and object net. 
There are interaction relation set between system net and object net.  

As an example, combining the activity view and the artifact view, activity view is 
modeled by system net and the artifact view is modeled by object net. The tokens in 
the system net represent the behavior of some artifact views. The interaction set 
between the system net and the object net describes the interaction relations between 
the activity view and the artifact view. Based on the above idea, the activity view and 
the artifact view can modeled separately and clearly, in the meaning while, the 
interaction set can combine the activity view and the artifact view. The MOPN-WF-
net includes multiple views of business process model, which is characterized with 
clearer hierarchy, simpler structure, and more extendibility. In general, based on the 
MOPN-WF-net model, the role view can be attached to activity view too. The basic 
concepts can be referred to [10, 11]. 

Definition 1. A Multi-Object Petri Net (MOPN) is a triple ),,( ρSONSNMOPN = , SN  

is the system net, SON  is the set of object nets, ρ  is the interaction set between SN 
and SON .  

(1) ),,,( 0MFTPSN =  is a Petri net;  

(2) },...,,{ 21 nS ONONONON = is the finite set of object nets, )ˆ,ˆ,ˆ,ˆ( 0kkkkk MFTPON =  is a 

Petri net, which is the element of SON , on the other hand, it is the referred object 

of SN’s token labled with number k. k
k

n

TT ˆˆ
1=

= ∪ , k
k

n

PP ˆˆ
1=

= ∪ ; 

(3) kk TT ˆ×⊆ρ  is the interaction relation set between SN and kON , k
k

n

ρρ
1=

= ∪ .      □ 

For applying the MOPN to model multi-view business process, we need to define 
MOPN-WF-net (Definition 2). As a paradigm (see Fig.2), combining the activity 
view and the artifact view, in the business process model, the activity view is on the 
core position, and several artifact views are attached to the activity view. This 
paradigm can improve the flexibility and the scalability of the business processes [9]. 

 

 

Fig. 2. A multi-view business process modeled by MOPN-WF-net 
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Definition 2. A ),,( ρSONSNMOPN =  is MOPN-WF-net iff  

(1) ),,( FTPSN =  is a WF-net, which describe the activity view of business process. 
SN has two special places: SNi  and SNo . SNi  is the source place φ=• SNi , and 

SNo  is the sink place φ=•SNO .  

(2) },...,,{ 21 nS ONONONON =  is the set of object nets. Here n is a finite natural 

number. )ˆ,ˆ,ˆ( kkkk FTPON =  is WF-net and describe the artifact view of business 

process. ONk has two special places: 
kONi  and 

kONo . 
kONi  is the source place 

φ=•
kONi , and 

kONo  is the sink place φ=•
kONo .  

(3) kk TT ˆ×⊆ρ  describes the interaction relations between activity view SN and 

artifact view ONk. The total set of interaction relations between SN and ONS is 

denoted by k
k

n

ρρ
1=

= ∪ .     

(4) })ˆ,(|{)ˆ( kk ttTtt ρρ ∈∈=  denotes the transition set in SN having interactions with 

t̂  in ONk. })ˆ,(|ˆˆ{)( kkk ttTtt ρρ ∈∈=  denotes the transition set in ONk having 

interactions with t in SN.                                                    □ 

The initial state of MOPN-WF-net is ),()ˆ,.(:},...,1{ 00 kONSNk iiMMONnk =∈∀ , so 

the total initial state of MOPN is ),...,,(),...,,(),,((.
210 kONSNONSNONSN iiiiiiMarkMOPN =  

)),(
nONSN ii . The corresponding total final state of MOPN is 

)),(),...,,(),...,,(),,((.
21 nk ONSNONSNONSNONSN oooooooofinalMOPN ＝ . 

In order to ensure that the business process model described by MOPN-WF-net can 
be completely and correctly executed by process engine in WFMS, soundness 
property of the process model should be considered. In WF-net, essentially, 
soundness property is the combination of two basic properties of Petri net: liveness 
and boundedness [1].  

Because MOPN-WF-net is a multi-dimensional net and its firing rules are different 
from traditional Petri net, compared to the definition of soundness of WF-net and 
according to firing rules of object Petri nets [12], we define the soundness property of 
MOPN-WF-net as follows. 

Definition 3. MOPN-WF-net is sound, if and only if: 

(1) ⇒⎯→⎯∀ )ˆ,.(),.(:)ˆ,.( * MMONiiONMMON kONSNkk k

),.()ˆ,.( *

kONSNkk ooONMMON ⎯→⎯ , ),.(
kONSNk iiON  is the initial state of kON , 

),.(
kONSNk ooON  is the final state of kON . 

(2) ∧⎯→⎯∀ )ˆ,.(),.(:)ˆ,.( * MMONiiONMMON kONSNkk k

⇒≥ )),.()ˆ,.((
kONSNkk ooONMMON ),.()ˆ,.(

kONSNkk ooONMMON =  

(3) Ttnk ∈∀∈∀ }.,...,1{ ,  
a) if φρ =)(tk , then 
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⎯→⎯∃ *),.(:)'ˆ,'.(),ˆ,.(
kONSNkkk iiONMMONMMON

)'ˆ,'.()ˆ,.( ],[ MMONMMON k
t

k ⎯⎯→⎯ λ ;  

b) if φρ ≠)(tk , then  

⎯→⎯∃∈∀ *),.(:)'ˆ,'.(),ˆ,.().(ˆ
kONSNkkkk iiONMMONMMONtt ρ

)'ˆ,'.()ˆ,.( ]ˆ,[ MMONMMON k
tt

k ⎯⎯→⎯ . 

(4) kTtnk ˆˆ}.,...,1{ ∈∀∈∀ ,  

a) if φρ =)ˆ(tk , then  

⎯→⎯∃ *),.(:)'ˆ,'.(),ˆ,.(
kONSNkkk iiONMMONMMON

)'ˆ,'.()ˆ,.( ]ˆ,[ MMONMMON k
t

k ⎯⎯→⎯λ ;  

b) if φρ ≠)ˆ(tk , then 

⎯→⎯∃∈∀ *),.(:)'ˆ,'.(),ˆ,.().ˆ(
kONSNkkkk iiONMMONMMONtt ρ  

)'ˆ,'.()ˆ,.( ]ˆ,[ MMONMMON k
tt

k ⎯⎯→⎯  .         □ 

3 Ordering Constraints for Soundness of MOPN-WF-Net 

To ensure the soundness of MOPN-WF-net, we will provide some necessary 
conditions about ordering constraints for soundness of MOPN. We firstly introduce 
the ordering relations [3] between two transitions, and then provide some necessary 
conditions about ordering constraints for soundness of MOPN.  

Let ),,( FTPPN =  be a workflow net, T be transition set, *T∈σ  be a process 

firing sequence and ⎯→⎯= σσ ][|{ iW ]}[o  be the set of process firing sequences. For 
example, a1a2a4a5a7a8 is a process firing sequence.  

Definition 4. (Ordering Relations). Let ),,( FTPPN =  be a circuit-free Petri net, 
Taa ∈21,  are two transitions in PN. 32211 σσσσ aa=  and 31221' σσσσ aa=  are two 

possible process firing sequences in PN such that ][][ oi ⎯→⎯σ . Here, 1σ , 2σ  and 3σ  

are three subsequences and allowed to be empty sequence ε . 
(1) 21 || aa  iff there exist two sequences both 32211 σσσ aa  and 31221 σσσ aa . 21 || aa  

means that the occurring ordering relation between 1a  and 2a  is non-

determined, i.e. the ordering relation between 1a  and 2a  is parallel. Obviously 

1221 |||| aaaa ⇔ . 

(2) 21 aa  iff there exists a sequence 32211 σσσ aa  not 31221 σσσ aa . 21 aa  means 

that 1a  must always occur before 2a  in any sequence containing both 1a  and 

2a .  

(3) 21#aa  iff )||()()( 211221 aaaaaa ¬∧¬∧¬ . 21#aa  means that there exists no 

sequence containing 1a  and 2a  simultaneously. Obviously 1221 ## aaaa ⇔ .    □ 
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21 || aa , 21 aa  and 21#aa  are three basic ordering relations between two 

transitions 1a  and 2a . The ordering relations can be generated by special algorithms. 

For the soundness of MOPN, there are some ordering constraints between transitions 
under the interaction relations (in Theorem 2, 3 & 4). 

Definition 5. Projection Sub-Sequence (PSS) in MOPN  

Let ),,( ρSONSNMOPN = , ),,( FTPON = , },...,,{ 21 nS ONONONON = , )ˆ,ˆ,ˆ( kkkk FTPON = . 

Suppose ni vvvv ......21=η  is a sequence for ONk such that 

)ˆ,.()ˆ,.( 2211 MMONMMON kk ⎯→⎯η ,  there exist two subsequences ni xxxx ......21=δ  related 

to the system-level state changes, and ni yyyy ......ˆ
21=δ  related to the object-level state 

changes. These two subsequences are derived from ni vvvv ......21=η  by selecting the 

actions and composing the projection subsequence over ONk or SN. It is according to 
the following projection rules. 

⎩
⎨
⎧

==
===

=
]ˆ,[if

],[]ˆ,[if

avx

avoraavax
x

ii

iii
i λε

λ
   

⎩
⎨
⎧

==
===

=
],[if

]ˆ,[]ˆ,[ifˆ

λε
λ
avy

aavoravay
y

ii

iii
i  

The subsequence δ  is called the system-level projection subsequence of η . It is 

denoted by SN|η . The subsequence δ̂  is called the object-level projection 

subsequence of η . It is denoted by 
kON|η . Obviously, 21 .. MONMON kk ⎯→⎯δ  and 

2

ˆ

1
ˆ.ˆ. MONMON kk ⎯→⎯δ . For example, if ]ˆ,][ˆ,][ˆ,][ˆ,][,[ 55433221 aaaaaaaa λλη = , 

)ˆˆ,ˆ,ˆ,ˆ(),,,( 54325321 kTaaaaTaaaa ∈∧∈ , then 5321| aaaaSN ==ηδ  and 5432 ˆˆˆˆ|ˆ aaaa
kON ==ηδ .  □ 

Theorem 1. Let ),,( ρSONSNMOPN = , },...,,{ 21 nS ONONONON = . SN is a circuit-free 

workflow net, and each ONk is also a circuit-free Petri net. If MOPN-WF-net is sound, 
then SN is sound alone, and each ONk is also sound alone.  

Proof. (Omitted)             □ 

Theorem 2. Let ),,( ρSONSNMOPN = , },...,,{ 21 nS ONONONON =  be an MOPN-WF-

net. SN and kONnk }.,...1{∈∀  are all circuit-free Petri nets. ),,( FTPSN = , 

)ˆ,ˆ,ˆ( kkkk FTPON = , kk TT ˆ×⊆ρ , Tba ∈, , and kTba ˆˆ,ˆ ∈ . 

(1) Let kaa ρ∈)ˆ,( , kbb ρ∈)ˆ,( . If MOPN-WF-net is sound and ba  in SN, then 

)ˆ||ˆ()ˆˆ( baba ∨ .  

(2) Let kaa ρ∈)ˆ,( , kbb ρ∈)ˆ,( . If MOPN-WF-net is sound and ba ˆˆ  in ONk, then 

)||()( baba ∨ .  

Proof. (Omitted)             □ 

Theorem 3. Let ),,( ρSONSNMOPN = , },...,,{ 21 nS ONONONON =  be an MOPN-WF-

net. SN and kONnk }.,...1{∈∀  are all circuit-free Petri nets. ),,( FTPSN = , 

)ˆ,ˆ,ˆ( kkkk FTPON = , kk TT ˆ×⊆ρ , Tba ∈, , and kTba ˆˆ,ˆ ∈ .  
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(1) Let kaa ρ∈)ˆ,( , kbb ρ∈)ˆ,( . If MOPN-WF-net is sound and ba ||  in SN, then 

)ˆˆ()ˆˆ()ˆ||ˆ( abbaba ∨∨ .  

(2) Let kaa ρ∈)ˆ,( , kbb ρ∈)ˆ,( . If MOPN-WF-net is sound and ba ˆ||ˆ  in ONk, then 

)()()||( abbaba ∨∨ .  

Proof. (Omitted)             □ 

Theorem 4. Let ),,( ρSONSNMOPN = , },...,,{ 21 nS ONONONON =  be an MOPN-WF-

net. SN and kONnk }.,...1{∈∀  are all circuit-free Petri nets. ),,( FTPSN = , 

)ˆ,ˆ,ˆ( kkkk FTPON = , kk TT ˆ×⊆ρ , Tba ∈, , and kTba ˆˆ,ˆ ∈ . 

(1) Let kaa ρ∈)ˆ,( , kbb ρ∈)ˆ,( . If MOPN-WF-net is sound and ba#  in SN, then ba ˆ#ˆ . 

)ˆˆ()#( baba ∧  or )ˆˆ()#( abba ∧  or )ˆ||ˆ()#( baba ∧  result in non-sound in 
MOPN-WF-net.  

(2) Let kaa ρ∈)ˆ,( , kbb ρ∈)ˆ,( . If MOPN-WF-net is sound and ba ˆ#ˆ  in ONk, then 

ba# .  

Proof. (Omitted)             □ 

4 Calculating Ordering Relations with Invariant Method 

Incidence matrix is an important approach to represent the Petri nets with formal 
mathematics. There are two kinds of invariants: P-invariant (Place-invariant) and T-
invariant (Transition-invariant). In this paper, we apply T-invariants. For the formal 
model of Workflow net, invariant method as a basic approach can be used in 
soundness verification. 

Definition 6. Incidence matrix, place invariants, transition invariants 
(1) A Petri net ),,( FTPPN =  can be represented by an incidence matrix 

}1,0,1{)(: −→×TPPN , which is defined by  

FptFtporFpt

Fptif

Ftpif

Ftpif

tpPN ∈∧∈∉
⎪
⎩

⎪
⎨

⎧

∈
∧∉

∈−
= ),(),(),(

),(1

),(0

),(1

),(  

(2) A T-invariant of a net ),,( FTPPN =  is a rational-valued solution of the equation 
0=⋅YPN . The solution set is denoted by },...,,{ 21 nJJJJ = . In essence, a T-

invariant kJ  is a T-vector, as a mapping Ζ→TJk : . A T-invariant kJ  is called 

semi-positive if 0≥kJ  and 0≠kJ . A T-invariant kJ  is called positive if 

0)(: >∈∀ tJTt k .  

(3) Minimal invariants: A semi-positive P-invariant kI  is minimal if no semi-

positive P-invariant xI  satisfies kx II ⊂ . A semi-positive T-invariant kJ  is 

minimal if no semi-positive T-invariant xJ  satisfies kx JJ ⊂ . Every semi-

positive invariant is the sum of minimal invariants [5]. If a net has a positive 
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invariant, then every invariant is a linear combination of minimal invariants. 
(4) Fundamental property of T-invariant:  Let ),( 0MPN  be a system, and let kJ  be 

a T-invariant of PN, then the Parikh vector σ  is a T-invariant iff MM ⎯→⎯σ  
(i.e., iff the occurrence of σ  reproduces the marking M).     

(5) A T-invariant kJ  of a ),( 0MPN  is realizable iff: there exists an )( 0MRSM n ∈  

and a firing sequence n
ttt MMM n⎯→⎯⎯→⎯⎯→⎯ ...21

10  such that 

|}1|{|)(: ttnxxtJTt xk =∧≤≤=∈∀ .          □ 

Compared to ordinary Petri net, workflow net has special structure restriction. The 
invariants of workflow net have some special characteristics and special meanings. 

Definition 7. T-Invariants of Workflow net [8] 
Let PN =(P, T, F) be a workflow net. t* is additional transition to connect source 

place i and sink place o. PN* =(P, T∪{t*}, F∪{(o, t*), (t*, i)} is the extended 

workflow net of PN. Jk is called LMST-invariant (Legal Minimal Semi-positive T-

invariant), if 01*)( ≥∧= kk JtJ  and is minimal T-invariants of PN*. A LMST-

invariant Jk of PN* means an actually sound execution, and there exists a firing 

sequence )(*)...( 21 Tutuuu xn ∈∧=σ . Corresponding to Jk such that [i] ⎯→⎯ 1u M1 

⎯→⎯⎯→⎯ 2
2 Mu ][][... *

1
1 ioM tu

n
u nn ⎯→⎯⎯→⎯⎯⎯→⎯ −

− . Let )(σπ  be a function to record 

the occurrence times of each transitions over the sequence, then kJ=)(σπ . 

)(),( tJt k=σπ  denotes the times of transition t fired in the sequence σ . In MOPN, 

ONk.J denotes LMST-invariant set of ONk.           □ 

Proposition 1. A WF-net PN is sound iff ])[,( iPN  is live and bounded [1].          □ 

Proposition 2. Every well-formed net has a positive T-invariant [5].       □ 

Theorem 4. A sound workflow net has a positive T-invariant.  

Let PN =(P, T, F) be a workflow net. If PN is 1-sound, then PN* =(P, T∪{t*}, 

F∪{(o, t*), (t*, i)} has a positive T-invariant. PN* is covered by LMST-invariants. 

Proof. According to Proposition 1, if a WF-net PN =(P, T, F) is sound, then (PN*, [i]) 

is live and bounded. So in the Petri net PN* =(P, T∪{t*}, F∪{(o, t*), (t*, i)}, there 

exists a marking M0 = [i] such that (PN*, M0) is live and bounded system. Then 

according to the definition of well-formed Petri net, we conclude PN* is well-formed. 

So, according to Proposition 2 PN* has a positive T-invariant. According to the basic 

concepts about LMST-invariants in Definition 6, PN* is covered by LMST-

invariants. 

Proposition 3. Necessary condition for liveness [5] 

If (PN*, M0) is a live system, then every semi-positive P-invariant Ik of PN satisfies 

Ik
.M0 > 0.  

Definition 8. The Decomposition Based on LMST-invariants  
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Let PN = (P, T, F) be a 1-sound workflow net. PN*=(P, T∪{t*}, F∪{(o, t*), (t*, i)} 

is its extended workflow net, and Jk is an LMST-invariant of PN*, then the subnet 

decomposed from Jk is denoted ),,(|
kkkk JJJJ FTPPN = , where:   

(1) *}{\ tJT kJk
= ,  

(2) }|{}|{ PpTpPpTpP
kkk JJJ ∈•∈∪∈•∈= ,  

(3) }),(|),{(}),(|),{( FptTtPpptFtpTtPptpF
kkkkk JJJJJ ∈∧∈∧∈∪∈∧∈∧∈= .□ 

According to the above discussion, if a workflow net PN is 1-sound, then PN* can be 

decomposed by T-invariants and P-invariants. Fig.3 shows a workflow net. So, there 

are two subnets decomposed by LMST-invariants shown in Fig.4. From the 

decomposition by LMST-invariants, we can see that the LMST-invariant of the 

workflow net means a particular execution branch of the workflow process model.  

 

 

Fig. 3. An example: a workflow net 

 

Fig. 4. The decomposition results by LMST-invariants from Fig. 3 

We will propose the two theorems (Theorem 5 & 6) for calculating ordering 
relations with invariant method according to the above LMST-invariants definition 
and theory.  

Theorem 5. Let PN = (P, T, F) be a workflow net. PN*=(P, T∪{t*}, F∪{(o, t*), (t*, 
i)} is its extended workflow net. Suppose that Jk is an LMST-invariant of PN*, there 
exist two transitions a and b such that a, b∈||Jk||.     

(1) If there exists a directed path from transition a to transition b, i.e., (a, b)∈F+, then 
a b ;  
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(2) If there does not exist a directed path from transition a to transition b, nor a 
directed path from transition a to transition b, i.e., (a, b)∉F+∧ (b, a)∉F+, then 
a||b.  

Proof. Because the LMST-invariant of the workflow net means a particular execution 

branch of the workflow process model, the subnet decomposed from an LMST-

invariant is a Marked Graph. When there are two transitions a and b belonging to the 

same LMST-invariant, there will be only two ordering relations: a b or a||b.  

(1) If there exists a directed path from transition a to transition b, then according to 
the firing rules and the occurrence ordering in the firing sequence, for any firing 
sequence which includes both transition a and transition b together, transition a 
must occurrence before transition b. So, a b.  

(2) If there exists no directed path from transition a to transition b, i.e., it is not 
connected from transition a to transition b. When transition a and transition b 
belong to the same concurrent branch for, the occurrence ordering between 
transition a and transition b is non-determined. So, a||b.              □ 

Theorem 6. Let PN=(P, T, F) be a workflow net. PN*=(P, T∪{t*}, F∪{(o, t*), (t*, 

i)} is its extended workflow net. Suppose that Jk is an LMST-invariant of PN*, there 

exist two transitions a and b. If there exists no LMST-invariant including transition a 

and transition b together, i.e., ):( kkk JbJaJJ ∈∧∈∈∃¬ , then a#b.  

Proof. Because the LMST-invariant of the workflow net means a particular execution 

branch of the workflow process model, the subnet decomposed from an LMST-

invariant is a Marked Graph. If in the LMST-invariant set of PN*, there exists no 

LMST-invariant including both transition a and transition b together, i.e., 

):( kkk JbJaJJ ∈∧∈∈∃¬ , then there does not exist a firing sequence including 

transition a and transition b together. So, according to the definition of ordering 

relations, we conclude a#b.             □ 

5 Case Study 

In this section, we will provide several cases of checking ordering constraints with 

invariant analysis. In Fig.5(1), in SN, |JS1|={a1, a2, a3}, in ONk, |Jk1|={ 1b̂ , 2b̂ , 3b̂ }, 

ρ∈)ˆ,(),ˆ,( 1331 baba , a1 a3, 1b̂ # 3b̂ , so, according to Theorem 2, MOPN1 is not 

sound. In Fig.5(2), in SN, |JS1|={a1, a2, a3 }, in ONk, |Jk1|={ 1b̂ , 2b̂ , 3b̂ }, |Jk2|={ 4b̂ , 5b̂ , 

6b̂ }, ρ∈)ˆ,(),ˆ,( 5321 baba , a1 a3, 2b̂ # 5b̂ , so, according to Theorem 2, MOPN2 is 

not sound. In Fig.5(3), in SN, |JS1|={ a1, a2, a3, a4}, in ONk, ||Jk1|={ 1b̂ , 2b̂ , 3b̂ },  
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Fig. 5. Case study of checking ordering constraints in MOPN with invariant analysis 

|Jk2|={ 4b̂ , 5b̂ , 6b̂ }, ρ∈)ˆ,(),ˆ,( 5322 baba , a2||a3, 2b̂ # 5b̂ , so, according to Theorem 3,  

MOPN3 is not sound. In Fig.5(4), in SN, |JS1|={ a1, a2, a3}, |JS2|={ a4, a5, a6}, in ONk, 

|Jk1|={ 1b̂ , 2b̂ , 3b̂ }, ρ∈)ˆ,(),ˆ,( 3512 baba , )ˆˆ()#( 3152 bbaa ∧ , so, according to 

Theorem 4, MOPN4 is not sound. In Fig.5(5), in SN, |JS1|={ a1, a2, a3}, |JS2|={ a4, a5, 

a6}, in ONk, |Jk1|={ 1b̂ , 2b̂ , 3b̂ , 4b̂ }, ρ∈)ˆ,(),ˆ,( 3522 baba , )ˆ||ˆ()#( 3252 bbaa ∧ , so, 

according to Theorem 4, MOPN5 is not sound.   

6 Conclusion  

Workflow technology is applied in the mobile computing environment to improve the 
efficiency of modern business collaboration. WFMS can manage and monitor 
business process. Process modeling language is a core element in WFMS. A complete 
business process model includes multiple views: activity view, artifact view and role 
view, which should be considered in modeling business processes. In order to model 
multiple views of business process and describe the interaction relations between 
different views clearly, based on the similarity between multi-view business process 
modeling and object Petri nets, this paper proposes MOPN-WF-net which is a multi-
view business process model based on object Petri nets and enhances the reusability 
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and the flexibility of business process modeling. The model includes two-level 
models: system net and object net. As an example, combining the activity view and 
the artifact view, the activity view is modeled by system net and the artifact view is 
modeled by object net. The tokens in the system net represent the behavior of certain 
artifact views. The interaction set between the system net and the object net describes 
the interaction between the activity view and the artifact view. MOPN-WF-net 
includes multiple views of business process model, which is characterized with 
clearer hierarchy, simpler structure, and more extendibility. Soundness property is 
important to ensure the process model can be executed correctly and completely. We 
provide the ordering constraints as necessary conditions for the soundness of MOPN-
WF-net. What is more, we present the approach to calculate ordering relations with 
invariant analysis, which can be used to checking the ordering constraints for 
soundness of MOPN-WF-net.  

References 

1. van der Aalst, W.M.P.: The Application of Petri Nets to Workflow Management. Journal 
of Circuits, Systems, and Computers 8(1), 21–66 (1998) 

2. van der Aalst, W.M.P., van Hee, K.: Workflow Management – Models, Methods and 
Systems. MIT Press (2002) 

3. van der Aalst, W.M.P., Weijters, T., Maruster, L.: Workflow mining: discovering process 
models from event logs. IEEE Transactions on Knowledge and Data Engineering 16(9), 
1128–1142 (2004) 

4. Acuna, S.T., Antonio, A.D., Ferre, X., Lopez, M., Mate, L.: The Software process: Modeling, 
Evaluation and Improvement. Handbook of Software Engineering and Knowledge 
Engineering, vol. 1, pp. 193–237. World Scientific Publishing Company (2001) 

5. Desel, J., Esparza, J.: Free choice Petri nets. Cambridge University Press, Cambridge (1995) 
6. Huang, L., Boehm, B., Hu, H., Ge, J., Lü, J., Qian, C.: Applying the Value/Petri Process to 

ERP Software Development in China. In: Osterweil, L.J., et al. (eds.) Proceeding of 28th 
International Conference of Software Engineering (ICSE 2006), pp. 502–511. ACM Press 
(2006) 

7. Ge, J., Hu, H., Gu, Q., Lü, J.: Modeling Multi-View Business process with Object Petri 
Nets. In: Proceedings of International Conference on Software Engineering Advances 
(ICSEA 2006). IEEE Computer Society (2006) 

8. Ge, J., Hu, H., Hu, H.: Calculating the Order Relations of Workflow Net with Invariant 
Method. In: Matsuo, T., Ishii, N., Lee, R. (eds.) Proceedings of the 9th International 
Conference on Computer and Information Science (ICIS 2010), pp. 714–719. IEEE 
Computer Society (2010) 

9. Köhler, M., Moldt, D., Rölke, H.: Modelling Mobility and Mobile Agents Using Nets 
within Nets. In: van der Aalst, W.M.P., Best, E. (eds.) ICATPN 2003. LNCS, vol. 2679, 
pp. 121–139. Springer, Heidelberg (2003) 

10. Murata, T.: Petri nets: properties, analysis and applications. Proceedings of the 
IEEE 77(4), 541–580 (1989) 

11. Reisig, W.: An Introduction to Petri Nets. Springer, Heidelberg (1985) 
12. Valk, R.: Petri Nets as Token Objects: An Introduction to Elementary Object Nets. In: Desel, 

J., Silva, M. (eds.) ICATPN 1998. LNCS, vol. 1420, pp. 1–25. Springer, Heidelberg (1998) 
 



Author Index

Cao, Jie 245
Cao, Shiyong 2
Cao, Xiedong 2, 19
Chen, Liwei 179
Chen, Yidong 179
Chen, Zhidi 2
Chiou, Chuang-Kai 106

Deng, Ziqiang 35
Ding, Zhaoyun 143
Ding, Zhiming 11

Fang, Changjian 245
Fei, Xianglin 257
Fu, Xiaodong 221
Fukuhara, Tomohiro 114

Gao, Hongyu 35
Gao, Xu 11
Gao, Zhiqiang 171
Ge, Jidong 257
Gui, Yaocheng 171
Guo, Jianyi 154
Guo, Li 60, 68
Guo, Wei 68

Han, Yi 143
Hu, Haiyang 212, 257
Hu, Hao 257
Hu, Hua 212
Huang, Zhisheng 171

Ji, Kaifan 221
Jia, Yan 143
Jiang, Nianshu 154

Kawada, Yasuhide 114
Kim, Hye-Jin 89
Koike, Daichi 114
Kun, Liu 163
Kwak, Ho-Young 89

Lee, Junghoon 89
Lee, Moo Yong 89
Leung, Clement H.C. 125

Li, Jie 2, 19
Li, Juanzi 187
Li, Qingzhong 78
Li, Weihua 95
Li, Xiaomei 95
Li, Xingsen 43
Li, Yang 60
Li, Yuanxi 125
Liao, Husheng 35
Lin, Lin 78
Liu, Keyan 51
Liu, Kuien 11
Liu, Yuankang 187
Liu, Zhanchen 212
Lvexing, Zheng 163

Ma, Chun-Guang 199
Ma, Yanyu 51
Makita, Kensaku 114
Mannava, Vishnuvardhan 131
Mao, Bo 245

Park, Gyung-Leen 89
Peng, Zhaohui 78

Ramesh, T. 131
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