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Preface

This volume constitutes the proceedings of the 11th International Conference
on Artificial Intelligence and Soft Computing, ICAISC 2012, held in Zakopane,
Poland, from April 29 to May 3, 2012. The conference was organized by the
Polish Neural Network Society in cooperation with the SWSPiZ Academy of
Management in �Lódź, the Department of Computer Engineering at the Czesto-
chowa University of Technology, and the IEEE Computational Intelligence Soci-
ety, Poland Chapter. The previous conferences took place in Kule (1994), Szczyrk
(1996), Kule (1997) and Zakopane (1999, 2000, 2002, 2004, 2006, 2008, 2010)
and attracted a large number of papers and internationally recognized speakers:
Lotfi A. Zadeh, Igor Aizenberg, Shun-ichi Amari, Daniel Amit, Piero P. Bonis-
sone, Jim Bezdek, Zdzislaw Bubnicki, Andrzej Cichocki, Wlodzislaw Duch, Pablo
A. Estévez, Jerzy Grzymala-Busse, Martin Hagan, Akira Hirose, Kaoru Hirota,
Janusz Kacprzyk, Jim Keller, Laszlo T. Koczy, Soo-Young Lee, Robert Marks,
Evangelia Micheli-Tzanakou, Erkki Oja, Witold Pedrycz, Jagath C. Rajapakse,
Sarunas Raudys, Enrique Ruspini, Jorg Siekman, Roman Slowinski, Igor Spiri-
donov, Ryszard Tadeusiewicz, Shiro Usui, Jun Wang, Ronald Y. Yager, Syozo
Yasui and Jacek Zurada. The aim of this conference is to build a bridge between
traditional artificial intelligence techniques and novel soft computing techniques.
It was pointed out by Lotfi A. Zadeh that “soft computing (SC) is a coalition
of methodologies which are oriented toward the conception and design of infor-
mation/intelligent systems. The principal members of the coalition are: fuzzy
logic (FL), neurocomputing (NC), evolutionary computing (EC), probabilistic
computing (PC), chaotic computing (CC), and machine learning (ML). The
constituent methodologies of SC are, for the most part, complementary and syn-
ergistic rather than competitive.”This volume presents both traditional artificial
intelligence methods and soft computing techniques. Our goal is to bring together
scientists representing both traditional artificial intelligence approach and soft
computing techniques. This volume is divided into seven parts:

– Data Mining
– Hardware Implementation
– Bioinformatics, Biometrics and Medical Applications
– Concurrent Parallel Processing
– Agent Systems, Robotics and Control
– Artificial Intelligence in Modeling and Simulation
– Various Problems of Artificial Intelligence

The conference attracted a total of 483 submissions from 48 countries and
after the review process 212 papers were accepted for publication. ICAISC 2012
hosted the Symposium on Swarm Intelligence and Differential Evolution, the
Symposium on Evolutionary Computation and the 4th International Workshop
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on Engineering Knowledge and Semantic Systems (IWEKSS 2012). A special
theme of IWEKSS 2012 was“Nature-Inspired Knowledge Management Systems.”
I would like to thank two main IWEKS 2012 organizers: Jason J. Jung from
Korea and Dariusz Krol from Poland. I would also like to thank our participants,
invited speakers and reviewers of the papers for their scientific and personal
contribution to the conference. Several reviewers were very helpful in reviewing
the papers and are listed herein.

Acknowledge

Finally, I thank my co-workers �Lukasz Bartczuk, Agnieszka Cpa�lka, Piotr Dzi-
wiński, Marcin Gabryel, Marcin Korytkowski and the conference secretary Rafa�l
Scherer, for their enormous efforts to make the conference a very successful event.
Moreover, I would like to acknowledge the work of Marcin Korytkowski, who de-
signed the Internet submission system and Patryk Najgebauer, Tomasz Nowak
and Jakub Romanowski who created the web page.

April 2012 Leszek Rutkowski
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Jacek Żurada (USA)

General Chairs Leszek Rutkowski (Poland)
Co-Chairs W�lodzis�law Duch (Poland)

Janusz Kacprzyk (Poland)
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C. Badica
�L. Bartczuk
M. Bia�lko

A. Bielecki
T. Blackwell
L. Bobrowski
A. Borkowski
L. Borzemski



Organization XI

B. Boskovic
J. Brest
T. Burczyński
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M. Gabryel
A. Gaw ↪eda
M. Giergiel
P. G�lomb
F. Gomide
M. Gorza�lczany
E. Grabska
K. Gr ↪abczewski
W. Greblicki
K. Grudziński
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Abstract. Ontology-driven content-based systems are content-based
systems (ODCBS) that are built to provide a better access to information
by semantically annotating the content using ontologies. Such systems
contain ontology layer, annotation layer and content layer. These layers
contain semantically interrelated and interdependent entities. Thus, a
change in one layer causes many unseen and undesired changes and im-
pacts that propagate to other entities. Before any change is implemented
in the ODCBS, it is crucial to understand the impacts of the change on
other ODCBS entities. However, without getting these dependent enti-
ties, to which the change propagates, it is difficult to understand and
analyze the impacts of the requested changes. In this paper we formally
identify and define relevant dependencies, formalizing them and present
a dependency analysis algorithm. The output of the dependency analy-
sis serves as an essential input for change impact analysis process that
ensures the desired evolution of the ODCBS.

Keywords: Dependency analysis, Change impact analysis,
Content-based systems, Ontology-driven content-based systems.

1 Introduction

Ontology-driven content-based systems are content-based information systems
that are built to provide a better access to information for both humans and
machines by semantically enriching the content using ontologies. In such systems,
using semantic annotation, the ontologies provide rich semantics to the content
at hand [1][2][3]. To achieve this purpose, we proposed a layered framework [4]
which contains the ontology, the annotation and the content layers. A continual
change of entities in the layers causes the ODCBS to evolve dynamically [5].

Changes in ODCBS are complex as a result of the interdependence of the
entities at different layers, the nature of the changes and the semantics involved
in ODCBS. When an entity changes, the change propagates to other entities
resulting intermediate changes to other dependent entities [6]. The propagation
is towards the dependent entities of the changing entity. Because the interdepen-
dence between entities in the layers involves semantics, identifying the dependent
entities is an arduous and complex and time consuming task. It is aggravated by
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the evolution strategies [7] which require further analysis on the nature of the
dependencies within and across the layers [4].

Understanding these dependencies and their nature is crucial for analyzing
the impacts of changes in the ODCBS. A systematic and careful analysis for
identifying dependent entities and analyzing the propagation of impacts to de-
pendent entities is of vital importance in the evolution process [7][6]. Some key
features of our approach are:

– providing the theoretical foundation for dependency analysis in ontology-
driven content-bases systems.

– identifying the crucial and relevant dependencies that exist within and among
the layers of the ODCBS. These dependencies are used to generate change
operations [8] and to analyze impacts of change operations in ODCBS.

– providing formal definition of the identified relevant dependencies.
– providing algorithms to identify dependent entities for further analysis.

This research benefits us in different ways. It will serve as a vital input for
generating change operations for different evolution strategies. It also serves as
an input for change impact analysis process. It facilitates the visibility of the
affected entities, improves the integrity of the ODCBS and makes the evolution
process smooth and predictable.

This paper is organized as follows: Section 2 gives an overview of ODCBSs, its
layered architecture and its graph based representation. In section 3, we present
dependencies in ODCBS, their types and selected algorithms to identify depen-
dent entities. Section 4 focuses on evaluation using empirical studies. Related
work is given in section 5 and conclusion and future work in section 6.

2 Overview of Ontology-Driven Content-Based Systems

We represent an ODCBS using graph-based formalism. Graphs are selected for
their known efficiency and similarity to ontology taxonomy. A full discussion of
the ODCBS architecture is found in [4].

An ODCBS is represented as graph G = Go ∪ Ga ∪ Cont where: Go is the
ontology graph, Ga is the annotation graph and Cont is the content set.

An ontology O is represented by a direct labelled graphGo = (No, Eo) where:
No = {no1, no2, . . . , nom} is a finite set of labelled nodes that represent classes,
data properties, object properties etc. Eo = {eo1, eo2 . . . , eom} is a finite set of
labelled edges and eoi = (n1, α, n2) where: n1 and n2 are members of No and the
label of an edge represented by α = {subclassOf, intersectionOf, minCardinal-
ity, maxCardinality...}. The labels may indicate the relationship (dependency)
between the nodes. A content represented by Cont can be viewed as a set
of documents D = {d1, d2, d3....dn} where: di represents a single document or
part of a document which can be mapped to nodes in the annotation graph.
An annotation Anot is represented by a direct labelled graph Ga = (Na, Ea)
where: Na and Ea are finite set of labelled nodes and edges respectively. An edge
Ea = (na1, αa, na2) where na1 ∈ {Cont} as a subject, na2 ∈ {Cont} ∪ {O} as
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Fig. 1. Graph-based representation of sample ODCBS layered architecture

an object and αa ∈ {O} as a predicate. The graph-based representation of an
ODCBS is presented in (Fig. 1)and serves as a running example.

The type of a node is given by a function type(n) that maps the node to its
type (class, instance, data property, object property...). The label of any edge
e = (n1, α, n2), which is α , is a string given by a function label(e). All the edges
of a node n are given by a function edges(n). It returns all the edges as (n, α,m)
where n is the target node and m is any node linked to n via α.

3 Dependency in ODCBSs

Characterization, representation and analysis of dependencies within and among
the ontology, the annotation and the content layers is subtle and crucial aspect to
perform impact analysis [9]. Using an empirical study [10] we discovered different
types of dependencies that exist between entities within and among the layers.

Dependency is defined as a relationship between entities where the entities
are related to each other by a given relation. Given a dependency between two
entities (A and B) in the ODCBS, represented as Dep(A,B), A is the dependent
entity and B is the antecedent entity and there is a relationship that relates A to
B. Dependency can be unidirectional or bidirectional. Dependency Analysis
is a process of identifying the dependent entities of s given entity.

3.1 Dependency within Layers

In this section, we present the dependencies we identified in each layers of the
ODCBS. The following list includes only frequently observed and useful depen-
dencies and is not an exhaustive list.
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1. Concept-Concept Dependency: Given two class nodes ci and cj ∈ Go, ci is
dependent on cj represented by dep(ci, cj), if there exist an edge ei =
(n1, α, n2) ∈ Go such that (n1 = ci)∧(n2 = cj)∧(label(ei) = “subClassOf”)∧
(type(n1) = type(n2) = “class”). Concept-concept dependency is transi-
tive. For example, there is a concept-concept dependency betweenActivity and
Archive. Archive depends on Activity because it is a subClass Of Activity.

2. Concept-Axiom Dependency: Given an axiom edge a1 and a concept
node c1 ∈ Go, a1 is dependent on c1 represented by dep(a1, c1), if there exist
an edge ei = (n1, α, n2) ∈ Go such that (n1 = c1) ∨ (n2 = c1) ∧ type(n1) =
type(n2) = “class”. For example, if we take the concept Activity there are
three dependent subClassOf edges and one dependent rdfs:range edge.

3. Concept-Restriction Dependency : Given a restriction r1 and a concept
node c1 ∈ Go, r1 is dependent on c1 represented by dep(r1, c1) if there exist
an edge ei = (n1, α, n2) = r1 ∈ Go such that (n2 = c1)∧ type(n2) = “class”.
For example, if we have a restriction (isAbout, allValuesFrom, Activity), this
specific restriction is dependent on the concept Activity.

4. Property-Property Dependency: Given two property nodes p1, p2 ∈
Go, p1 is dependent on p2 represented by dep(p1, p2) if there exist an edge
ei = (n1, α, n2) ∈ Go such that (n1 = p1) ∧ (n2 = p2) ∧ (label(ei) =
“subPropertyOf”)∧type(n1) = type(n2) = “property”. Here property refers
to both data property and object property.

5. Property-Axiom Dependency: Given an axiom edge a1 and a property
node p1 ∈ Go, a1 is dependent on p1 represented by dep(a1, p1) if there exist
an edge ei = (n1, α, n2) = a1 ∈ Go such that (n1 = p1) ∧ type(n1) =
type(n2) = “property”.

6. Property-Restriction Dependency: Given a restriction edge r1 and a
property node p1 ∈ Go, r1 is dependent on p1 represented by dep(r1, p1)
if there exist an edge ei = (n1, α, n2) ∈ Go such that (n1 = p1) ∨ (n2 =
p2) ∧ type(n1) = type(n2) = “property”.

7. Axiom-Concept Dependency: Given an axiom edge a1 and a concept
node c1 ∈ Go, c1 is dependent on a1 represented by dep(c1, a1) if there
exist an edge ei = (n1, α, n2) ∈ Go such that (n1 = c1) ∧ (label(ei) =
“subClassOf”)∧ (type(n1) = “class”).

3.2 Dependency across Layers

We also observed entities in one layer depending on entities in another layer.
These dependencies are treated separately and are discussed below.

Content-annotation dependency. An annotation ai in the annotation layer
is dependent on di in the content layer, represented by dep(ai, di), if there exist
an edge ea = {nai, αa, naj} ∈ Ga such that (nai = di) ∨ (naj = di). This means
ai is dependent on document di if the document is used as a subject or an object
of the annotation triple.

Ontology-annotation dependency. The relevant dependencies between enti-
ties in the annotation and the ontology layer are presented below.
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1. Concept-Instance Dependency: Given an instance node i1 and a concept
node C1 ∈ G, i1 is dependent on C1 represented by dep(i1, C1) if there exist
an edge ei = (n1, α, n2) ∈ G such that (n1 = i1) ∧ (n2 = C1) ∧ (label(ei) =
“InstanceOf”)∧ type(n1) = “Instance”∧ type(n2) = “class”. For example,
the instance CNGL : id19221955.xml is dependent on the conceptHelp file
due to (CNGL : id− 19221956.xml, instanceOf,Help file).

2. Property-Instance property Dependency: Given an instance property
node ip1 and a property node p1 ∈ G, ip1 is dependent on p1 represented by
dep(ip1, p1) if there exist an edge ei = (n1, α, n2) ∈ G such that (label(ei) =
p)∧type(n1) = “instance”∨type(n2) = “instance”. For example, in (CNGL :
id19221956.xml, cngl:hasTitle, How to delete Mails) the instance property
cngl:hasTitle is dependent on the property hasTitle in the ontology layer.

3. Axiom-Instance Dependency: Given an instance node i1 and an axiom
edge a1 ∈ G, i1 is dependent on a1 represented by dep(i1, a1) if there exist an
edge ei = (n1, α, n2) ∈ G such that (n1 = i1)∧ (label(ei) = “instanceOf”)∧
(type(i1) = “Instance”).

3.3 Types of Dependencies and Dependency Determination

Direct Dependency/Indirect Dependency. Direct dependency is the de-
pendency that exist between two adjacent nodes(n1, n2). This means, there is an
edge ei = (n1, α, n2). Indirect dependency is a dependency of a node on another
by a transitive or intermediate relationship. There exist a set of intermediate
edges (n1, α, nx)(nx, α, ny)...(nz , α, n2) that link the two nodes.

Algorithm 1. getDirectDependentClasses(G,c)

1: Input: Graph G, Class node c
2: Output: direct dependent classes=d
3: d← ∅
4: if the node c exists in G then
5: for each edge ei = (m,α, c) directed to c do
6: if label(ei) = “subClassOf” ∧ type(m) = “class” then
7: add m to d
8: end if
9: end for
10: end if
11: return d

A node is considered as dependent node only when it satisfies one or more
of the dependencies defined in section 3.1 and 3.2. Algorithm 1 identifies direct
dependent entities and it focuses only on class nodes. However, it is implemented
for all node types. To get both direct and transitive dependent entities, we
expand algorithm 1 to include the transitive dependent entities. Algorithm 2
identifies all direct and transitive dependencies.

Total Dependency/Partial Dependency. Total dependency refers to a de-
pendency when a target node depends only on a single node (articulation node).
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That means, there is no other entity that gives meaning to the target entity
except the antecedent. Algorithm 3 returns all total dependent classes.

Given two nodes n1, n2 ∈ G , n1 is totally dependent on n2 represented by
Tdep(n1, n2) if and only if, ∃(dep(n1, n2)) ∧ � ∃(dep(n1, n3)), where (n2 �= n3).
Partial dependency refers to a dependency when the existence of a node depends
on more than one node. Two nodes n1 and n2 ∈ G, are partially dependent
represented by Pdep(n1, n2) if and only if, ∃dep(n1, n2) ∧ ∃dep(n1, n3), where
(n2 �= n3). We can reuse algorithm 3 to return the partial dependent classes.

Algorithm 2. getAllDependentClasses(G,c)

1: Input : Graph G, Class node c
2: Output: all dependent classes=d
3: d← ∅
4: Queue Q
5: if the node c exists in G then
6: DirectDep ← getDirectDependentClasses(G,c)
7: for each concept ci in DirectDep do
8: Q.push(ci)
9: if ci not in d then
10: add ci to d
11: end if
12: end for
13: while Q is not empty do
14: Temp = Q.peek()
15: getAllDependentClasses(G,Temp)
16: Q.remove()
17: end while
18: end if
19: return d

Total and partial dependency plays a major role in determining the impacts
of a change operation. If a class is totally dependent on the changing class, that
class is affected by the change. It becomes orphan concept. But, if that class is
partially dependent, the deletion of the class causes only semantic impact. The
change makes the partial class neither orphan nor cyclic.

Direct Total and Partial Dependent Entities. Direct total dependent en-
tities are entities that are the result of the intersection between total dependent
and direct dependent entities. The intersection of the results of algorithm 1 and
algorithm 3 gives us the direct total dependent entities. Direct partial dependent
entities are entities that are both directly dependent but which are partially de-
pendent entities. These entities play a major role in the impact analysis process.

Limitation of the Algorithm. The limitation of the dependency analysis
algorithm is related to complex class expressions. The algorithm that separates
the partial and total dependencies in such expressions is not fully covered and
the algorithm only identifies such expressions as total dependent expressions.
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Algorithm 3. getTotalDependentClass(G,c)

1: Input : Graph G, Class node c
2: Output: all total dependent classes=d
3: d← ∅, contained=true
4: Set depCls=∅ ,totalDepCls=∅ ,partialDepCls=∅, super=∅
5: depCls← getAllDependentClasses(G,c)
6: for each concept ci in depCls do
7: if count(getSuperClasses(ci)=1 then
8: super ← getSuperClasses(G, ci)
9: if super not in partialDepcls then
10: add ci to totalDepCls
11: end if
12: else
13: super ← getSuperClasses(G, ci)
14: contained=true
15: for each sc in super do
16: if sc not in depCls then
17: contained=false
18: end if
19: end for
20: end if
21: if contained=true then
22: add ci to totalDepCls
23: else
24: add ci to partialDepCls
25: end if
26: end for
27: return totalDepCls

4 Evaluation

We used the empirical study [10] to evaluate the completeness, accuracy, the
adequacy, the transferability and the practical applicability of the solution. The
evaluation uses a content-based system built for software help management sys-
tem to semantically enrich software help files. We used frequent change oper-
ations which are used to evolve the ODCBS. For each change, we conducted
dependency analysis manually and using the proposed method separately. A
comparative result of the dependency analysis conducted for one selected change
operation, delete concept (Activity), is presented in table 1. The operation deletes
a concept “Activity”, but the change propagates to other dependent entities.

The result shows that the proposed method is accurate in that it identified
all the dependent entities identified by the manual method. It further identifies
entities that are not identified by the manual analysis too. This is mainly at-
tributed to dependent axioms that the manual analysis overlooked or failed to
recognize. A similar result is observed in the other selected change operations
however, due to space constraint we do not present all of them here.
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The solution applied in other domain (university administration) shows a
fairly similar result to the results in table 1. It identifies all the dependent entities
that are manually identified and more axioms than the manual method. This
shows that the dependency analysis is adequate and transferable to other similar
domains. The algorithm gives us a complete list of all the dependent entities
that are identified manually. This makes it complete and guarantees to return
all dependent entities. The algorithm can be customized to find dependency to a
certain level of depth, which makes it suitable for n-level cascading which seeks
dependent entities of a given entity within n node distance.

Table 1. Comparison of the manual and automatic method

Entity Automatic Manual

Total Dependent Direct Dependent All Dependent All Dependent

Concepts 5 2 6 6

Axioms 14 5 14 9

Instances 1 2 2 2

Properties 0 0 0 0

We can use these entities to analyze change propagation, and to identify
impacts of a change operation in different evolution strategies. This allows the
users to see which entities are affected, how and why they are affected.

5 Related Work

A closely related work is given by [11]. They conducted a study on validating data
instances against ontology evolution to evaluate the validity of data instances.
In their research they identify 5 dependencies and two independencies to detect
implicit semantic changes and generating semantic views. Our work focuses on
dependency analysis to identify all affected entities using the current version and
the change operations before they are permanently implemented in the ODCBS.

A related work [12] from a software domain conducted analysis and visu-
alization of behavioural dependencies in UML model. They defined structural
and behavioural dependencies, direct and transitive dependences to analyze how
one entity depends on another. Their work focuses on identifying and measur-
ing dependencies in UML models. An interesting work done by [13] focuses on
dependency analysis using conceptual graphs. Even if the work is more concep-
tual, it has interesting similarity to our work. They identified dependent and
antecedent entities, and further identify impact as an attribute of dependency.

6 Conclusion and Future Work

In this work, we identified relevant dependencies within and across ODCBS
layers. We formalized each of the dependencies using graph based formalization.
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We further developed algorithm that identifies these dependencies which will be
used as an input for other phases of ODCBS evolution. The proposed method
identifies the relevant dependent entities and the nature of the dependency.

This work is one phase of the bigger change impact analysis research we are
conducting for ODCBS systems. The output of this phase will be used as an
input for change operation generation, and further for change impact analysis
process. It will be used for analysing optimal implementation of change opera-
tions, and change operation orchestration. Our future work will be applying the
results of the dependency analysis process for change impact analysis.

Acknowledgment. This material is based upon works supported by the Science
Foundation Ireland under Grant No. 07/CE/I1142 as part of the Centre for Next
Generation Localisation (www.cngl.ie) at Dublin City University (DCU).
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Abstract. Measuring web page similarity is a very important task in
the area of web mining and information retrieval. This paper introduces a
method for measuring web page similarity, which considers both textual
and visual properties of pages. Textual properties of a page are described
by means of modified weight vector space model. General visual proper-
ties are captured via segmentation of a page, which divides a page into
visual blocks, properties of which are stored into a vector of visual prop-
erties. These both vectors are then used to compute the overall web page
similarity. This method will be described in detail and results of several
experiments are also introduced in this paper.

Keywords: Web Page Similarity, Clustering, Vector Space Model,
Vector Distance, Term Weighting, Visual Blocks.

1 Introduction

The amount of documents stored on the Web is still growing rapidly. There is
a growing need for effective and reliable methods of information retrieval on
the Web. The other important task is to organize and navigate the information.
Therefore, we need to develop methods for web content mining.

This paper is focused on measuring similarity of web pages. The results can
be used to search on the web, web page clustering or to reveal phishing web
pages. If we are able to store web pages, which are frequently accessed by a user,
it is possible to warn user, if a phishing page is visited by the same user.

There are several factors, which affect similarity of web pages. At first, we
have to mention the hyperlink structure of web pages, which is the most fre-
quently used factor to measure the similarity. There is also text content and
visual structure of a document used for this purpose.

The main idea of the method proposed here is that the pages are similar only
if their text content and visual properties are similar simultaneously. A new
measure based on these two factors is introduced. To represent text contents

� This work was supported by the research programme MSM 0021630528 and the
IT4Innovations Centre of Excellence CZ.1.05/1.1.00/02.0070.
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of the pages, we use the vector space model with the modified TF-IDF weights
for text terms. The visual properties of a web page are represented as another
vector of properties. If we have these both vectors, we can compute the textual
and visual similarity of web documents. The combination of both similarity
measures forms the aggregate similarity of web pages.

In the first part of the paper, the way of getting necessary information from
web pages and its representation is introduced. Then, the measures, which are
used to compute the similarity from the information obtained by the previous
step, are described. Finally, some results of experiments are proposed.

2 Related Work

The methods developed to count web page similarity differ in the information,
which is used to compute it. In most of methods, hyperlink structure of a web
document is used. In [1], to represent a page, keywords from all pages linking to a
given page, are extracted and used for clustering algorithm. In [2], the hyperlink
information is used to find related pages on the web, i.e. pages with similar topic.

Another possibility to represent web page content is to extract its textual
information and use some of text mining methods. Typically, the Vector Space
Model is used to represent text content. For example, TF-IDF can be used as
a weighting method to express the term’s significance [3]. A method, which
uses only the proper names from the text, is proposed in [4]. Proper names are
presented as more significant for the task of similarity search in this paper.

The visual layout of the page is also very important aspect of web page con-
tent. The basic idea is that similar pages would also have a similar visual layout
and structure. In [5], the visual similarity is deduced from frequencies of indi-
vidual HTML tags. Here, the information about general web page’s structure
and layout is acquired in a form of tag frequency. This brings some interesting
results, but it does not affect the order in which tags appear in pages. In the
visual representation based approach proposed in [6], a tree representation of
the HTML structure is used as the input to count web page similarity.

Another possibility to extract visual information of web pages is to use page
segmentation methods. Segmentation is a process, which divides a web page
into visual blocks that are separated from each other. Segmentation algorithms
usually work in hierarchical manner. This means that in the beginning, a page
is divided into a few blocks, which are divided furthermore into smaller ones
(top-down); or a small pieces of a page are joined together to form the greater
ones (bottom-up). Probably the most popular segmentation algorithm working
in top-down manner is VIPS (Vision-based Page Segmentation) [7]. Another
segmentation method, which works in bottom-up manner, is presented in [8].

The tree of visual blocks obtained by segmentation can also be used to deter-
mine the web page similarity. Some results of this approach and comparison of
different segmentation methods are presented in [9].

As the results of above mentioned methods are not suitable, several pro-
posed methods focus on the combination of the above mentioned approaches to
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represent the web page content. Such approaches typically try to combine the
information about hyperlink structure and textual contents of web pages. One
of these methods [10] creates a vector with information about text content and
links with different weights. This is used as an input to cluster pages.

This paper presents a new method, which uses a representation of web page
content, which is combination of text content and visual structure extraction. An
approach regarding this combination has been described in [11]. The structural
information is taken also from HTML tags. Tags are divided into several classes.
A weight is set for each class, according to its importance.

In our paper, we use information obtained by web page segmentation instead
of HTML tags, because of the fact that the formation of various web pages
is different and the same information can be represented in different ways in
HTML. To represent textual contents of a page in a form of weight vectors, we
use the modified TF-IDF weights, which affect the visual blocks, in which the
text terms appear. This technique has been used for web page classification and
it has brought some improvement of classification accuracy [12].

3 Description of the Page Similarity Method

The proposed method uses two vectors to measure similarity. The first one is the
vector of modified TF-IDF weights, which reflects the textual content of a page.
The second one is the vector of visual properties obtained by the segmentation.

3.1 Method Overview

At first, it is necessary to perform web page rendering, which takes the page
source code and returns its visual layout. Then, this visual layout is an input for
web page segmentation. The output of the segmentation process is a set of visual
blocks, each of which has a set of properties assigned. This includes its position
on the page, some other visual properties and text contained in the block.

This is then used to perform visual block classification, which is used to assign
a class for each visual block. Each class has different significance for the web
page representation. The results are then used to compute the modified TF-IDF
weights for text of all visual blocks from the whole web page.

If we are able to create these vectors for each page, it is possible to count
the textual similarity of pages. Some visual properties taken from the results of
web page segmentation process are used to count the visual similarity of pages.
According to some experiments, a set of suitable properties has been chosen.
These properties are stored in a form of the second vector called visual vector.

Finally, we can combine these two similarities into the aggregate web page
similarity, which is the main result of our method.

3.2 Visual Block Clasification

The first step of the process is using of a web page rendering machine, which
interprets an input document and shows its final form. This allows analyzing
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the visual properties of component blocks of a page and obtaining necessary
information about them.

Information about visual blocks is obtained by a segmentation method that
produces hierarchical structure of visual blocks. A visual block represents a rect-
angular region in the page that is visually separated from other parts of the page.
Our segmentation algorithm presented in [8] works in a bottom-up manner.

The resultant tree of visual blocks is created recursively: if a block is visually
separated, a new corresponding block is added to a tree. Then, the same is
applied to the child boxes. After that, the blocks are clustered - we find all visual
blocks that are placed in the adjoining cells and are not visually separated from
each other. Such areas are joined into a single area. This step corresponds to the
detection of content blocks (for example text paragraphs) that consist of several
boxes. Finally, we look for areas that are not separated but they are delimited
with the visually separated areas around. These blocks are also clustered.

For each detected visual block, we can determine its visual properties, which
are then used for classification of the blocks as input attributes. These attributes
include: text font size, dominating text weight and style, count of text/number
characters, count of lower/upper case/space characters, average luminosity, back-
ground color, contrast of the text and position of visual block.

If we have this set of attributes obtained, we can use arbitrary classification
method to perform visual blocks classification. Our experiments presented in [14]
showed that the classification accuracy is above 90%. This can be a good foun-
dation for further processing of this data. The best results have been achieved by
decision tree based methods. Here is the list of classes assigned to visual blocks:

– Heading - The main heading and subheadings of a page.
– Main Text - The main text content.
– Links - Links to other related web pages, some of them may be irrelevant.
– Navigation - Link to other sections of the web site.
– Date/Authors - Information about date and authors of a page.
– Others - Other unimportant parts, such as advertisement, caption etc.

Textual Similarity Measuring. It is obvious that different classes of visual
blocks have different significance for representation of page content. This is re-
flected by our weighting method.

In the beginning, the text information is stored for each visual block. After
the visual block classification, a class for each block is known. Then we have to
perform two standard preprocessing procedures for the text contents of all visual
blocks - stop words removal and stemming. If we set a significance coefficient for
each class, it could be reflected in the text term weighting.

This is ensured by modified TF-IDF weighting, description of which follows.
Let us denote an input set of web documents as D = {d1, ..., dn} and a set of
terms T = {t1, ..., tm}, which appear in documents from the set D.

It is possible to divide each document into several visual blocks, each of which
can be classified. Let us denote a vector of all class labels as C = (c1, ..., ck).
Each class label is evaluated by a coefficient according to its importance for
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representation of page contents. We can represent it as a vector of coefficients
V = (v1, ..., vk), where vj is the coefficient of a class label cj . The modified
document frequency of a term tεT in a document dεD is defined as:

MTF (t, d) =

k∑
i=1

vi ∗ F (t, d, ci) (1)

where F (t, d, ci) is a frequency of term t in all blocks with class label ci in a
document d. The MTF weight is obtained as a summarization of all weights for
visual blocks, in which the term is present. This weight should be normalized,
as it is usually done for the TF weight. Modified IDF weight is obtained as:

MIDF (t) = 1 + log(
n

kV
) (2)

where t is a term from the set of terms T , n is the count of all documents and kV
is the count of documents, in which content visual blocks at least once contain
the term t. The resultant modified TF-IDF weight is obtained as a multiplication
of modified TF and modified IDF weight.

This allows us to omit the non-content parts of a web page, if we set zero
significance coefficients for respective class of visual blocks. We can mention
“Navigation” as an example of a non-content block. On the other hand, “links”
are considered as content block class with lower significance coefficient. A suitable
setting of significance coefficients has been suggested in [12].

The textual similarity of two web documents represented as modified TF-IDF
weight vectors can be computed by means of some similarity measure. We use
the Cosine similarity, which is typically recommended for this purpose.

Visual Similarity Measuring. To represent visual layout and structure of a
page, we use the results of the visual block classification. These results include
information about position, visual properties and class of each individual visual
block. This is used to create a vector of visual properties containing attributes
that characterize overall layout of a page. Here is the list of properties used:

– Font size, font name and color of the main heading - the main heading is
discovered as a block of class “Heading” with the highest font size.

– Font size, font name and color of the main text - dominating values among
all blocks of the class “Main text”.

– Top-left position of the main heading and the main text.
– Amount of main text and the heading text, both expressed as the count of

all characters inside these blocks.
– Length of the main heading and the count of all headings placed on the page.
– Dominating color of the main text background.
– Co-ordinates of the bottom-right corner of the main text, obtained as max-

imum value of co-ordinates between all “Main text” blocks.
– Minimum and maximum positions of the “Links” blocks - co-ordinates of

top-left and bottom-right links.
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– Amount of links expressed as the count of characters, which occur in all
blocks of the “Link” class.

– Amount of text (number of characters) on the whole page (including the non-
content visual blocks) and number of digit characters on the whole page.

– Number of different background colors and text colors on the whole page,
including all content and non-content blocks.

– The “height” of the page, expressed as the maximum horizontal co-ordinate
of any visual block of the page.

Then, the vectors consisting of all these properties can be used to measure the
visual similarity of web pages. We can use arbitrary distance metric for this
purpose, for example the Cosine similarity mentioned above.

3.3 Aggregate Web Page Similarity Computation

In the next phase, we have to aggregate both similarities into one similarity
measure reflecting both visual and textual properties of pages. If these two sim-
ilarity values are comparable, it is straightforward - we have to count up those
two values to obtain the aggregate similarity measure. But during experiments,
it turned out that the differences between values of textual similarity are much
smaller than between values of visual similarity. That’s why the aggregate simi-
larity was more reflected by the visual similarity value.

We have to adjust the influence of both similarities to the aggregate similarity.
This is enforced by the different powers applied to these two measures. Therefore,
the aggregate similarity of two different web pages is defined as:

Agg Sim = Text SimM ∗ V is SimN (3)

where Text Sim and Vis Sim are the textual and visual similarity values, M and
N are the powers to be applied on them. The higher is the value of power; the
lower is the influence of that value to the aggregate similarity value.

4 Results of Experiments

Experimental phase of our project consists of two parts. In the first one, we use
a dataset of web pages coming from news web servers (CNN.com, usatoday.com,
reuters.com, nytimes.com). This dataset contains approximately 500 web pages
of various topics.

The second dataset is a small dataset of phishing pages taken from a Phish-
Tank database. This experiment is only used to verify that our approach is
applicable to discover this type of fraudulent web pages.

4.1 Experiments with News Web Pages

As mentioned above, this dataset comes from several news web sites and covers
several topics. It is clear that this dataset is suitable to perform experiments
regarding both textual and visual similarity.
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Experiments of Textual Similarity. There are many topics of web pages
in our dataset, but there is a subset of pages about specific topics, which are
expected to form clusters. There is a set of pages about war in Libya, earthquake
in Japan and NHL playoffs. In our experiment, we will test if these three groups
will form clusters. Other pages should be significantly different from these ones.

Our modified weighting approach will be compared to a simple text extraction
with classical TF-IDF weighting. Because some text on the web page is non-
content, it is expected that our approach will bring some improvement.

This experiment will be evaluated as follows: as queries, we will specify doc-
uments from those three clusters mentioned above. The ideal result of this ex-
periment would be a response of exactly those (approximately 20) documents
from the same cluster. In Table 1, the values of precision and recall values are
compared for each of three clusters separately.

Table 1. Textual Similarity Experiment Results

MTF − IDF TF − IDF
Cluster Precision Recall P recision Recall

Cluster 1 - Earthquake in Japan 91.2% 90.0% 77.5% 68.0%
Cluster 2 - Libya war 88.2% 86.0% 73.5% 66.8%
Cluster 3 - NHL playoffs 84.8% 89.9% 62.2% 60.0%

As we can see from the table, modified weighting of text terms brings signifi-
cantly better results in measuring textual similarity. This is primarily caused by
ignoring text from the non-content blocks of pages, even though the visual block
classification could produce a small number of mistakes. Slightly worse results
for the third cluster are caused by some web pages about other kinds of sport,
which have been determined as similar to those pages from cluster 3.

It is evident from these results that this representation without computing
visual similarity could be used to measure web page similarity because of higher
precision and recall values.

Experiments of Visual Similarity. In this experiment, we assume that pages
from the same web site have also high visual similarity. This assumption could
not be valid for some attributes reflecting amounts of text mentioned in Sec-
tion 3.4. These attributes will be omitted in this experiment, although they are
important in the general process of measuring the similarity of web pages.

Here we assume three clusters - cluster of pages from CNN.com, pages from
usatoday.com and reuters.com. The results are shown in Table 2. From the table
we can see that this computation cannot be used independently to detect sim-
ilarity of web pages. But it is applicable as a supporting mean in combination
with textual similarity. In addition, worse values of precision and recall are par-
tially caused by much wider clusters of pages than in the first experiment. This
experiment has been evaluated in the same way as the previous experiment.
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Table 2. Visual Similarity Experiment Results

Cluster Precision Recall

Cluster 1 - CNN.com 84.4% 71.2%
Cluster 2 - usatoday.com 71.0% 69.4%
Cluster 3 - reuters.com 73.5% 70.4%

Experiments with Aggregate Similarity. In our manually created dataset,
there are also some clusters which have the same topic, i.e. documents have high
textual similarity and concurrently they are from the same web site.

The results presented in Table 3 show the results for three clusters having these
properties. The way of evaluation is the same as in the previous two subsections.
We can see that there are slightly better results than that achieved by the textual
similarity measure. These results are measured, if the coefficients M and N from
the formula (4) both have the value 1.

Table 3. Aggregate Similarity Experiment Results

Cluster Precision Recall

Cluster 1 - Japan, CNN 92.5% 90.6%
Cluster 2 - Libya, Reuters 90.5% 84.3%
Cluster 3 - NHL, usatoday 89.6% 93.4%

4.2 Experiment with Phishing Web Pages

We have made only a small experiment with phishing pages. It is clear that text
and visual layout of phishing page and original page should be very similar. The
only objective of this experiment is to prove that our similarity measure will
reach significantly higher values for pairs of phishing and original pages than for
other pairs of pages used to login into some internet banking applications. The
values of both textual and visual similarity between the original and phishing
login page have been significantly higher (close to 1.0) than both similarities for
two different pages.

5 Conclusion and Future Works

In this paper, we have presented a new way to measure similarity of web pages.
The main idea is to compute textual and visual similarity of pages separately
and then to join them into the aggregate similarity reflecting both similarities.
To compute textual similarity, we use the modified text term weighting, which
reflects the blocks, in which the text appears. Visual similarity is obtained by
means of vectors of visual attributes. These attributes are obtained with use of
rendering machine and web page segmentation algorithm.
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In our future works, we are going to use web page representations proposed
here to perform other web mining tasks. Another possibility is to extend our
representation with hyperlink information.

We are also going to find some optimal settings for our method. This includes
settings of coefficients M and N, which should be different for various types of
pages and selection of suitable similarity measure for both similarities mentioned.

Finally, it may be convenient to find some better representation of visual lay-
out, because the representation proposed here can be used only as a supporting
mean, but not as an independent measure of similarity.
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Abstract. Hierarchical Estimator is a meta-algorithm presented in [1]
concerned with learning a nonlinear relation between two vector variables
from training data, which is one of the core tasks of machine learning,
primarily for the purpose of prediction. It arranges many simple function
approximators into a tree-like structure in order to achieve a solution
with a low error.

This paper presents a new version of specifics for that meta-algorithm
– a so called training set division and a competence function creation
method. The included experimental results show improvement over the
methods described in [1]. A short recollection of Hierarchical Estimator
is also included.

Keywords: machine learning, function approximation, hierarchical,
estimator.

1 Introduction

Hierarchical Estimator [1,2], a machine learning solution that this article re-
lates to, is concerned with learning a possibly complicated, nonlinear relation
(function) f

Y = f(X) + ε, (1)

where Y and X are variables with values, respectively, in Y ⊂ R
r and X ⊂

R
p, ε is an error function with certain properties (e.g. 0 expected value). This

learning is based on a training set of pairs (input, output) T = {(x(k), y(k)), k ∈
{1 . . . |T|}, ∀ k : x(k) ∈ X , y(k) ∈ Y}. The primary goal is to be able to predict
values of Y with acceptable errors for values of X not present in the training
set. As in some other methods, it is done by approximating the relation on the
training set, so generalization (good performance on unseen data) and avoiding
overfitting (much worse performance on unseen data than on the training set)
are core questions [3,4].
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Related techniques. The scope of methods employed to solving the general prob-
lem described above is quite broad including many statistical methods [5,3],
artificial neural networks [3,6,4,7], fuzzy systems [8], decision trees [9]. Because
Hierarchical Estimator [1,2] tries to combine many simpler solutions into one
more accurate, it is related to boosting [3,10,11] (e.g. AdaBoost), a notion of
weak learn ability [12], committees [13]. As it arranges such simple solutions
into a tree and divides the problem into subproblems, it bears some resemblance
to Hierarchical Mixture of Experts with a creation algorithm [14,15] and to re-
gression trees like M5 [9]. It shares previously mentioned properties, as well as
other basic premises like using outputs and errors of existing parts to aid fur-
ther construction and overlapping subproblems, also with Hierarchical Classifier
[16] (HC), but since the concept of a class is crucial for HC, the differences are
significant.

2 Hierarchical Estimator

This section describes Hierarchical Estimator directly after [1,2], with the nearly
identical notation.

2.1 Basic Definitions

Hierarchical Estimator, on the most abstract level, is a function HE : X −→ Y,
based on a tree structure constructed during learning (see 2.2).

The index set of the nodes of that tree is denoted I and the number of children
(possibly 0) of the tree node with index i (called shortly “ node i”) – N(i).
P : I × N → I is the function that returns the global node index of a child
based on the parent’s index and that child number, i.e., P (i, j) gives the index
of the j-th child of node i.

Two functions are assigned to each node existing in the tree [1,2]:

1. A function estimator (approximator) gi : X −→ Y constructed to solve some
subproblem of the original problem. In [1] feed forward neural networks with
the low number of hidden neurons are used.

2. Competence function Ci : {0, . . . , N(i)} × X −→ [0, 1] used as the weight
function when combining the results of certain nodes, see Eq. (2).

Definition 1 (Hierarchical Estimator node response). For node i in the
trained estimator, on input vector x, the response is obtained in the following
recursive manner [1]:

g̃i(x) =

N(i)∑
j=1

g̃P (i,j)(x) · Ci(j, x)+Ci(0, x)·gi(x) , where

N(i)∑
j=0

Ci(j, x) = 1 . (2)

Definition 2 (Hierarchical Estimator response). The response of the whole
solution is the response of the root (node “r”) of the tree, achieved using the above
formula: HE(x) = g̃r(x) .
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Of course, in a leaf, Ci(0, x) = 1 and g̃i(x) = gi(x).
The definition of the response in [1,2] is usually conveniently compacted by

replacing gi(x) with a result of a “virtual” zeroth child g̃P (i,0):

g̃i(x) =
∑N(i)

j=0 g̃P (i,j)(x) · Ci(j, x) .
An example being evaluated during work or testing is first propagated down

the tree starting from the root. At each node, weights are proposed for each
child and only the branches that were assigned non-zero competence for this
example are used. The propagation locally stops if it reaches a node where only
the estimator in the given node has non-zero competence (Ci(0, x) = 1), usually
it is the leaf. Typically, the example is not propagated through the whole tree,
but only certain paths and branches. Finally, responses of the nodes are returned
up the tree and combined using Eq.(2).

Because function C generally depends on the example being evaluated, Hi-
erarchical Estimator is not a linear combination of the estimators in the nodes
even though each response of the root is a linear combination of responses of
certain estimators in the tree.

Below, two definitions from [1] and [2], very useful for discussing Hierarchical
Estimator, are cited:

Definition 3 (Competence area). A competence area of a node is the set of
all feature vectors that a given node may possibly be required to evaluate.

Definition 4 (Competence set). A competence set contains all examples
from a given set (also if that set is only known from the context of discussion)
that fall into the competence area of the node.

An example belongs to the competence set or competence area of a node if the
node is the root and it is a valid feature vector, or if the competence function in
the parent node assigns this node and this vector a non-zero value. In the latter
case such a set is denoted SP (i,j) = {(x(k), y(k))|(x(k), y(k)) ∈ S∧Ci(j, x

(k)) > 0}
(for a jth child of node i). This applies also to “virtual” child 0.

2.2 Training

The exact structure of Hierarchical Estimator varies between tasks and is found
by learning from examples. Apart from learning data, the algorithm takes two
basic parameters, concerned with the accuracy vs. learning time tradeoff. The
main parameter is the error rate to achieve on a learning set in any given partial
estimator, the second is tied to the maximum complexity of the tree – simply
the maximum allowable tree depth in current versions.

The generic learning algorithm on a training set T is [1,2]:

1. Create a root and assign T as its training set. The root becomes the processed
node.

2. Build a function estimator in the processed node (called also node i). In [1]
simple feed-forward neural networks with the severely restricted number of
hidden neurons were used. The exact way of creating those networks can
also be found in [1].
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3. Compute an error measure, e.g. a mean absolute error |E|(Si, gi) for the pro-
cessed node and its competence set (which is often not identical to training
set Ti). If it is smaller than the main parameter or this node causes the tree
to meet the maximum complexity condition set in the second parameter,
then the algorithm ends for this node. If that error is greater than both:
the parameter and the error of its parent on the same set, the algorithm is
stopped, but the node we are processing is also deleted. Instead of instantly
deleting, the algorithm may be set to retrain the estimator and delete the
node only if its error is still greater.

4. Build
(a) Training sets for the children nodes {TP (i,1) . . .TP (i,N(i))} (exact N(i)

is not preset, but also to be found).
(b) Competence function Ci.
These tasks are closely related, and usually performed together.

5. Run this algorithm for the children of the given node from point 2.

This is a meta-algorithm, because two important steps must be yet described in
detail. One is the creation of training sets for children and a competence function.
It is possibly the most important step and it is the focus of this paper. The second
is the creation of function estimators in nodes. Several detailed versions of both
steps were presented in [1].

3 Training Set Division and Competence Function

In both [1] and [2] some theorems about Hierarchical Estimator were proven.
Their interpretations and conclusions concerning the task of creating training
sets and a competence function can be summarized as:

1. For each example, responses of more than one node should be taken into
account.

2. The decrease of the error is greater if the responses of nodes used for a given
example differ significantly from each another. One way to increase such
difference is to make training sets for child nodes differ.

3. Competence areas and training sets for children should be made easier to
learn by making them less diverse i.e., the examples within one such area or
set should be in some way similar to each another.

The versions of the solution for this task described in [1] were based primarily
on the responses of the estimator in the node and its errors. As goals 2 and 3 are
similar to those of clustering with overlapping groups or fuzzy clustering (e.g.
Fuzzy C-Means), those techniques were widely used.

3.1 A New Method

In this paper a new method of constructing training sets and a competence
function is proposed. It stems from the intermediate goals mentioned above
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and its base is similar to the technique called “association matrix” in [1] but it
includes serious enhancements as well.

The general algorithm is as follows:

1. Cluster the outputs of the estimator in a given node (gi) achieved on its com-
petence set with fuzzy clustering. Let coj represent a membership function
of the j − th cluster. Apply thresholding (based on the rule of thumb that,
on average, about two children nodes should be selected for each example,
see [1]) and normalize (to obtain sum of 1) the membership functions. Let
the transformed function of the j − th cluster be called coj .

2. Apply the analogical procedure to the true output values from the training
set of this node. Let ctj and ctj be functions analogical to coj and coj ,
respectively.

3. For each cluster k in estimator outputs do:
(a) Sort clusters in true values with respect to their centroid distances to

the centroid of cluster k.
(b) Initialize a competence set for k-kth child as samples with cok > 0.
(c) For each cluster j in true values, in order from the closest to the farthest,

do:
i. Check if adding cluster j would cause the training set to be over 95%

of the parent set. If yes, stop this loop.

ii. Calculate function H =
a

nk
·
√
s

n
+

(Eik − a)
nk

·
(n
s

)2

, where Eik is

the error of the parent estimator on examples with cok > 0, n and
nk are the numbers of samples in the parent training set and with
cok > 0, respectively, a is the sum of the parent estimator errors on
examples with ctl > 0 for all such l that cluster l has been added
to the training set (including cluster j), s is the size of the current
training set, including cluster j. Dynamical programming can reduce
the amount of computation for this step.

iii. If H has decreased since last cycle (or this is the first cycle), add
cluster j to the training set of child k, else stop the innermost loop.

(d) Check if the value calculated analogically to that from 3(c)ii for any
cluster m other than k is less than, corresponding, Eim/2. If yes, add
them to the competence area of the k-th child.

The competence function for the k-th child and a given example x is quite simple:
max(co(x)j) of all clusters j that were included to competence of the k-th child
(k-th cluster and possibly others added in pt. 3d of the algorithm).

Ad 1. Preliminary tests showed that the cluster number should be rather low
for better generalization and shorter training time. In experiments below, Fuzzy
C-means [17] was used with the automatic cluster number selection procedure
described in [18]. The range of possible cluster numbers was narrow (three adja-
cent numbers) to speed up the calculations. Because in all presented experiments
the output was just a real value, the range of the cluster numbers began at span
of values divided by “large error” which, for the number of samples m, was the
�ln(m)-th largest error.



New Specifics for a Hierarchial Estimator Meta-algorithm 27

Ad 2. Here the number of clusters should be much higher (for shorter training
times) and high accuracy is not needed. “Crisp” clustering can be applied. It
serves mostly to provide some broader learning “context”. The rationale behind
this is that if we include some example into a training set of a child, we usually
should also include examples with very similar desired outputs for better gener-
alization. It also decreases amount of computation needed in other steps. A fast
and inaccurate clustering algorithm based on Dignet [19] and described in [20]
was applied here with a cluster width parameter set to the target error.

As for the function H from 3(c)ii, it can be seen as a very rough guess of
a child node error. The terms involving the number of samples correspond to
two assumptions. First, that the reduced set should be easier to learn, and the
children errors lower. Second, that on samples still present in the competence
area but without a given appropriate “context” (see above), errors can be much
higher. Therefore maximizing a – including every cluster in true outputs that
has any common example with the processed cluster in estimator outputs – is
usually a good strategy, unless it would demand a drastic increase in the size
of the training set. The exact formula was chosen mainly due to simplicity and
proper border behavior.

4 Experiments

The experiments were done using the identical method and data as in [1].

Datasets. Three data sets were used. Two of them were rather small and simple:
housing and auto-mpg freely available from [21]. They have, respectively, 506
instances for 13 attributes and 393 instances for 8 attributes (after removing
missing values). The third represents a larger problem – predicting a power load
in the country-wide power grid for 168 hours in future based on the current load
and temperature, some historical load and temperature data and data about time
of the week, day, holidays etc. It has 26115 instances and 22 attributes. All data
were normalized to fit the preset interval ([0..1] or [-1..1] for some attributes),
the exact description can be found in [1].

Testing method. The performance on simple data sets (housing and auto-mpg)
was tested with 10-fold cross-validation. The whole cycle was repeated 10 times
yielding 100 learning-test cycles. For the power load, the solution was trained
on first three years of available data, and tested on remaining examples (from
over a year). The whole procedure was repeated 5 times. The errors (including
relative ones) were calculated after decoding the output.

The error measures used are:

1. |E| – the mean absolute error:
1

|T |
∑|T |

k=1 |HE(x(k))− y(k)| , where T is the

test set and |T | is the number of its examples.

2. MAPE – the mean absolute percentage error:
1

|T |
∑|T |

k=1

∣∣∣∣HE(x(k))− y(k)
y(k)

∣∣∣∣ .
3. APEmax – the maximum absolute percentage error.
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Prefix max means that a value is the maximum on 10 (or 5 in the case of power
load prediction) main cycles, prefix avg, that this is a mean.

Estimators used. Estimators in tests used the competence and training set di-
vision function described in this article. Simple neural networks were used as
estimators in the nodes, having up to 5 hidden neurons (the calculation of the
exact number is built into the solution, see [1]) and learned with the Levenberg-
Marquardt algorithm for 100 turns. If the child estimator performed worse than
its parent, it was retrained twice (for smaller data sets) or once (for a power
load, to reduce learning time). The stop condition was set to 0.013 for a power
load and 0.03 for other data sets and the maximum level of the tree was set to
4 (exactly as in [1]).

Results. The results on the testing part of the data are in Table 1.

Table 1. Errors on test sets

dataset avg|E| avgMAPE maxMAPE avgAPEmax maxAPEmax

Power load 288 1.83% 1.86% 23.8% 24.6%

housing 2.18 11.1% 11.7% 151% 371%

auto-mpg 1.98 8.51% 8.57% 44.2% 54.0%

5 Conclusion

The version of a hierarchical estimator described in this paper has a lower error
on the power load data set than any of the versions found in [1]. The lowest
error reported in [1] was 1.88% of avgMAPE, 1.91% of maxMAPE, 23.9%
of avgAPEmax and 25.2 % of maxAPEmax. What is more, the version that
achieved such error did much worse than the current one on simple data sets
(2.45 of avg|E| on housing and 2.33 for auto-mpg) so the improvement over that
technique is significant. Two out of six estimators described in [1] achieved better
results for simple data sets (2.08 to 2.11 of avg|E| for housing and 1.93 to 1.94
for auto-mpg), but their errors on the power load data set were higher: 2.19%
to 2.20% of avgMAPE, so neither of them could be described as better than
the current one. The advantage of the method described in this article on the
power load data set is relatively greater that its disadvantage on simple data sets
and as the power load data set represents a bigger and perhaps more important
problem, therefore, for other tasks, we would recommend using the training set
split and competence function creation method introduced in this article in place
of any method introduced earlier.

The search for new and better ways of dividing training set and competence
areas among children is still a main task in developing Hierarchical Estimator.
It might be the case that the easiest way for doing that would be to improve
the rough guess of the error used in this paper, although partially due to the
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characteristics of Neural Networks and partially due the nature of the learning
task itself, it could be extremely hard to find a significantly more accurate one.
If so, decreasing the dependence on such guesses (even if the current dependence
is not overwhelming) would be desirable.
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Abstract. This work presents a Sentence Hashing Algorithm for Pla-
giarism Detection - SHAPD. To present a user with the best results the
algorithm makes use of special trait of the written texts - their natu-
ral sentence fragmentation, later employing a set of special techniques
for text representation. Results obtained demonstrate that the algorithm
delivers solution faster than the alternatives. Its algorithmic complexity
is logarithmic, thus its performance is better than most algorithms using
dynamic programming used to find the longest common subsequence.

Keywords: plagiarism, plagiarism detection, longest common subse-
quence, semantic compression, SEIPro2S.

1 Introduction

This work presents the results of the ongoing research on a Semantically En-
hanced Intellectual Property Protection System [4]. Throughout research activ-
ities, a need of a new algorithm that can boost the overall performance of the
system arose.

Previous efforts were accomplished by building the system characterised with
a high level of satisfaction with the quality of results. It was possible thanks to
employment of semantic compression (please refer to [5] and [6]). The semantic
compression enabled the system to discover similar thoughts encoded in different
wording, thus enabling it to highlight passages of text that borrowed from the
original document with considerable amount of altered yet unoriginal content.

The main challenge with available solution was time efficiency. The number
of operations and its level of complexity prevented authors from offering the
solution in a online form on available computing platform due to the considerably
large number of documents that have to be processed in order to present a viable
plagiarism report. This directly created a need for a new algorithm that could
deliver results faster.

The outlined need is catered for by the presented algorithm that allows for
text processing up to 40 times faster for long texts than its predecessor and avail-
able alternatives. In general, algorithm runs in approximately linear time on the
experimental corpus of documents (Reuter’s corpus was used). The algorithm
has some traits in common with the revised version of Smith-Waterman algo-
rithm [7]. The most important are those that allow for not loosing information
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on long common sequences where some minor inclusions are present and a word
order is not preserved. As to be found in previously cited work [7] and previous
publications of authors [4], such an algorithm as presented here has a number of
applications. First and foremost, the core interest of a longest common subse-
quence matching in text processing is fighting plagiarism. It is essential task in
times, where access to information is nearly unrestricted and culture for sharing
without attribution is a recognized problem (see [11] and [10]).

The presented algorithm is an important example of a case when a task of
matching the longest common subsequence has a time complexity lower than
O(n ∗ m). The question whether it is possible was stated first by Knuth in
[1]. First affirmative answer was given in [3] with time complexity O((m ∗ n)/
log(n)) for case when m < n and they pertain to a limited sequence. Another
special case with an affirmative answer was given in [2] with time complexity of
O((n+m) ∗ log(n+m)).

This paper is organized as follows. Following introduction, a discussion on the
method used to transform input text is introduced. Later on, an algorithm based
on this description is introduced with addition of pseudo code and example. It
is followed by a section on the algorithm performance and comparison with
alternatives.

2 Sentence Hashing

The core advantage of the discussed algorithm stems from the application of
hashing technique to sentences of processed document.

First of all, every document is seen as a number of sentences separated by a
full stop. While processing text, there is a number of mechanisms that take care
for the acronym detection or decimal points in numbers (for more details please
consult [8]). This is important as many techniques start with normalization of
the text. The performance of algorithm is affected very slightly by not normal-
izing input data in general, and saving the sentence structure is crucial to its
success. Similar strategy, underlining the value of a sentence for automatic text
summarisation was presented by [9]. Of course, a text can contain a number of
unstructured text passages such as enumerations and lists. Therefore, a notion
of frame makes it possible to manage a situation where a natural full stop at the
end of sentence is not available.

Second, a length of hash frame is chosen for the whole system. Hash frame
is constructed of a number of subsequent terms obtained from the processed
document. The length of this frame is very important, as it’s in direct relation
with algorithm performance. This frame steers the production of consequent
hashes. It shall not be too short as the bookkeeping costs will overwhelm the
positive aspects of hashing in the later phases of algorithm, yet it shall not be too
long as it effectiveness of search for a longest common sequence drops drastically.

Hashing procedure is driven by two parameters: α and β. When processing
text, a sequence of terms is treated as a single text frame to be hashed when
its total length is less than the value of parameter α, otherwise the sequence
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is divided into a number of text frames which length is β. Whether a result of
division has a reminder (which length is less than the value of α) it is processed
according to the first part of the rule.

Every term in frame is mapped onto some unique term, then a value for given
frame is computed as a sum of numbers representing given terms. Therefore, it
makes the procedure resilient to word order of the captured terms which is of
great value in plagiarism detection tasks. Whole text is processed in order to
come up with a sequence of numbers representing a document.

Consider following example with parameters α and β set to 9 and 1.5. The
values should be interpreted as such that a sentence up to 13 words long is treated
as a single text frame (α ∗ β) and those longer than this value are partitioned in
frames 9 terms long.

Table 1. Example

On Tuesday Huntsman Corporation informed that it had revoked a bid worth $460
million for Rexene Corp. due to double rejection of its bids by the chemical company
from Dallas.

On → 742 Tuesday → 110226 Huntsman → 289972 Corporation → 88818 informed
→ 57582 that → 66940 it → 956 had → 7532 revoked → 81758 a → 97

Frame hash: 704623

bid → 7212 worth → 161187 $460 → 22240 million → 33767 for → 7530 Rexene →
38381 Corp → 42432 due → 7437 to → 1039 double → 276024

Frame hash: 597249

rejection→ 169746 of→ 990 its→ 7763 bids→ 57811 by→ 905 the→ 8357 chemical
→ 337263 company → 354349 from → 60517 Dallas → 340253

Frame hash: 1337954

3 The Core Algorithm

The hashing procedure described in the previous section is the necessary step in the
algorithm as it enables for tremendous savings when comparing two documents.

To present fully the idea, lets assume that the general task is to compare a
document (to be referred as D) which is suspected to contain a number of phrases
copied without attribution from external sources with a set Δ of n documents
(where any given member document δi ∈ Δ, i = 1, ..., n) obtained from document
repository. The algorithm to achieve it is twofold.

First of all, for every δi there is a file with consequently hashed text frames.
To advance to the next step, document D must undergo described procedure of
text frame hashing. As a result a associative array T is built where every key
denotes a hash of a text frame and value associated is a tuple filled with the
following entries: frame number, local maxima and continuity maxima.

T =

⎛⎜⎜⎜⎝
t1 → 〈n,ml,mc〉
t2 → 〈n,ml,mc〉

...
tn → 〈n,ml,mc〉

⎞⎟⎟⎟⎠
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Associative array T is loaded to the memory once for all tests, the only process
that is repeated is the zeroing values of the values for all the keys between checks
of document D with subsequent members of the Δ set.

First phase concludes in loading subsequent hash values for document D,
where n is filled with a frame number and local maxima and continuity maxima
are set to 0. A description in pseudocode is given in algorithm 1.

Second, matching of common subsequences commences. Sequences of hashes
from documents forming the Δ set are compared with sequences from the doc-
ument D. Document D has to have its associative array Ti zeroed for both
maxima. Document δi is compared by taking subsequent hashes δitj (where i
identifies document in set Δ and j identifies a hash key in its associative array).
Whether δitj exists in Dtj , then a values from matching hash are updated in D
according to the following rules.

When value representing local minimum ( Dtj → ml for a key matched from
document δi is equal to zero, it means that a beginning of a common sequence has
been just detected. Therefore, Dtj → n is updated to the number of matching
frame from document δi and Dtj → ml = 1, Dtj → mc = 1.

When Dtj → ml is nonzero and Dtj → n equals i − 1, this means that
compared hash of a text frame was preceded by a previously matched hash of
a text frame in both D and Di. Hence, a continuation of same text was found.
Dtj → n and Dtj → ml are incremented each by one. Weather Dtj → ml

is greater then Dtj → mc, Dtj → mc is incremented by one, as the longest
common subsequence has just been found to be one frame longer.

If Dtj → n is not equal i− 1, it means that the ongoing match was disrupted,
so Dtj → ml has to be decreased by one and Dtj → n must be updated to the
number of matching frame from δi. Depending on the value of Dtj → ml being
greater then zero, one is still awaiting for continuation of the matching sequence.
Otherwise, a value of Dtj → mc is the number informing of the longest match
for a sequence.

Having examined document δi, one can examine associative array T row by
row in order to come up with the highest values of Dtj → mc. A description
in pseudocode is given in algorithm 2, for exemplary documents, please refer to
table 2 for document D and table 3 for document δi.

Table 2. Exemplary document D

692254 Huntsman’s first bid of $14 per share was rejected by Rexene on July
85790 Rexene on July 22
574311 It then sweetened the offer to $15 per share on Aug
405972 Rexene rejected that bid as well
828756 The unsolicited bid also included the assumption of $175 million of debt
902783 Rexene did not have any immediate comment on Huntsman’s decision
1670207 But Rexene’s stock, which had risen sharply after Huntsman first launched

its bid
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Table 3. Exemplary document δi, first hash of a common frame is underlined

704623 On Tuesday Huntsman Corporation informed that it had
revoked a

597249 bid worth $460 million for Rexene Corp. due to double
1337954 rejection of its bids by the chemical company from Dallas
692254 Huntsman’s first bid of $14 per share was rejected by ml = 1, mc = 1

85790 Rexene on July 22 ml = 2, mc = 2
574311 It then sweetened the offer to $15 per share on Aug ml = 3, mc = 3
405972 Rexene rejected that bid as well ml = 4, mc = 4
828756 The unsolicited bid also included the assumption of $175

million of debt
ml = 5, mc = 5

1005759 The announcement from Huntsman was delivered after the
closing of the market.

ml = 4, mc = 5

4 Experiments

In order to measure efficiency of described algorithm an implementation was
prepared of both the algorithm and revised version of Smith-Waterman algo-
rithm (as described in [7]). Table 4 summarizes the performance comparison of
both algorithms. It is easy to observe that performance of the presented algo-
rithm beats benchmarked algorithm. This is possible by the fact that SHAPD
complexity is a logarithmic one, while S&W variations and extensions are ap-
proximately quadratic. Accuracy and completeness of the described algorithm is
100%. English was the language of all the documents.

Data gathered describe performance of both algorithms in two cases. First
case, covers a long article whose length expressed in words was 412. Second one
is for a long article of 3255 words. Each run of the test covered a comparison of
one of the three given documents with a corpus of 1000 documents whose length
was incrementally augmented from 1000 bytes to 6000 bytes (1000 bytes is on
the average 232 words).

Table 4. Results on experiment benchmarking Smith-Waterman algorithm and Sen-
tence Hashing Algorithm for Plagiarism Detection - (SHAPD). The detailed description
of content is given in the beginning of the experiment section. Number of bytes is ex-
pressed for every batch of 1000 documents taken from the Reuter’s corpus. Time is
expressed in milliseconds.

Number of bytes p. doc. 1 000 2 000 3 000 4 000 5 000 6 000

Document - 412 words

SHAPD 2 940.00 6 238.36 9 989.58 13 121.75 16 552.54 21 724.30
S&W 7 560.01 16 129.92 23 417.34 34 633.56 42 754.44 54 805.13
DIFF. 2.57 2.59 2.42 2.64 2.58 2.52

Document - 3255 words

SHAPD 2 667.15 6 039.34 9 554.21 12 802.04 16 424.06 19 784.12
S&W 45 257.59 91 033.21 141 361.62 191 598.61 228 094.09 283 437.67
DIFF. 16.97 15.07 14.80 14.97 13.89 14.33
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Of interest to the ongoing research is the optimal length of text frame depend-
ing on the language of document and its domain. It is believed that the number
used in experiments can vary and additional research must be performed in order
to present the conclusions. Results of experiments are outlined in the visualisa-
tion available in figure 1, calculated parameters for α = 9 and β = 2.25.

Fig. 1. Results of experiments on frame length. The best results for English measured
on the Reuter’s corpus are when parameter α is set to 9 (the length of a frame) and
parameter β is set to 2.25.

Algorithm 1. Phase one of the algorithm: Sentence hashing

for all Sentence ∈ Document do
//l - number of words in Sentence
if l > α ∗ β then

k = 0, h = 0
for all Word ∈ Sentence do

h = h+Hash(w)
if k > α then

write(h), k = 0, h = 0
end if

end for
if k > 0 then

write(h)
end if

else
h = 0
for all Word ∈ Sentence do

h = h+Hash(w)
end for
write(h)

end if
end for
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Algorithm 2. Phase two of the algorithm: Document matching

for all δi ∈ Δ do
Dtj → n = 0, Dtj → ml = 0, Dtj → mc = 0
for all δitj ∈ δi do

if δitj ∈ T then
if Dtj → ml > 0 then

if δtj → n = Dtj → n+ 1 then
inc(Dtj → n), inc(Dtj → ml)
if Dtj → ml > Dtj → mc then

Dtj → mc = Dtj → ml

end if
else

dec(Dtj → ml)
if Dtj → ml = 0 then

if Dtj → mc > Treshold then
write(Dtj → mc, Dtj → n), Dtj → mc = 0, Dtj → n = 0

end if
end if

end if
else

Dtj → n = δitj → n,Dtj ,→ ml = 1,→ mc = 1
end if

else
if Dtj → ml > 0 then

dec(Dtj → ml)
if Dtj → mc > Treshold then

write(Dtj → mc, Dtj → n), Dtj → mc = 0, Dtj → n = 0
else

inc(Dtj → n)
end if

end if
end if

end for
end for

5 Summary

The presented novel algorithm yields exceptionally good results in its core ap-
plication extremely boosting the process of plagiarism detection in comparison
with S&W algorithm. The results presented are taking into account a initial
version of the prepared algorithm.

There is a number of performance extensions that can be applied in order to
yield even better effects. The most obvious is normalization of text that shall
diminish the overall length of vector storing hashed frames. A less obvious ex-
tension is application of semantic compression to even more diminish discussed
vector. In addition, application of semantic compression shall improve the pla-
giarism detection due to the fact that more techniques used by those willing to
commit plagiary, shall be vulnerable.
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Additional modifications are already designed, yet due to the space constraints
will be addressed in separate publications.

References

1. Chvatal, V., Klarner, D.A., Knuth, D.E.: Selected Combinatorial Research Prob-
lems. Technical Report, Stanford University, Stanford, CA, USA (1972)

2. Szymanski, T.G.: A special case of the maximal common subsequence problem.
Technical Report TR-170, Computer Science Laboratory, Princeton University
(1975)

3. Masek, W.J., Paterson, M.S.: A faster algorithm computing string edit distances.
Journal of Computer and System Sciences 20 (1980)

4. Ceglarek, D., Haniewicz, K., Rutkowski, W.: Semantically Enhanced Intellectual
Property Protection System - SEIPro2S. In: Nguyen, N.T., Kowalczyk, R., Chen,
S.-M. (eds.) ICCCI 2009. LNCS, vol. 5796, pp. 449–459. Springer, Heidelberg
(2009)

5. Ceglarek, D., Haniewicz, K., Rutkowski, W.: Semantic Compression for Specialised
Information Retrieval Systems. In: Nguyen, N.T., Katarzyniak, R., Chen, S.-M.
(eds.) Advances in Intelligent Information and Database Systems. SCI, vol. 283,
pp. 111–121. Springer, Heidelberg (2010)

6. Ceglarek, D., Haniewicz, K., Rutkowski, W.: Quality of Semantic Compression in
Classification. In: Pan, J.-S., Chen, S.-M., Nguyen, N.T. (eds.) ICCCI 2010. LNCS,
vol. 6421, pp. 162–171. Springer, Heidelberg (2010)

7. Irving, R.: Plagiarism and collusion detection using the Smith-Waterman algo-
rithm. Technical Report TR-2004-164, University of Glasgow, Computing Science
Departament Research Report (2004)

8. Yeates, S.: Automatic Extraction of Acronym from Text. In: Proceedings of the
Third New Zealand Computer Science Research Students Conference. University
of Waikato, New Zealand (1999)

9. Alonso, L., et al.: Approaches to text summarization: Questions and answers. In-
teligentia Artificial. Revista Iberoamericana de Inteligencia Artificial (20), 34–52
(2003)

10. Burrows, S., Tahaghoghi, S.M.M., Zobel, J.: Efficient plagiarism detection for large
code repositories. Softw. Pract. Exper. 37, 151–175 (2007)

11. Ota, T., Masuyama, S.: Automatic plagiarism detection among term papers.
In: Proceedings of the 3rd International Universal Communication Symposium,
pp. 395–399. ACM, New York (2009)



Enriching Domain-Specific Language

Models Using Domain Independent
WWW N-Gram Corpus

Harry Chang

AT&T Labs, Austin, TX USA
http://www.research.att.com

Abstract. This paper describes the new techniques developed to ex-
tract and compute the domain-specific knowledge implicitly embedded in
a highly structural ontology-based information system for TV Electronic
Programming Guide (EPG). The domain knowledge represented by a set
of mutually related n-gram data sets is then enriched by exploring the ex-
plicit structural dependencies and implicit semantic association between
the data entities in the domain and the domain-independent texts from
the Google 1 trillion 5-grams corpus created from general WWW doc-
uments. The knowledge-based enrichment process creates the language
models required for a natural language based EPG search system that
outperform the baseline model created only from the original EPG data
source by a significant margin measured by an absolute improvement of
14.1% on the model coverage (recall accuracy) using large-scale test data
collected from a real-world EPG search application.

Keywords: Knowledge engineering, natural language processing, text
mining, WWW, speech recognition.

1 Introduction

Developing a natural language (NL) based search interface for an information
system with fast changing content requires a deep knowledge of both its domain
and its target user population. For some domains, obtaining an adequate train-
ing corpus for the knowledge acquisition is often difficult. To address the issue of
sparse data, researchers use smoothing techniques to improve the maximum like-
lihood estimate (MLE) technique [1], [2], [3], [4]. For other domains, the opposite
becomes a major issue when the amount of training sentences is in the tens of
millions. To improve the effectiveness of their training process, researchers dis-
covered various discriminative training techniques [5], [6]. One known weakness
with both types of techniques is the complexity of its training process and the
cost of human labors required for preparing hand-labeled training sentences.

In this paper, we explore a new knowledge driven and soft computing process
for creating the domain-specific language models (LMs) through loading of a
domain-specific ontology and then enriching it through a domain-independent
text corpus. Our research objective is to develop a NL-based search interface for
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the domain of TV EPG [7]. The most unique characteristic of this domain is
that the target content is constantly changing. Thus, it is impractical to collect
an adequate training corpus from the TV viewing public and then spend weeks
to build the n-gram LMs before it becomes obsolete. To solve this problem, we
create a 2-step training process: 1) construct an optimal sub-tree with the nodes
carrying the important domain knowledge using an EPG taxonomy tree [8] and
2) expand the diversity of the underlying LMs created from the domain data
using a domain-independent text corpus from Web documents. Figure 1 shows
a flattened data view of a simplified EPG taxonomy tree with the 7 leaf nodes.

Fig. 1. Visual representation of a structured data record instance of a generic TV EPG

An Ontology of TV EPG. When average TV viewers construct their search
expressions, they generally don’t know how the underlying EPG content is struc-
tured. Consequently, they do not express their search intention in a well-formed
query according to the taxonomy of an EPG data feed. Through analyzing the
user data collected for our prior study [9], we empirically discover that the users’
query language for TV EPG can be effectively modeled by a rather compact EPG
ontology with as few as 6 semantic concepts as depicted in Figure 2.

Fig. 2. The EPG ontology used to construct the knowledge framework for the study

It is a common knowledge that the users’ language model (spoken or typed
words) for expressing their search intention are shaped by many other types of
public media such as radio, newspapers, magazines, and web sites. For example,
the text string ’007’ does not always occur in the descriptions of all “James
Bond’s movies” such as the “The World Is Not Enough” example in Figure 1.
To address this inherited limitation in an EPG data source, we develop a set of
knowledge-based rules to discover the implicit semantic associations between the
data elements in an EPG text corpus and their ”peers” in a domain-independent
WWW-based text corpus using various text mining techniques similar to those
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reported by others [10], [11]. The Google 1-trillion 5-grams corpus [12] is selected
for this study for the two main reasons: a) it is the largest domain-independent
text corpus from the web documents and b) it has the same n-gram data format
as that used in our framework.

2 Construct Baseline Model from the EPG Data Source

The EPG corpus used for this study is constructed from a series of the EPG
data feed for 59TV markets in the U.S. over a 32-month period. The text corpus
can be viewed as a stack of daily TV Guide pages where each page holds the
information for all TV programs and their schedules on various channels on
a given day in a highly structured XML file. The text corpus, referred to as
the EPG59 corpus, consists of over 500,000unique sentences with a vocabulary
of approximately 210,000words. Altogether, the EPG59 corpus contains over
1.8 billion word tokens.

2.1 Generating n-Grams Based Semantic Classes from EPG

Definition of N-gram Words. A syntactically-constrained n-gram selection
method [7] is used for this study. For example, a program title such as “Tonight
Show with Jay Leno” only contains 4 bigrams and 3 trigrams, and etc. We limit
the n-grams generation to the first four orders for the PT node: PTi (i≤4). For
all other nodes, we limit the n-grams generation to the first three orders: PDj ,
CNj , GRj , and PNj (j≤3).

Populating the EPG Ontology. We develop a simple parser to extract various
data elements in the EPG59 corpus and populate the 5 semantic nodes as defined
in Figure 2. The relationships between different semantic nodes are represented
by their links with one or more properties. The semantic node schedules is im-
plicitly encoded as a property associated with the link between the PT and CN
node. Thus, after populating the EPG ontology, a property value for the schedule
frequency PCN

freq(“Seinfeld” ∈ PT ) = 685 represents the accumulative frequency
for the show aired on all channel instances of the CN node during the lifetime
of the corpus.

2.2 Computing n-Gram Weights Using Semantic Nodes

PT Node. Each n-gram string w generated from a PT sentence s is assigned with
a weight, pPT , based on its value for the schedule property associated with all link
instances between the PT instance s and the CN node using (1). The function
TF (w) is a widely-used Term Frequency function for the PT set. The constant
c is a primetime factor, equal to 4 if the schedule instance for the program s
occurs during a specific time period of day known to the TV industry as the
primetime and equal to 1 otherwise. This method effectively adds a positive bias
to the probability weighting of the applicable n-grams in the PT datasets to
reflect the domain knowledge.
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pPT (w) = c ∗ TF (w)|w ∈ sPT (1)

PD Node. The language style used to describe TV programs is generally informal
and short in order to fit on a single TV screen. A description text may contain
a single sentence of a few words or a loosely structured paragraph with as many
as 80words. The parser extracts approximately 400,000unique sentences from
the description fields. From these sentences, approximately 5 million trigrams
and 2.5million bigrams are generated from the PD subset. Their weight function,
pPD, is defined by (2).

pPD(w) = c ∗ TF (w)|w ∈ sPD (2)

CN Node. The EPG59 corpus covers the TV programs aired on 446English chan-
nels. Each channel has a unique callsign such as HBOand a full name such as
“Home Box Office”. The parser extracts approximately 1300 sentences from the
corpus to create the CN set and then generates their corresponding n-grams
(n≤ 3). The weights for the n-grams in the CN set are computed based on a
hidden relationship between a channel name and its diversity – the count of
unique TV shows s aired on the channel c represented by the function u(c), as
shown in (3).

pCN (w) =

446∑
c

u(c)|w ∈ sCN (3)

GR Node. Most TV programs in the EPG59 corpus contain a few special data
attributes such as genre and rating. In this study, we combine these two data
elements to form a single concept as GR (Genres and Rating). The parser ex-
tracts 196phrases from the GR related data fields in the corpus. For simplicity,
the probability weighting, pGR(w) = k, for all n-grams in the GR set is assigned
to a constant (k=100).

PN Node. For a program title, the EPG59 corpus contains two attributes known
as cast and director. Altogether, approximately 151,000names are extracted from
the corpus. To achieve a reasonable word error rate (WER) for the speech recog-
nition application contemplated for the domain, we decide to reduce the size
of this name list using a simple rating scheme to model the popularity of TV
cast/directors as follows: for each show title s where a name is listed as a cast
member or a director, the person is given one credit (e.g., casts(w)=1 ). For this
study we select the 65,000names with the highest credit rating, which forms the
final PN n-gram datasets. The weight for a name n-grams, w, in the PN set is
calculated based on the total credits given to the name using (4).

pPN (w) =
∑
s

(casts(w) + directors(w)) | s ∈ PT (4)

Approximately 7million n-grams (n≤4) wn are generated from the EPG59 corpus
to form the baseline model (denoted as B) where w may be linked to multiple
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semantic nodes in the EPG ontology as shown in Figure 2. The overall weight
function p for each n-gram w in the baseline model is then the accumulative
weight for w over the five semantic nodes where there is a relationship.

3 Model Enrichment through the Google Corpus

There are two main objectives for the enrichment process: a) expand the baseline
model by finding new n-grams in the Google 1Trillion n-grams corpus (G1T)
that are deemed relevant to our domain and b) adjust the weights of all n-grams
in the baseline model that also occur in the G1T corpus. We know from our
previous study [9]: there is little accuracy improvement in the speech recognition
experiments by including any higher-order n-grams beyond n=4. Therefore, only
the first four n-gram data sets in the G1T corpus are used in the enrichment
process. Table 1 summarizes the basic statistics of the G1T corpus.

Table 1. The data summary of the n-gram sets in the Google 1 trillion 5-gram corpus

Set ID Types Set Size Freq Function

G1TNG1 unigrams 13,588,391 F (w1)
G1TNG2 bigrams 314,843,401 F (w1w2)
G1TNG3 trigrams 977,069,902 F (w1w2w3)
G1TNG4 4-gram 1,313,818,354 F (w1w2w3w4)
G1TNG5 5-gram 1,176,470,663 not used

The enrichment process is a simple recurring procedure starting with the
lowest-order n-grams (n=1) in the baseline model B̆ and using them to find
their relevant counterparts in the G1T corpus. After all relevant i-grams wi

in the G1T corpus are added to the newly enriched n-gram set Ĕ, the process
repeats for the next higher order n-grams in the G1T corpus until n=4.

1. Initialize the enriched model Ĕ with the n-grams in the baseline model B.
2. For i=1,2,3,4 repeat the following steps

(a) Select relevant i-grams w̆i in
⋃

GITNGj | i≤j
(b) Add w̆i to the enriched model Ĕ

The relevance is computed based on the principles of the most common edit-
distance algorithms [13], [14]. Any unknown i-gram wi in the G1T corpus is
deemed relevant to the domain if one of its subordinate j -grams wj (wj ∈ wi)
has an edit distance d ≤ λ to at least one semantic node defined in Figure 2.
The value λ is set to 1 for G1TNG1 and G1TNG2 and increased to 2 for G1TNG3 and
G1TNG4. Thus, any unknown fourgram w4 containing the name “James Bond”
would be considered relevant to the domain because it has an edit distance
d (w4, “James Bond” ∈ PD2) ≤ 2 to the semantic node PD. The weight function
f of an n-gram w̆ in the enriched model Ĕ is based on the greater value of the
two functions, F (w̆) and p(w̆) using (5).

fX (w̆) = max(F (w̆, pX (w̆)) | X ∈ {PT, PD,CN,GR,PN} (5)
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The enrichment process expands the baseline model by two orders of magni-
tudes as shown in Table 2. To study if the expansion algorithm is too greedy
or over-constrained, we rank all n-grams in the enriched model Ĕbased on their
weight function f and then create three smaller nested subsets whose n-grams
have a weight higher than a certain threshold that is empirically determined.
Table 2 shows the sizes of the n-gram datasets within the enrichment model Ĕ
and its three subsets: small, medium, and large.

Table 2. The n-gram dataset summary for the model B and the enhanced models

n-gram Model B Model Ĕ Ĕsmall Ĕmedium Ĕlarge

n=1 137,764 1,078,118 167,565 300,389 889,222
n=2 1,435,673 71,535,612 6,453,393 8,767,176 14,589,380
n=3 2,637,036 257,109,225 5,393,306 12,089,203 47,646,227
n=4 2,760,003 285,002,030 28,434,955 58,498,012 103,888,021

all 6,970,476 613,817,714 40,431,219 79,654,780 167,012,856

4 Evaluations and Results

The effectiveness of the enrichment process described in Section 3 is evaluated
from two perspectives, NL Processing (NLP), and Automatic Speech Recognition
(ASR). The NLP-oriented performance is measured using the standard recall
accuracy (the percentage of all test sentences that found a match in the LMs)
and precision accuracy (the percentage of all test sentencescorrectly mapped to
the LMs). For the ASR test, the common WER metric is used to measure the
performance of a statistical language model (SLM) based ASR engine trained
from the n-grams based sentences.

4.1 Coverage Analysis on Typed Queries (TQ)

Test Data. Approximately 1.5million typed search texts were collected from an
EPG website with an estimated user population of over 50,000. The raw text
data was filtered with a domain-specific automatic spell check dictionary and
then compared to the full program titles in the PT data set. All search queries
that mapped to an exact program title (24, American Idol, Seinfeld, etc) were
considered too simplistic and excluded from this study. The remaining set con-
taining 34,589unique search texts are considered as a harder test set because
they reflect worse-than-average scenarios in terms of low-frequency words and
query complexity.

Text Search Engine. A simple text search engine is built with an n-gram based
scoring procedure. To minimize complexities in computing precision accuracy,
the following search and scoring procedure is used: all test queries with exactly
one word (count=8,656) are only compared with the unigrams used to train the
search engine; similarly, the test queries with exactly two words (count=14,627)
are only submitted to their corresponding bigrams models, and so on. Therefore,
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the precision accuracy for all matched queries consisting of four words or less
is always 100 percent. The percentages of exact matches produced by the search
engine trained with the different models are shown in Table 3, grouped by the
lengths of the test queries. All three enrichment models clearly outperform the
baseline model B by a significant margin, especially for n=2 and3.

Table 3. The recall accuracies: the baseline model vs enhanced models

TQ Test Subset B Ĕsmall Ĕmedium Ĕlarge

1-word queries 87.0% 90.7% 92.0% 94.3%
2-word queries 51.4% 75.1% 76.8% 78.9%
3-word queries 47.5% 59.0% 62.6% 75.0%
4-word queries 14.7% 18.9% 22.0% 25.0%

TQ Test Set (N=34,859) B Ĕsmall Ĕmedium Ĕlarge

Recall Accuracy 56.3% 70.4% 72.5% 75.9%
Model Size (millions) 6.97 40.43 79.65 167.01
Vocabulary Size 137K 167K 300K 889K

For the test queries with 5words or more (4.3%), there is no exact match
possible by the search engine. A simple divide-and-conquer method is used for
these longer test queries. For those longer test queries, wi, if any of its bigrams,
trigrams, or fourgrams score a match by the search engine, it is counted as a
recall. The overall improvement of recall accuracy across all five subsets in the
TQ test set is shown in Table 3. Even the smallest enriched model, Ĕsmall,
outperforms the baseline model B by 14.1% absolute in terms of recall accuracy.

4.2 ASR Performance on Spoken Queries (SQ)

Discriminative Selection of Training N-grams. The vocabulary size of the en-
riched LMs is rather high for the target search applications. To reduce it, we
develop a method for selecting those n-grams of the highest probabilities for
appearing in a spoken expression by average users. First, we apply a common
NLP technique known as the Term Frequency and Inverse Document Frequency
(TF-IDF) based title ranking [9] but only to the unigrams and bigrams in the PT
subset. This rating process excludes those PT unigrams and bigrams with the
highest or lowest TF-IDF values using a threshold determined empirically. The
surviving unigrams and bigrams in the original PT set are called the anchor-
ing sets: PT1a and PT2a. We then increase discriminatively the weight of those
n-grams in all four models listed in Table 3 only if it contains a text string in
the PT1a and PT2a anchoring sets. Finally, we re-rank the weight of all n-grams
in the four models and eliminate those ranked below the bottom 10percentile
within their corresponding n-gram sets. This process creates the final four sets:
B∗, E∗

small, E
∗
medium, and E∗

large, which are then used to train a statistical lan-
guage model (SLM) based speech recognition engine. Table 4 shows the size of
the final training sets used for the ASR tests in this study.
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Testing Data and Results. Two groups of employee-based users participated in
this SQ study. They interacted with an experimental EPG system using a multi-
modal TV remote with speech input capabilities, producing 1,585 spoken queries
for the domain. The larger user group (50 speakers) used more well-formed search
queries with an average term length of 3.4 words while the smaller user group
(5 families) used the prototype in their homes, producing slightly shorter, yet
spontaneous spoken queries with an average term length of 2.9words. Average
sentence length for the spoken queries is 3.1words. Table 4 shows the WER statis-
tics generated by the same speech recognition system using the different SLMs
compiled from the n-grams in the four different training sets.

Table 4. The performance comparison: the baseline model vs enhanced models

Training Set Vocab N-gram Size WER

B∗ 123,680 4,331,934 22.8%
E∗

small 126,369 5,269,354 22.8%
E∗

medium 126,561 6,944,184 22.5%
E∗

large 124,256 9,119,511 22.5%

Table 4 shows that the expanded n-gram sets from the enrichment process do
not produce a higher WER. In fact, the enrichment models E∗

medium and E∗
large

outperform the baseline line model B∗ by a small margin. The small reduction
in WER is primarily due to the fact that some of the spoken queries in the SQ
test set are not covered by the baseline model.

5 Discussions and Future Research

Using a domain-specific ontology system populated from the system-generated
domain data, we have created a highly automated process for enriching the lan-
guage model through the knowledge-driven text mining techniques on the Google
1 trillion n-gram corpus. The enriched LMs outperform the baseline model by a
significant margin in terms of recall accuracy (70.4% from the smallest enrich-
ment model versus 56.3% on the baseline model) when tested on large-scale field
data collected from a real world EPG application.

The ASR test on a small set of spoken queries collected from an experimental
EPG search system with a spoken interface shows that the enriched models
can achieve the same or slightly better WER metric vs the baseline model.
It is worth emphasizing that the SQ test set has a very small vocabulary of
approximately 1200words and that a majority of spoken sentences are considered
well formed. Had the SQ test set contained as many complex queries as found
in the TQ test, we would expect a much higher WER from the baseline model.

One potential improvement to the enrichment process is the introduction of
penalties for the n-grams with a very low in-domain frequency count. For ex-
ample, the testing utterance ”HBO” was mis-recognized as ”Eight DEO”. The
main reason for the word DEO to remain in the final training set is that the word
carries a fairly high weight, which is almost entirely contributed from the Google
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corpus (it contains over 10million instances of the word). However, the word only
has 2 instances in the original EPG59 corpus which contains over1.8 billion word
tokens. Another future improvement could incorporate a recency factor in de-
termining the weight for the name entries in the PN set based on the frequency
of their movie appearances on TV during the last X months.
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Abstract. In a recently published work the author investigates indiscernibility
relations on information systems with a partially ordered universe. Specifically,
he introduces a notion of compatibility between the (partially ordered) universe
and an indiscernibility relation on its support, and establishes a criterion for com-
patibility. In this paper we make a first step in the direction of investigating the
structure of all the indiscernibility relations which satisfy such a compatibility
criterion.
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1 Introduction

As stated by Pawlak in [13], the notion of indiscernibility relation stands at the basis
of the theory of rough sets. In a recently published paper ([3]), the author investigates
the indiscernibility relation in an information system where the universe is partially
ordered. After introducing appropriate notions of partition of a partially ordered set
(poset, for short), a relation between partitions and indiscernibility relations is estab-
lished. More specifically, the author introduces a notion of compatibility between a
poset and an indiscernibility relation on its support, based on the definition of partition
of a poset. Further, a criterion for compatibility is established and proved.

In this paper, we make a first step in the direction of investigating the structure of all
the indiscernibility relations which are compatible with a poset. To this end, indeed, we
need first to learn about the structure of all the partitions of a poset.

Some of the mathematical concepts used in this paper have been developed by the au-
thor in [1] and [2]. In these works, the author provides two different notions of partition
of a poset, namely, monotone partition and regular partition. We recall this concepts in
Section 2.

Our main results are contained in Section 4, where we describe the lattice structure
of monotone and regular partitions of a poset.

In Section 3 we recall the results obtained in [3]. Such results are used in Section 5 to
obtain, by way of an example, the structure of all indiscernibility relations compatible
with a poset in a specific case.
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2 Preorders and Partitions of a Partially Ordered Set

A partition of a set A is a collection of nonempty, pairwise disjoint subsets, often
called blocks, whose union is A. Equivalently, partitions can be defined by means of
equivalence relations, by saying that a partition of a set A is the set of equivalence
classes of an equivalence relation on A. A third definition of a partition can be given in
terms of fibres of a surjection: a partition of a set A is the set { f −1(y) | y ∈ B} of fibres
of a surjection f : A→ B.

In [1] and [2], the notion of partition of a poset is investigated. Starting by providing
definitions of partition in terms of fibres (such kind of definition arise naturally when
thinking in terms of categories, i.e., in terms of objects and maps between them), the
author provides the corresponding definitions in terms of blocks, and in terms of rela-
tions. In this section, we only present the third kind of definitions, the ones given in
terms of relations. Full results and proofs are contained in [1] and [2].

2.1 Two Different Kinds of Partition?

In the case of posets, and in contrast with classical sets, we can derive two different
notions of partition. To justify this fact, some remarks on the categories having sets
and posets, respectively, as objects, are needed. For background on category theory
we refer, e.g., to [9]. Let Set be the category having sets as objects and functions as
morphisms. To define a partition of a set in terms of fibres, one makes use of a special
class of morphisms of the category Set. In fact, such definition exploits the notion of
surjection, which can be shown to coincide in Set with the notion of epimorphism.
Moreover, in Set, injections coincide with monomorphisms. The well-known fact that
each function factorises (in an essentially unique way) as a surjection followed by an
injection can be reformulated in categorical terms by saying that the class epi of all
epimorphisms and the class mono of all monomorphisms form a factorisation system
for Set, or, equivalently, that (epi,mono) is a factorisation system for Set.

Consider the category Pos of posets and order-preserving maps (also called mono-
tone maps), i.e., functions f : P → Q, with P, Q posets, such that x � y in P implies
f (x) � f (y) in Q, for each x, y ∈ P. In Pos, (epi,mono) is not a factorisation system;
to obtain one we need to isolate a subclass of epimorphisms, called regular epimor-
phisms. While in Set regular epimorphisms and epimorphisms coincide, that is not the
case in Pos. The dual notion of regular epimorphism is regular monomorphism. It can
be shown (see, e.g., [1, Proposition 2.5]) that (regular epi,mono) is a factorisation sys-
tem for the category Pos. A second factorisation system for Pos is given by the classes
of epimorphisms and regular monomorphisms. In other words, each order-preserving
map between posets factorises in an essentially unique way both as a regular epimor-
phism followed by a monomorphism, and as an epimorphism followed by a regular
monomorphism.

The existence of two distinct factorisation systems in Pos leads to two different no-
tions of partition of a poset: the first, we call monotone partition, is based on the use
of epimorphisms, the second, we call regular partition, is based on the use of regular
epimorphisms.
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Remark 1. Another, distinct, notion of partition of a poset can be derived by taking
into account the category of posets and open maps, instead of the category Pos we are
considering. Such kind of partition is called open partition (see [2, Definition 4.8]). An
application of the notion of open partition can be found in [4].

2.2 Partitions of Partially Ordered Sets

Notation. If π is a partition of a set A, and a ∈ A, we denote by [a]π the block of a
in π. When no confusion is possible, we shall write [a] instead of [a]π. Further, let us
stress our usage of different symbols for representing different types of binary relations.
The symbol � denotes the partial order relation between elements of a poset. A second
symbol, �, denotes preorder relations, sometimes called quasiorders, i.e, reflexive and
transitive relations.

A preorder relation � on a set A induces on A an equivalence relation ≡ defined as

x ≡ y if and only if x � y and y � x , for any x, y ∈ A . (1)

The set π of equivalence classes of ≡ is a partition of A.

Notation. In the following we denote by [x]� the equivalence class (the block) of the
element x induced by the preorder � via the equivalence relation defined in (1).

Further, the preorder � induces on π a partial order � defined by

x � y if and only if [x]� � [y]� , for any x, y ∈ A . (2)

We call (π,�) the poset of equivalence classes induced by �.
This correspondence allows us to define partitions of a poset (more precisely, mono-

tone and regular partitions) in terms of preorders.

Definition 1 (Monotone partition). A monotone partition of a poset (P,�) is the poset
of equivalence classes induced by a preorder � on P such that � ⊆ �.

Definition 2 (Regular partition). A regular partition of a poset (P,�) is the poset of
equivalence classes induced by a preorder � on P such that � ⊆ �, and satisfying

� = tr (� \ ρ) , (3)

where tr (R) denotes the transitive closure of the relation R, and ρ is a binary relation
defined by

ρ = {(x, y) ∈ P × P | x � y, x � y, y � x } . (4)

Example 1. We refer to Figure 1, and consider the poset P. One can check, using the
characterisations of poset partitions provided in Definitions 1 and 2, that the following
hold.

– π1 is a monotone partition of P, but it is not regular.
– π2 and π3 are regular partitions of P, thus monotone ones.
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Fig. 1. Example 1

3 Indiscernibility Relations Compatible with a Partially Ordered
Set

Denote by P = (P, A) the information system having as universe the finite poset
P = (U,�), where U is the collection of objects (the universe), � is a partial order
on U, and A is a set of attributes.

As in the ‘classical’ rough set theory, with a subset of attributes B ⊆ A we associate
an indiscernibility relation on the underlying set of P, denoted by IB and defined by

(x, y) ∈ IB if and only if a(x) = a(y) ,

for each a ∈ A, and for each x, y ∈ P. Clearly, IB is an equivalence relation on the
underlying set U of P, and thus induces on U a partition π = U/IB. We can look at the
relation IB as a way to express the fact that we are unable to observe (to distinguish)
individual objects, but we are forced, instead, to think in terms of granules, i.e., in terms
of blocks of a partition (see, e.g., [10,14,15]). In symbols, if x, y ∈ P, x is distinguishable
from y if and only if [x]π � [y]π.

The partition π has no reason to be the underlying set of a partition of P in the sense
of Definitions 1 or 2. When it is the case, we say that π is compatible with the poset.

In [3] we formalise the notion of compatibility, and proof a criterion for an indis-
cernibility relation to be compatible with a partially ordered universe. We briefly recall
these results.

Definition 3. Let P = (U,�) be a poset, let IB be an indiscernibility relation on U and
let π = U/IB. We say IB is compatible with P if there exists a monotone partition (π,�)
of P. Further, if IB is compatible with P we say that π admits an extension to a monotone
partition of P.

The question arises, under which conditions π can be extended to a monotone or regular
partition of P, by endowing π with a partial order relation �. In order to give an answer
we need a further definition.

Definition 4 (Blockwise preorder). Let (P,�) be a poset and let π be a partition of the
set P. For x, y ∈ P, x is blockwise under y with respect to π, written x �π y, if and only
if there exists a sequence x = x0, y0, x1, y1, . . . , xn, yn = y ∈ P satisfying the following
conditions.

(1) For all i ∈ {0, . . . , n}, [xi] = [yi] .
(2) For all i ∈ {0, . . . , n − 1}, yi � xi+1 .
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Corollary 1 (Compatibility Criterion). Let P = (U,�) be a poset, let IB be an indis-
cernibility relation on U and let π = U/IB. Then, IB is compatible with P if and only if,
for all x, y ∈ P,

x �π y and y �π x imply [x]π = [y]π . (5)

For regular partitions one can say more: a set partition of P admits at most one extension
to a regular partition of the poset P.

Corollary 2. Let P = (U,�) be a poset, let IB be an indiscernibility relation on U and
let π = U/IB. If π is compatible with P, then π admits a unique extension to a regular
partition of P.

The uniqueness property of regular partitions does not hold, in general, for monotone
partitions; cf. Figure 2, which shows three distinct monotone partitions of a given poset
P having the same underlying set.

Fig. 2. Distinct monotone partitions with the same support π

4 The Lattices of Partitions of a Partially Ordered Set

In the light of Definitions 1 and 2, we can think at partitions of a poset as preorders.
More precisely, each preorder � such that � ⊆ � ⊆ P × P defines a unique monotone
partition of (P,�). Moreover, when (and only when) � satisfies Condition (3) in Defini-
tion 2, then � defines a regular partition of (P,�). We can endow the set of all monotone
(regular) partitions of a poset with a partial order by considering the set-theoretic inclu-
sion between the associated preorders.

Proposition 1. The collection of monotone partitions of (P,�) is a lattice when par-
tially ordered by set-theoretic inclusion between the corresponding preorders.

Specifically, let π1 and π2 be the monotone partitions of (P,�), induced by the pre-
orders �1 and �2, respectively. Then π1 ∧m π2 and π1 ∨m π2 (the lattice meet and join)
are the partitions induced, respectively, by the preorders:

�1 ∧m �2 =�1 ∩ �2 , �1 ∨m �2 = tr(�1 ∪ �2).

Proof. We observe that if �⊆�1 and �⊆�2, then �⊆�1 ∩ �2, and �⊆�1 ∪ �2. We
also notice that �1 ∩ �2 =�1 if and only if �1 ⊆�2. Moreover, both ∧m and ∨m are
idempotent, commutative, and associative, because intersection and union are. Finally,
the absorption laws

�1 ∧m(�1 ∨m �2) =�1 and �1 ∨m(�1 ∧m �2) =�1

trivially hold. ��
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The class of regular partitions also carries a lattice structure.

Proposition 2. The collection of regular partitions of (P,�) is a lattice when partially
ordered by set-theoretic inclusion between the corresponding quasiorders.

Specifically, let π1 and π2 be the regular partitions of (P,�), induced by the preorders
�1 and �2, respectively, and let τ = {(x, y) ∈ (�1 ∩ �2) \ � | y �1 x or y �2 x} Then
π1 ∧r π2 and π1 ∨r π2 (the lattice meet and join) are the partitions induced, respectively,
by the preorders:

�1 ∧r �2= tr((�1 ∩ �2) \ τ) , �1 ∨r �2= tr(�1 ∪ �2).

Proof. By construction, �1 ∧r �2 induces a regular partition. We now prove that the
preorder�1 ∨r �2 induces a regular partition, too. Consider �12=�1 ∪ �2, and let τ12 =

{(x, y) ∈�12 | x � y, y �12 x} . Suppose (p, q) ∈ τ12. Say, without loss of generality,
p �1 q. Then, by Definition 2, there exists a sequence p = z0 �1 z1 �1 · · · �1 zr = q
of elements of P such that (zi, zi+1) ∈�1 \ τ1 for all i = 0, . . . , r, and τ1 = {(x, y) ∈
�1 | x � y, y �1 x} . But if (zi, zi+1) � τ1, then zi � zi+1, or zi+1 �1 zi. In both cases
(zi, zi+1) � τ12, and thus (zi, zi+1) ∈�12 \ τ12 for all i, and (p, q) ∈ tr((�1 ∪ �2) \ τ12).
Hence, tr(�1 ∪ �2) corresponds to a regular partition.

We can easily check, by the properties of intersection and union, that ∧r and ∨r are
idempotent, commutative, associative, and satisfy the absorption laws. It remains to
show that �1 ∧r �2=�1 if and only if �1⊆�2. Suppose �1⊆�2. Then, �1 ∩ �2 =�1 and,
since �1 is regular, tr((�1 ∩ �2) \ τ) = tr(�1 \ τ) =�1. Suppose now that tr((�1 ∩ �2

) \ τ) =�1 and let x �1 y. Then either (x, y) ∈ (�1 ∩ �2) \ τ, or (x, y) is a pair arising
from the transitive closure of (�1 ∩ �2) \ τ. In any case, since (�1 ∩ �2) \ τ ⊆�2 and �2

is transitive, we have that x �2 y, proving that if tr((�1 ∩ �2) \ τ) =�1, then �1⊆�2. ��
We will call monotone partition lattice and regular partition lattice the lattices of mono-
tone and regular partitions of a poset, respectively.

5 Structure of Indiscernibility Relations Compatible with a
Partially Ordered Set: An Example

Following the example introduced in [3], we show how to obtain the structure of in-
discernibility relations compatible with a partially ordered set. Consider the following
table, reporting a collection of houses for sale in the city of Merate, Lecco, Italy.

House Price (e) Size (m2) District Condition Rooms

a 200.000 50 Centre excellent 2
b 170.000 70 Centre poor 3
c 185.000 53 Centre very good 2
d 190.000 68 Sartirana very good 3
e 140.000 60 Sartirana good 2
f 155.000 65 Novate good 2
g 250.000 85 Novate excellent 3
h 240.000 75 Novate excellent 3
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In this simple information table eight distinct houses are characterised by five at-
tributes: Price, Size, District, Condition, and Rooms. Let U = {a, b, c, d, e, f, g, h} be
the set of all houses. We choose the subset of attributes O = {Price, Size} to define on
U a partial order � as follow. For each x, y ∈ U,

x � y if and only if Price(x) � Price(y) , Size(x) � Size(y) .

We obtain the poset P = (U,�) displayed in Figure 3.

Fig. 3. P = (U,�)

We denote by P(P, Ā) the information system having P as universe, and Ā = {Di-
strict, Condition, Rooms} as the set of attributes. Let D = {District}, C = {Condition},
and R = {Rooms}, and denote by πD, πC , and πR the partitions U/ID, U/IC, and U/IR

respectively. Moreover, let DR = D ∪ R, CR = C ∪ R, DC = D ∪C, DCR = D ∪C ∪ R
and let πDR = U/IDR, πCR = U/ICR, πDC = U/IDC , πDCR = U/IDCR. We have:

πD = {{a, b, c}, {d, e}, {f, g, h}};
πC = {{a, g, h}, {b}, {c, d}, {e, f}}};
πR = {{a, c, e, f}, {b, d, g, h}};
πDR = {{a, c}, {b}, {d}, {e}, {f}, {g, h}};
πCR = {{a}, {b}, {c}, {d}, {e, f}, {g, h}};
πDC = πDCR = {{a}, {b}, {c}, {d}, {e}, {f}, {g, h}}.

Furthermore,

π∅ = U/I∅ = {{a, b, c, d, e, f, g, h}}.
Figure 4 represents on P all the partitions listed above.

It can be checked, using Corollary 1, that all the partitions, expect πD, are compatible
with P. Figure 5 shows the structure of the indiscernibility relations which are compat-
ible with P.
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Fig. 4. Partitions of P induced by indiscernibility relations
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Fig. 5. Structure of the indiscernibility relations compatible with P

6 Conclusion

Rough sets were introduced in the early 1980s by Pawlak ([12]). Since then, lot of
works have been published, developing and enriching the theory of rough sets (see,
e.g., [8,11,14,16]), and showing how the notion of rough set is suited to solve several
problems in different fields of application (see, e.g., [5,6,7]). The notion of indiscerni-
bility relation stand at the basis of the theory of rough sets.

The results presented in this paper are preparatory to a deeper understanding of the
structure of the indiscernibility relations on a partially ordered universe P which sat-
isfies the compatibility criterion introduced in [3]. The main results are Propositions 1
and 2, where we prove that monotone and regular partitions of a poset carry a lattice
structure. By way of an example, in Section 5 we show the structure of indiscernibility
relations compatible with a specific poset.
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Abstract. Clustering is a one of the most important tasks of data min-
ing. Algorithms like the Fuzzy C-Means and Possibilistic C-Means pro-
vide good result both for the static data and data streams. All clustering
algorithms compute centers from chunk of data, what requires a lot of
time. If the rate of incoming data is faster than speed of algorithm,
part of data will be lost. To prevent such situation, some pre-processing
algorithms should be used. The purpose of this paper is to propose a
pre-processing method for clustering algorithms. Experimental results
show that proposed method is appropriate to handle noisy data and can
accelerate processing time.

Keywords: data streams, fuzzy clustering, pre-processing.

1 Introduction

A data stream is a massive unbounded sequence of data elements continuously
generated at a rapid rate. Due to limited memory space every data should be
scanned by only one pass On way is to sacrifice the performance of algorithm
result for fast processing time. Other way is to use some pre-processing. In
literature there are many different techniques like: sliding windows, sketching,
sampling, wavelets, histograms, aggregations or load shedding [4], [6], [7], [9],
[17], [31].

All created clustering algorithms, like C-Means, Fuzzy C-Means, Possibilistic
C-Means and entropy based C-Means, do not work on every single data. All of
them should operate on data chunk. Every clustering algorithm for data stream
computes clusters centers from chunk of data and creates new chunk from in-
coming data. It is obvious that, when rate of incoming data is faster than speed
of algorithm, then all available memory can be overflowed and then part of data
must be lost. To prevent this situation we propose to use same kind of aggrega-
tion, which we called equi-width cubes. This method splits data space into some
number of cubes, which depends on data dimension and memory limit. When
new data comes it is included to one of the cubes. When algorithm computes
cluster center from previous chunk, new chunk (created from all cubes) is sent
to cluster algorithm. This solution ensures that the number of data will never
fill up all available memory space and because used pre-processing methods are
faster than algorithm speed, loss due to rate of data coming is smaller.
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The rest of this paper is organized as follows: section 2 surveys related work.
Section 3 shows the pre-processing method. Section 4 shows experimental result
on synthetic data. Subsection 4.1 shows data without noise and Subsection 4.2
shows data with noise. Subsection 4.3 compares previous subsections. Finally in
section 5 we draw conclusions.

2 Related Work

Since 1967, when MacQueen proposed the C-Means algorithm in [12], clustering
become one of major task in data mining. In 1981 Bezdek presented Fuzzy C-
Means algorithm in [5]. In 1993 Krishnapuram and Keller proposed Possibilistic
C-Means algorithm in [10]. Until today all these algorithms are the most popular
tools. More about fuzzy sets and fuzzy clustering can be found in [8], [13], [22].

In 2002 O’Callaghan, et al. proposed modification of the C-Means algorithm
for data streams [16]. From this time many improvements of this procedure were
created. A special attention deserves CluSTREAM proposed by Aggarwal, et al.
in [1]. Domingos and Hulton proposed another modification in [3] called VFKM.

In [30] a modification of the Fuzzy C-Means algorithm for data streams was
proposed.

Another approach described in the literature is so called density-based clus-
tering [2], [11], [14]. This paper combines approaches used so far in the centroid-
based clustering and density-based clustering.

3 Pre-processing Procedures

In this section we propose pre-processing algorithms called equi-width cubes. This
method can be used only for numerical attributes. We assume that the incoming
data are D-dimensional. Data space is partitioning into a certain number N
of cubes. The division of space is made by partition every axis into the some
number of bins; for axis i we indicate it by Bi, for i ∈ {1, . . . , D}. Of course
N = B1 ·B2 · . . . ·BD.

In order to use this method we have to assume possible minimum and maxi-
mum values of data stream, for all dimensions. After fixing the number of bins
for each axis, algorithm partitions this axis into bins of equal width. Width of
bins do not have to be equal in different axes. Cubes are created by crossing all
dimensions. An exemplary, two-dimensional cube, is presented in Fig. 1, where
B1 = h and B2 = m.

For every cube Cij we store the following values: n - number of elements
in the cube, Āi - mean value of data elements in the cube, on the axis i, for
i = 1, . . . , D. This means that Cij is D + 1 dimensional vector.

When new data x = [x1, . . . , xD] comes, algorithm checks to which bins it
belongs. Then it updates given cube by increasing n by one , and updates value
Āi for all i ∈ {1, . . . , D}, according to the formula:

Āi =
Āi · n+ xi
n+ 1

, (1)
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Fig. 1. Equi-width cubes

where n is value before adding current data.
Until clustering algorithm works new data are added to equi-width cubes. After

computing clusters centers, cubes became a new chunk of data, to be processed
by the clustering algorithm.

The biggest advantage of this method is that any number of elements coming
from the stream can be stored in fix amount of memory. In no pre-processing
case, cluster algorithms, like FCM or PCM work on the data chunk of such
size as the data arrives. With equi-width cubes method there exists maximum
value of cube on with cluster algorithm would be work.

In practice noisy data may hinder performance of the clustering algorithm. In
the next section two cases will be considered:

– all cubes - all cubes, created at equi-width cubes methods, are sent to clus-
tering algorithm.

– most of cubes - cubes with the value of n higher with some constant, are
sent to clustering algorithm.

The most of cubes method reduces the effects of noisy data, but also accelerates
the work of the algorithm.

4 Experimental Result

In this section the result of the equi-width cubes method is shown. The results ob-
tained by the all cubesmethod are compared with results of themost of cubes. Simu-
lations areperformedon the twodimensional synthetic noisydata anddatawithout
noise. There are 100000 data without noise and additionally 1000 for noisy data.

4.1 Data without Noise

One of the key assumptions underlying the user side is to determine the number
of bins for one dimension. Figure 2 shows change of the precision for different
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Fig. 2. Average distances from the centers of clusters to distributed centers

number of bins. Number of bins in all dimension is equal. Precision is an average
of Euclidean distances from the true cluster center and determined by the FCM .
As we can see too low amount of bins (and consequently cubes) leads to worse
results. Best results are obtained for 60 bins. This amount will be used in further
simulations.

Precision in 60 bins case is equal to 0, 041. In this case all cubes were sent
to FCM . If we sent only cubes with number of elements higher than 100 then
precision is 0,053. Original data and computed centers of cluster are depicted in
Fig. 3. All four clusters centers are almost in the same place for both methods.

Fig. 3. Data and the calculated clusters centers
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4.2 Noisy Data

To 100000 data used in previous subsection we added 1000 new data. New data
were generated from uniform distribution on [−3, 7] × [−8, 8]. All 101000 data
were used for both methods, all cubes and most of cubes. Precision obtained by
these method is 0, 0419 and 0, 0536, respectively. Original data and computed
centers of clusters are depicted in Fig. 4.

Fig. 4. Data and the calculated clusters centers - noisy data

4.3 Comparison

Both methods give similar results for noisy data and data without noise. Number
of cubes sent to FCM are depicted in Fig. 5. One can see that cubes with

Fig. 5. Number of used cubes
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number of elements lower than 101 is 66% for data without noise and 74% for
noisy data. It shows that, the most of cubes method, required memory can be
strongly reduced with little loss of accuracy.

5 Conclusions

In this paper we proposed pre-processing method for stream data mining. The
analysis shows that results of method are satisfactory. Differences between clus-
ters centers computed from original data and aggregate data are small in both
proposed version.

Presented solutions are not exhaustive. It is necessary to create new, faster
algorithms, that will provide greater accuracy.

Presented solutions are not suitable for the high dimensional data. If we have
only 10 dimensions and partition all axis into two bins, we must keep in memory
1024 cubes. If we have 35 dimensions, there will be 17179869184 cubes.

Our current research is devoted to developing pre-processing techniques for
neuro-fuzzy systems [15], [23], [24], [25], [26], [27], [28] and probabilistic neural
networks [18], [19], [20], [21], [29] to deal with data streams.
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Abstract. Instance selection methods are very useful data mining tools for deal-
ing with large data sets. There exist many instance selection algorithms capable
for significant reduction of training data size for particular classifier without gen-
eralization degradation. In opposition to those methods, this paper focuses on
general pruning methods which can be successfully applied for arbitrary classi-
fication method. Simple but efficient wrapper method based on generalization of
Hart’s Condensed Nearest Neighbors rule is presented and impact of this method
on classification quality is reported.

Keywords: instance selection, condensed nearest neighbors, classification.

1 Introduction

Datasets with enormous amount of instances become great challenge nowadays. Stor-
age requirements and computational cost of many commonly used machine learning
algorithms, especially when dealing with large datasets, cause the need for investigat-
ing techniques capable of reducing the size of data set without degradation in quality
of inherent information. This paper focuses on effect of instance selection techniques
used for classification algorithms, thus the main requirement for instance selection is to
preserve generalization abilities of classifier trained on reduced data set.

Many instance selection methods based on various assumptions and strategies was
developed. These methods can be grouped into three types based on applications: noise
filters, condensation algorithms and prototype selection methods.

Noise Filters (or edited methods) prune outliers and instances recognized as noise. Re-
moving of noisy vectors is crucial for algorithms that are sensitive for noise and usually
lead to improvement in generalization and increase decision boundaries smoothness.
Typically noise filters are decremental methods. For example Wilson’s Edited Nearest
Neighbors [12] remove instances whose class labels does not agree with majority class
of its neighbors.

Condensation Algorithms are used for decreasing the size of training data to reduce
storage requirements and improve computation speed of classifiers without lose in com-
petence. Those methods attempt to select a subset of data from training set which
include most informative samples sufficient to fully reproduce solution generated by
classifiers trained on whole training data set. Typically condensation methods are in-
cremental. For example, probably the first instance selection method and one of the
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c© Springer-Verlag Berlin Heidelberg 2012



Simple Incremental Instance Selection Wrapper for Classification 65

simplest one is Hart’s Condensed Nearest Neighbor rule [6] which build up reference
set by adding sequentially instances that cannot be correctly handled by nearest neigh-
bors from current reference set.

Prototype Selection methods reduce training set to few highly representative samples.
Usually those prototypes are not drawn from training data but become created in cen-
ters of clusters containing instances associated with single class. In most cases of pro-
totype based methods the number of resulting prototypes must be determined explicitly
by user.

Some methods combine this instance selection approaches by searching for a very
small, noise-free reference sets that not only preserve generalization capabilities of clas-
sifier training on whole dataset but even are able to increase its performance. For in-
depth review and comparison of instance selection methods refer to [8,7,4,13].

Related research has mainly focused on instances selection techniques for nearest
neighbors classification, which is understandable due to the significant storage require-
ment of NN methods. Most of them are embedded models and use prior knowledge
about neighbors relations or shape of decision boundary created by kNN classifier to
build efficient pruning strategy therefore the application of these methods for reducing
training dataset for non-case based classifiers is usually inappropriate. Detailed compar-
ison of instance selection techniques applied to training data set reduction for several
different type of classifiers is refereed in [7,4]. Furthermore, one should not expect that
there exist one general instance selection method suitable for all classifiers and for all
classification problems. An attempt to automate the process of choosing a proper selec-
tion technique suitable for particular classification task using meta-learning is discussed
in [11]. However, some general strategies suitable in common applications can be con-
sidered. This paper focuses on discovering of such instance selection methods capable
for significant training data set size reduction without significant lose in generalization
for arbitrary classification learning machine.

2 General Instance Selection Methods

Each classification algorithm make some specific assumptions about relations inherent
in data which is tend to discover. Methods based on statistical principles (e.g. SVM,
Naive Bayes, RBF, Bayesian Networks) require proper density of samples to discover
accurate solution. Therefore, prototype based selection methods, by reducing training
data do few samples, are not applicable here and may only lead to lose in generalization.
For case-based classifiers like kNN removing of all clusters internals leaving only sam-
ples close to decision boundary is appropriate. But also opposite strategy that remove
vectors placed near decision boundaries and leaving only few representative samples
placed near class centers may act here very well. If optimal condensation is required,
i.e. there is strong need for obtaining reduced training set with minimal possible size
without any degradation in classification quality, then each classifier might require its
own special designed instance selection strategy. General selection algorithm should not
have prior knowledge about classifier for witch it was applied. Therefore, one should
not expect that such approach will lead to best possible instance selection solution for
given classifier, however if only such selection will lead to heavy reduction in training
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data size and if only lose in generalization will not be significant then gain in storage
requirement and possible acceleration of classification speed will justify such approach.

Analogous to feature selection algorithms, general instance selection method, appli-
cable for arbitrary classification machine, can be broken into two major types: wrap-
per selection methods and filters. Wrapper methods perform searching trough space
of possible training data subsets and use classifier to evaluate usefulness of each sub-
set. For example Skalak proposed Monte Carlo method [10] where nearest neighbors
method was used for evaluation of sampled subsets of k prototypes. Similar method
EkP, where searching was made by simplex optimization, was introduced by Grudz-
iński in [5] and used for training of decision trees. Unfortunately, both those methods
use fixed number of reference vectors. Identification of proper reference set size is major
challenge that should be stressed by general selection algorithm. Wrapper methods can
be computationally expensive and have tend to overfit. Filters do not depend on any
classification method and use only information gained from data structure (e.g. basic
statistics) to identify vectors that can be safely removed from training data without sig-
nificant lose of relevant information supplied by dataset. There are many data squashing
techniques [2] that attempts to preserve statistical informations, e.g. likelihood function
profile or data moments. In case of classification such filter methods should provide
proper inner-class density preservation.

Searching trough possible interesting subsets of training data without proper strategy
might become impracticable due to time limitations, especially for wrapper methods
where given classifier have to be used many times for evaluation. Therefore, incremental
searching strategies should be preferred where most of evaluations, especially at the
beginning of growing phase, are performed on small number of instances.

3 Using Modified CNN Rule as Instance Selection Wrapper

One of the most simplest incremental instance selection method is Hart’s Condensed
Nearest Neighbors [6] rule. Although, the algorithm was designed for nearest neigh-
bors classification it can be easy adopted for arbitrary classifier. Algorithm 1 present
modified CNN algorithm which act as wrapper. Growing procedure sequentially puts,
to initially empty reference set, vectors misclassified by classifier trained on current
reference set S. In case of nearest neighbors rule used for classification this algorithm
is equivalent to Hart’s CNN method.

The main advantage of this approach is that the size of resulting reference set is cho-
sen automatically. The stop criterion is clearly stated: reference set will continue to grow
if there still exists some misclassified instances that do not belong to reference set. This
means that the search process continues as long as the reference set is still not represen-
tative enough to cover all class relations in training data. Therefore, in cases where all
important information should remain in compressed dataset, this method is beneficial
over most of general instance selection methods, which require explicit specification of
number of reference vectors. In contrast to sampling algorithms proposed by Skalak [10]
or EkP method [5] presented here incremental algorithm lead to creation of condensed
training data set which size is strictly suited to given classifier in automatic way.
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Algorithm 1. Incremental instance selection wrapper algorithm

1 begin
Data: training dataset T
Result: reference dataset S ⊂ T

2 Initialization: add to S one random instance from each class
3 repeat
4 foreach instance x ∈ T \ S do
5 if x is misclassified by classifier trained on S then
6 S ← S ∪ {x}
7 end
8 end
9 until there exist misclassified instance x ∈ T \ S

10 return S
11 end

Content of the final training set depend on initialization and on the order of instance
presentation. Most important disadvantage of this approach is strong influence of noise
and data artifact on quality of solution. Noisy instances always will be included in the
final reference set, therefore, this method do not provide minimal possible accurate
condensation. Figure 1 illustrate the process of training of presented instance selection
algorithm for few different types of classifiers on two real world datasets taken from
UCI [1] repository. Dependence of accuracy measured on training dataset during incre-
mental searching is presented for kNN classifier (with euclidean metric and k = 1),
Separability of Split Value (SSV) decision tree [3], SVM with Gaussian and linear ker-
nel. In case of nearest neighbors method learning is stable, each newly added instance
make only local change of decision boundary, therefore training accuracy is evenly
growing while algorithm proceed. For all other considered classifiers the learning pro-
cess may become highly unstable at the beginning of reference set growing phase. Each
newly added instance may influent on classifier significant and may create totally dif-
ferent decision boundaries comparing to previous iteration. However, during further
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Fig. 1. Variability of training accuracy during growing phase of condensed instance selection
algorithm
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training error function is stabilizing and even if atypical and noisy instanced was added
previously to reference set the vectors considered as eligible finally will predominate
leading to decrease of training error. In vast majority of trials presented approach lead
to significant training dataset reduction and the most typical behavior is the one shown
for the Wine dataset (see Fig. 1), where accuracy increases rapidly at the beginning and
after few iterations training error stabilize.

3.1 Condensed Dataset Visualization

For given training data different set of data point that mater the most to a classifier
will be generated by instance selection. This is shown in toy example on Fig. 2 where
scatter plots of three simple artificial dataset are presented. Sequential pictures (from top
to bottom) present visualizations of original dataset and condensed dataset obtained by
instance selection applied for kNN, SSV and SVM classifiers accordingly. In most cases
only instances placed near the decision border are selected. Resulting reference sets
differ mostly in size for each type of classification method. Nearest neighbor classifier
need only few data point to cover whole clusters of vectors with the same class label.
Only overlapping regions remain dense. Solutions generated by SSV decision tree and
SVMs depend on greater number of critical points and more instances placed close to
class centers are selected. In case of data that are not linear separable presented instance
selection method applied to linear machine (SVM with linear kernel) lead to selection
of almost all data points (see left column of Fig. 2). This shows weeknights of that
method where many irrelevant instances which can be safely pruned without lose in
generalization still remain in reference set.

3.2 Generalization Test

Numerical experiments have been performed on several real-world classification prob-
lems from the UCI repository [1]. Presented in this paper Incremental Instance Selec-
tion Wrapper (IISW) has been used to perform training dataset compression for few
different types of classifiers: kNN (with k = 1 and Euclidean metric), SSV decision
tree, SVM with Gaussian kernel (σ = 0.1 and C = 1.0) and SVM with linear ker-
nel (C = 1.0). Due the space limitations only results for SSV decision tree (Tab. 1)
and SVM with Gaussian kernel (Tab. 2) are presented. Average classification accuracy
was estimated using 10-fold stratified cross-validation tests repeated 10 times. For each
training data sampled with cross-validation all missing values have been replaced by
average attribute values taken from all non-missing feature values (for ordered fea-
tures) or by mode value (for unordered features). Then all contiguous features have
been standardized and finally instance selection method was applied and classifier was
trained on resulting condensed dataset. To compare generalization of classifiers trained
with and without instance selection algorithm for each dataset corrected resampled t-
test was used, which is suitable statistical test for model comparison in classification
evaluation [9].
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Table 1. Average accuracy, overall time of computations and dataset compression achieved in the
10x10 stratified CV test for SSV decision tree

Dataset
SSV IISW(SSV)

accuracy time accuracy time compression
[%] [s.] [%] [s.] [%]

appendicitis 81.4 ± 10.2 6.3 79.9 ± 10.2 88.6 49.0± 5.5
dermatology 91.4 ± 4.1 12.9 91.7 ± 4.9 276.8 36.8± 3.3
glass 67.8 ± 9.5 9.2 69.7 ± 10.2 403.3 68.6± 4.6
heart-statlog 75.9 ± 8.5 9.3 74.0 ± 9.1 641.1 64.6± 3.0
ionosphere 81.3 ± 8.5 15.2 81.4 ± 9.2 653.3 62.3± 5.2
labor 82.8 ± 13.4 4.8 83.1 ± 15.8 47.2 44.2± 6.8
lymph 76.7 ± 9.8 5.8 74.0 ± 12.0 184.7 59.2± 4.6
sonar 76.1 ± 9.1 33.6 73.4 ± 9.5 5016.7 74.4± 4.1
voting 93.3 ± 3.4 7.8 93.1 ± 3.7 189.7 20.1± 1.8
wine 91.7 ± 6.5 12.8 94.1 ± 5.5 97.1 30.6± 3.9
zoo 90.6 ± 8.5 6.5 90.7 ± 8.1 52.2 27.9± 3.0

Average 82.6 11.3 82.3 695.5 48.9

t Test Win/Tie/Lose 0/11/0
Wilcoxon p-value 0.369

Table 2. Average accuracy, overall time of computations and dataset compression achieved in the
10x10 stratified CV test for SVM with Gaussian kernel

Dataset
SVM gauss IISW(SVM gauss)

accuracy time accuracy time compression
[%] [s.] [%] [s.] [%]

appendicitis 87.0 ± 8.7 6.9 86.0 ± 9.4 161.5 28.6± 2.1
dermatology 94.8 ± 3.4 32.7 89.5 ± 5.1 1773.8 27.2± 0.9
glass 56.3 ± 9.1 30.1 41.2 ± 9.3 2192.3 78.9± 1.5
heart-statlog 83.4 ± 6.7 12.1 82.0 ± 7.5 335.3 37.5± 1.6
ionosphere 91.8 ± 6.1 8.1 90.2 ± 6.2 135.9 24.4± 1.8
labor 94.6 ± 9.2 8.8 92.5 ± 10.0 50.7 30.3± 4.2
lymph 76.2 ± 9.8 17.4 73.0 ± 11.2 759.9 50.9± 2.2
sonar 78.5 ± 6.5 10.3 84.3 ± 7.4 364.0 49.7± 3.3
voting 95.6 ± 2.8 10.1 95.9 ± 2.9 154.6 11.9± 0.8
wine 98.3 ± 2.9 16.4 95.2 ± 5.0 247.9 17.7± 1.4
zoo 37.2 ± 11.2 22.6 32.4 ± 11.3 1645.6 85.2± 1.6

Average 81.2 16.0 78.4 711.0 40.2

t Test Win/Tie/Lose 0/11/0
Wilcoxon p-value 0.027
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Presented instance selection method was able to reduce the size of training data for
SSV decision tree in average up to 48.9 % of original dataset size without degradation
in generalization. Even higher average compression (40.2 %) was achieved in case of
SVM classifier. In most cases average accuracy slightly decreased after dataset conden-
sation, however the differences are always in the range of standard deviation. Therefore
t-test shows no significant difference in generalization of classifiers applied after in-
stance selection and classifiers trained on original data (11 ties obtained by t-test with
level of significance equal to 5%). Similar results was obtained for kNN and SVM
with linear kernel where average reduction of training data size reached 33.7% and
34.1% accordingly, without significant loss in accuracy. The Wilcoxon’s signed-rank
test confirms that there is no significant difference (p-value equal to 0.369) between
distributions of average accuracies for SSV trained on whole dataset and after dataset
reduction. In case of SVM Wilcoxon’s test give p-value equal to 0.027, however still the
hypothesis that distribution of accuracies is identical in both cases can not be rejected at
the level of significance equal to 1%. Presented results reveals also another weakens of
this approach that is significant increase of overall training time which limits its appli-
cations to situations where storage requirements are highly preferred over computation
complexity.

4 Conclusions

Data condensation is very useful tool for dealing with very large datasets. Smaller train-
ing data tend to create less complex classification models which lead to simplification
of solution and facilitate model interpretation. Simple but efficient instance selection
method has been proposed in this paper that can be used for data condensation for
any arbitrary classifier. Presented method lead to significant reduction of training data
size while comparison of classification accuracy achieved on original dataset and on
condensed data shows no significant difference. Like in case of most of wrappers this
method also suffer for requirements for time of computations which might make this
method impractical for computational expensive classifiers. However, the requirement
for time can be relaxed because in many applications instance selection is performed
once in a while.
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Abstract. Non-redundant association rule mining requires generation
of both closed itemsets and their minimal generators. However, only a few
researchers have addressed both the issues for data streams. Further, as-
sociation rule mining is now considered as multiobjective problem where
multiple measures like correlation coefficient, recall, comprehensibility,
lift etc can be used for evaluating a rule. Discovery of multiobjective
association rules in data streams has not been paid much attention.

In this paper, we have proposed a 3-step algorithm for generation of
multiobjective non-redundant association rules in data streams. In the
first step, an online procedure generates closed itemsets incrementally
using state of the art CLICI algorithm and stores the results in a lattice
based synopsis. An offline component invokes the proposed genMG and
genMAR procedures whenever required. Without generating candidates,
genMG computes minimal generators of all closed itemsets stored in the
synopsis. Next, genMAR generates multiobjective association rules using
non-dominating sorting based on user specified interestingness measures
that are computed using the synopsis. Experimental evaluation using
synthetic and real life datasets demonstrates the efficiency and scalability
of the proposed algorithm.

1 Introduction

Association Rule Mining (ARM), an important data mining task, discovers
meaningful associations amongst items using association rules of the form
X → Y where X and Y are independent sets of items. X is called the an-
tecedent and Y is called the consequent of the rule [1]. Algorithms for ARM
essentially perform two distinct tasks: 1) Discover frequent item-sets (FIs). 2)
Generate strong rules from frequent item-sets. However, the set of rules so gen-
erated is too large to be comprehensible by the user even for small datasets
having only hundreds of transactions. Further, the generated rulesets have lot of
redundant rules. Traditional association rule mining algorithms use support and
confidence as interestingness measures to prune the set of discovered rules [1].

In the last decade, researchers have explored the idea of mining frequent closed
itemsets (FCIs) instead of frequent itemsets for association rules [13,15,20].
There are two major advantages of mining FCIs over FIs. The set of FCIs has
been shown to be loss-less and reduced representation of set of FIs [13,20] and the
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rules discovered are non-redundant in nature [11,18,21]. Mining of non-redundant
association rules using FCIs involves three sub-tasks [11,18,21]: generation of i)
closed itemsets (CIs) ii) minimal generators (MGs) iii) non-redundant associa-
tion rules (NARs).

Mining of closed itemsets in static datasets [7] as well as data streams [3]
has received much attention during last decade. Several algorithms like Closet,
Charm, Closet+, CHARM-L, FP-Close, and DCI-Closed [7] have been proposed
to generate CIs in static datasets. Algorithms like Moment [19], CFI-Stream [10],
Newmoment [12], and CLICI [6] address the issue of mining CIs in data streams.
Generation of minimal generators (MGs), although an important subtask of non-
redundant association rule mining, has not been paid much attention. Only a
few methods have been proposed for extracting FCIs and MGs in static datasets
e.g. Titanic [15], Charm-L [21], Talky-G [16].

In today’s world, more and more applications such as traffic monitoring, web-
click analysis, military sensing and tracking generate a large amount of high
speed streaming data. Thus the need arises for efficient mining of association
rules in such streams. However, the algorithms designed for static datasets scan
the dataset multiple times and hence are not suitable for streams. Incremental
algorithms proposed by Tan et al. [17] and Shin et al. [14] for discovery of
association rules in streams are based on frequent itemsets and generate a lot of
redundant rules. CARM proposed by Jiang et al. [11] generates a small subset
of association rules using closed itemsets which are used in estimating missing
values in sensor data. However, discovering rules in data streams using efficient
methods has not been paid enough attention.

Another issue in ARM is the choice of appropriate interestingness measure
(IM) for pruning the set of generated rules. The commonly used IMs, support
and confidence, may not be appropriate for the application in hand. For exam-
ple, for an application requiring negative association rules, it may be better to
use correlation coefficient as an IM. Other rule evaluation measures like recall,
certainty factor, variance, laplace, and information gain have been proposed in
literature [5,8] which may be useful in different applications of ARM. Further,
it has been observed that association rule mining is a multiobjective problem
rather than a two objective problem where various rule evaluation measures act
as different objectives [9].

In this paper, we address the issue of mining multiobjective non-redundant
association rules in data streams and propose a three step algorithm, MARM DS.
The online component of MARM DS uses state of the art algorithm CLICI [6]
for extraction of recent closed itemsets in data stream and maintains a lattice
based synopsis data structure for storing all recent closed itemsets and their
support. An offline component invokes the proposed genMG procedure which
traverses the synopsis once to discover minimal generators of all closed itemsets.
Use of synopsis for computation of various interestingness measures (IMs) is
demonstrated. User specified IMs serve as objective functions for non-dominated
sorting [4] and multiobjective association rules are discovered using the proposed
genMAR procedure.
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Organization of the Paper. Rest of the paper is organized as follows: section
2 presents the related work, section 3 introduces non-redundant association rule
mining and gives an overview of the CLICI algorithm, section 4 describes the
proposed MARM DS algorithm for generation of multiobjective non-redundant
association rules and section 5 presents the experimental results. Finally section
6 concludes the paper.

2 Related Work

Algorithms for ARM Using CIs in Static Datasets. Charm-L algorithm
mines association rules in static datasets [21]. It traverses the dataset in a vertical
format and generates closed itemsets along with associated transactions that are
stored in a lattice. Later, the lattice is traversed and minimal generators of each
closed itemset are generated in an apriori style generating all candidates. Lat-
tice is further traversed to generate association rules. MG-Charm [18] algorithm
modifies Charm-L algorithm by integrating the generation of MGs along with
the generation of CIs, hence generates no candidates. Touch [16] algorithm gen-
erates CIs and MGs separately as two independent tasks. While generation of CI
is performed by Charm-L algorithm, a stand-alone method Talky-G is proposed
for generation of MGs. Later, Touch algorithm associates MGs to their respec-
tive CIs. Being based on vertical traversal of the dataset, all the aforementioned
algorithms can work only on static datasets.

Algorithms for ARM in Data Streams. Several algorithms have been pro-
posed for mining association rules in data streams using frequent itemsets [3].
Being based on frequent itemsets, the generated set of rules contains a lot of
redundancy and is very large in size. Algorithms like Moment [19], CFI-Stream
[10], Newmoment [12], and CLICI [6], mine closed itemsets in data stream but
do not address the issue of mining association rules. Nan et al. proposed CFI-
Stream algorithm [11] for mining CIs in data stream and claim that the same can
be used to mine subsets of association rules for datasets having missing values.

3 Background

First we introduce some terminology. Let I = {i1, i2, ..., in} be a set of n items.
Let D denote the set of transactions (the dataset). A transaction t ∈ D is a set
of items. A set of one or more items is termed as an itemset. The support count
of an itemset X is defined as the number of transactions in which X occurs. An
itemset X is called closed itemset if there does not exist a proper superset Y
of X such that support of Y is same as that of X .

An association rule is an implication of the form R : X → Y , where X ⊂
I, Y ⊂ I and X ∩ Y = ∅. X and Y are termed antecedent and consequent
respectively of the rule. A rule is said to have support s if s% of transactions in
D contain X ∪Y and is said to have confidence c if c% of transactions in D that
contain X also contain Y . Association rule mining aims to discover all rules that
have support and confidence greater than the user-specified minimum support
and minimum confidence threshold.
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Non-redundant Association Rules. A rule R1 is said to be more general
than another rule R2 if support and confidence of both R1 and R2 are equal
and R2 can be generated by adding additional items to either the antecedent or
consequent of R1. Let R = R1, R2, ..., Rn be a set of n rules having same support
and confidence. Then a rule Ri is redundant if there exists a more general rule
than Rj in R.

An itemset G is called a generator of a closed itemset X if and only if (1)
G ⊂ X and (2) support(G) = support(X). Let G(X) denote the set of generators
of X . G ∈ G(X) is a minimal generator if it has no proper subset in G(X).
Let Gmin(X) denote the set of all minimal generators of X . Let X and Y denote
two closed itemsets such that X ⊂ Y . Let G′ ∈ Gmin(X) and G′′ ∈ Gmin(Y ).
Rules of the form G′ → G′′ are < 100% confident rules . Rules of the form
G′′ → G′ are 100% confident rules [21].

Discovery of Closed Itemsets. In [6], Gupta et al. have proposed an incre-
mental algorithm, CLICI, for discovery of all recent closed itemsets in a given
dataset. The discovered closed itemsets are stored in a synopsis, called CILattice.
CILattice has two components: a lattice L and a table ITable that maps item i
to its minimal node (denoted by Fi) in the lattice. A node X of L represents a
closed itemset IX and stores its frequency fX along with links to its parents and
child nodes. CLICI fades out the obsolete information of old transactions using
a decay function [2] and later prunes the decayed information, thereby ensuring
the recency of closed itemsets and in turn keeping size of the synopsis under
control.

Fig. 1 shows the example dataset and corresponding< L, Itable >. For details
of procedures for insert, delete and search in L, please refer to [6].
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Fig. 1. (a) A toy dataset (b) Header table with items i and pointer to their minimal
node Fi in L (c) L with nodes having closed itemset and its support (d) List of ancestors
A(X), descendents D(X), parents P (X) and children C(X) for node X and Fi for i = d
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4 MARM DS Algorithm

The proposed algorithm for multiobjective association rule mining in data
streams (MARM DS) is a 3-step algorithm. The online component of MARM DS
uses state of the art algorithm CLICI [6] for extraction of recent closed itemsets
in data stream and maintains a lattice based synopsis, CILattice, for storing all
recent closed itemsets and their support. An offline component invokes the pro-
posed genMG procedure which traverses the synopsis once to discover minimal
generators of all closed itemsets. Based on user specified IMs, multiobjective
association rules are discovered using the proposed genMAR procedure.

CLICI algorithm for generation of all recent closed itemsets in data streams
has already been described in section 3. We now describe the procedures genMG
and genMAR for generation of minimal generators and multiobjective associa-
tion rules respectively.

4.1 genMG Procedure

Before describing the algorithm, we make some observations about minimal gen-
erators. Let G(X) denote the set of generators and Gmin(X) denote the set of
minimal generators of node X in L. Let Gmin(P (X)) denote the set of minimal
generators of all parents of X .

Observation 1. Let X be a node in L, for each i ∈ I such that Fi = X,
i ∈ Gmin(X).

Observation 2. For a node X of L, Y ∈ P (X), G ∈ Gmin(P (X)), for each
i ∈ IX such that i �∈ IY , {G ∪ {i}} ∈ G(X).

Algorithm. genMG traverses L starting from the top node �. Minimal gener-
ator of � is same as items present in I�. Next, ITable is searched to find the
Fi corresponding to each item i ∈ I and that item is assigned as the minimal
generators of the corresponding Fi (ref. Observation 1).

Next, for each node X of L, minimal generators of Gmin(P (X)) (i.e. minimal
generators of parent Y of X) are considered. For each minimal generator G of
Gmin(P (X)), we consider the set G∪{i} where i is an item of X but not present
in Y . According to observation 2, G ∪ {i} is a generator of X , but it may not
necessarily be a minimal generator. We apply the following steps to find whether
G ∪ {i} is a minimal generator.

1. if G ∪ {i} has no subset in Gmin(X) then G ∪ {i} ∈ Gmin(X)
2. if G ∪ {i} is same as a generator in Gmin(X)then no action is performed
3. if G ∪ {i} is subset of a generator G′ in Gmin(X) then G ∪ {i} is added to
Gmin(X) and G′ is removed from Gmin(X)

For the bottom node, minimal generators are generated only if the support of
bottom is greater than zero. The algorithm stops when all nodes are visited.
We now formally present the algorithm for generating minimal generators of all
closed itemsets given in L.
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4.2 genMAR Procedure

Once sets of minimal generators of node X and its parent node Y are computed,
genMAR procedure generates association rules between minimal generators of
X and Y . For each minimal generator G′′ ∈ Gmin(Y ) and minimal generator
G′ ∈ Gmin(X) such that G′ ∩G′′ = ∅, following rules are generated:

1. R1 : G′ → G′′

2. R2 : G′′ → G′

Input: L - Lattice of closed itemsets (CIs)
Output: Minimal Generators of all nodes of L

Gmin(	) = set of all items in I�
for all items i in ITable do

if Fi = X then
add i to Gmin(X).

end if
end for
for all nodes X of L do

if X is bottom and support of X is 0 then
do nothing

else
for all parent nodes Y of X do

for all generators G of Y do
compute G ∪ {k}, where k ∈ X but k �∈ Y
if G ∪ {k} has no subset in Gmin(X) then

add G ∪ {k} to Gmin(X)
else

if G ∪ {k} is subset of a generator G′ in Gmin(X) then
add G ∪ {k} to Gmin(X)
remove G′ from Gmin(X)

end if
end if

end for
end for

end if
end for

Algorithm 1. genMG Procedure

Computation of Interestingness Measures. We demonstrate the use of
synopsis for computation of various interestingness measures. The following ob-
servations are obvious w.r.t rules R1 and R2 mentioned above:

1. Support(G′′) = Support(Y )
2. Support(G′) = Support(X)
3. Support(G′ ∪G′′) = Support(G′) = Support(X)
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In the table 1, we show the computation of some interestingness measures
(IMs) for the generated rules in terms of support of X and Y . Several other IMs
can be expressed similarly but because of lack of space, we show only a few.

Table 1. Interestingness Measures

IM R1 : G′ → G′′ R2 : G′′ → G′

Support Support(X) Support(X)

Confidence 100% Support(X)
Support(Y )

Coverage Support(X) Support(Y )

Prevalence Support(X) Support(Y )

Recall Support(X)
Support(Y )

100%

Lift 1
Support(Y )

1
Support(Y )

Certainty factor 100% Support(X)−Support(Y )2

Support(Y )∗(1−Support(Y ))

Cosine
√

Support(X)
Support(Y )

√
Support(X)
Support(Y )

5 Experimental Results

We implemented the proposed MARM DS algorithm in C++ and conducted ex-
periments on a 2.1 GHz AMD Dual-Core PC running Red Hat Linux with 4 GB
of memory. Experiments were conducted to study the efficiency and scalability
of MARM DS on synthetic datasets generated using IBM data generator1 and
real life datasets from UCI repository2.

Since there is no algorithm available for generating recent closed itemsets,
their minimal generators and the associated rules on data streams, still we com-
pare MARM DS with state of the art Charm-L3 algorithm [21]. Whereas Charm-
L generates closed itemsets in static datasets and use support and confidence
thresholds to prune the set of CIs, MARM DS decays older information and
generates recent CIs in data streams. Even though the closed itemset generation
procedure in both the algorithms is not comparable, both the algorithms use
lattice of generated closed itemsets for generating minimal generators and rules
and hence are comparable if the same set of closed itemsets is given as input.

We run Charm-L (with no pruning) and MARM DS (with no decay mecha-
nism) on the datasets mentioned in Table 2 and generate all closed itemsets. We
compared execution time of Charm-L and MARM DS for generating MGs and
rules. It can be observed from Table 2 that MARM DS is more efficient than
Charm-L on all the datasets.

To demonstrate scalability of the proposed MARM DS algorithm, we gener-
ated four different datasets T3I4D100K, T5I6D100K, T8I8D100K, T12I10D100K
using IBM data generator [1]. Three numbers in each dataset denote the average
transaction length (T), average maximum potential frequent itemset size (I) and

1 http://www.almaden.ibm.com/software/quest/Resources/
2 ftp://ftp.ics.uci.edu/pub/machine-learning-databases/
3 http://www.cs.rpi.edu/~zaki/www-new/pmwiki.php/Software/

http://www.almaden.ibm.com/software/quest/Resources/
ftp://ftp.ics.uci.edu/pub/machine-learning-databases/
http://www.cs.rpi.edu/~zaki/www-new/pmwiki.php/Software/
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Table 2. Comparison on Small Datasets

Dataset #Trans #Items #CIs #MGs Charm-L (sec) MARM DS (sec)

Australian 690 14 17345 46676 9.56 2.38

Breast-Cancer-W 699 9 5805 13967 3.27 0.56

Crx 690 15 27081 215287 201.15 54.73

Diabetes 768 8 14741 44760 16.16 1.70

Glass 214 9 1935 9784 1.78 0.54

Heart 270 13 13084 66495 116.13 9.64

the total number of transactions (D) respectively. Transactions of each dataset
are examined one by one in sequence to simulate the environment of an online
data stream. Since generation of all closed itemsets is a daunting task in view
of the large size of the dataset involved, MARM DS was used to generate lat-
tice of recent closed itemsets only and the lattice so generated was passed on
to Charm-L for generation of MGs and rules. Table 3 summarizes the execution
time (excluding I/O) of MARM DS and Charm-L for generation of MGs and
rules. It was observed that MARM DS is more efficient than Charm-L in all the
cases. The resulting efficiency is in borne by the fact that while MARM DS gen-
erates no candidates of the closed itemsets while generating minimal generators,
Charm-L generates all candidates.

Table 3. Comparison on Large Datasets

Dataset #CIs #MGs Charm-L (sec) MARM DS (sec)

T3I4D100K 34135 435220 81.75 36.13

T5I6D100K 89232 1098762 423.09 64.67

T8I8D100K 151289 1614840 953.9 152.16

T12I10D100K 244814 2475933 1520.23 237.12

6 Conclusions

In this paper, we have proposed an algorithm for generation of multiobjective
non-redundant association rules in data streams. The proposed genMG proce-
dure generates no candidates and efficiently computes minimal generators from
the set of closed itemsets. Another contribution of this paper is the use of syn-
opsis data structure for computation of various interestingness measures which
are further used in selecting non-dominated associations rules on the basis of the
multiobjective interestingness criteria.
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Abstract. In the paper the clustering algorithms based on fuzzy set
theory are considered. Modifications of the Fuzzy C-Means and the Pos-
sibilistic C-Means algorithms are presented, which adjust them to deal
with data streams. Since data stream is of infinite size, it has to be par-
titioned into chunks. Simulations show that this partitioning procedure
does not affect the quality of clustering results significantly. Moreover,
properly chosen weights can be assigned to each data element. This mod-
ification allows the presented algorithms to handle concept drift during
simulations.

1 Introduction

In literature a lot of clustering algorithms has been proposed. The most pop-
ular are k-means algorithm [15], DBSCAN [8] or COBWEB [9]. Given a set
X = {x1, . . . ,xN} of data elements, the aim of the clustering procedure is to
divide the set X into K disjoint clusters. The clusters are described by their cen-
ters. The set of cluster centers is denoted by V = {v1, . . . ,vK}. The algorithms
mentioned above are designed for crisp clustering. In this type of methods every
data element can belong to only one of existing clusters. An alternative approach
is the fuzzy clustering. In this case, the membership degree Uij of data element
xj to the cluster center vi takes values in interval [0; 1]. All the membership
degrees can be represented by a membership matrix U = [Uij ]K×N . The most
known fuzzy clustering method is the Fuzzy C-Means (FCM) algorithm [5], [7],
which is based on the k-Means algorithm. In this case the following objective
function is minimized

JFCM =

K∑
i=1

N∑
j=1

(Uij)
m ‖vi − xj‖2, (1)

with respect to the Uij , vi, i = 1, . . . ,K, j = 1, . . . , N , where m > 1 is a fuzzi-
fier parameter. Moreover, the membership values Uij should obey the following
conditions

K∑
i=1

Uij = 1, ∀j ∈ {1, . . . , N}. (2)

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 82–91, 2012.
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Many modifications of the FCM algorithm have been proposed in literature
[4], [16], [22]. The Possibilistic C-Means (PCM) algorithm [14] is particularly
interesting, since it is insensitive to outliers. The membership values Uij do
not have to satisfy conditions (2). The appropriate objective function, to be
minimized, is given by

JPCM =

K∑
i=1

N∑
j=1

(Uij)
m ‖vi − xj‖2 +

K∑
i=1

ηi

N∑
j=1

(1− Uij)
m
. (3)

To ensure the convergence of the algorithm, the starting points for cluster cen-
ters should be chosen very carefully. Therefore, the FCM algorithm is usually
performed at the beginning of the PCM algorithm. The convergence is also de-
pendent on the values of parameters ηi, which represent the sizes of data clusters.

The mentioned algorithms are applicable only for static data. To deal with
data streams they should be radically modified. Data streams [1], [6] are of in-
finite size and the concept of data can evolve in time. Therefore, appropriate
algorithms should process data continuously online and be able to detect any
kind of concept drift [29]. The clustering of data streams is a very challenging re-
search issue [13]. Several algorithms has been proposed so far, e.g. the STREAM
algorithm [11], the CluStream system [2] and the HPStream algorithm [3].

In this paper, following the idea proposed in [12], the modification of the FCM
algorithm is presented. The modified algorithm is applicable for data streams.
The same idea is then applied to the PCM algorithm. Both algorithms are pre-
sented in section {refsec2. The method for concept drift handling is considered
in section 3. In section 4 the experimental results are presented. Conclusions are
drawn in section 5.

2 The wFCM and the wPCM Algorithms

The FCM algorithm cannot be directly applied to the data streams. Significant
modifications are needed. An interesting solution, called the weighted Fuzzy
C-Means algorithm (wFCM), was proposed in [12]. The block diagram of the
wFCM algorithm is depicted in Fig. 1.

Data stream is divided into chunks Sp = {xp
1, . . . ,x

p
np
}, p = 1, 2, . . . . Data

elements for the p-th chunk are collected in a buffer, while the (p− 1)-th chunk
is processed. Each data element xp

j is accompanied with a weight wp
j . The way

of assigning the weights is described in details in section 3. The idea of the
wFCM algorithm is to perform clustering on the subsequent data parts, which
are associated with data chunks.

The first part of data, denoted by X1, is equivalent to the first chunk

X1 = S1 = {x1
1, . . . ,x

1
n1
}. (4)

Each next data part Xp, p > 1, is formed by merging the data chunk Sp and the

set of cluster centers Vp−1 = {vp−1
1 , . . . ,vp−1

K }, obtained for previous data part
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Fig. 1. Convergence of the estimator ân to the actual value of parameter a

Xp = Sp ∪Vp−1 = {xp
1, . . . ,x

p
np︸ ︷︷ ︸

Sp

,xp
np+1, . . . ,x

p
np+K︸ ︷︷ ︸

Vp−1

}, p > 1, (5)

where xpnp+1 = vp−1
1 ,. . . ,xpNp+K = vp−1

K . Summarizing, the size Np of data part
Xp is equal to

Np =

{
np, p = 1,

np +K, p > 1.
(6)

The weights wp
np+i (for xp

np+i = vp
i ) are computed using the following formula

wp
np+i =

Np−1∑
j=1

Up−1
ij wp−1

j , i = 1, . . . ,K, p > 1, (7)

For each data part Xp, the membership matrix Up and the set of cluster centers
are calculated iteratively. The aim is to minimize the following objective function

Jp
wFCM =

K∑
i=1

Np∑
j=1

wp
j

(
Up
ij

)m ‖vp
i − xp

j‖2, p ≥ 1. (8)

This leads to the following formulas for the membership values

Up
ij =

⎛⎜⎜⎝ K∑
k=1

(
‖vp

i − xp
j‖

‖vp
k − xp

j‖

) 2

m− 1

⎞⎟⎟⎠
−1

, i = 1, . . . ,K, j = 1, . . . , Np (9)

and for the cluster centers
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vp
i =

∑Np

j=1 w
p
j

(
Up
ij

)m
xp
j∑Np

j=1 w
p
j

(
Up
ij

)m , i = 1, . . . ,K. (10)

Processing of the data part Xp stops if the value of function (8) changes insignif-
icantly.

The above schema can be also applied to the PCM algorithm, adopting it to
deal with data streams. An appropriate objective function is given by

Jp
wPCM =

K∑
i=1

Np∑
j=1

wp
j

(
Up
ij

)m ‖vp
i −xp

j‖2+

K∑
i=1

ηpi

Np∑
j=1

wp
j

(
1− Up

ij

)m
, p ≥ 1. (11)

The formulas for cluster centers vp
i and for the weights wp

np+i are exactly the

same as formulas (10) and (7), respectively. The formula for the membership
values states as follows

Up
ij =

⎛⎜⎜⎝1 +

(
‖vp

i − xp
j‖2

ηpi

) 1

m− 1

⎞⎟⎟⎠
−1

, i = 1, . . . ,K, j = 1, . . . , N. (12)

For the parameters ηpi the following form is proposed

ηpi =

∑np

j=1

(
Up
ij

)m ‖vp
i − xp

j‖2∑np

j=1

(
Up
ij

)m , i = 1, . . . ,K. (13)

3 Assigning Weights to Data Elements

One of the key points of the wFCM and the wPCM algorithms is the assignment
of weights to the incoming data elements. If the concept drift is absent, the
simplest solution is to set weights equal to 1 for all data elements

wp
j = 1, p ≥ 1, j = 1, . . . , np. (14)

However, data streams are usually time-varying in their nature. In this case
the concept drift may occur, therefore the values of weights should increase for
subsequent data elements. For data chunk Sp weights values can be chosen to
obey the following recurrent formula

wp
j+1 = wp

j 2λ, wp
1 = 1, p ≥ 1, j = 1, . . . , np − 1, (15)

where λ > 0 is a decay rate parameter. The value of λ reflects the speed of
forgetting the influence on the clustering result of the old data elements. Note
that if λ = 0 then equation (15) becomes equivalent to equation (14).
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The last element of data chunk Sp−1 receives weight wp−1
np−1

= 2(np−1−1)λ. After
the clustering of data partXp−1 is done, all weights of current cluster centersVp−1

(which are included into data part Xp according to (5)) are divided by 2npλ. This
operation ensures that the weights of the first data element from chunk Sp is 2λ

times larger than the weight of the last element from chunk Sp−1.

4 Experimental Results

Evaluating the accuracy of clustering results is a very difficult task. In litera-
ture, several validity measures have been proposed so far. For fuzzy clustering
approach, one of the most effective are:

– Sum of covariance matrices determinants [10],
– Xie-Beni’s index [30].

The first one, for the needs of this paper, is defined for each data chunk Sp as
follows

W p
Det =

K∑
i=1

det(Fi
p), p ≥ 1 (16)

where Fp
i is the covariance matrix of the i-th cluster for the p-th chunk. Matrices

Fp
i are defined in the following way

Fi
p =

∑np

j=1 w
p
j

(
Up
ij

)m (
vp
i − xp

j

)
·
(
vp
i − xp

j

)T∑np

j=1 w
p
j

(
Up
ij

)m , i = 1, . . . ,K, p ≥ 1. (17)

The modified Xie-Beni’s index is given by

W p
XB =

∑K
i=1

∑np

j=1 w
p
j (Uij)

m ‖vp
i − xp

j‖2∑np

j=1 w
p
j minq,r ‖vp

q − vp
r‖2

, p ≥ 1. (18)

Note that the values of both W p
Det and the W p

XB indices decrease with the
increasing accuracy of the clustering results.

To investigate the performance of the wFCM and the wPCM algorithms
and to compare them with the FCM and the PCM algorithms, 8-dimensional
synthetic dataset was generated. The dataset consists of 250000, forming four
gaussian clusters. The dataset is static, i.e. no concept drift is occurring in it.
Therefore the weights are assigned by making use of formula (14). The dataset
was partitioned into P = 1, P = 5, P = 10 and P = 100 data chunks of equal
size (np = 250000/P, p = 1, . . . , P ). Note that for P = 1 the wFCM (wPCM)
algorithm is equivalent to the FCM (PCM) algorithm. For the needs of this pa-
per, the average sum of covariance matrices WDet and the average Xie-Beni’s
index have to be defined

WDet =
1

P

P∑
p=1

W p
Det, WXB =

1

P

P∑
p=1

W p
XB . (19)

Values of the WDet coefficient and the WXB index, obtained in simulations for
the wFCM algorithm, are presented in Fig. 2.
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Fig. 2. Values of the WDet coefficient and the WXB index for different numbers P of
data chunks (the wFCM algorithm)

The presented results show that the accuracy of clustering results decreases
as the number of data chunks P increases. Similar experiments were performed
for the wPCM algorithm. Obtained values of the WDet coefficient and the WXB

index are depicted in Fig. 3.

Fig. 3. Values of the WDet coefficient and the WXB index for different numbers P of
data chunks (the wPCM algorithm)
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Both the wFCM and the wPCM algorithms demonstrate worse accuracy than
their base algorithms for static data (FCM and PCM respectively), although it
still remains satisfactory.

To present the mechanism of handling the concept drift, using the wFCM and
the wPCM algorithms, another synthetic dataset was generated. This dataset
consists of 250000 two-dimensional data elements. It forms three clusters, which
change their positions as the time goes on. The dataset was partitioned into
P = 25 data chunks of equal size. Three simulations were performed on the
dataset

– the wFCM algorithm for λ = 0.0001,
– the wFCM algorithm for λ = 0.001,
– the wPCM algorithm for λ = 0.001.

The results, presenting four different moments of clusters movement, are shown
in Fig. 4. The cluster centers obtained for λ = 0.0001 follows the original clus-
ters slowly. In the case of λ = 0.001, both the wFCM and the wPCM algorithms
give similar results for almost the whole simulation time. A difference occurs
at the end, when the small perturbation of the cluster at the bottom appears.

Fig. 4. Clusters and cluster centers obtained with the wFCM algorithm for λ = 0.0001,
the wFCM algorithm for λ = 0.001 and the wPCM algorithm for λ = 0.001 at four
different moments of the simulation: a) p = 1, b) p = 9, c) p = 17 and p = 25
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The outliers affect the results of the wFCM algorithm, while the wPCM algo-
rithm remains insensitive. Since the dataset is synthetic, the true positions of
cluster centers ṽp

1 , ṽ
p
2 and ṽp

3 are known for each data chunk p = 1, . . . , 25. This
fact can be used to validate the clustering results more precisely. Let us define
the following validity measure for data chunk Sp

Vp =
1

3

3∑
i=1

‖ṽp
i − vp

i ‖, p ≥ 1. (20)

The values of Vp as a function of processed data elements is shown in Fig. 5.
The case of the wFCM algorithm for λ = 0.0001 gives the worst results during
all the simulation time. In the middle of the simulation, when the two clusters
at the top overlap, the wPCM algorithm for λ = 0.001 loses some accuracy
with respect to the wFCM algorithm (λ = 0.001). Then it returns back to the
satisfactory level and at the end, when the outliers appear, it outperforms the
wFCM algorithm.

Fig. 5. The validity measure Vp as a function of processed data elements, obtained
with the wFCM algorithm for λ = 0.0001, the wFCM algorithm for λ = 0.001 and the
wPCM algorithm for λ = 0.001

5 Conclusions and Future Work

In this paper the modified variants of the Fuzzy C-Means (wFCM) and the Pos-
sibilistic C-Means (wPCM) algorithms were considered. It was shown how the
partitioning the data stream into chunks allows to perform fuzzy clustering on
it online. Simulations demonstrated that this procedure decreases the quality
of clustering results slightly. However, the change of accuracy is on the accept-
able level. The concept drift handling, using both the wFCM and the wPCM
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algorithms, was studied as well. Simulations showed that the algorithms are ap-
propriate tools for detecting evolving changes of data. In our ongoing research
we are working on applications of algorithms developed in this paper to adapting
various soft computing techniques [17]-[21], [23]-[28] to deal with data streams.
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Foundation for Polish Science Team Programme co-financed by the EU European
Regional Development Fund, Operational Program Innovative Economy 2007-
2013, and also supported by National Science Centre NCN.

References

1. Aggarwal, C.: Data Streams: Models and Algorithms. Springer, LLC (2007)
2. Aggarwal, C., Han, J., Wang, J., Yu, P.S.: A Framework for Clustering Evolving

Data Streams. In: Proc. of the 29th Conference on Very Large Data Bases, Berlin,
Germany (2003)

3. Aggarwal, C., Han, J., Wang, J., Yu, P.S.: A Framework for Projected Clustering
of High Diensional Data Streams. In: Proc. of the 30th Conference on Very Large
Data Bases, Toronto, Canada (2003)

4. Babuska, R.: Fuzzy Modeling for Control. Kluwer Academic Press, Dordrecht
(1998)

5. Bezdek, J.C.: Pattern Recognition with Fuzzy Objective Function Algorithms.
Kluwer Academic Publishers, Norwell (1981)

6. Bifet, A.: Adaptive Stream Mining: Pattern Learning and Mining from Evolving
Data Streams. IOS Press BV, Netherlands (2010)

7. Dunn, J.C.: A Fuzzy Relative of the ISODATA Process and Its Use in Detecting
Compact Well-Separated Clusters. Cybernetics and Systems 3(3), 32–57 (1973)

8. Ester, M., Kriegel, H.P., Sander, J., Xu, X.: A Density-Based Algorithm for Discov-
ering Clusters in Large Spatial Databases with Noise. In: Proc. of 2nd International
Confrence on Knowledge Discovery and Data Mining, pp. 226–231. AAAI Press
(1996)

9. Fisher, D.H.: Knowledge Acquisition via Incremental Conceptual Clustering.
Machine Learning 2(2), 139–172 (1987)

10. Gath, I., Geva, A.B.: Unsupervised Optimal Fuzzy Clustering. IEEE Transactions
on Pattern Analysis and Machine Intelligence 11(7), 773–781 (1989)

11. Guha, S., Mishra, N., Motwani, R., O’Callaghan, L.: Clustering Data Streams. In:
Proc. of 41st Annual Symposium on Foundations of Computer Science, Redondo
Beach, CA, USA (2000)

12. Hore, P., Hall, L.O., Goldgof, D.B.: Single Pass Fuzzy C Means. In: Proc. of the
IEEE International Conference on Fuzzy Systems, London, July 23-26 (2007)

13. Khalilian, M., Mustapha, N.: Data Stream Clustering: Challenges and Issues. In:
Proc. of the International Multiconference of Engineers and Computer Scientists,
HongKong, vol. I (2010)

14. Krishnapuram, R., Keller, J.M.: A Possibilisic Approach to Clustering. IEEE
Transactions on Fuzzy Systems 1(2), 98–110 (1993)

15. McQueen, J.B.: Some Methods for Classification and Analysis of Multivariate Ob-
servations. In: Proc. of 5th Berkeley Symposium on Mathematical Statistics and
Probability, vol. 1, pp. 281–297. University of California Press, Berkeley (1967)



On Fuzzy Clustering of Data Streams with Concept Drift 91

16. Miyamoto, S., Ichihashi, H., Honda, K.: Algorithms for Fuzzy Clustering. Springer,
Heidelberg (2008)

17. Nowicki, R.: Nonlinear modelling and classification based on the MICOG defuzzi-
fications. Journal of Nonlinear Analysis, Series A: Theory, Methods and Applica-
tions 7(12), 1033–1047 (2009)

18. Rutkowski, L.: The real-time identification of time-varying systems by nonpara-
metric algorithms based on the Parzen kernels. International Journal of Systems
Science 16, 1123–1130 (1985)

19. Rutkowski, L.: Sequential pattern recognition procedures derived from multiple
Fourier series. Pattern Recognition Letters 8, 213–216 (1988)

20. Rutkowski, L.: An application of multiple Fourier series to identification of multi-
variable nonstationary systems. International Journal of Systems Science 20(10),
1993–2002 (1989)

21. Rutkowski, L.: Nonparametric learning algorithms in the time-varying environ-
ments. Signal Processing 18, 129–137 (1989)

22. Rutkowski, L.: Computational Intelligence. Springer (2008)
23. Rutkowski, L., Cpa�lka, K.: A general approach to neuro - fuzzy systems. In: Pro-

ceedings of the 10th IEEE International Conference on Fuzzy Systems, Melbourne,
December 2-5, vol. 3, pp. 1428–1431 (2001)

24. Rutkowski, L., Cpa�lka, K.: A neuro-fuzzy controller with a compromise fuzzy rea-
soning. Control and Cybernetics 31(2), 297–308 (2002)

25. Scherer, R.: Boosting Ensemble of Relational Neuro-fuzzy Systems. In: Rutkowski,
L., Tadeusiewicz, R., Zadeh, L.A., Żurada, J.M. (eds.) ICAISC 2006. LNCS
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Abstract. In this paper the resource consumption of the fuzzy cluster-
ing algorithms for data streams is studied. As the examples, the wFCM
and the wPCM algorithms are examined. It is shown that partitioning
a data stream into chunks reduces the processing time of considered al-
gorithms significantly. The partitioning procedure is accompanied with
the reduction of results accuracy, however the change is acceptable. The
problems arised due to the high speed data streams are presented as well.
The uncontrolable growth of subsequent data chunk sizes, which leads
to the overflow of the available memory, is demonstrated for both the
wFCM and wPCM algorithms. The maximum chunk size limit modifi-
cation, as a solution to this problem, is introduced. This modification
ensures that the available memory is never exceeded, what is shown in
the simulations. The considered modification decreases the quality of
clustering results only slightly.

1 Introduction

Data stream mining [2], [7], [31] raises many challenging tasks in data mining
community. The main characteristics of data streams is that they are of infi-
nite size and usually data elements income with very high rates. Algorithms
developed to deal with data streams should be resource-aware from one side and
ensure as best accuracy as possible from the other side. From the data stream
mining point of view, the most important hardware resources are the available
memory and the computational power. The memory is always not enough to
store all the incoming data elements. Therefore, some synopsis structures, like
wavelets or histograms, should be used. Additionally, data stream mining algo-
rithms have to be scalable to work with different amounts of available memory,
since they are usually designed to run on various devices. Computational power
is very important hardware resource in mining high speed data streams. Algo-
rithms have to process data as fast as possible, performing at most one scan
for each data element. If the processing time is greater than the speed of data
stream, some data elements have to be rejected. The rejection may be conducted
in an intelligent way, by making use of load shedding techniques [5], [8].

It is obvious that low computational power and small amount of available
memory are accompanied with worse accuracy of results. There is always a
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trade-off between the hardware resources in a device from one side, and the
performance of the algorithm on the other side. In literature, several resource-
aware methods of data stream mining have been proposed so far [30], [1]. The
Algorithm Output Granularity (AOG) approach, described in [10], [12], seems to
be one of the most promising. Based on the AOG technique, several algorithms
were developed [11], e.g. the LWClass algorithm for classification, the LWF al-
gorithm for frequent pattern mining or the LWC algorithm, designed for data
clustering.

Clustering of data streams is the main scope of this paper. Beside the LWC
algorithm, several other data stream clustering methods have been proposed
so far in literature [14], [17]. Commonly known are the STREAM algorithm
[15], the CluStream system [3], and the HPStream algorithm [4]. The mentioned
algorithms are examples of crisp clustering. An alternative method is a fuzzy
clustering approach, in which a data element can belong to more than one cluster,
with different membership degrees. The most popular fuzzy clustering algorithm,
designed for static data, are the Fuzzy C-Means algorithm (FCM) [6], [9] and
the Possibilistic C-Means algorithm (PCM) [18]. In [16] the authors proposed
an interesting modification of the FCM algorithm called the weighted Fuzzy
C-Means algorithm (wFCM), adapting it to deal with data streams. The key
point of this modification is to perform the fuzzy clustering procedures on data
chunks of finite sizes. The same schema can be applied to the PCM algorithm.
Analogously, the stream version is further called the wPCM algorithm.

In section 2 the time and memory consumption of the wFCM and the wPCM
algorithms is analyzed. Some resource-aware variants of considered methods are
discussed in section 3. A maximum size of data chunk is introduced as an example
solution. The influence of proposed modification on the clustering algorithms
performance is investigated. Final remarks are drawn in section 4.

2 Processing Time and Memory Consumption Analysis

The idea of the wFCM and the wPCM algorithms is to perform clustering se-
quentially on data chunks. Clustering procedures are performed sequentially on
data chunks of finite sizes. It seems to be obvious that the larger the size of
data chunk is, the slower it is processed. Let us consider a dataset of size N ,
partitioned into P chunks of equal size N/P . In the following experiment, the
processing time of the wFCM and the wPCM algorithms as a function of P
will be investigated. For this purpose a 8-dimensional synthetic dataset was gen-
erated. The dataset consists of 250000 elements, forming 4 distinct clusters of
gaussian shape. The wFCM and the wPCM algorithms were run with four dif-
ferent numbers of data chunks P : P = 1, P = 5, P = 10 and P = 100 (note that
the case with P = 1 is equivalent to the FCM and the PCM algorithms). The
obtained results of processing time are depicted in Fig. 1.

Partitioning of the data stream into data chunks provides a significant reduc-
tion of processing time of the wFCM and wPCM algorithms. On the other side,
one should expect that this procedure may reduce the quality of clustering results.
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Fig. 1. Processing time of the wFCM and the wPCM algorithms for four different
numbers of data chunks: P = 1, P = 5, P = 10 and P = 100

Validation of clustering results is a difficult task, however several validity mea-
sures have been proposed in literature so far. For fuzzy clustering one can use
the sum of covariance matrices determinants WDet, proposed in [13]. The lower
the value of the WDet measure is, the better the clustering results are. The val-
ues of WDet, obtained in the considered experiment, are collected in Tab. 1. The
accuracy of clustering results indeed decrease with the increasing number of data
chunks. However the changes are at the acceptable level.

Table 1. The sum of covariance matrices determinants WDet obtained for the wFCM
and the wPCM algorithms

P = 1 P = 5 P = 10 P = 100

wFCM 2, 61× 10−4 8, 24× 10−4 11, 32× 10−4 12, 94× 10−4

wPCM 0, 03× 10−4 0, 15× 10−4 0, 24× 10−4 1, 17× 10−4

In the previous experiment the dataset was partitioned artificially into chunks
of equal size. However, in real life applications sizes of data chunks are not known
a priori. Data elements of the i-th chunk are collected in a buffer while the
previous (i − 1)-th chunk is processed. If the incoming data rate ν is relatively
low, then the sizes of subsequent chunks oscillate around some average value. The
available memory in the buffer is never overflowed. Problems arise if the speed
of data stream is high with respect to the computational power of the system.
While a data chunk is processed, a large number of elements is collected in the
buffer for the next chunk. In consequence, the processing time of this next chunk
becomes longer. A kind of positive feedback leads to the uncontrollable increase
of the sizes of subsequent data chunks. The available memory is exceeded finally
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and the significant part of data is lost. To illustrate this effect the following
simulations were performed. The wFCM algorithm was run three times, using
the dataset mentioned before, for three different data stream rates: ν = 20/ms,
ν = 30/ms and ν = 40/ms. the sizes of subsequent data chunks, obtained in
these simulations, are shown in Fig. 2. A similar experiment was performed with
the wPCM algorithm, for ν = 10/ms, ν = 15/ms and ν = 20/ms. Results are
presented in Fig. 3.

Fig. 2. The sizes of subsequent data chunks obtained for the wFCM algorithm, applied
to data streams with three different data rates: ν = 20/ms, ν = 30/ms and ν = 40/ms

Fig. 3. The sizes of subsequent data chunks obtained for the wPCM algorithm, applied
to data streams with three different data rates: ν = 10/ms, ν = 15/ms and ν = 20/ms



96 M. Jaworski, L. Pietruczuk, and P. Duda

3 Resource-Aware Modifications of the wFCM and the
wPCM Algorithms

As it was presented in the previous section, the wFCM and the wPCM algorithms
are not directly applicable for extremely high speed data streams. Some resource-
aware modifications are needed to adapt them for devices with limited memory
and computational power. The simplest solution is to reject part of the data
stream, e.g. by making use of the load shedding techniques. However, in this
case a fraction of data elements does not participate in clustering procedures.
In some cases it can reduce the accuracy of results significantly. An alternative
solution is to divide the data values space into hypercubes. Each hypercube is
assigned a weight, which is equal to the number of original elements belonging
to it. Then, in the wFCM (or wPCM) algorithm each hypercube is treated as a
single data element. However, in this modification the minimum and maximum
values for each dimension have to be known a priori. Moreover, this solution is
impractical for high dimensional data streams, since the enormous number of
hypercubes should be created in this case.

In this paper, the another resource-aware variant of the wFCM and the wPCM
algorithms is proposed. To avoid the overflow of the available memory, the max-
imum chunk size Nmax limit is introduced. If the Nmax data elements are col-
lected in the buffer for the next data chunk, then clustering of the currently
processed chunk is stopped immediately. It means that each data chunk is pro-
cessed no longer than Tmax = Nmax/ν, where ν denotes the rate of data stream.
The maximum chunk size (processing time) limit ensures that the available

Fig. 4. The sum of covariance matrices traces obtained for three different values of
maximum chunk size limit: Nmax = 5000, Nmax = 15000 and Nmax = 40000. The case
with no limit is denoted by the infinity symbol (Nmax =∞).
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memory is never exceeded. In the following experiment the influence of the
proposed modification on the accuracy of clustering results is investigated. Sim-
ulations for the wFCM algorithm were performed on the dataset described in
section 2, for three different values of Nmax: Nmax = 5000, Nmax = 15000 and
Nmax = 40000. For comparison, the simulation with no limit for maximum chunk
size was performed as well. The data stream rate was set to ν = 40/ms. Ob-
tained results are shown in Fig. 4. The accuracy, expressed by theWDet measure,
decreases with the decreasing value of the limit Nmax. However, the changes are
insignificant.

4 Final Remarks and Future Work

In this paper the resource awarness of the wFCM and the wPCM algorithms
were investigated. Simulations showed that the processing time of the considered
algorithms decreases if the clustering is performed sequentially on data chunks.
Simultaneously, partitioning of the data stream leads to the decrease of the
clustering quality, however the changes are at the acceptable level. It was also
shown that the available memory can be exceeded, if the rate of data stream is
very high with respect to the computational power. As a solution to this problem,
a modification of maximum data chunk size limit was proposed. Considered
modification reduces the accuracy of clustering results insignificantly. In future
work we will investigate the problem of resources optimization for various soft-
computing techniques (see [19]-[29]) applied to data streams.
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Abstract. We compare and give some practical insights about sev-
eral complexity selection approaches (under PAC model) based on: well
known VC-dimension, and more recent ideas of Rademacher complexity
and covering numbers. The classification task that we consider is carried
out by polynomials. Additionally, we compare results of non-regularized
and L2-regularized learning and its influence on complexity.

1 Introduction

Life shows that the cross-validation is still the most popular complexity selec-
tion approach in practical applications. It is commonly known that probabilistic
approaches (PAC model [8]) like e.g. Structural Risk Minimization introduced
by Vapnik [10,11] can speed up the complexity selection. In general, these ap-
proaches require O(n) less computational time than the n-fold cross-validation.
Even so, practitioners somehow prefer not to use them. One of the reasons might
be the fact that historic proposition of the SRM involved overly pessimistic
bounds on true errors. These bounds were usually based on VC-dimension [11,5]
as a combinatorial concept describing the capacity (richness) of the set of func-
tions used for learning. In effect of too pessimistic bounds, the selected complex-
ity was often an underestimation of optimal complexity.

In recent years studies within statistical learning have been strongly focused
around: covering numbers [1,13], data-driven capacity concepts like Rademacher
complexity [3] and regularization techniques (e.g. L1, L2, elastic net) [14,9].
Some of new theoretical results might potentially facilitate the complexity selec-
tion. In the paper we gather several such results, compare them, and point out
advantages and difficulties in their practical usage.
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As regards asymptotics, all compared approaches (actually all known ap-
proaches) are similar in such sense that the bounds on true errors tighten at
the rate ∼ 1/

√
m, where m stands for the sample size. This is a common prop-

erty of many large-number-laws. The differences (and potential gains) can only
lie in the constants and capacity terms which either make probabilistic bounds
sufficiently tight or too loose for given conditions of experiment.

2 Approaches to Be Compared

In this section we briefly remind concepts and point out known results related to
the approaches we want to compare. In all cases we use the following notation.
The data sample z = {(x1, y1), . . . , (xm, ym)} is drawn in the i.i.d. manner from
some unknown joint distribution P defined over X×{0, 1}, where X ⊂ R

n stands
for the input domain.

2.1 Approach 1 — Based on Vapnik-Chervonenkis Dimension

In this approach we remain in the traditional setting of the classification problem
where a set F of functions used for learning contains indicator functions. The
true error of a function f with respect to P is defined as

erP (f) =
∫
x∈X

∑
y∈{0,1}[f(x) �= y]dP (x, y), (1)

where [·] returns 1 if its argument is true and 0 otherwise. The true error is the
probability of misclassification. Obviously, in practice this quantity is unknown.
The sample error which ought to be minimized by the learning algorithm is
êrz(f) = 1/m

∑m
i=1[f(xi) �= yi].

We start by reminding the following uniform convergence result — one of the
keystones in the learning theory.

Theorem 1. (Vapnik & Chervonenkis [12]) Let F be a set of indicator functions
with VC-dimension equal d. Then

Pm

(
sup
f∈F

|erP (f) − êrz(f)| ≥ ε

)
≤ 4 exp

(
d

(
1 + ln

2m

d

)
− mε2/8

)
. (2)

By substituting the right-hand-side of (2) with a small probability δ > 0 and
solving for ε, one obtains the following bound on true error

erP (f) ≤ êrz(f) +

√
d (1 + ln(2m/d)) − ln(δ/4)

m/8
, (3)

which holds true with probability at least 1− δ for all functions f ∈ F . Inequal-
ity (3) can readily be applied for complexity selection according to the SRM
procedure. By increasing d one generates a sequence of more and more rich sets
of functions. In the end, one chooses such d∗ for which the right-hand-side of (3)
is the smallest (i.e. the guaranteed bound on true error is the smallest).
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2.2 Approach 2 — Based on Rademacher Complexity

Given a sample {x1, . . . ,xm}, the empirical Rademacher complexity of a set F
of indicator functions is defined as

Ĉ(F |x1, . . . ,xm) = E sup
f∈F

∣∣∣∣∣ 2
m

m∑
i=1

σif(xi)

∣∣∣∣∣ , (4)

where σi are independent random variables, such that Pr(σi = ±1) = 1/2, and
the expectation is taken with respect to the joint distribution of (σ1, . . . , σm).1

Then, the Rademacher complexity is defined as the expectation of Ĉ taken with
respect to all m-sized samples drawn from the distribution Pm:

Cm(F ) = EP m Ĉ(F |x1, . . . ,xm). (5)

As one can notice, calculating Ĉ(F |x1, . . . ,xm) seems to require 2m optimiza-
tions over the set of functions. Two theorems are important in this context.

Theorem 2. (Bartlett & Mendelson [3]) With probability at least 1−δ, for every
function in F the following bound on true error holds:

erP (f) ≤ êrz(f) + Cm(F )/2 +
√
− ln δ/(2m). (6)

Theorem 3. (Bartlett & Mendelson [3]) For a set of functions F mapping to
[−1, 1] true are inequalities:

P
(∣∣∣Cm(F ) − Ĉ(F |x1, . . . ,xm)

∣∣∣ ≥ ε
)
≤ 2 exp(−mε2/8)

P

(∣∣∣∣∣Cm(F ) − sup
f∈F

∣∣∣∣∣ 2
m

m∑
i=1

σif(xi)

∣∣∣∣∣
∣∣∣∣∣ ≥ ε

)
≤ 2 exp(−mε2/8). (7)

Theorem 3 is a consequence of Hoeffding (or McDiarmid) inequality and implies
that in practice we can estimate Rademacher complexity from a single sample
and a single realization of σ1, . . . , σm variables put in the place of former output
values y1, . . . , ym. So it does not require O(2m) work. By using a one-sided
version of (7) and substituting the right-hand-side with a small δ, it is easy to
check that:

Cm(F ) ≤ sup
f∈F

∣∣∣∣∣ 2
m

m∑
i=1

σif(xi)

∣∣∣∣∣ +

√
−8 ln δ

m
(8)

holds equivalently true with probability at least 1−δ. Finally, by joining (2) and
(8) and by inserting δ := δ/2, we obtain the bound:

erP (f) ≤ êrz(f) + sup
f∈F

∣∣∣∣∣ 1
m

m∑
i=1

σif(xi)

∣∣∣∣∣ +

√
−2 ln(δ/2)

m
+

√
− ln(δ/2)

2m
, (9)

which holds true with probability at least 1 − δ.
1 A known variant of this quantity is empirical Gaussian complexity where σi are

drawn from normal distributions N(0, 1).
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2.3 Approach 3 — Based on Covering Numbers for Classification
with Margin

In this approach we move to real-valued functions f : X → [0, 1] and change the
problem posing to classification with margin. Let sgn(α) = 1 when α > 0 and 0
otherwise. The true error (probability of misclassification) is now:

erP (f) =
∫
x∈X

∑
y∈{0,1}[sgn (f(x) − 1/2) �= y]dP (x, y). (10)

The margin is defined as

margin(f(x), y) =

{
f(x) − 1

2 , dla y = 1;
1
2 − f(x), dla y = 0.

(11)

Probability of margin smaller than γ is

erγ
P (f) =

∫
x∈X

∑
y∈{0,1}[margin(f(x), y) < γ]dP (x, y), (12)

and the corresponding frequency of margin smaller than γ is
êrγ

z(f) = 1
m

∑m
i=1[margin (f(xi), yi) < γ]. In this approach we take advantage of

the following uniform convergence result.

Theorem 4. (Bartlett [2]) Suppose that F is a set of real-valued functions de-
fined on X. Let P by any probability distribution defined on Z = X × {0, 1}, let
ε ∈ (0, 1) and γ > 0. Then

Pm

(
sup
f∈F

erP (f) − êrγ
z(f) ≥ ε

)
≤ 2N∞(γ/2, F, 2m) exp(−mε2/8). (13)

For the definition of covering numbers N (·) we refer the reader e.g. to [1,13]. A
more convenient bound-like form of the theorem is that with probability at least
1 − δ for all functions f ∈ F we have

erP (f) ≤ êrγ
z(f) +

√
lnN∞(γ/2, F, 2m) − ln(δ/2)

m/8
. (14)

To use the above inequality one needs to bound the covering number in it. To do
this we shall use the next result, which bounds the covering number by means
of the pseudo-dimension d. The pseudo-dimension, although formally defined for
real-valued functions, can as a quantity be identified with the VC-dimension
defined for indicator functions, see e.g. [1]. For polynomials, that we consider
later on, both VC-dimension and pseudo-dimension will be equal to the number
of terms in the polynomial.

Theorem 5. (Haussler and Long [7]) Let F be a set of real-valued functions
mapping to [0, A], with pseudo-dimension equal d. Then for all ε > 0

N∞(ε, F, m) ≤
d∑

i=0

(
m

i

)
(A/ε)i ≤

(
mAe

εd

)d

. (15)
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The insertion of (15) with A := 1 into (14) leads to a bound that we can
practically apply for complexity selection:

erP (f) ≤ êrγ
z(f) +

√
d ln(1 + 4m/(γd)) − ln(δ/2)

m/8
. (16)

We remark that there exist other bounds on covering numbers than (15), not
necessarily derived via pseudo-dimension. However, for our purposes the selection
of this particular bound makes the comparison of approach 1 and approach 3
interesting and more competent. Although bounds (3) and (16) refer to different
problem posing (indicator vs. real-valued functions), they now both are backed
by the same combinatorial capacity concept underneath.

2.4 Approach 4 — Based on Covering Numbers with Regularization

In this approach we want to take advantage of an attractive result due to Zhang.
It states that for regularized learning the covering number (in 2-norm) scales only
linearly (not exponentially) with the number of attributes2.

Theorem 6. (Zhang [13]). Let F be a set of real-valued functions linear in pa-
rameters of form f(x) =

∑M
j=1 wjgj(x) with basis functions gj. Let the learning

algorithm put the Lq regularization on weights so that we have ‖w‖q ≤ a, for an
imposed a > 0. Assume the data is bounded in p-norm, i.e. ‖x‖p ≤ b for all i,
where 1/p + 1/q = 1 (conjugate norms) and 2 ≤ p ≤ ∞. Then for all ε > 0

N2(ε, F, m) ≤ (2M + 1)�a
2b2/ε2�. (17)

Since N1 ≤ N2 ≤ N∞ (due to the definition of metrics for covering numbers),
the result unfortunately cannot be applied in (14). A possible thing to do is to
once again change the problem posing, and perform classification via regression
estimation. In that case error measures become

erP (f) =
∫∫

X×[0,1]

(f(x) − y)2 dP (x, y), êrz(f) =
1
m

m∑
i=1

(f(xi) − yi)
2 , (18)

and there exists the following useful result [1]:

Theorem 7. Suppose that F is a set of real-valued functions mapping from X
to [0, 1]. Let P be any probability distribution defined on X × [0, 1]. Then

Pm

(
sup
f∈F

|erP (f) − êrz(f)| ≥ ε

)
≤ 4N1(ε/16, F, 2m) exp(−ε2m/32). (19)

We insert (17) into (19) and want to solve the right-hand-side for ε. Note how-
ever that now ε is not only involved in the exp(·) factor as in former uniform
2 This allows for good generalization from small samples with many attributes.
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convergence results, it is also involved in the covering number. Note too that
in the approach 3 we had an independent parameter γ instead of ε in the cov-
ering number N∞(·), which made matters easier. After some algebra3 one ob-
tains ε(A, B, C) =

(
(−B +

√
B2 − 4AC)/(2A)

)1/2
, with constants A = m/32,

B = ln(δ/4)−ln(2M+1), C = −256a2b2 ln(2M+1). And finally, with probability
at least 1 − δ true is the bound:

erP (f) ≤ êrz(f) + ε(A, B, C). (20)

3 Experiments

3.1 Polynomials and Learning Algorithm

We consider general multivariate polynomials with n variables and order q:

f(x) = f(x1, . . . , xn) =
q∑

j=0

∑
0≤k1,k2,...,kn≤j
k1+k2+···+kn=j

ak1,k2,...,knx1
k1x2

k2 · · ·xn
kn . (21)

The number of all terms is M =
(
n+q

n

)
. Note that this number is also the

VC/pseudo-dimension since our set of functions is linear in parameters. To sim-
plify the notation let the form above be rewritten to f(x) =

∑M
j=1 wjgj(x),

where gj denotes some polynomial basis and wj coefficient corresponds to some
ak1,k2,...,kn . We assume the terms to be variable-wise ordered as in the following
example for n = 2, q = 3:

w1+w2x1+w3x2+w4x1
2+w5x1x2+w6x2

2+w7x1
3+w8x1

2x2+w9x1x2
2+w10x2

3.
(22)

The learning algorithm we choose is the least squares minimization. For non-
regularized learning the solution is w = (GT G)−1GT Y , where G denotes the
matrix of bases values calculated at data points, i.e. Gij = gj(xi) and Y is the
column of class {0, 1} labels. For learning with regularization the solution is
w = (GT G + λ1)−1GT Y , where λ is the regularization parameter and 1 is the
identity matrix4, see e.g. [4,6].

3.2 Experiments Settings

In experiments we look for classifiers of a N ×N chessboard pattern, see Fig. 1.
Training pairs are drawn from P with density function p(x, y) = p(x)P (y|x) =
1/N2P (y|x), with the conditional probabilities for y ∈ {0, 1} defined as

P
(
y|(x1, x2)

)
= |y − r(x1, x2)| + (−1)|y−r(x1,x2)|

1 + e−βs(x1,x2)
, (23)

3 First using �a2b2/ε2� ≤ a2b2/ε2 + 1, then solving a quadratic equation.
4 Often, the coefficient w1 is not to be regularized so that vertical shifts of output can

be done freely. In that case, one imposes 11,1 := 0.
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Fig. 1. (a) Sample of data for m = 103, β = 20. (b) Exemplary well-fit polynomial
model. (c) Exemplary overfitted model.

where s(x1, x2) = min{x1−�x1, �x1�−x1, x2−�x2, �x2�−x2} and r(x1, x2) =
(�x1+ �x2) mod 2 is the perfect function. The coefficient β > 0 in (23) influ-
ences how strong is the ‘random overlapping’ of classes. With β → 0+ we obtain
classes strongly mixed (large noise), and with β → ∞ well separated.

For the described conditions we carried out a series of complexity selection
experiments, in which we manipulated with: pattern size N = 3, 4, noise param-
eter β = 10, 20, sample size m = 103, 104. In non-regularized learning the full
polynomial form consisted of M = 105 terms (10-th order polynomial of two
variables). In each experiment the complexity was being increased via the num-
ber of terms starting from 5 and jumping by 10 terms, M = 5, 15, 25, . . . , 105.
In L2-regularized learning, we tried ‘larger’ polynomials consisting at maximum
of M = 136 terms (13-th order). We did it to check if despite more terms the
regularization could still prevent from overfitting to noises.

3.3 Results of Experiments (without Regularization)

In this section we show results of experiments comparing approaches 1, 2 and
3. All detailed results are presented in Tab. 1a. Exemplary plots of single ex-
periments are graphed in the Tab. 1b. In the plots, the number of terms M in
the polynomial is put along arguments axis. We also write the following sym-
bols: ‘VC’ to denote the bound (3) VC-dim-based, ‘RC’ for bound (9) based on
Rademacher complexity and ‘CN’ for bound (15) based on the covering number.
Please note also that for approach 2 we used the value of margin γ = 0.1.

Comments to Result. (i) Approach 2 using Rademacher complexity turned
out clearly the best and most accurate. It indicated complexities close to the
true optimum or agreeing with it. (ii) The numerical values of Rademacher
bound were very close to the true error values. This makes them meaningful
in contrast to bounds from approaches 1, 3, where values often exceeded 1.0
(trivial). In such cases bounds can only be interpreted as heuristic scores for
complexity selection. (iii) Approach 3 based on covering numbers worked well
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Table 1. (a) Results of all experiments for approaches 1, 2, 3. (b) Exemplary plots of
complexity selection runs.

(a)

true error

Appr. 1

‘VC’

Appr. 2

‘RC’

Appr. 3

‘CN’

no. N β m M∗

erP

at M∗ M∗

1

erP
at

M∗

1
M∗

2

erP
at

M∗

2
M∗

3

erP
at

M∗

3

1 2 3 4 5 6 7 8 9 10 11 12

1 3 10 103 45 .212 5 .423 65 .219 5 .423

2 3 10 104 55 .217 5 .404 65 .218 45 .219

3 3 20 103 65 .144 5 .420 45 .146 5 .420

4 3 20 104 65 .127 25 .201 75 .127 45 .131

5 4 10 103 75 .236 5 .490 75 .236 5 .490

6 4 10 104 75 .228 5 .524 75 .228 65 .233

7 4 20 103 75 .165 5 .501 65 .167 5 .501

8 4 20 104 75 .154 45 .168 65 .155 65 .155

(b)
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only for large samples of size m = 104. But still, the indicated complexity was
always an underestimation of the optimal. For samples of size m = 103 the
bound was immediately too loose, indicating the minimum for M = 5. (iv) It
should be also remarked that approach 3 might be sensitive to the choice of
margin γ. In Fig. 2 we show two illustrations where the position of minimum
depends on the choice of γ. (v) Approach 1 based on VC-dimension worked only
for large samples and additionally with little noise — β = 20. The results were
worse underestimations than in Approach 3. In all other cases the bound was
immediately too loose, indicating minimum at M = 5.

3.4 Results of Experiments with L2-Regularization

In this section we show results of experiments comparing approaches 2 and 4, both
using L2-regularization. When learning with regularization a question arises how
to choose the penalty coefficient λ. We remind that the higher is λ the tighter
bound the algorithm puts on the norm ‖w‖. In our experiments, separately
for each M , the suitable λ was validated-out by means of a testing set. We
split the data into a training set (70%) and a testing set (30%) and we tried
successive values for λ in a ‘divide-and-conquer’-like manner: λ := 104 · 21−i, i =
1, 2, . . . , 20., see Tab. 2b. Errors obtained on the testing set were memorized
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Fig. 2. Illustration of sensitivity of approach 3 (based on covering numbers) to the
choice of γ — minima attained for different M values. The levels of gray represent
different γ = 0.05, 0.1, . . . , 0.25, with the darkest gray for the smallest value.

and the ‘best’ λ∗ with smallest testing was determined. Afterwards, the final
training was performed, this time using the whole data set and λ∗. Results of
all experiments are shown in Tab. 2a.

Table 2. (a) Results of experiments with L2-regularization for approaches 2, 4.
M∗, λ∗, ‖w∗‖ stand for relevant quantities for which the minimum of given approach
was attained. (b) Exemplary plot of errors along decreasing λ (which increases the
complexity).

(a)

true error

Appr. 2

“Rademacher”

Appr. 4

“covering

numbers”

N β m M∗

erP
at

M∗ ‖w∗‖M∗

2

erP
at

M∗

2
‖w∗‖M∗

4

erP
at

M∗

4
‖w∗‖

1 2 3 4 5 6 7 8 9 10 11 12

3 10103 105 .243 23.9 85 .244 16.2 5 .436 0.40

3 10104 85 .222 31.3 85 .222 31.3 5 .404 0.43

3 20103 75 .141 20.1 55 .148 20.4 5 .404 0.49

3 20104 105 .125 57.7 75 .132 42.2 5 .386 0.45

4 10103 85 .241 9.4 115 .258 0.92 5 .462 0.47

4 10104 105 .231 19.2 105 .231 19.2 5 .519 0.42

4 20103 95 .167 19.4 75 .177 28.4 5 .521 0.43

4 20104 75 .151 20.1 55 .148 20.4 5 .404 0.49

(b)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0.23

0.24

0.25

0.26

0.27

0.28

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

êrz (test set)

erP

i
λ := 104 · 21−i

Comments to Results with L2-regularization. (i) Approach 2 again per-
formed best with fairly accurate indications. (ii) Approach 4 turned out to be
unapplicable in practice. Despite the qualitative correctness of Zhang’s bound
(17), it seems that constants related to it and to result (19) make the bound too
loose for given conditions of experiments. (iii) As one may note the process of
complexity selection with regularization is two-fold: we manipulate with number
of terms M and also with penalty coefficients λ. Both these quantities surely
affect the generalization performance. In authors opinion this process can be
reduced only to manipulations on λ, while M can be kept maximal. In Tab. 2b
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we illustrate as an example complexity selection carried out solely by means of
λ. Note that errors on the testing set were very close to true errors, which helps
to indicate the minimum correctly.

4 Summary

Probabilistic bounds on true errors must be quantitatively tight to be applied in
practice for complexity selection. In the paper we demonstrate on a simple and
non-demanding experiment (only two variables and large samples of sizes 103,
104) that most of compared approaches fail to be applicable.

In particular we have shown approaches based on the VC-dimension directly or
on a N∞ covering number (built upon the VC-dimension) required large samples
and both underestimated optimal complexity, with a slightly better performance
of the latter. An additional difficulty is that the approach using the N∞ covering
number requires that we specify the value of margin γ as a parameter. It turns
out that results of complexity selection are sensitive to the choice of γ and there
it is unclear what kind of heuristic can be proposed here.

We have also considered learning with L2-regularization. In that case we pro-
posed a bound (20) taking advantage of a result by Zhang. Unfortunately the
bound also proved to be practically unsatisfactory for polynomials in the case
when complexity selection was parametrized both by the number M of polyno-
mial terms and the penalty coefficient λ. A much better approach is to use λ
alone and to use a single testing set rather than probabilistic bounds.

The approach based on data-driven Rademacher complexity turned out to
be the best for all experimental conditions. Probabilistic bounds based on that
quantity proved to be sufficiently tight. The cost of this approach is an addi-
tional execution of the learning algorithm, so that an estimate of Rademacher
complexity can be calculated.
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Abstract. Known are many different capacity measures for learning
machines like: Vapnik-Chervonenkis dimension, covering numbers or fat
dimension. In this paper we present experimental results of sample com-
plexity estimation, taking into account rather simple learning machines
linear in parameters. We show that, sample complexity can be quite
different even for learning machines having the same VC-dimension.
Moreover, independently from the capacity of a learning machine, the
distribution of data is also significant. Experimental results are compared
with known theoretical results for sample complexity and generalization
bounds.

1 Introduction

In the papers [6], [18] the following question is considered: which model should
we prefer if two models have the same test error and they are different in the
complexity? Authors give some experimental evidences showing that the con-
nection between generalization error and model complexity is not clear. Model
complexity is a fairly intuitive concept, typically associated with the number of
model parameters. Formally, known are many capacity measures like: Vapnik-
Chervonenkis dimension [15], Rademacher complexity [2], covering numbers, fat
dimension [1] or other. All these capacity concepts can lead to different bounds
on sample complexity.

In this paper we consider a rather simple class of classifiers, for which the de-
cision is a linear combination of attributes. From the theoretical point, such clas-
sifiers are equally rich in the sense that they have the same Vapnik-Chervonenkis
dimension – which is equal to n + 1 where n is the number of attributes. Thus
they are comparable with respect toVapnik bounds on true error (generalization
bounds) [15] show that all methods give near-to-optimal results when sample
size grows large. These bounds tighten proportionally to 1/

√
m, where m is the

sample size. However, in practice for a fixed size of data, we know that those
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methods give quite different results and generalization bounds can be relatively
loose. This situation is especially noticeable when the sample size is relatively
small compared to the number of attributes.

We introduce the following notation. Let S = {(Xi, di), i = 1, . . . , m} be the
sample (dataset), where Xi ∈ R

n and di ∈ {0, 1}. Consider the class of linear
learning machines with the classification rule:

L(x; w, b) =

{
1, for wT x + b ≥ 0,

0, for wT x + b < 0.

In the above expression weights can be made arbitrary large during the learning
process. Such situation is disadvantageous due to numerical restrictions or other
(e.g. dependant on the dataset). Some learning algorithms add to this class
different types of restrictions (regularization) over the norm of weights like e.g.:

‖w‖1 =
∑

i

|wi| < a1,

‖w‖2 =
√∑

i

wi
2 < a2.

Even in such a simple case there exist many well known learning algorithms and
techniques. Generally there are three main groups of approaches:

Methods minimizing the MSE criterion this group contains most of neural
networks techniques also including weight decay or regularization [11], [1].

Methods maximizing the likelihood function which include logistic
regression and its variants: ridge regression (L2 regularization over weights),
lasso (L1-regularization over weights) [17,14], elastic-net (mixed L1 and L2)
and others [9], [7].

Methods based on separation margin maximization this group contains
SVM methods and its variants [15], [3].

These methods differ considerably with regard to the manner of attributes se-
lection and grouping of correlated attributes. In particular, methods with L2

regularization over weights give a grouping effect [20]. On the other hand L1

regularization term leads to a strong selection of attributes (a shrinkage effect)
[20] and a small sample complexity [13].

2 Motivation

The variables selection problem for linear models is considered one of the most
important in statistical inference, see e.g. [9]. Recently, many methods for that
purpose became well-known [8], [20]. Regularizations like L2, L1 lead to minimal
models in the sense of norm of weights or small number of applied attributes,
and therefore can be regarded (especially L1) as a convenient way for attributes
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selection. Weight decay techniques commonly used in neural networks [1,11] can
also be considered as L2 regularization techniques with the mean squared loss
function (instead of the likelihood function used in logistic regression). SVM
techniques have a geometric rather than a probabilistic motivation. We remark
that the SVM criterion uses a constraint which makes the product of margin and
norm of weights equal to 1. Then, the minimization of norm of weights leads to
a large margin. Therefore, this approach can also be considered as a kind of L2

regularization on weights.
In the paper we want to present a simple experimental results, showing that

different regularization techniques can be worse or better depending on the un-
known data distribution. The reason we choose only linear classifiers is that
it makes experiments dependent only on the loss function and the regulariza-
tion term, and additionally for those classifiers known are theoretical capacity
measures and bounds on true error.

Additionally, we compare linear classifiers with a known k-NN classifier. It
is worth to remark that 1-NN can be regarded as a large margin classifier with
respect to a non-linear decision boundary [16]. When the fraction of nearest
neighbors is fixed as α then the VC-dimension is approximately 2/α [10,8].

3 Generalization and Sample Complexity

For classification, the classical uniform convergence result is dedicated to sets of
indicator functions ({0, 1}-valued functions) and uses the VC-dimension as the
capacity concept. Because in fact, we want to compare different regularization
techniques, it is more convenient for us to use the following uniform convergence
result [1, theorem 17.1] dedicated for real-valued functions. It bounds the differ-
ence between the true error erP and the observed error on the sample êrS and
uses a somewhat more sensitive capacity concept i.e. covering numbers. More-
over, there exist useful results which bound covering numbers for both unreg-
ularized and regularized learning. We remark that there are no corresponding
results for indicator functions. Therefore, we want to look at classification by
means of regression estimation.

Theorem 1. Let F be a set of learning functions mapping from X to [0, 1]. Let
P denote the probability distribution defined on X × [0, 1]. Then for all f ∈ F :

Pm (|erP (f) − êrS(f)| ≥ ε) ≤ 4N1(ε/16, F, 2m) exp(−ε2m/32),

for any 0 < ε < 1.

For the unregularized learning we shall use the bound on the covering number
N1(·) given in terms of the VC-dimension h [1, theorem 18.4]:

N1(ε, F, m) ≤ e(h + 1)
(

2e

ε

)h

.

We remind that in our case of linear classifiers h = n + 1.
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For the regularized learning we shall use the following bound on the covering
number [19, theorem 3]:

N2(ε, F, m) ≤ (2n + 1)�a
2b2/ε2�,

where a is the constraint on weights implied by the regularization in q-norm,
‖w‖q ≤ a, b is the bound on data in p-norm, ‖x‖p ≤ b and 1/p + 1/q = 1. Note
also that by definition of covering numbers N2(·) ≥ N1(·).

By combining bounds on covering numbers with the uniform convergence The-
orem 1 we derive the following two bounds on the sample complexity, respectively
for unregularized and regularized learning (both hold true with probability at
least 1 − δ):

mVC(ε, δ) ≥ 128 (ln (16/δ) + 2(1 + n) ln (34/ε))
ε2

(1)

mREG(ε, δ) ≥ 128
(
1024a2b2 ln(1 + 2n) + ε2 ln (4(1 + 2n)/δ)

)
ε4

(2)

Let us look at qualitatively on both these expressions. The first expression grows
with 1/ε2 and the second with 1/ε4. Also, the constant term in the second
expression is larger: 128 · 1024 instead of 128. But the main advantage of the
second expression is a weaker dependency on the number of attributes n. It
means that mREG grows at rate O(log(n)) with the number of attributes while
mVC grows at rate O(n). When constants a and b are small then the second
expression gives tighter bounds on the sample size. Finally, we would like to
stress that the sample complexity bounds are valid for all datasets, thus it should
be clear, that in a fixed situation they can give pessimistic values.

In the next section we want to present some experimental results showing
that norms of weights are really connected with the generalization error and
a properly regularized model gives better predictions. Moreover independently
from sample complexities there are strong (dependent on the particular dataset)
motivations preferring such or other regularization term.

4 Experimental Results

We use a learning and testing procedure shown in the figure 1. All models are
trained and tested 100 times. Outer loop is responsible for the change of the
fraction ϕ which indicates how large part of the whole dataset will form the
learning set, the remaining part is treated as the test data set. The fraction ϕ
changes from 1% to 50%. Before testing we choose proper regularization pa-
rameters, with two exceptions: log reg remains unregularized, and in the case of
msereg the regularization parameter is set to 1

9 of the MSE criterion.
All experiments were done using MATLAB. We compare the following

methods:

α–NN: k nearest neighbors algorithm with fixed fraction of nearest points
(k = α · m), this way we maintain fixed complexity,
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1: for all ϕ = {0.01, . . . , 0.5} do
2: for all model M ∈ {α− NN, L1 reg, L2 reg, linSVM} do
3: choose regularization parameters, α (in α-NN) and C in linSVM using re-

sampling procedure with factor ϕ.
4: end for
5: for i = 1, . . . , 100 do
6: choose randomly data-subsets L and T using factor ϕ
7: for all model M ∈ {α−NN, L1 reg, L2 reg, linSVM, msereg, log reg} do
8: fit each M on L and evaluate M on T
9: end for

10: end for
11: end for

Fig. 1. Experimental scheme with resampling

log reg: pure logistic regression implemented in the netlab package1,
msereg: MATLAB package in neural networks toolbox using 1-layer network

with the learning method trainscg and the mesreg criterion: mse and L2

regularization over weights,
linSVM: the libSVB library [5] for SVM’s with linear kernels, with the use of

the Matlab interface2,
L1 reg and L2 reg: our own implementations in MATLAB of logistic regres-

sions with L1 and L2 regularization over weights. In the case of L2 it use
conjugate gradients [12], in the case of L1 also conjugate gradient are used
but together with techniques described in [4].

Experiment 1: Few Significant and Many Redundant Attributes Con-
sider a situation when we have only few significant attributes and many insignif-
icant attributes containing only noises. In this case the selection of attributes is
very important, nevertheless we omit this step and we hope that the model itself
discovers good attributes by assigning some positive weights to them.

Artificial datasets (with 2000 instances, 3 significant attributes and 400 noise-
attributes) were generated by the following MATLAB code:

m = 2000; % size of data set
n = 400; % number of insignificant attributes
k = 3; % number of hidden values
H = randn(m, k); % hidden signals
Dorg = H * [-3 -2 3]’; % original output
X = [H randn(m, n)]; % observed signals
D = (Dorg + randn(size(Dorg)) * 0.2) < (mean(Dorg) - 0.5); % noised output

In the figure 2, we present results – mean values of: classification error, mean squared
error (MSE), and area under ROC (AUC). In such a setting the logistic regression

1 Available at http://www.ncrg.aston.ac.uk/netlab/index.php
2 Available at
http://pc228.rt.e-technik.tu-darmstadt.de/˜vogt/de/software.html
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Fig. 2. Experiment 1: few significant and
many redundant attributes, mean values
over 100 traials
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Fig. 3. Experiment 2: many significant
attributes and many correlations, mean
values over 100 traials

model with L1 regularization has the smallest sample complexity and gives the best re-
sults3. There are no statistically significant differences between models: L2 reg, linSVM
and msereg. The result is consistent with [13] where it has been shown that logistic re-
gression has smaller sample complexity when there is only a small number of significant
attributes.

3 The result is statistically significant using Wilcoxon rank sum test for equality of
medians in two populations p-value is less then 10−4.
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Table 1. The L1 and L2 bounds on samples

exp. 1 exp. 2
b1 = ‖X‖1 4.93 2.99
b2 = ‖X‖2 22.42 30.65
VC(lin) = n + 1 404 151

Table 2. Sufficient sample size based on
equations (1) and (2) for mV C and mREG

with ε = 0.2, δ = 0.05 and experiment 1

L1 reg L2 reg msereg linSVM logreg α-NN
mVC 1 · 107 1 · 107 1 · 107 1 · 107 1 · 107 5 · 105

mREG 4 · 109 9 · 1010 9 · 1011 4 · 1010 5 · 1015 —

Table 3. Exemplary norms of weights
for fraction ϕ = 0.05 in each
experiment

exp. 1 exp. 2
a1 = ‖w‖1 L1 reg 0.601 34.46
a2 = ‖w‖2 L2 reg 0.629 4.01
a2 = ‖w‖2 msereg 1.973 3.48
a2 = ‖w‖2 linSVM 0.487 1.25
a2 = ‖w‖2 logreg 148.2 232.42

Experiment 2: Many Significant and Many Correlations. The next exper-
iment concerns a much different situation. We have three hidden attributes and each of
them is the repeated 100 times. Intuitively, it is understandable that a better approach
is to take an average of these attributes in each group than to remove most of them
leaving only a few. Groups of course are unknown to the learning algorithms. Here is
sample code generating the second artificial dataset:

m = 2000; % size of data set
n = 100; % number of attributes in the each group
k = 3; % number of hidden values
H = randn(m, k); % hidden signals
Dorg = H * [-5; -1; 3]; % original output
X = [];
for i = 1 : k

X = [X [H(:,i) * ones(1, n) + randn(m, n)]]; % observed signals
end
D = (Dorg + randn(size(Dorg)) * 0.2) < (mean(Dorg) - 0.5); % noised output

This experiment shows that L2 regularization techniques (L2 reg and linSVM) gives
quite good solutions when dataset contains many correlated attributes. In this case
also α-NN algorithm gives good, but slightly worse results. Differences between L2 reg
and linSVM or α-NN for fraction ϕ = 0.5 are statistically significant (p-value=0.0063
using Wilcoxon rank sum test). The msereg method works much weaker in this case,
it may be caused by the mean squared error term rather than the regularization term.
Other methods give much worse results, but as the size of the learning set grows the
true error decreases. Tables 1, 3 present exemplary values of norm of weights and
the radius of data for a fixed fraction of learning sample ϕ = 0.05. In the table 2
shown are calculated minimal sample sizes sufficient to learn with accuracy ε and with
probability at least 1−δ. We can treat this number only qualitatively and it shows that
L1 regularization has really the smallest bound on sample complexity. It is also worth
to remark that as regards the mVC sample complexity, the α-NN turned out to have
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the smallest value. This was caused by discovering the best α ≈ 0.1 in experiments,
which implied that the VC-dimension was 2/α ≈ 20.

5 Conclusions

The paper contains experimental results concerning the sample complexity of a simple
classifiers. We want to show that regularization facilitates the learning process, and it
is helpful especially for small learning samples. Unfortunately, distribution dependent
factors like noises or correlations prefer different kind of regularization and it is unclear
a priori which one should be used. Newer models like elastic-net [20] try to combine
both approaches. The common (unregularized) logistic regression has an unfavourable
sample complexity and should be used only for larger datasets. According to the works
of [18] and [6] we want to note that factors dependent upon distribution should decide
in the practical cases.

References

1. Anthony, M., Bartlett, P.L.: Neural Network Learning: Theoretical Foundations.
Cambridge University Press (1999)

2. Bartlett, P.L., Mendelson, S.: Rademacher and gaussian complexities: risk bounds
and structural results. J. Mach. Learn. Res. 3, 463–482 (2003)

3. Burges, C.J.C.: A tutorial on support vector machines for pattern recognition. Data
Min. Knowl. Discov. 2(2), 121–167 (1998)

4. Cawley, G.C., Talbot, N.L.C.: Gene selection in cancer classification using sparse
logistic regression with bayesian regularisation. Bioinformatics 22(19), 2348–2355
(2006)

5. Chang, C.C., Lin, C.J.: LIBSVM: a library for support vector machines (2001),
Software available at, http://www.csie.ntu.edu.tw/cjlin/libsvm

6. Domingos, P.: The role of occam’s razor in knowledge discovery. Data Mining and
Knowledge Discovery 3, 409–425 (1999)

7. Efron, B., Hastie, T., Johnstone, I., Tibshirani, R.: Least angle regression. Annals
of Statistics 32(2), 407–451 (1996)

8. Hastie, T., Tibshirani, R., Friedman, J.: The Elements of Statistical Learning: Data
Mining, Inference, and Prediction. Springer (2009)

9. Hesterberg, T., Choi, N.H., Meier, L., Fraley, C.: Least angle and l1 penalized
regression: A review. Statistics Surveys 2, 61–93 (2008)

10. Klęsk, P., Korzeń, M.: Sets of approximating functions with finite vapnik-
chervonenkis dimension for nearest-neighbors algorithms. Pattern Recognition Let-
ters 32(14), 1882–1893 (2011)

11. MacKay, D.J.C.: Information theory, inference, and learning algorithms. Cam-
bridge University Press (2003)

12. Minka, T.P.: A comparison of numerical optimizers for logistic regression. Technical
report, Dept. of Statistics, Carnegie Mellon Univ. (2003)

13. Ng, A.Y.: Feature selection, l1 vs. l2 regularization, and rotational invariance. In:
ICML 2004: Proceedings of the Twenty-First International Conference on Machine
Learning, p. 78. ACM, New York (2004)

14. Tibshirani, R.: Regression shrinkage and selection via the lasso. Journal of the
Royal Statistical Society, Series B 58(1), 267–288 (1996)

http://www.csie.ntu.edu.tw/cjlin/libsvm


Sample Complexity of Linear Learning Machines 119

15. Vapnik, V.: Statistical learning theory. Wiley (1998)
16. Vincent, P., Bengio, Y.: K-local hyperplane and convex distance nearest neighbors

algorithms. In: Advances in Neural Information Processing Systems, pp. 985–992
(2001)

17. Williams, P.M.: Bayesian regularisation and pruning using a laplace prior. Neural
Computation 7, 117–143 (1994)

18. Zahálka, J., Železný, F.: An experimental test of occam’s razor in classification.
Machine Learning 82, 475–481 (2011)

19. Zhang, T.: Covering number bounds of certain regularized linear function classes.
Journal of Machine Learning Research 2, 527–550 (2002)

20. Zou, H., Hastie, T.: Regularization and variable selection via the elastic net. J. R.
Statist. Soc. B 67(2), 301–320 (2005)



A Clustering Algorithm Based on

Distinguishability for Nominal Attributes

Maciej Krawczak1,2 and Grażyna Szkatu�la1
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Abstract. In this paper we developed a new methodology for grouping
objects described by nominal attributes. We introduced a definition of
condition’s domination within each pair of cluster, and next the mea-
sure of ω-distinguishability of clusters for creating a junction of clusters.
The developed method is hierarchical and agglomerative one and can be
characterized both by high speed of computation as well as extremely
good accuracy of clustering.

Keywords: cluster analysis, nominal attributes, sets theory.

1 Introduction

Nowadays there are collected data characterized by huge number of objects and
each object is characterized by a number of attributes, often of categorical (no-
minal) nature. Often nominal attributes are considered in a symbolic way.

In this paper we will consider a clustering problem. Our aim is to group a
set of objects using the new symbolic representation. To do that we developed a
new technique based on introduced relation of dominance between the clusters.

However, there are algorithms specialized to analysis of long chains of symbols,
the algorithms found applications in text analysis or in bioinformatics ([1], [5],
[9]). Generally, algorithms dealing with symbolic data are based on introduction
of some distance between objects, e.g. [11].

Our approach to cluster analysis with symbolic data differs from algorithms
known in the literature and the efficiency of it seems to be higher than those
known in literature.

The developed algorithm has several features common with standard ones,
namely our algorithm is hierarchical and agglomerative (”bottom-up”) one. Hier-
archical clustering (defined by [6] in 1967) is starting with N clusters (each con-
taining one object). This kind of algorithms can find the closest (most similar) pair
of clusters and merge them into a single cluster. This kind of hierarchical clustering
is called agglomerative because it merges clusters iteratively. The main weaknesses
of agglomerative clustering methods are that they can never undo what was done
previously. In our algorithm instead of measure of distance between objects, in
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the paper, we introduced a definition of the condition’s dominance which allowed
merging smaller clusters in order to get larger ones.

2 Basic Elements of the Applied Approach

Let us consider a finite set of objects U = {en}, n = 1, 2, . . . , N . The objects are
described in the form of conditions associated with the finite set of K attributes
A = {a1, . . . , aK}. The set Vaj = {vj,1, vj,2, . . . , vj,Lj} is the domain of the
attribute aj ∈ A, j = 1, . . . ,K, where Lj denotes the number of nominal values
of the j-th attribute. Each object en ∈ U is represented by K conditions in the
following manner

en = (a1 ∈ {v1,t(1,n)}) ∧ . . . ∧ (aK ∈ {vK,t(K,n)}) (1)

where vj,t(j,n) ∈ Vaj and j = 1, . . . ,K. The index t(j, n) for j ∈ {1, 2, . . . ,K}
and n ∈ {1, 2, . . . , N} denotes that the attribute aj takes the value vj,t(j,n) in
the object en. For instance, for the attribute aj and Lj = 4, using letters of
the alphabet the set Vaj can have the following nominal form Vaj = {a, b, c, d}.
An exemplary data object for a given n ∈ {1, . . . , N} and K = 4 can be written
as follows:

en = (a1 ∈ {b})∧ (a2 ∈ {d})∧ (a3 ∈ {a})∧(a4 ∈ {c}) or shortly en = [b, d, a, c] .

The task of clustering can be formulated as follows: we want to split the set
of objects U into non-empty, disjoint subsets (called clusters) Cg1 , Cg2 , . . . , CgC ,
C
∪
i=1
Cgi = U and Cgu ∩ Cgw = ∅, for u �= w, in such a way that objects in each

cluster are ‘similar’ in some sense, and the objects from different clusters should
be ‘dissimilar’. The set of clusters on U is denoted by C(U).

In the new proposed method a measure of clusters’ distinguishability is intro-
duced, it describes in some sense clusters’ similarity and/or clusters’ dissimilarity.
The proposed algorithm belongs to a family of hierarchical clustering algorithms.

The procedure starts with N objects as individual clusters and proceed to find
the whole set U as one cluster. A pair of clusters described by the lowest value
of clusters’ distinguishability measure is coupled and in such a way a new cluster
is created – this way the number of clusters is decreased by one. The procedure
is stopped when a fixed number of clusters C, C < N is found.

By assumption, if a certain object belongs to a definite cluster then it could
not be included in another cluster. The basic elements of proposed method were
introduced below.

Let us consider an attribute aj, j ∈ {1, . . . ,K} and no empty sets Aj,t(j,k) and
Aj,t(j,n), where Aj,t(j,k) ⊆ Vaj , Aj,t(j,n) ⊆ Vaj , Vaj is the domain of the attribute
aj . The elementary condition is described by(

aj ∈ Aj,t(j,k)

)
where card(Aj,t(j,k)) ≥ 1 means that the attribute aj takes values from the
set Aj,t(j,k). For instance, the condition (aj ∈ {a, b, f}) means that the clause
(aj ∈ {a}) ∨ (aj ∈ {b}) ∨ (aj ∈ {f}) is satisfied.
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Now, on the base of conditions, we introduce a definition of relation of domi-
nance of one condition over another one.

Definition 1. Elementary condition (aj ∈ Aj,t(j,k)) dominates another elemen-
tary condition (aj ∈ Aj,t(j,n)) if the clause Aj,t(j,k) ⊇ Aj,t(j,n) is satisfied, denoted
by (aj ∈ Aj,t(j,k)) � (aj ∈ Aj,t(j,n)).

It easy to notice that the condition (aj ∈ {a, b, f}) dominates the condition
(aj ∈ {a, f}), and this is denoted as (aj ∈ {a, b, f}) � (aj ∈ {a, f}).

It is important to mention that dominance is a transitive relation, and the
following conditions are satisfied:

IF (aj ∈ Aj,t(j,k)) � (aj ∈ Aj,t(j,n)) and (aj ∈ Aj,t(j,n)) � (aj ∈ Aj,t(j,m))

THEN (aj ∈ Aj,t(j,k)) � (aj ∈ Aj,t(j,m)).

We assume that there is a lack of mutual dominance of two elementary conditions
(aj ∈ Aj,t(j,k)) and (aj ∈ Aj,t(j,n)) if the first condition does not dominates the
second, and the second condition does not dominates the first one. Such situation
we will denote as (aj ∈ Aj,t(j,k)) ≺� (aj ∈ Aj,t(j,n)). In the following case of two
conditions (aj ∈ {a, b, f}) and (aj ∈ {a, c}) there is a lack of mutual dominance
of two conditions, i.e. (aj ∈ {a, b, f}) ≺� (aj ∈ {a, c}).

Using the term of an elementary condition, a cluster Cg can be expressed as
follows:

Cg = (a1 ∈ A1,t(1,g)) ∧ . . . ∧ (aK ∈ AK,t(K,g)) (2)

where Aj,t(j,g) ⊆ Vaj , for j = 1, . . . ,K, card(Aj,t(j,g)) ≥ 1.
We say that the object en = (a1 ∈ {v1,t(1,n)}) ∧ . . . ∧ (aK ∈ {vK,t(K,n)})

belongs to the cluster Cg if the following conditions:

(a1 ∈ A1,t(1,g)) � (a1 ∈ v1,t(1,n))
...

(aK ∈ AK,t(K,g)) � (aK ∈ vK,t(K,n)) (3)

are satisfied.
Now we will introduce the definition of distinguishability for two clusters

Cg1 : (a1 ∈ A1,t(1,g1)) ∧ . . . ∧ (aK ∈ AK,t(K,g1)) and

Cg2 : (a1 ∈ A1,t(1,g2)) ∧ . . . ∧ (aK ∈ AK, t(K,g2)),

while Aj,t(j,g1) ⊆ Vaj , Aj,t(j,g2) ∈ Vaj , j = 1, . . . ,K. First, let us introduce the
following definition of distinguishability measure of two clusters.

Definition 2. Measure of distinguishable two clusters Cg1 and Cg2 is defined in
the following manner

ω(Cg1 , Cg2) =

K∑
j=1

{
1 if (aj ∈ Aj,t(j,g1)) ≺� (aj ∈ Aj,t(j,g2))

0 otherwise
(4)

We say that the cluster Cg1 and the cluster Cg2 are ω-distinguishable for the set
of attributes {aj : j ∈ Ik}, card(Ik) = ω, if two conditions are satisfied:



A Clustering Algorithm Based on Distinguishability for Nominal Attributes 123

1) (aj ∈ Aj,t(j,g1)) ≺� (aj ∈ Aj,t(j,g2)), ∀j ∈ Ik
2) (aj ∈ Aj,t(j,g1)) � (aj ∈ Aj,t(j,g2)) or (aj ∈ Aj,t(j,g2)) � (aj ∈ Aj,t(j,g1)),

∀j ∈ {1, . . . ,K}\Ik. (5)

We assume that the cluster Cg1 : {en : en ∈ U, n ∈ Jg1 ⊆ {1, 2, . . . , N}} and the
cluster Cg2 : {en : en ∈ U, n ∈ Jg2 ⊆ {1, 2, . . . , N}} are ω-distinguishable for the
set of the attributes {aj : j ∈ Ik}, card(Ik) = ω.

Definition 3. The junction of the two ω-distinguishable clusters is defined as
follows:

Cg1 ⊕ Cg2 :=

∧
j∈Ik

(aj∈Aj,t(j,g1) ∪ Aj,t(j,g2)) ∧
j∈{1,2,...K}\Ik

(aj ∈dom{Aj,t(j,g1), Aj,t(j,g2)}) (6)

where dom is meant as a dominant condition.

In result a new cluster Cg3 : (a1 ∈ A1,t(1,g3)) ∧ . . . ∧ (aK ∈ AK,t(K,g3)) contains
the following objects {en : e ∈ U, n ∈ Jg1 ∪ Jg2}, see Example 1.

Example 1. Let’s consider two clusters Cg1 and Cg2 shown in Table 1. The cluster
Cg1 contains objects e1 and e2. The cluster Cg2 contains objects e3, e4 and e5.
Let us notice that the clusters Cg1 and Cg2 are 4-distinguishable for the set
of attributes {aj}, j ∈ Ik = {1, 4, 5, 10}, card(Ik) = 4.

The way of construction of a new cluster Cg3 is shown in Table 2.

Table 1.

Cluster\Attribute a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

Cg1 : e1, e2 e e g ∨ h e ∨ d d g g f ∨ g f f

Cg2 : e3, e4, e5 f e g f ∨ e e g g g g ∨ f g

Table 2.

Cluster\Attribute a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

Cg3 :
e ∨ f e g ∨ h e ∨ d ∨ f d ∨ e g g f ∨ g f ∨ g f ∨ g

e1, e2, e3, e4, e5

The new cluster Cg3 = (a1 ∈ {e, f}) ∧ (a2 ∈ {e})∧. . .∧(aK ∈ {f, g}) contains
objects e1, e2, e3, e4 and e5.

3 Clustering Algorithm

3.1 Algorithm Description

We proposed a hierarchical agglomerative approach to cluster nominal data. The
bottom level of the structure has singular clusters while the top level contains one
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cluster with all objects. During iteration two clusters are heuristically selected.
These selected clusters are then merged to form a new cluster.

Assuming: U – set of objects, card(U) = N , K – number of attributes,
C – waited number of clusters the basic elements of the proposed algorithm
be described as follows.

Step 1. Each object creates one-element cluster in the initial set of clusters, i.e.

C (U) = {Cg1 , Cg2 , . . . , CgN } ,
Cgn = (a1 ∈ A1,t(1,gn)) ∧ . . . ∧ (aK ∈ AK,t(K,gn)), ∀n = 1, 2, ..., N.

Step 2. We find ω∗-distinguishable clusters Cgi and Cgj that minimize the
following criterion:

ω∗ = min ω(Cgi , Cgj )
∀i ∈ {1, 2, . . . , card(C(U)}
∀j ∈ {1, 2, . . . , card(C(U)}
i < j,

Step 3. From pair of ω∗-distinguishable clusters we create new cluster in the
set of clusters C (U). The pair of ω∗-distinguishable clusters are removed from
the set C(U). Thus card(C(U)) := card(C(U)) − 1.

Step 4. If card(C(U)) = C, go to Step 6; otherwise, go to Step 5.

Step 5. If ω∗ < K, repeat Step 2; otherwise, go to Step 6.

Step 6. STOP.

3.2 Illustrating Example

Let us consider data shown in Table 3. The objects e1, . . . , e6 are described in
the form of conditions associated with the set of attributes {a1, . . . , a5}.

Table 3.

Object\Attribute a1 a2 a3 a4 a5

e1 c b a a b

e2 b a b a c

e3 d b c a b

e4 d a a b a

e5 b a b b a

e6 d b c a b

Our aim is to group the objects into prescribed number of two clusters, C = 2.
At the beginning we assume that each object creates one-element cluster in
the initial set of clusters C (U) = {Cg1 , Cg2 , . . . , Cg6}, card(C(U)) = 6, in the
following way:
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Cg1 : (a1 ∈ {c}) ∧ (a2 ∈ {b}) ∧ (a3 ∈ {a}) ∧ (a4 ∈ {a}) ∧ (a5 ∈ {b}),
...

Cg6 : (a1 ∈ {d}) ∧ (a2 ∈ {b}) ∧ (a3 ∈ {c}) ∧ (a4 ∈ {a}) ∧ (a5 ∈ {b}).

From a pair of 0-distinguishable clusters Cg3 and Cg6 a new cluster Cg7 is created
(Table 4). The newly formed cluster is shaded in the Table 4, while clustersCg3 and
Cg6 are removed from the set C(U). Thus, card(C(U)) := card(C(U)) − 1 = 5.

Table 4.

Cluster\Attribute a1 a2 a3 a4 a5

Cg1 : e1 c b a a b

Cg2 : e2 b a b a c

Cg4 : e4 d a a b a

Cg5 : e5 b a b b a

Cg7 : e3, e6 d b c a b

Next, from each pair of 2-distinguishable clusters a new cluster is created, see
Table 5, 6 and 7.

Table 5.

Cluster\Attribute a1 a2 a3 a4 a5

Cg2 : e2 b a b a c

Cg4 : e4 d a a b a

Cg5 : e5 b a b b a

Cg8 : e1, e3, e6 c ∨ d b a ∨ c a b

Table 6.

Cluster\Attribute a1 a2 a3 a4 a5

Cg2 : e2 b a b a c

Cg8 : e1, e3, e6 c ∨ d b a ∨ c a b

Cg9 : e4, e5 b ∨ d a a ∨ b b a

Table 7.

Cluster \Attribute a1 a2 a3 a4 a5

Cg8 : e1, e3, e6 c ∨ d b a ∨ c a b

Cg10 : e2, e4, e5 b ∨ d a a ∨ b a ∨ b a∨c
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The required number of clusters has been already reached, card(C(U)) = 2,
and we obtained the following set of clusters C(U) = {Cg8 , Cg10}, where

Cg8 : (a1 ∈ {c, d}) ∧ (a2 ∈ {b}) ∧ (a3 ∈ {a, c}) ∧ (a4 ∈ {a}) ∧ (a5 ∈ {b}),
Cg10 : (a1 ∈ {b, d}) ∧ (a2 ∈ {a}) ∧ (a3 ∈ {a, b}) ∧ (a4 ∈ {a, b}) ∧ (a5 ∈ {a, c}).

The cluster Cg8 contains objects e1, e3 and e6, and the cluster Cg10 contains
objects e2, e4 and e5.

The hierarchical clustering dendrogram representing the entire process of clus-
tering starting from individual objects and ending with two clusters and is shown
below.

3gC           
7gC  

   
8gC  

6gC   

1gC  

      
9gC  

    
10gC  

   

  

4gC

5gC

2gC

Fig. 1. Dendrogram of the algorithm

These descriptions can be also represented in a different form of rules of
“IF certain conditions are fulfilled THEN membership in a definite cluster takes
place” type. In our case, the conditional part of the rules will contain the disjunc-
tion of conditions related to the subset of attributes selected for the description
of the objects. The obtained rules are shown below.

IF (a1 ∈ {c}) ∨ (a2 ∈ {b}) ∨ (a3 ∈ {c}) ∨ (a5 ∈ {b}) THEN Gg8

IF (a1 ∈ {b}) ∨ (a2 ∈ {a}) ∨ (a3 ∈ {b}) ∨ (a4 ∈ {b}) ∨ (a5 ∈ {a, c}) THEN Gg10 .

4 Conclusions

In this paper we described a new approached for building clusters of objects
described by nominal data. For such objects description we introduced and de-
veloped the algorithm based on the idea of dominations of conditions within
each pair of clusters. Each cluster is described by a conjunction of conditions
associated with nominal attributes describing objects. The introduced measure
of distinguishability of two clusters allowed us to choose a pair of the most ‘close’
clusters in order to join them and create a new one.

The primary solved examples shows the efficiency of the proposed method
which seems to be effective and elegant.
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Abstract. We propose a new system which is able to extract informa-
tive content from the news pages and divide it into prescribed sections.
The system is based on the machine learning classifier incorporating dif-
ferent kind of information (styles, linguistic information, structural infor-
mation, content semantic analysis) and conditional learning. According
to empirical results the suggested system seems to be a promising tool
for extracting information from web.

Keywords: Conditional learning, machine learning, semantic analysis,
sparse matrices, support vector machines, web information extraction.

1 Introduction

News web pages are organized in distinct segments such as menus, comments, ad-
vertisements areas, navigation bars and the main informative segments – article
texts, summarizations, titles, authors names. Distinguishing informative content
from redundant blocks plays enormous role in systems which require fast and on-
line monitoring of thousands of published information (see Fig. 1). For example,
imagine a system for predicting stock price fluctuations based on the analysis of
content published in financial news web pages or social networking sites. Such
a system should be supported with filtered texts. Another example is a system
which gathers automatically morning business information from all important
news pages, categorize it and present as one application. Retrieving such amount
of information manually will by probably impossible and too expensive.

2 Related Work

The broad literature devoted to the problem is evidence of its importance. Most
of the proposed systems are based on heuristics or templates prepared manually.
Gujjar et al. [6] and Lin, Ho at al. [7] constructed a decision rule by examining

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 128–135, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Retrieving Informative Content from Web Pages 129

Fig. 1. An exemplar news web site from wiadomosci.wp.pl.Informative content (title,
summary, article title) is selected within thick black lines areas.

node text content size and entropy. Castro Reis et al. [4] created extraction
templates by the analysis of HTML tree structure and label text passages that
match the extraction templates ([5] shows a similar approach). Another approach
presenting matching unseen sites to the templates is proposed in [1] - [3].

Such solutions may work even well for one domain but have no ability to
adapt to different sites ( with different structure) without manual intervention
to modify rules or templates. Moreover, such rigid rules will work properly for
sites with well organized structure (for example large information portals where
HTML tree structure is based on a machine generated code) but will behave
poorly on sites which often change their layout (blogs, small hand-developed
portals ). Little modification of content structure in analyzed site often results
in necessity of templates modification. Hence Ziegler et al. [10] extracted tree
structure from HTML for linguistic and structural features and than used the
Particle Swarm Intelligence machine learning technique to establish a classifica-
tion rule.

In the present paper we propose a solution utilizing the support vector ma-
chine (SVM). By sequence learning algorithm and sparse matrix processing our
system is able to handle a training set of 2 000000 examples each consisting of
25000 attributes (learning SVM on such matrix in classic way requires 400TB
of RAM memory). Moreover, to extend classifier’s ability to capture HTML tree
structure we use conditional learning transferring information on parents classi-
fication to children node in the HTML tree. The construction of a training set
is based on capturing thousands of features which makes the solution robust to
page layout modifications.
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3 System Architecture

3.1 Collecting Data

Our goal is to construct a system which is able to retrieve specified blocks for a
given domain from WWW sites. We would like to extract the following article
segments from the news web page: 1. noise (non-informative segments), 2. main
content, 3. title, 4. summary, 5. author’s name, 6. readers comments.

We have written a GUI application (SegmentSelector) in Java programming
language for preparing a training set through manual classification of the nodes.
More precisely, this application displays web page and unable a user to select text
segments and assigning them to specified class (from 1 to 6). It is worth noting
that our GUI application may help to make this process more even efficient.
Namely, just after classifying manually only a few sites one may force the system
to follow the process for successive sites keeping eye on the classification and
reducing users activity to correct mistakes and misclassifications.

3.2 Attributes Selection

A typical web page in the form we can see in a browser is build from HTML code
supported by styles files CSS. Each area in WWW page is represented in HTML
source code tree by a certain node. Each node has a wide range (over 300) of
attributes and layout features which we can obtain from the browser rendering
engine. Examples are the font size, background color, position, height, width,
margin, padding, border etc. Moreover, we also compute or aggregate some extra
features along with feeding classifier with preprocessed text content of the node.
Even the most sophisticated artificial intelligence method would work poorly
if it would be fed with a feature set which do not separate learning examples.
Therefore, when creating a training set, it is advisable to draw attention to the
following aspects:

Styles Features. We can get styles attributes directly from a browser render-
ing engine. Some of them are quantitative - they are generally real numbers
(position, font size, background color) while others are qualitative (bold, italic,
text-decoration:none). For each node, Quantitative features for each node are
collected in an array, while qualitative are stored as a string (which would be
later transform into a sparse matrix required for the SVM classifier).

Structural Features. Structural features contain information on the structure
of HTML tree:

– tag-path, id-path, class-path – For each node we define a string attribute
by a sequence tag’s names corresponding to given path (from the root to that
node of the tree). Next we do the same for class and id parameters. The illus-
tration is given in Fig. 2, where html.div.p, 0.main article.kls 01 and
0.0.temat correspond to tag-path), id-path and id-path, respectively.
These three attributes of the node will be used in further processing. It is
worth noting that these structural attributes remain unchanged even if the
graphical layout of the page would be modified.
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Fig. 2. Tree structure of HTML source code of web page. Each node represents a
specified segment in page layout.

– anchor-ratio – high value of this ratio indicates that the text node probably
does not contain the main content.

– format-tag-ratio – formatting tags are HTML instructions (or set CSS
styles) which change the text display format. We assume that main content
nodes take higher value of this ratio.

Linguistic Features. We compute some word statistics in each examined node:
word-count – number of words, words-ratio – fraction of words in the node
beginning with uppercase (often in block containing author’s name this feature
is equal to 1), letters-count – number of letters in given node, letters-ratio –
fraction of uppercase letters, average-sentence-length – the average of letters
in the sentence.

Semantic Analysis. We will also try to teach our SVM classifier the meaning
of some sort of text in node. SVM should recognize some groups of words typical
for a given type of node. As an example we can consider an advertisement block
which usually contains phrase ”Google Ads”.

It seems that the simplest way for including information stored in the text
content corresponding to given node is to treat each word as a separate string
feature and include it to the list of all string features of that node. However,
such solution may result in adding too many unique words to the feature space.
Fortunately we can reduce the dimension of the data by choosing only words
which are in some sense more informative than others (e.g. word ”molecular” is
much more informative than word ”are”). The importance of a word increases
if it occurs many times. Let

tfi,j =
ni,j∑
k nk,j

, (1)

where ni,j shows how many times word i occurs in node j and
∑

k nk,j is the
number of all words in node j. On the other hand the importance of word
decreases when it is common in the language:

idfi = log
|D|

|{j : ti ∈ dj}|
, (2)
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where |D| is the number of analyzed nodes containing text and |{j : ti ∈ dj}| is
the number of documents containing term i.

Now we can define a measure of importance of word i in node j:

(tf − idf)i,j = tfi,j × idfi. (3)

This way we can reduce the dimension of data by choosing only words with
high values of (tf − idf)i,j matrix. As an example, let us consider the portal
wiadomosci.wp.pl. Using the distribution of importance we reduce the number
of word attributes from 45471 to 10000.

3.3 Training Set Preparation

Let us consider a training set obtained from the news portals wiadomosci.wp.pl
and businessweek.com by the manual indication of the text areas we would like
to extract (class selection). Our web robot application collected articles from
this sites for two months and displayed it in (SegmentSelector) for the manual
classification. Each day after classification of new articles SVM classifier was
retrained with new observations so each day the sites where classified better and
only few small corrections were required. After two month we had 245000 nodes
from wiadomosci.wp.pl and 180000 nodes from businessweek.com.

As we have mentioned above we collect two types of features for each node:
quantitative (real-valued features) and qualitative (string features like tag-path,
words from text content, etc.). For wiadomoci.wp.pl we obtained 46 real-valued
attributes for each node. However, there were differences in the number of quali-
tative features for each node, e.g. we got |Fstyl| = 283 different string features for
styles, |Fstruc| = 8506 string features for structural features and |Fsem| = 10000
string features for reduced dimensions from semantic analysis of the content.
Next we gave a unique number (from 1 to 18789) for each string feature to gen-
erate the input training file in a sparse matrix representation. The results
obtained for businessweek.com were similar.

3.4 Conditional Learning

An information that our observations are derived from the tree structure is
crucial for the classifier. Going down the tree we can classify parent node first
and consider the parents’ class as a feature for the child nodes. Constructing
the training set in this way we emulate a learning scheme which takes into
consideration conditional a-posteriori distribution without direct estimation as
in the case of the conditional random field (see. [8]).

3.5 SVM Sequence Learning with Sparse Matrices

As we have mentioned above the SVM classifier is the heart of our system. Let
y = (y1, . . . , yN ) denote a class labels yi ∈ {−1, 1} and let (xi)

N
i=1 denote vectors
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of features. Training the SVM classifier is equivalent to finding the solution of
the quadratic optimization problem:

min
w

||w||2
2

(4)

under boundary conditions:

yi(wxi + b) ≥ 1, (5)

where w is a vector defining a separating hyperplane.
Due to the size of our data all usual solving techniques are useless. For training

our SVM classifierwe use the kernalized subgradient sequential algorithm (see [9]):

INPUT: S, λ, T
INITIALIZE: Set α1 = 0
for t = 1, 2, . . . , T do

Choose it ∈ {0, . . . , |S|} uniformly at random.
for all j �= it do
αt+1[j] = αt[j]

end for
if yit

∑
j αt[j]yjK(xit , xj) ≤ 0 then

αt+1[it] = αt[it] + 1
else
αt+1[it] = αt[it]

end if
end for

OUTPUT: αT+1

where K(., .) is a kernel function (the gaussian kernel was successfully applied
in our study).

This algorithm was applied for training a classifier with two classes only. To
enable a multi-class performance we have used the one-for-all strategy.

Table 1. Crossvalidation tests for wiadomosci.wp.pl training set: (a) SVM without
semantic analysis features and conditional learning, (b) SVM with Semantic Analysis
features but without conditional learning, (c) SVM with full system architecture

(a)

noise content Prec.

noise 200077 11213 0.946

content 1812 32569 0.947

(b)

noise content Prec.

noise 201868 9422 0.955

content 1231 33150 0.964

(c)

noise content Prec.

noise 209314 1976 0.991

content 221 34160 0.994
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Table 2. Crossvalidation tests for businessweek.com training set: (a) SVM without
semantic analysis features and conditional learning, (b) SVM with semantic analysis
features but without conditional learning, (c) SVMwith full system architecture, where:
1. noise content, 2. article main text 4, title, 3. summary, 5. author’s name, 6. readers
comments.

1 2 3 4 5 6 Prec.
(a)
1 152308 6 41 12 213 9011 0.943
2 12 20088 168 343 0 513 0.951
3 1 10 426 14 2 2 0.936
4 4 13 2 365 1 5 0.936
5 58 4 1 1 266 12 0.777
6 15 243 4 43 6 408 0.567

(b)
1 154910 6 40 12 191 6432 0.959
2 12 20338 132 297 0 345 0.968
3 0 8 429 14 2 2 0.943
4 2 11 2 371 1 3 0.951
5 49 4 1 0 279 9 0.816
6 15 221 4 41 6 432 0.601

(c)
1 160170 6 38 12 152 1213 0.991
2 8 20715 74 183 0 144 0.981
3 0 2 446 4 1 2 0.980
4 1 3 2 383 1 0 0.982
5 31 4 1 0 299 7 0.874
6 14 161 4 39 4 497 0.691

4 Results and Conclusions

We trained the SVM classifier with sparse features matrices of dimensions:
184621×18789 – for businessweek.com and 243474×18789 – for wiadomosci.wp.pl
with the sparsity level equal to 0, 1%. With the grid search we found that σ = 18
for standard deviation in SVM Gauss kernel works well. Due to immense size of
data we train SVM by only two passes through entire learning set which result in
training time equal to about fourteen days on machine with 2, 4GHz processor.

Results for distinguishing informative content from non-informative task for
wiadomosci.wp.pl are shown in Table 1 while the performance in labelling the
informative nodes is given in Table 2. Both semantic analysis and conditional
learning technique resulted in significant improvement of classification results.
We can see that comments block as its semantic and style similarity to main
content of article is difficult to extract.

Since a page structure varies for each domain it is extremely difficult to com-
pare various systems trained on different data. However, the precision rate equal
about 99% is quite promising in comparison of performance of systems proposed
in previous works (e.g. 90% in [10] or 80% in [6]). That outstanding performance
of the proposed system is a result the skilful application the SMV classifier im-
plemented in a way that enables handling with immense training sets along with
conditional learning and taking into consideration all possible types of features.

Although the performance of our system quite satisfactory, some further im-
provements would be desirable. Firstly, we should try to upgrade classifier using
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boosting technique. Secondly, a more sophisticated semantic analysis technique
(e.g. semantic patterns recognition) seems to be promising. Finally, it would be
interesting to examine the proposed system for retrieving information from more
difficult, irregular and mutable sites such as blogs.
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Abstract. This paper presents an overview of several methods that
can be used to improve recognition of a weak class in binary classi-
fication problem. We illustrated this problem in the context of data
mining based on a biological population data. We analyze feasibility of
several approaches such as boosting, non-symmetric cost of misclassi-
fication events, and combining several weak classifiers (metalearning).
We show that metalearning seems counter-productive if the goal is to
enhance the recognition of a weak class, and that the method of choice
would consist in combining boosting with the non-symmetric cost
approach.

Keywords: Classification, weak class recognition, boosting, metalearn-
ing.

1 Introduction - Problem Formulation

Recent advances in machine learning techniques and development of sophisti-
cated data mining tools make is feasible to model very complex relationships
between variables in datasets provided by life sciences [5]. This work originated
from an interdisciplinary project focused on application of machine learning to
analysis of animal breeding databases. The purpose of analysis is to build pre-
dictive models of various characteristics of offspring in the breeding population
based on parameters of their ancestors. This task has important practical ap-
plications for the breeding community, as such models allow to include into
the breeding herd the most promising parents in terms of value of their future
progeny. However, building successful predictive models from animal breeding
data is a challenging task. In this work we focus on a specific problem often
faced when mining biological population data which is related to unbalanced
response of classification models in terms of sensitivity and specificity. More
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specifically, we often observe that different classifiers tend to predict one of the
classes accurately and the other class very weakly. This problem is well known in
data mining when learning from unbalanced data, ie. when one of the classes is
severely underrepresented in the training data. Several solution have been pro-
posed to tackle this issue ranging from oversampling to modifications of prior
probabilities. However highly unbalanced responses also can also occur when
learning from perfectly balanced data, as was the case of the animal breeding
study which motivated this work. In this paper we analyze different techniques
that can be attempted to improve recognition of the weak class. We illustrate
these methods by a numerical study based on animal breeding data. Although
presented in the context of mining biological data, these techniques can be re-
garded as generic hints to balance classifiers.

The paper is organized as follows. In the next section we describe the population
database analyzed and the collection of classification models fitted to this data.
Next we present different approaches that can be attempted to enhance recogni-
tion of the weak class. Finally we compare these methods in the numerical study.

2 Data and Methods

2.1 Data

In this study we analyzed the complete population of Silesian horses [8]. The
purpose of analysis was to predict various zoometric features of progeny based
on attributes of their parents. The attributes of parents used in this study include
their zoometric features, family, race and affinity (inbreeding index). The specific
task demonstrated here consists in predicting the height of a horse based on the
knowledge about its parents. More specifically, we define a binary target with
the value of 1 indicating height above the population mean and 0 - otherwise.
The vector of predictors consisted of 20 variables related to 5 zoometric features
of father and 5 features of mother as well as 5 features per father and mother
related to family, race and inbreeding. The numbers of observations, including
observations with at least one missing value are summarized in Tab. 1, separately
for the two classes compared.

Table 1. The number of observations (N), observations with at least one missing value
(NMISS), and percentage of observations with missing values (%MISS)

Target N NMISS %MISS

0 2521 551 21.9
1 2333 566 24.3

total 4854 1117 23.0

2.2 Predictive Models

We attempted to model the target using different classification tree algorithms,
neural network and logistic regression [1],[6]. Specific algorithms used in the
study are summarized below.
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– CR: Classification and Regression tree. This algorithm splits training records
into subgroups aiming to obtain highest reduction in the impurity index. The
splits are always binary, ie. the algorithm builds binary decision trees.

– CHAID: Chi-squared Automatic Interaction Detection. This algorithm se-
lects predictors for consecutive splits based on the chi-square test of inde-
pendence between the predictor and the target. Predictor with the smallest
p-value of the test is used as the variable defining the next split. This method
can build non-binary trees, hence CHAID trees will generally grow wider
than binary trees.

– QUEST: Quick, Unbiased, Efficient Statistical Tree. This algorithm selects
splits based on statistical tests of independence and uses a simplified method
to find the splitting threshold as compared with the previous algorithms.
Generally, it avoids exhaustive searches performed by previous methods
(using discriminant analysis instead), and as such it can be regarded as
a simplified version of the CR method. The trees built are binary.

– C5.0 algorithm proposed by [7] splits records based on maximum informa-
tion gain criterion. The resulting trees are also binary.

– LOG - Logistic regression.
– NN - Neural network (we use multilayer perceptron architecture with 1

hidden layer).

2.3 Methods of Enhancing Recognition of Weak Class

In order to improve recognition of the weak class we apply several techniques
which can be broadly categorized as (i) modifications in training algorithms or
(ii) combining several predictive models (metalearning). We used the following
techniques:

1. Boosting. This method builds a sequence of models, where consecutive mod-
els focus on proper recognition of observations misclassified by the previous
model [3],[4]. The final classification is done by using the whole collection
of models. Individual models are combined by a voting procedure. In the
boosting procedure we control the number of models built. Sensitivity of
this parameter with regard to improving recognition of the weak class is
analyzed in the numerical study shown in the next section.

2. Non-symmetric cost of misclassification events. In the model training algo-
rithms which attempt to minimize the overall cost of misclassification events,
we increase the cost associated with misclassification of the weak class. Thus
we directly control the sensitivity vs specificity of the model created. In the
following numerical study we analyze sensitivity of this parameter.

3. Boosting models with non-symmetric cost of misclassification events. This
approach essentially consists in combining the two previous methods.

4. Combining several (weak) models. We build a metamodel by combining indi-
vidual models described in the previous section. We build several metamodels
and observe how different combinations of individual models affect sensitiv-
ity and specificity of the overall model. More specifically, we first rank the
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individual model by decreasing sensitivity, which corresponds to the recogni-
tion rate of the weak class. The rank is shown in Tab. 2. The first metamodel
combines two best models in terms of sensitivity (ie. CHAID and NN). The
second metamodel is created by adding the next weak model, etc.

Table 2. Summary of performance of classifiers (models ranked by sensitivity)

Rank Classifier Sensitivity Specificity Accuracy AUC

1 CHAID 0.627 0.713 0.670 0.706
2 NN 0.619 0.724 0.672 0.743
3 CR 0.568 0.773 0.672 0.735
4 QUEST 0.533 0.802 0.670 0.712
5 C5 0.528 0.801 0.666 0.708
6 LOG 0.503 0.595 0.549 0.737

3 Numerical Study

In this study we attempt to predict whether the height of a child horse will ex-
ceed the population average (this is related to the value of target=1). We define
the sensitivity of classifiers with regard to this value of target, ie. sensitivity mea-
sures the proportion of correctly classified horses with the actual target value
of 1. Similarly, specificity of the model is related to the proportion of correctly
classified horsed with the value of target=0. The population database is split
randomly into the training and test partitions. The performance of classifiers is
summarized in Tab. 2 (result pertaining to the test partition), and graphically
compared in Fig. 1 for the training and test partitions. We observe that the
models are generally weak in terms of sensitivity (recognition of the value of 1).
Even the best models (CHAID and NN) realize sensitivity around 60%, with
sensitivity of the remaining models slightly above 50% (which essentially means
that these models do not recognize the 1 class). It should be also noted that
the models are very similar in terms of the overall error (or accuracy), with the
exception of the logistic regression (this is the only model unable to classify ob-
servations with missing values, which, considering the number of missing values
(Tab. 1), decreases its performance).

In order to increase sensitivity, we first tried boosting, with results shown
in Fig. 2. Here we used boosting with the C5.0 algorithm. It is interesting to
observe that increasing the number of boosting models initially brings signifi-
cant improvement in sensitivity (up to 5 models), however further increase again
brings deterioration in sensitivity. Often used default value of 10 boosting mod-
els proves non-optimal in our study, proving that it is worth fine-tuning this
parameter in practical model building.

The next analysis consisted in specifying non-symmetric cost of misclassi-
fication events. We also used this method with the C5.0 algorithm. Specifi-
cally, we increased the cost of the ‘1 as 0’ misclassification, as shown in Fig. 3.
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Fig. 1. Summary of performance of classification models

(The cost the ‘0 as 1’ misclassification was kept constant as 1.) As expected, the
non-symmetric cost directly controls the sensitivity-specificity ratio. However,
this effect is non-linear: up to the value of cost equal 1.3 we observe little change,
while further increase of the cost to 1.4 brings sudden change in sensitivity. This
is apparently related to the non-linear nature of tree-based classifiers.

The effect of combining the two previous methods is illustrated in Fig. 4. With
this approach we observe that the models are more responsive to the increase in
the cost parameter, and we are able to balance sensitivity and specificity (at the
cost of 1.3). It should be noted that this analysis was done for the fixed number
of boosting models (equal 5, which realized best sensitivity in Fig. 2).

Finally, we tested the effect of metalearning, ie. combining several weak mod-
els, with results summarized in Fig. 5. The graph shows performance of a meta-
model comprising 1, 2, etc. weak models as listed in Tab. 2. The first metamodel
is essentially the CHAID model, the second - combines CHAID and NN, etc.
Voting of the models is organized in the following way. We take the average of
individual responses (coded as 0 or 1), and produce the final decision of 1 if the
average is 0.5 or above. In this way we slightly favor the class 1, which can be
clearly seen in the second metamodel, where we realize very high sensitivity of ca
0.75. This can be explained by the voting procedure, which in this case produces
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Fig. 2. Performance of the C5.0 model as a function of the number of boosting models
generated
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Fig. 3. Performance of the C5.0 model as a function of the cost of the ‘1 as 0’
misclassification event

the response of 1 if any of the CHAID or NN models outputs a 1. However it
is interesting to observe that metalearning based on 3 or more weak models is
essentially counter-productive, as it leads to further decrease in sensitivity and
to improvement in specificity - contrary to the goal of the study.
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Fig. 4. Performance of the C5.0 with five-fold boosting as a function of the cost of the
‘1 as 0’ misclassification event
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Fig. 5. Performance of the metamodel as a function of the number of models combined

4 Conclusions

In this work we demonstrated feasibility of several approaches commonly used
in data mining to improve recognition of a weak class. The problem of unbal-
anced classifiers in terms of sensitivity and specificity often arises in datasets
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with highly nonlinear relationships between features and substantial number
of observations with missing values, such as biological population datasets. We
demonstrated boosting, non-symmetric cost based approaches and combining
several weak models. Our study brings several practical conclusions. First, it
seems that combining several weak models is useless if the goal is to improve
recognition of a weak class. A voting collection of weak models generally brings
further deteriorate of the weak class recognition, boosting recognition of the
other class. Secondly, it seems that the method of choice would be cost based
fine-tuning of the boosting model (as realized in Fig. 4). Finally, it is worth re-
membering that boosting itself is sensitive to the number of models generated,
and that smaller number of models combined may well outperform the larger
number of models, as shown in Fig. 5. Although this study originated from
analysis of animal breeding datasets, model enhancement techniques illustrated
here in the context of mining biological data can be attempted in any other
applications of data mining.
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Abstract. Amongst the algorithms for biclustering using some rough
sets based steps none of them uses the formal concept of rough bicluster
with its lower and upper approximation. In this short article the new
foundations of rough biclustering are described. The new relation β gen-
erates β−description classes that build the rough bicluster defined with
its lower and upper approximation.

Keywords: rough sets, biclustering, upper and lower approximation.

1 Introduction

Two significant branches of data analysis deals with the problem of finding values
of unknown function on the basis of known values for some training data points.
In the case of continuous function we say that it is the regression task and in the
case of discrete function the problem is known as the classification task. In this
second example we need to know the finite set of values, taken by the unknown
dependance. Sometimes the cardinality of the set is unknown and that is the
moment when the cluster analysis is performed.

The typical onedimensional cluster analysis gives the answer for two ques-
tions: how many groups are in the data and which training object belongs to
which group (category, class, cluster). We may obtain the complete division of
objects into classes (for example k-means algorithm [7]) or we may also have
some ungroupped objects considered as the kind of background or noise (DB-
SCAN [5]). But if we consider the noise as the class the both kinds of results are
equivalent.

The extension of the clustering notion is biclustering. This problem was intro-
duced in early 70’s last century [6] and deals with the problem of grouping both
subsets of rows and subsets of columns from the twodimensional matrices. Since
then many biclustering algorithms were developed, especially for the purpose of
microarray data analysis [13,11,1].

Almost ten years after the biclustering beginnings Pawlak introduced the
rough sets theory as the different formal description of inexactness [9,10]. In this
approach every set may be described with its lower and upper approximation.
Lower approximation points which objects surely belong to the considered set
and the complement of the upper approximation points which object surely not
belong to the considered set. In the language of rough sets theory the set is exact
iff its lower and upper approximations are equal.
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There are attempts to apply the rough sets theory to the biclustering. Some of
them are based on the generalisation of k-means algorithm [12,4]. But there are no
complete formal definition of rough bicluster on the basis of its approximations.

In this article the new complex rough approach for the biclustering is pro-
posed. It starts with the generalisation (unification) of object and attribute no-
tations. Then the special relation between matrix cells is defined (β−relation).
This relation generates the set of β−description classes which sums and inter-
sections give (respectively) upper and lower approximation of rough biclusters
what fulfils the Pawlak definition of the rough set. The short example of finding
rough biclusters in the discrete value matrix is also shown.

2 Rough Sets Based Description of Biclustering

Let us consider the binary matrix M with r rows and c columns. As the matrix
can be rotated by 90 degrees without any loss of information we see that notions
of ,,row” and ,,column” are subjective. From this point of view two other notions
(already introduced in previous papers [8]) are more useful: feature and co-
feature. If we consider feature as a row then every column is called co-feature
and in the opposite way: if we consider feature as a column then every row is
called co-feature. The set of features will be denoted as F and features will be
denoted as f . The set of co-features will be denoted as F∗ and co-features will
be denoted as f∗. Generally all notions without the asterisk will be connected
with features and all analogically notions for co-features will be marked with
the asterisk. M{f, f∗} is the value in the matrix M but it depends on the user
assumptions whether M{f, f∗} = M(f, f∗) or M{f, f∗} =M(f∗, f).

c1 c2 c3
r1 1 2 3

r2 4 5 6

f∗
1 f∗

2 f∗
3

f1 1 2 3

f2 4 5 6

f1 f2 f3
f∗
1 1 2 3

f∗
2 4 5 6

Original table Rows as features Rows as co-features

Fig. 1. Illustration of features and co-features

2.1 β−Relation

Let us consider the draft of β−relation β ⊆ (F × F∗)2 that joins cells with the
same value. It may be written non formally in the intuitive way as:

(f, f∗)βv(g, g∗)⇔M{f, f∗} =M{g, g∗} = v

where v ∈ V and V is the set of values from the matrix M . In the case where
M is a binary one v = 0 or v = 1.

Now it is the time to precise this definition. We want this relation to be
v−reflexive, symmetric and v−transitive. The v−reflexivity of this relation is
implied by the equality M{f, f∗} =M{f, f∗} = v and means that cell is in the
β−relation with itself. The symmetry implies from the symmetry of the equality
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M{f, f∗} = M{g, g∗}. The definition of v−transitivity is more complicated but
is also intuitive. This property is the basis of the biclustering relation.

Let us start for the single cell from the matrix M{f, f∗} = v. For every
g∗ ∈ F∗ that M{f, g∗} = v we will claim that (f, f∗)βv(f, g∗). Also for every
g ∈ F that M{g, f∗} = v we will claim that (f, f∗)βv(g, f∗).

If we want two pairs (f, f∗), (g, g∗), where f �= g and f∗ �= g∗ (two different
cells from the matrix M) to be in the relation β ⊆ (F ×F∗)2 we have to satisfy
the following condition:

(f, f∗)βv(g, g∗)|f �=g,f∗ �=g∗ ⇔ (f, f∗)βv(g, f∗) ∧ (f, f∗)βv(f, g∗)∧
∧(f, g∗)βv(g, g∗) ∧ (g, f∗)βv(g, g∗)

Now let us extend the definition of the relation βv for some subsets of features
and co-features. Subset of features F ⊆ F and F ∗ ⊆ F∗ are in the relation
β ⊆ (2F × 2F

∗
)2 iff every feature f ∈ F is in the relation βv with every co-

feature f∗ ∈ F ∗.
F βv F ∗ ⇔ ∀f∈F∀f∗∈F∗fβvf∗

So, if there is a set of features F ⊆ F and a subset of co-features F ∗ ⊆ F∗ and
F βv F ∗ then the cell C = M{k, k∗} will be in the relation βv with F × F ∗ iff:

∀P∈F×F∗P βv C

what will be written in the shorten way as:

(F × F ∗) βv C

The final definition of v−transitivity has a form as follows:

(a, a∗)βv(b, b∗) ∧ (b, b∗)βv(c, c∗) ∧ ({a, b} × {a∗, b∗})βv(c, c∗)⇒ (a, a∗)βv(c, c∗)

2.2 β−Description Class

Apart from v−symmetry, reflexivity and v−transitivity the β−relation has an-
other notion analogical for the equivalence relation: β−description class will be
defined similarly as the equivalence class. The one thing that differs β−description
class from the equivalence class is that every cell may have at least one but not
only the one class. β−description class is defined as an ordered pair of subsets of
F and F∗ as follows:

[(f, f∗)]βv = (F, F ∗), F ⊆ F , F ∗ ⊆ F∗

iff:

i) (f, f∗)βv(F × F ∗)
ii) ∀e/∈F∀e∗ /∈F∗ ¬ [(f, f∗)βv(F ∪ {e})× (F ∗ ∪ {e∗})]
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Table 1. Left: {f2, f3, f4} × {f∗
2 , f

∗
3 , f

∗
4 , f

∗
5 } is not in the relation β1 with {f6, f∗

7 }.
Right: {f2, f3, f4} × {f∗

2 , f
∗
3 , f

∗
4 , f

∗
5 }β1{f6, f∗

7 }.

f1 f2 f3 f4 f5 f6 f7
f∗
1 0 0 0 0 0 0 0

f∗
2 0 1 1 1 0 0 0

f∗
3 0 1 1 1 0 0 0

f∗
4 0 1 1 1 0 0 0

f∗
5 0 1 1 1 0 0 0

f∗
6 0 0 0 0 0 0 0

f∗
7 0 0 0 0 0 1 0

f∗
8 0 0 0 0 0 0 0

f1 f2 f3 f4 f5 f6 f7
f∗
1 0 0 0 0 0 0 0

f∗
2 0 1 1 1 0 1 0

f∗
3 0 1 1 1 0 1 0

f∗
4 0 1 1 1 0 1 0

f∗
5 0 1 1 1 0 1 0

f∗
6 0 0 0 0 0 0 0

f∗
7 0 1 1 1 0 1 0

f∗
8 0 0 0 0 0 0 0

In other words it may be said that the β−description class are the largest (in the
sense of inclusion) subset of features and co-features which Cartesian product
gives cells that are all in the βv relation with the given one cell. Now we see why
it is possible for the cell to have more than one β−description class. The set of
all β−description classes from matrix M will be called the dictionary: DM .

Let us consider the following relationR(Dv
M ) ⊆ Dv

M×Dv
M . Two β−description

classes d1 = (F1, F
∗
1 ), d2 = (F2, F

∗
2 ) are in the relation R(Dv

M ) when at least one
of the following conditions is satisfied:

i) F1 ∩ F2 �= ∅ ∧ F ∗
1 ∩ F ∗

2 �= ∅
ii) ∃d3∈DM d1R(Dv

M )d3 ∧ d3R(Dv
M )d2

This relation is the equivalence relation: the symmetry and the reflexivity are
given by the first condition and the transitivity is given by the second condition.
The partition of R introduced by this relation will be denoted as:

Πv
M = {π1, π2, · · · , πp}

This means that πi is the set of β−description classes. For every πi two sets
may be defined, connected with predecessors and successors of pairs that are
elements of πi.

p(πi) = {F ⊆ F : ∃F∗⊆F∗ (F, F ∗) ∈ πi}
s(πi) = {F ∗ ⊆ F∗ : ∃F⊆F (F, F ∗) ∈ πi}

2.3 Rough Biclusters

Now we are able to define the rough sets based approach for the biclustering
problem. Every πi generates the one rough bicluster bi in the following way:

i) lower bound: bi = (
⋂
p(πi),

⋂
s(πi))

ii) upper bound: bi = (
⋃
p(πi),

⋃
s(πi))

Bicluster bi will be rough in the case when the sum and the join of the πi will
be different or exact otherwise. The only possibility for the bi to be exact is that
card(πi) = 1.
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3 Case Study

Let us consider the following discrete value matrix M presented in the
Table 2. It contains ten rows and ten columns. Arbitrary rows are considered as
co-features (that is why their labels are with asterisks) and columns are consid-
ered as features.

Table 2. Matrix M

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
f∗
1 0 0 0 0 0 1 1 1 1 1

f∗
2 0 0 0 0 0 1 1 1 1 1

f∗
3 0 0 0 0 0 1 1 1 1 1

f∗
4 0 0 0 0 0 0 0 1 1 1

f∗
5 0 0 0 0 0 0 0 1 1 1

f∗
6 0 0 2 2 2 0 0 0 0 0

f∗
7 0 0 2 2 2 0 0 0 0 0

f∗
8 2 2 2 2 2 0 2 2 2 0

f∗
9 2 2 2 0 0 0 2 2 2 0

f∗
10 2 2 2 0 0 0 2 2 2 0

We are interested in finding biclusters of some subset of matrix values: biclus-
ters of ones and twos. In the first step we are looking for β1−description classes.
We obtain the dictionary D1

M that contain two classes:

D1
M = {({f8, f9, f10}, {f∗1 , f∗2 , f∗3 , f∗4 , f∗5 }), ({f6, f7, f8, f9, f10}, {f∗1 , f∗2 , f∗3 })}

Both classes are shown in Tables 3(a) and 3(b).
As we see the partition of R(D1

M ) has only one element (both β1−description
classes has non-empty intersection), so we obtain just one rough bicluster and it
form is:

b1 = ({f8, f9, f10}, {f∗1 , f∗2 , f∗3 }) b1 = ({f6, f7, f8, f9, f10}, {f∗1 , f∗2 , f∗3 , f∗4 , f∗5 })

Table 3. The dictionary D1
M

(a) First β1−description class.

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
f∗
1 0 0 0 0 0 1 1 1 1 1

f∗
2 0 0 0 0 0 1 1 1 1 1

f∗
3 0 0 0 0 0 1 1 1 1 1

f∗
4 0 0 0 0 0 0 0 1 1 1

f∗
5 0 0 0 0 0 0 0 1 1 1

f∗
6 0 0 2 2 2 0 0 0 0 0

f∗
7 0 0 2 2 2 0 0 0 0 0

f∗
8 2 2 2 2 2 0 2 2 2 0

f∗
9 2 2 2 0 0 0 2 2 2 0

f∗
10 2 2 2 0 0 0 2 2 2 0

(b) Second β1−description class.

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
f∗
1 0 0 0 0 0 1 1 1 1 1

f∗
2 0 0 0 0 0 1 1 1 1 1

f∗
3 0 0 0 0 0 1 1 1 1 1

f∗
4 0 0 0 0 0 0 0 1 1 1

f∗
5 0 0 0 0 0 0 0 1 1 1

f∗
6 0 0 2 2 2 0 0 0 0 0

f∗
7 0 0 2 2 2 0 0 0 0 0

f∗
8 2 2 2 2 2 0 2 2 2 0

f∗
9 2 2 2 0 0 0 2 2 2 0

f∗
10 2 2 2 0 0 0 2 2 2 0
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Now let us see the dictionary D2
M – it also has two β−description classes

(Tables 4(a) and 4(b)).

Table 4. The dictionary D2
M

(a) First β2−description class.

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
f∗
1 0 0 0 0 0 1 1 1 1 1

f∗
2 0 0 0 0 0 1 1 1 1 1

f∗
3 0 0 0 0 0 1 1 1 1 1

f∗
4 0 0 0 0 0 0 0 1 1 1

f∗
5 0 0 0 0 0 0 0 1 1 1

f∗
6 0 0 2 2 2 0 0 0 0 0

f∗
7 0 0 2 2 2 0 0 0 0 0

f∗
8 2 2 2 2 2 0 2 2 2 0

f∗
9 2 2 2 0 0 0 2 2 2 0

f∗
10 2 2 2 0 0 0 2 2 2 0

(b) Second β2−description class.

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
f∗
1 0 0 0 0 0 1 1 1 1 1

f∗
2 0 0 0 0 0 1 1 1 1 1

f∗
3 0 0 0 0 0 1 1 1 1 1

f∗
4 0 0 0 0 0 0 0 1 1 1

f∗
5 0 0 0 0 0 0 0 1 1 1

f∗
6 0 0 2 2 2 0 0 0 0 0

f∗
7 0 0 2 2 2 0 0 0 0 0

f∗
8 2 2 2 2 2 0 2 2 2 0

f∗
9 2 2 2 0 0 0 2 2 2 0

f∗
10 2 2 2 0 0 0 2 2 2 0

Also the partition of R(D2
M ) has only one element and the rough bicluster

has the form:

b2 = ({f3}, {f∗8 }) b2 = ({f1, f2, f3, f4, f5, f7, f8, f9}, {f∗6 , f∗7 , f∗8 , f∗9 , f∗10})

The last one table (Table 5) shows all rough biclusters. Lower approximations
are marked with the darker background and upper approximations are marked
with the lighter background.

Table 5. Rough biclusters

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10
f∗
1 0 0 0 0 0 1 1 1 1 1

f∗
2 0 0 0 0 0 1 1 1 1 1

f∗
3 0 0 0 0 0 1 1 1 1 1

f∗
4 0 0 0 0 0 0 0 1 1 1

f∗
5 0 0 0 0 0 0 0 1 1 1

f∗
6 0 0 2 2 2 0 0 0 0 0

f∗
7 0 0 2 2 2 0 0 0 0 0

f∗
8 2 2 2 2 2 0 2 2 2 0

f∗
9 2 2 2 0 0 0 2 2 2 0

f∗
10 2 2 2 0 0 0 2 2 2 0

4 Rough and Exact Biclusters

We may see that from the formal point of view every β−description class may be
also considered as the bicluster. Building rough biclusters from the partition of
the dictionary gives the opportunity of generalisation and limitation the number



150 M. Michalak

of biclusters. It should depend from the user whether combine β−description
classes into rough biclusters or just use exact ones. It also should be marked
that if πi in the partition of the relation R(Dv

M ) has the only one element the
bicluster generated from this element will be also exact.

5 Conclusions

This article brings the new look for the rough description of the biclustering
problem. In the opposition to other biclustering algorithms referring to the rough
sets theory, this rough biclustering approach gives the formal definition of rough
bicluster. The short example described in this article shows also two levels of
interpreting the bicluster in the data: from the one hand we use the definition of
rough bicluster and the possibility of generalisation (biclusters with their lower
and upper approximation) and from the other hand we may stop the analysis
at the step where the β−description classes are generated. This is the choice
between lower number of more general inexact biclusters or bigger number of
small exact ones.

Further works will focus on finding the algorithm of generating β−description
classes what will make it possible to apply rough biclustering approach to the
real data sets. If we consider the wide applicability of biclustering algorithm,
especially the medical and bioinformatical ones, the potential of rough bicluster
becomes really impressive.
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Abstract. In this paper the new approach to generating oblique de-
cision rules is presented. On the basis of limitations for every oblique
decision rules parameters the grid of parameters values is created and
then for every node of this grid the oblique condition is generated and its
quality is calculated. The best oblique conditions build the oblique deci-
sion rule. Conditions are added as long as there are non-covered objects
and the limitation of the length of the rule is not exceeded. All rules are
generated with the idea of sequential covering.

Keywords: machine learning, decision rules, oblique decision rules,
rules induction.

1 Introduction

Example based rules induction is, apart from decision trees induction, one of the
most popular technique of knowledge discovery in databases. So-called decision
rules are the special kind of rules. Sets of decision rules built by induction algo-
rithms are usually designed for two basic aims. One is developing a classification
system that exploits determined rules. Other aim is describing patterns in an
analyzed dataset.

Apart from the number of algorithms that generate hyper-cuboidal decision
rules it is worth to raise the question: Aren’t the oblique decision rules more flex-
ible to describe the nature of the data? On the one hand every simple condition
like "parameter less/greater than value" may be interpreted in the intuitive way,
but on the other hand the linear combination of the parameters "a1∗ parameter
a1 ±a2 parameter a2 + a0 less/greater 0” may substitute several non-oblique
decision rules with the cost of being a little less interpretable.

In this article we describe the method of generating oblique decision rules
(Oblique Decision rules Generator − ORG) which is the kind of exhausting
searching of oblique conditions in the space of oblique decision rule parameters.
As oblique decision rules may be treated as the generalization of the standard
decision rules the next part of the paper presents some achievements in the area
of rules generalization. Then some basic notions that deal with oblique decision
rules are presented. Afterwards the algorithm that generates oblique decision
rules (ORG) is defined. The paper ends with comparison of results obtained on
several our synthetic and some well known datasets.

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 152–159, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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2 Related Works

The simplest method of generalization used by all induction algorithms is rules
shortening consists in removing elementary conditions. Heuristic strategies are ap-
plied here (for example hill climbing) or exhaustive searching. Rules are shortened
until a quality (e.g. precision) of the shortened rule drops below some fixed thresh-
old. Such solution was applied, inter alia, in the RSES system [2] where rules are
shortened as long as the rule precision does not decrease. In the case of unbal-
anced data introducing various threshold values of shortened rules quality leads
to keeping better sensitivity and specificity of an obtained classifier. The other ap-
proach to rules generalization is concerned with decision rules joining algorithms
that consists in merging two or more similar rules [10,16]. In [16] an iterative join-
ing algorithm relying on merging ranges occurring in corresponding elementary
conditions of input rules is presented. The merging ends when a new rule covers
all positive examples covered by joined rules. Rule quality measures [1] are used
for output rules quality assessment. Paper [10] presents a similar approach, where
rules are grouped before joining [11] or the similarity between rules is calculated,
and rules belonging to the same group or sufficiently similar are joined.

The special case of a rules joining algorithm is the algorithm proposed in [13],
in which authors introduce complex elementary conditions in rules premises.
The complex conditions are linear combinations of attributes occurring in simple
elementary conditions of rules premises. The algorithm applies to the special kind
of rules obtained in so-called dominance based rough set model [8] only, and is
not fit for aggregation of classic decision rules, in which ranges of elementary
conditions can be bounded above and below simultaneously.

Finally, also algorithms that make it possible to generate oblique elementary
conditions during the model constructing are worth to be mentioned. One man-
ages here with algorithms of oblique decision trees induction [5,9,12]. A special
case of getting a tree with oblique elementary conditions is an application of the
linear SVM in construction of the tree nodes [3]. For decision rules, an algorithm
that enables oblique elementary conditions to appear during the rules induction
is ADReD [14]. Considering obtained rules in terms of their description power we
can say that, even though the number of elementary conditions in rules premises
is usually less than in rules allowing no oblique conditions, unquestionable disad-
vantage of these algorithms is a very complicated form of elementary conditions
in which all conditional attributes are frequently used. Other approach intro-
ducing oblique elementary conditions in rules premises consists in applying the
constructive induction (especially the data driven constructive induction) and
inputting new attributes depending on linear combinations of existing features,
and next determining rules by the standard induction algorithm [4,17] based on
the attributes set extended this way.

3 Oblique Decision Rules

Fundamentals. Decision rules with oblique conditions assume more complex
form of descriptors than standard decision rules. The oblique condition is a
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condition in which a plane separating decision classes is a linear combination of
conditional values of attributes ai ∈ A (elementary conditions) on the assump-
tion that all of them are of numerical type:

∑|A|
i=1 ciai+c0 where ai ∈ A, ci, c0 ∈ R.

The oblique condition can be defined as:
∑|A|

i=1 ciai + c0 ≥ 0 or
∑

i = 1|A|ciai +
c0 < 0 The oblique condition describes a hyperplane in a condition attributes
space. The condition of the rule determines which elements from the decision
class are covered by the given rule. Each oblique decision rule is defined by the
intersection of oblique conditions.

Parameters of the Descriptor and Their Ranges - The Analysis. Let
us define the space of all hyperplanes which are single oblique conditions. The
n−dimensional hyperplane can be described with a linear equation of the fol-
lowing general form A1x1 + A2x2 + ... + Anxn + C = 0 where Ai, C ∈ R and at
least one of the Ai �= 0. In the proposed solution, instead of the general form,
we can use the normal form of the hyperplane equation:

α1x1 + α2x2 + ... + αnxn − ρ = 0

where αi are the direction cosines (α1
2 + α2

2 + . . . + αn
2 = 1) and ρ is the

hyperplane distance from the origin of the coordinate system. This notation
makes it possible to limit the range of every parameter.

To explain how to find a real value range of descriptor parameters we could
consider a straight line in the plane defined by the following normal form:

x cos θ + y sin θ − ρ = 0

where θ is the angle of depression to the x−axis and ρ is the distance between
the line and the origin as illustrated in Fig. 1.

Every line in the plane corresponds to a proper point in the parameters space.
Determination of a straight line in (θ, ρ)-space could be realized by searching
a chosen subset of that space using a grid method. The angle θ is naturally
bounded, so it can be defined as θ ∈ [0, 2π). It is enough to determine a step
of creating a grid for this variable. It is also possible to bound the values of

Fig. 1. The normal parameters for a line
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parameter ρ. The lower bound is 0 and the upper bound could be calculated as
follows: The set of points is finite so we could determine maximal values of each
coordinate. If some values of variables are negative, data could be translated
into such a coordinate system where all of coordinates are positive.

Fig. 2. The idea of the values of the parameter

The idea is to find a straight line which passes through the point and its
distance from the origin is the longest one (Fig. 2.). This problem could be
solved by searching the global maximum of a function of the distance between
the line and the origin depending on the value of the angle θ:

ρmax (θopt) = xmax cos
(

arctan
ymax

xmax

)
+ ymax sin

(
arctan

ymax

xmax

)
Having set boundary values for all parameters of the condition we only have to
determine the resolution of searching of the parameter space - a step for each
parameter for the grid method: θ ∈ [0, 2π), ρ ∈ [0, ρmax).

The solution could be used for each hyperplane using the dependency of the sum
of the squares of the direction cosines, for example for planes in 3−dimensional and
any n−dimensional space.

“Correct” Side of the Condition. Each oblique condition requires to define
its “correct side”. To determine this we can use a normal vector to a hyper-
plane (containing a considered condition) as follows: for n−dimensional space
each hyperplane could be described with its normal vector n defined as n =
[A1, A2, ..., An]. We should calculate one vector more to find a correct side of a
considered condition for a given point called T . The initial point P of such a
vector could be any point lying on the hyperplane and the final point should be
the point T . According to this, the second vector v is defined as:

P = (xP1, xP2, ..., xPn); T = (xT1, xT2, ..., xTn)

v = −→
PT = (xT1 − xP1, xT2 − xP2, ..., xTn − xPn)

The next step is to calculate the dot product of these two vectors: n and v:

n ◦ v = |n| |v| cosα

To decide whether the point T is lying on the correct side of the condition we
should consider the value of the dot product in the following way:
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1. If the value is greater than 0, the point T is considered to be on the correct
side of the condition.

2. If the value is equal to 0, the point T is assumed to be on the correct side
of the condition.

3. If the value is less than 0, the point T is not on the correct side of the
condition.

In this moment we can limit the bound for the angle θ in such a way θ ∈ [0, π)
and for each θ consider also the second case when the correct side is the opposite
one.

4 Description of the Algorithm

The purpose of the algorithm is to find the best oblique decision rules for each
decision class of the input data taking into account several defined constraints.
In general, the are two basic steps of the algorithm:

1. Create a parameter grid using a determined step for each parameter.
2. The growth of the new created rule depends on checking all conditions

defined with the grid nodes.

It is possible to constrain a number of rules defining the maximal number of rules
which describe each class. Successive rules should be generated as long as there
are still training objects which do not support any rule and the constraint is still
not achieved. For each decision rule successive oblique conditions are obtained
using a hill climbing method. Below, the description of generating the single
oblique decision rule is shown:

1. For each cell of parameter grid create a condition and calculate its quality
for the given training set using one of possible quality measures.

2. Save only the first best condition (with the highest quality).
3. Reduce the training set (just for the time of generating next condition) by

rejecting all training objects which do not cover previously found conditions.
4. Find a successive condition with the first highest quality using the reduced

training set.
5. A new condition should be added to the rule only if the extended rule is

better than the rule generated in the previous iteration and the constraint
(maximal number of descriptors for each rule) is not achieved. Otherwise,
the new condition must be rejected and the search of the next conditions for
this rule is stopped.

6. Continue searching successive conditions after reducing the training set by
rejecting all objects which do not recognise the current rule. The addition
of conditions should be stopped when the rule consists of the determined
maximal number of conditions or the quality of the oblique decision rule
with added condition is not improved (such a found condition is excluded).

After the rule is generated we remove all covered positive objects from the train-
ing set and in the case when the maximal number of rules per decision class is
not achieved we start to generate the new rule.
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5 Experiments and Results

First experiments were done for three synthetic datasets, prepared exactly for the
task of searching oblique decision rules: two two-dimensional (2D and double2D)
and one three-dimensional (3D). Simple visualisation of these datasets is shown
on the Fig. 3. Each dataset contains 1000 objects that belong to two classes.
Two-dimensional datasets are almost balanced (562:438 and 534:466) but the
third dataset has the proportion of classes size 835:165. First two-dimensional
dataset looks like the square divided into two classes by its diagonal. The sec-
ond two-dimensional dataset may be described as follows: one class is in two
opposite corners and the second class is the rest. Three-dimensional dataset are
unbalanced because only the one corner belongs to the smaller class. For this
datasets the limitation of the maximal number of the rules per decision class
and the maximal number of conditions per decision rule is given in the table
with the results. As the quality measure the average of the rule precision and
coverage was used.
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Fig. 3. Visualisation of the synthetic datasets: 2D (left); double2D (center); 3D (right)

For the further experiments several datasets from UCI repository were taken
into consideration: iris, balance scale, ecoli, breast wisconsin [6]. Also the Ripley’s
synth.tr data were used [15]. For every experiment the limitation of number of
rules per decision class and the number of conditions per single rule for the ORG
algorithm was the same: at most two rules built from at most two conditions.
The quality measure remained the same as for the previous datasets.

Results of ORG are compared with PART algorithm [7] obtained with the
WEKA software. The WEKA implementation of PART algorithm does not give
the information about the error standard deviation in the 10-CV model so it can
not be compared with the ORG results.

6 Conclusions and Further Works

In this short article the intuitive and kind of exhausting way of oblique decision
rules generating was presented. This algorithm, called ORG, is based on the
limitation for parameters of oblique condition. In this approach it is possible to
constrain the number of obtained rules (per single decision class) and also the
shape of rules (with the definition of maximal number of oblique conditions).
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Table 1. Results on synthetic datasets

avg. std avg. rules avg. elem. ORG params/class
dataset accuracy dev. number cond. number max number of:

PART ORG PART ORG PART ORG PART ORG rules conditions
2D 95.5 96.0 – 1.5 10 2 18 3 2 2

double 2D 93.8 84.3 – 3.1 14 3 23 6 2 2
3D 94.8 98.2 – 1.2 13 2 22 2 1 1

Table 2. Results on popular benchmark datasets

dataset avg. accuracy std dev. avg. rules number avg. elem. cond. number
PART ORG PART ORG PART ORG PART ORG

iris 94 94 – 4.6 2 3.1 3 5.2
balance scale 84 92 – 2.4 46 6 126 12

Ripley 85 81 – 8.4 4 2 6 4
breast wisconsin 94 97 – 1.7 10 3 18 6.1

ecoli 84 76 – 8.1 12 10 33 19

We may see, on the basis of the results for the synthetic datasets, that ORG
may be successfully applied for datasets that contain various oblique dependen-
cies. It may be observed, in comparison with PART results, in the decrease (on
average: five times) of the average number of decision rules for every decision
class. In the case of popular benchmark datasets the decrease of the number of
rules per decision class may be also observed.

On the basis of these observations our further works will focus on finding the
best conditions in the strategy with taking into consideration also the length of
the condition. It should be also worth being examined whether the calculation
of oblique condition parameters limitations should be analyzed more often than
only in the beginning of dataset analysis.

Acknowledgements. This work was supported by the European Community
from the European Social Fund.

The research and the participation of the second author is supported by Na-
tional Science Centre (decision DEC-2011/01/D/ST6/07007)

References

1. An, A., Cercone, N.: Rule quality measures for rule induction systems - description
and evaluation. Computational Intelligence 17, 409–424 (2001)

2. Bazan, J., Szczuka, M., Wróblewski, J.: A New Version of Rough Set Exploration
System. In: Alpigini, J.J., Peters, J.F., Skowron, A., Zhong, N. (eds.) RSCTC 2002.
LNCS (LNAI), vol. 2475, pp. 397–404. Springer, Heidelberg (2002)

3. Bennett, K.P., Blue, J.A.: A support vector machine approach to decision trees.
In: Proceedings of the IJCNN 1998, pp. 2396–2401 (1997)

4. Bloedorn, E., Michalski, R.S.: Data-Driven Constructive Induction. IEEE Intelli.
Syst. 13(2), 30–37 (1998)



ORG - Oblique Rules Generator 159

5. Cantu-Paz, E., Kamath, C.: Using evolutionary algorithms to induce oblique deci-
sion trees. In: Proc. of Genet. and Evol. Comput. Conf., pp. 1053–1060 (2000)

6. Frank, A., Asuncion, A.: UCI Machine Learning Repository (2010),
http://archive.ics.uci.edu/ml

7. Frank, E., Witten, I.H.: Generating Accurate Rule Sets Without Global Optimiza-
tion. In: Proc. of the 15th Int. Conf. on Mach. Learn., pp. 144–151 (1998)

8. Greco, S., Matarazzo, B., Słowiński, R.: Rough sets theory for multi-criteria deci-
sion analysis. Eur. J. of Oper. Res. 129(1), 1–47 (2001)

9. Kim, H., Loh, W.-Y.: Classification trees with bivariate linear discriminant node
models. J. of Comput. and Graph. Stat. 12, 512–530 (2003)

10. Latkowski, R., Mikołajczyk, M.: Data decomposition and decision rule joining for
classification of data with missing values. In: Peters, J.F., Skowron, A., Grzymała-
Busse, J.W., Kostek, B.z., Świniarski, R.W., Szczuka, M.S. (eds.) Transactions on
Rough Sets I. LNCS, vol. 3100, pp. 299–320. Springer, Heidelberg (2004)

11. Mikołajczyk, M.: Reducing Number of Decision Rules by Joining. In: Alpigini, J.J.,
Peters, J.F., Skowron, A., Zhong, N. (eds.) RSCTC 2002. LNCS (LNAI), vol. 2475,
pp. 425–432. Springer, Heidelberg (2002)

12. Murthy, S.K., Kasif, S., Salzberg, S.: A system for induction of oblique decision
trees. J. of Artif. Intell. Res. 2, 1–32 (1994)

13. Pindur, R., Sasmuga, R., Stefanowski, J.: Hyperplane Aggregation of Dominance
Decision Rules. Fundam. Inf. 61(2), 117–137 (2004)

14. Raś, Z.W., Daradzińska, A., Liu, X.: System ADReD for discovering rules based
on hyperplanes. Eng. App. of Artif. Intell. 17(4), 401–406 (2004)

15. Ripley, B.D.: Pattern Recognition and Neural Networks. Cambridge University
Press (1996)

16. Sikora, M.: An algorithm for generalization of decision rules by joining. Found. on
Comp. and Decis. Sci. 30(3), 227–239 (2005)

17. Ślęzak, D., Wróblewski, J.: Classification Algorithms Based on Linear Combina-
tions of Features. In: Żytkow, J.M., Rauch, J. (eds.) PKDD 1999. LNCS (LNAI),
vol. 1704, pp. 548–553. Springer, Heidelberg (1999)

http://archive.ics.uci.edu/ml


Mini-models – Local Regression Models

for the Function Approximation Learning

Marcin Pluciński
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Abstract. Mini-models are local regression models which can be used
for the function approximation learning. In the paper, there are presented
mini-models based on hyper-spheres and researches were made for linear
and nonlinear models with no limitations for the problem input space
dimension. Learning of the approximation function based on mini-models
is very fast and it proved to have a good accuracy. Mini-models have also
very advantageous extrapolation properties. It results from a fact, that
they take into account not only samples target values, but also a tendency
in the neighbourhood of the question point.

Keywords: Mini-model, local regression, k-nearest neighbours method,
function approximation.

1 Introduction

Learning of function approximators with an application of so called memory-
based learning methods is very often attractive approach in comparison with
creating of global models based on a parametric representation. In some situa-
tions (for example: small number of samples), building of global models can be
difficult and memory-based methods become then one of possible solutions for
the approximation task.

Memory-based methods are very well explored and described in many bibli-
ography positions. The most important here is the k-nearest neighbors method
(kNN), which is described in many versions [2,3,6], but still is the subject of new
researches [4,5]. Another approaches can be methods based on locally weighted
learning [1,2] which use different ways of a samples weighting. Methods widely
applied in this category are probabilistic neural networks and generalised regres-
sion networks [9,10].

The concept of mini-models was introduced by prof. Andrzej Piegat. In papers
[7,8] there were described local regression models based on simplexes. Described
models were linear and a research work was made only for problems in a 1 and
2-dimensional input space.

In this paper, there are presented mini-models based on hyper-spheres and
researches were made for linear and nonlinear models with no limitations for the
problem input space dimension.

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 160–167, 2012.
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2 Linear and Nonlinear Mini-Models

The main idea of mini-models is similar to the kNN method. During calculations
of an answer for a question point X∗ only k nearest (in a meaning of an applied
metric – here Euclidean metric) samples are taken into account. In the classic kNN
method the model answer is calculated as a mean value of target function values
or a weighted mean value. In such case, weight values usually depend on a distance
δ(X∗,X) between the question point X∗ and analysed neighbors X, for example:

wX∗,X =
1

1 +m · (δ(X∗,X)/k)2
, (1)

where: the m parameter is taken empirically.
The mini-model is a local regression and the answer for the question point

X∗ is calculated on a base of a local model created for k-nearest neighbors. The
mini-model is always created in time of answer calculations.

In the simplest case the linear mini-model can be applied, and then the answer
is calculated on the base of the linear regression:

f(X∗) = WT ·X∗ , (2)

where: W – the vector of linear mini-model coefficients found for k-neighbors.
In papers [7,8] there are described mini-models created for sectors of the

input space that have a triangle shape (in a 2-dimensional input space) or a
simplex shape in a multi-dimensional input space. Such sector will be called a
mini-model base. In this paper, mini-models will be created for a circular base
in a 2-dimensional input space or a spherical (hiper-spherical) base in a 3 or
multi-dimensional input space.

The mini-model base has a center in the question point X∗ and its radius is
defined by a distance between the point X∗ and the most distant point from k
neighbors, Fig. 1.

Nonlinear mini-models have better possibilities of fitting to the samples. An
answer of such model is a sum of a linear mini-model and an additional nonlinear
component:

Fig. 1. The mini-model base for a 2 and 3-dimensional input space
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f(X∗) = WT ·X∗ + fN(X∗) . (3)

As the mini-model is usually created for a small number k of nearest neighbors,
the nonlinear function fN should have a possibility of changing its shape thanks
to as small number of coefficients as possible (because n+1 coefficients must be
tuned in the vector W).

Among many inspected functions, very advantageous properties has the
function:

fN(X) = wN · sin
[π
2
− ||X−X∗||π

r

]
, (4)

where: r is the radius of the mini-model base. In such created function we have
only one coefficient wN to learn, Fig. 2. During learning we must find such a wN

value to obtain the best fit of the mini-model to k neighbors. Exemplary linear
and nonlinear mini-models in a 1 and 2-dimensional input space are presented
in Fig. 3 and Fig. 4.

Fig. 2. Exemplary shapes of the mini-model nonlinear component for wN = 1 and
wN = −0.5

Fig. 3. Exemplary linear and nonlinear mini-model in a 1-dimensional input space
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Fig. 4. Exemplary linear and nonlinear mini-model in a 2-dimensional input space

3 Experiments

For better visualisation of mini-models work, first experiments were realised for
data with a 1 and 2-dimensional input space. Fig. 5 presents characteristics of
models created with an application of linear and nonlinear mini-models. For
comparison, there are also presented characteristics of models created by kNN
methods.
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Fig. 5. Characteristics of approximators created for data with a 1-dimensional input
space by kNN methods, linear and nonlinear mini-models
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Mini-models have a very good extrapolation property what is presented in
Fig. 6. As before, there are presented characteristics of models created with an
application of kNN methods and mini-models. First of all, an attention should
be paid for a behaviour of mini-models in places where there are no samples
(information gaps) and outside of the samples input domain. Mini-models give
answers that are much more consistent with a common sense and a shape of
their characteristic lines is more smooth.
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Fig. 6. Characteristics of models created for data with the information gap

Fig. 7 presents surfaces created for samples with a 2-dimensional input space.
Both mini-models from Fig. 5 and Fig. 7 have better accuracy than the kNN
method and values of model real errors are given in the Table 1.

In the next part of experiments, there was calculated a real accuracy of func-
tion approximators based on mini-models, Table 1. The research work was per-
formed on data created by the author and data from popular web repositories.
Data were normalised due to different ranges of its inputs.

The real error was calculated with an application of the leave one out crossval-
idation method. Mini-models are compared with kNN method and in each case
calculation results are presented for an optimal number of neighbors (giving the
lowest real error). Additionally, for comparison purpose, there is also given an
approximation accuracy for a generalised regression network (GRN) also with a
neuron width optimally tuned.
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Fig. 7. Characteristics of approximators created for data with a 2-dimensional input
space by kNN methods, linear and nonlinear mini-models

Table 1. The real error of function approximators

data inputs mean kNN weighted linear nonlinear GRN

number mean kNNmini-model mini-model

sin(x) with 0.5 1 0.166 0.161 0.095 0.086 0.142

sampling step (Fig. 5)

sin(x) with 0.2 1 0.031 0.030 0.013 0.008 0.025

sampling step
sin(x1)∗cos(x2)

x2
1+x2

2+1
with 0.25 2 0.0281 0.0277 0.0228 0.0259 0.0254

sampling step (Fig. 7)
sin(x1)∗cos(x2)

x2
1+x2

2+1
with 0.1 2 0.0058 0.0058 0.0049 0.0055 0.0052

sampling step

bodyfat 14 2.236 2.211 0.472 0.475 2.671

cpu 6 29.507 28.937 27.305 27.826 28.771

diabetes_numeric 2 0.474 0.481 0.475 0.487 0.471

housing 13 2.771 2.685 2.311 2.293 2.506
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4 Conclusions

First of all, the approximation function based on mini-models proved to have
a good accuracy, Table 1. The accuracy is particularly great for data without
noise. In the case of noised data, mini-models have the accuracy comparable or
slightly worse than kNN methods.

Learning of the approximator is very fast – it is enough to memorise learning
data and the proper mini-model is created only in time of calculating an answer
for the question point X∗. Mini-models creating is not computationally complex
because they are build on the base of a small number of samples (k nearest
neighbors). The linear mini-model is a linear regression found for k neighbors
and the nonlinear one has only one additional coefficient to compute.

Mini-models have very advantageous extrapolation properties. It results from
a fact, that they take into account not only samples target values, but also a ten-
dency in the neighbourhood of the question point. Using information about this
tendency cause better modeling in places where there is no data (information
gaps and outside of the input space domain). Information gaps are very charac-
teristic property of multi-dimensional data with a small number of samples.

A weakness of mini-models in comparison with the kNN method is a necessity
of taking into account a greater number of neighbors k during building the linear
mini-model. A minimal number of neighbors is equal here n + 1, where n is a
size of an input space.
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Abstract. This paper describes a new cluster validity index for the
well-separable clusters in data sets. The validity indices are necessary
for many clustering algorithms to assign the naturally existing clusters
correctly. In the presented method, to determine the optimal number of
clusters in data sets, the new cluster validity index has been used. It
has been applied to the complete link hierarchical clustering algorithm.
The basis to define the new cluster validity index is founding of the large
increments of intercluster and intracluster distances, when the clustering
algorithm is performed. The maximum value of the index determines
the optimal number of clusters in the given set simultaneously. Obtained
results confirm very good performances of the proposed approach.

1 Introduction

Clustering a data set is also called unsupervised learning or unsupervised clas-
sification. It makes a split of the data elements into the homogeneous subsets
(named clusters), inside which elements are more similar to each other, while
they are more different in other groups. The number of clusters, which should
be created in a data set is a very important parameter. For lots of algorithms,
this parameter must be given a priori. Then, the cluster validity indices are used,
so the perfect partition of a data set can be realized. A lots of cluster validity
indices are based on the analysis of two distances: intercluster and intracluster
distances. They make it possible to determine two major properties of clusters,
their separability and compactness [2,5]. The Euclidean distance between ele-
ments of different clusters is the most often used separability measure. To define
the compact measure, variance is used mostly. The cluster validity index is most
often a ratio of intercluster and intracluster distance or vice versa. It can be also
the sum of these distances. Then, relatively to the type of the validity index, the
best partition of a data set corresponds to the maximum or the minimum index
value. The analysis of proprieties of different types of validity indices have been
described in [6]. The indices for crisp clustering includes e.g., Dunn’s index [3],
Davies–Bouldin index [1], PBM index [11], RS index [5], SIL index [13].

In this paper, assignation of the optimal number of clusters in a data set is
analysed and a new cluster validity index to determine the number of clusters in
a data set is proposed. The paper is organized as follows. Section 2 describes the

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 168–174, 2012.
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new cluster validity index, which is named S−index, and basic dependencies that
refer to compactness and separability of clusters. Sections 3 presents a method,
which uses the new validity index. Section 4 illustrates the experimental results
on artificial and real data sets. Finally, there are conclusions in Section 5.

2 The New Cluster Validity Index

For the optimal partition of a data set, the new cluster validity S − index is
proposed. In this index, increments of interclaster and intraclaster distances are
calculated. For this purpose, the complete link hierarchical algorithm is used [12].
Let C(k) = {C(k)

1 , C
(k)
2 , ..., Ck

m} be a set of m-clusters, which creates a k-partition
of the data set X = {x1, x2, ..., xn}. Instead, C

(k)
j , where j = 1, .., m denotes a

cluster in the k-partition of the data set and v
(k)
j is its prototype vector. Clusters

separability in the k-partition of X can be represented as below:

Sk = min
i�=j

{
d
(
C

(k)
i , C

(k)
j

)}
(1)

where i, j = 1, ..., m, whereas d
(
C

(k)
i , C

(k)
j

)
marks a measure of the distance

between ith and jth cluster. We look for such k-partition of data X, where
formula Eq.(1) will have a maximal value and all obtained clusters will represent
homogeneous groups, that is:

So = max
1≤k≤n

{
Sk

}
(2)

where So denotes the clusters separability for the optimal partition of data X .
Let us denote o as the optimal number of clusters in the set X. For the number of
clusters m > o, the separability value of clusters is relatively not large. It results
from the fact that clusters are determined in naturally existing groups of set X,
so the intercluster distance Eq.(1) is not large respectively. Instead, when m = o
the separability value increases steeply. That is so, because the data set includes
well-separable clusters and the distance between them is proportionally larger.
Further, when m < o the large value of intercluster distance remains unchanged
so much, because clusters are already considerably distant and every next merger
of two clusters will not change this situation. The second important property
is the compactness of clusters. The most often used the compactness measure
is variance. It measures the closeness of cluster elements. Low variance values
denote compact clusters, while the large value is an indicator of the elements
being scattered. For a single cluster in data set X, the variance can be expressed
as follows :

σ
(k)
j =

1
|Cj |

∑
x∈Cj

(x − vj)
2 (3)

where |Cj | is the number of elements in the jth cluster, and vj is its centre:

vj =
1

|Cj |
∑

x∈Cj

xj (4)
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The clusters compactness of the k-partition of X can be expressed as follows:

σ(k) = max
1≤j≤m

{
σ

(k)
j

}
(5)

Of course, we look for such the k-partition of X, where the value of the clus-
ters compactness Eq.(5) is the smallest and obtained clusters will represent the
naturally existing clusters in the data set, that is:

σo = min
1≤k≤n

{
σk

}
(6)

where σo denotes the cluster compactness for the optimal partition of data X .
Unlike to the separability Eq.(1), when the number of cluster equals optimal
m = o, the compactness does not increase sharply. That is so, because the clus-
ters are still quite compact, so the variance value is not large. However, when
m < o, then the value Eq.(5) increases sharply, so the clusters compactness is
low.

The proposed cluster validity index uses increments of interclaster and intra-
cluster distances and it can be expressed as follows:

Vk = max
1≤j≤m

{
m

(
Smax − S(k)

)(
Δσ(k)ΔS(k−1)

σ(k)S(k−1)

)}
(7)

In the formula Eq.(7), the increment of the value of the clusters compactness,
which refers to the k partition, can be expressed as follows:

Δσ(k) = σ(k) − σ(k−1) (8)

Then, the increment of the value of the clusters separability, which refers to the
k − 1 partition, can be represented as below:

ΔS(k−1) = S(k−1) − S(k−2) (9)

For the number of clusters m = o − 1, the value of the index Eq.(7) increases
sharply. The phenomenon is caused by increments of the value of the clusters
compactness in the k partition and the clusters separability in the k − 1 parti-
tion (formulated in the numerator), which are large. However, for m < o − 1 the
value of the index decreases, because the value of the numerator in Eq.(7) does
not change so much. Since, the distances between clusters can be very different
in following iterations of the clustering algorithm when m < o − 1, the incre-
ments of the numerator values can be quite large again. Thus, it is necessary to
introduce an additional component in the formula, which is expressed as follows:

m
(
Smax − S(k)

)
(10)

where Smax marks the maximal distance between elements belonging to the data
set. In order to get the number of clusters equal to optimal m = o the value m
has to be increased m + 1. In the next section, the method which uses the novel
cluster validity index is proposed.
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3 Determination of Number of Clusters

This proposed S − index has been applied to the complete link agglomerative
hierarchical algorithm. The algorithm starts with a number of clusters m = n,
where n denotes the number of elements in a data set. Instead, it is finished when
m = 1. After each updating of the number of clusters, the cluster validity index
is being calculated and its value is recorded in a table. Once the hierarchical
algorithm is finished, the maximum value can be read out from the table. The
value allows to determine the optimal number of clusters, which equals m + 1 (see
Section 2). The presented method determines the number of cluster precisely.
Below, the results obtained for a different number of clusters are presented.

4 Experimental Results

Experiments have been performed on both artificial and real data sets. The ma-
chine learning toolkit Weka 3.6 [19] has been used to generate artificial data sets.
The generated data sets are 2-dimensional and multidimensional with a different
number of clusters. The real data sets, i.e. the Iris, the Wine and the Glass Identi-
fication are from UCI machine learning repository [8]. The detailed description of
those sets is described in Table 1.The number of clusters is different and clusters
are located in various distances from each other, some of them are quite close. The
obtained results are presented in Table 2, which include the key parameter for the
correct qualification of elements of sets to clusters, that is, the number of clus-
ters. The determination of the number of clusters in the data sets is realized by
means of the S-index, PBM-index and SIL-index using complete link agglomera-
tive hierarchical algorithm (see Section 3). For example, in Figure1 are presented
the values of the validity indices obtained for different partitions of the data sets,
i.e. A and C. For S-index, the number of clusters is increased by one (see Section
2). In those figures the axis x means the number of clusters, while the axis y is
the value of the validity indices. Note, that the maximal index value assigns the
optimal partition of data A and B (that is 3 and 8) simultaneously. Comparison

A B

Fig. 1. Values of the validity indices y depending on the number of clusters x in A and
B data sets
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Table 1. Detailed information of the data sets

Data set Clusters Number of
attributes

Total number
of instances

A 3 2 134
B 8 2 300
C 15 2 429
D 7 5 229
E 12 5 395
F 3 10 177
G 6 10 207
H 10 10 294

Iris 3 4 150
Wine 3 13 178
Glass 7 10 214

Table 2. Comparision of the number of clusters obtained by means of the S-index, PBM-
index and SIL-index using complete link agglomerative hierarchical algorithm

Data sets Actual number of
clusters

Number of clusters obtained
S-index PBM-index SIL-index

A 3 3 3 2
B 8 8 8 6
C 15 15 15 14
D 7 7 6 7
E 12 12 12 12
F 3 3 3 3
G 6 6 6 6
H 10 10 10 10

Iris 3 3 3 2
Wine 3 4 10 2
Glass 7 6 2 2

of the number of clusters identified by S-index, PBM-index and SIL-index using
complete link agglomerative hierarchical algorithm is presented in Table 2. As it
has been mentioned earlier, the number of clusters is the key parameter to per-
form data clustering correctly. It can be seen, despite the large number of clusters
and high dimensionality of the sets, the new S− index defined in Section 2 has as-
signed the optimal number of clusters in sets correctly. However, for the real data
sets, i.e. Wine and the Glass results are not correct, but they are more accurate
than the results obtained by other indexes.

5 Conclusions

All the presented results confirm the very good performance of the S-index. The
number of clusters is assigned correctly for clusters of different sizes and distances
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from each other. The hierarchical algorithm also has influence on determination
of the optimal number of clusters in sets. In the described method, complete link
algorithm has been used. Other versions of hierarchical algorithms e.g., single
or average link [9] have other properties, which can have influence on values
of the validity indexes. When the number of clusters is determined, a clustering
algorithm e.g., the k-means [4] can be used to enable exact assignation of elements
membership to clusters in a data set. The test sets have not included data noise.
When the data noise is in sets, additional methods which removing it have to be
applied. To sum up, the performed experiments confirm the high effectiveness of
the new cluster validity index. The idea of this paper can be applied to designing
various neuro-fuzzy structures [7,10,14,15,16,17,18].
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Abstract. In this paper a new hierarchical clustering technique is pre-
sented. This approach is similar to two popular hierarchical clustering
algorithms, i.e. single-link and complete-link. These hierarchical meth-
ods play an important role in clustering data and allow to create well-
separable clusters, whenever the clusters exist. The proposed method
has been used to clustering artificial and real data sets. Obtained results
confirm very good performances of the method.

1 Introduction

Nowadays, a large number of clustering algorithms exist and these algorithms
can be divided into two basic groups, hard (crisp clustering) and fuzzy (soft
clustering). Hard clustering algorithms make partitions of the data which are
separable, i.e. each element of the set belongs to one cluster only. Further on,
the algorithms can be classified under two categories, partitional and hierarchical
[3]. Partitional clustering algorithms create a one-level partitioning of the data
[17,19]. Hierarchical algorithms create multi-levels partitioning [4,1,16]. Among
popular hierarchical methods one can mention, i.e. single-link [10], complete-
link, average-link [2], which belong to agglomerative hierarchical clustering. The
methods start with clusters, which contain only one element and the number of
the clusters equals the number of elements in the data set. Then, the nearest
pair of clusters is merged according to some similarity criteria. This process
is repeated until all elements of data set are in one cluster. Other approach
represents the so-called divisive hierarchical clustering. This approach starts with
a single cluster, where all elements of a data set are located, and next the large
cluster is split into smaller ones. Then, the split is repeated until the number of
the clusters equals the number of elements of the data set. Both approaches have
the same drawbacks, i.e. if points of data set have been grouped incorrectly at
any early step, they can not be corrected and the different similarity measures
can lead to different results.

In this paper a new agglomerative hierarchical method is proposed. Section 2
describes the theoretical basics of some popular hierarchical methods. Sections
3 presents the new approach to hierarchical clustering. In Section 4, the exper-
imental results on artificial and real data sets are illustrated. Finally, there are
conclusions in Section 5.
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2 The Popular Agglomerative Hierarchical Methods

As it has been mentioned earlier, these three agglomerative hierarchical methods
are popular and can be implemented to different applications. Usually, they are
not used to large sets, since the memory space and CPUs time are O(n2) and
O(n3) respectively [7,20]. The next sections describe the methods in details.

2.1 The Single-Link Clustering Method

This algorithm is one of the simplest hierarchical clustering method. It is also
known as the nearest neighbour method, the minimum method or the connect-
edness method. It is not constrained to shape cluster, so it has an ability to
detect irregular clusters. Unfortunately, while creating clusters the method has
the chaining tendency. Let c1, c2 and c3 be three clusters in a data set. Thus,
the distance Dist(c1, (c2, c3)) can be represented as shown below:

min {dist (c1, c2) , dist (c1, c3)} (1)

where, dist(c1, c2) and dist(c1, c3) can be defined as:

dist (c1, c2) = min
x∈c1,y∈c2

d (x,y) (2)

dist (c1, c3) = min
x∈c1,z∈c3

d (x, z) (3)

Any two clusters in the data set should be nonempty, nonoverlapping and the
Euclidean distance is the most often used similarity measure.

2.2 The Complete-Link Clustering Method

The method is not similar to single-link, since to measure the similarity between
to clusters the farthest neighbour distance is used. It can be deployed to create
compact clusters with some equal diameters. Let c1, c2 and c3 be three clusters
in a data set. Thus, the Eq.(1) represents the Dist(c1, (c2, c3)), whereas the
dist(c1, c2) and the dist(c1, c3) can be defined as:

dist (c1, c2) = max
x∈c1,y∈c2

d (x,y) (4)

dist (c1, c3) = max
x∈c1,z∈c3

d (x, z) (5)

Any two clusters in data set should be nonempty, nonoverlapping and the dis-
tance function to compute the dissimilarity matrix is also used (e.g. the Euclidean
distance).

2.3 The Average-Link Method

In this method, the distance between two clusters is determined as the average
of all distances between all pairs of data points from the clusters. This algorithm
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has a tendency to create clusters with the same variance. Let c1, c2 and c3 be
three clusters in a data set. Thus, the Eq.(1) represents the Dist(c1, (c2, c3)),
whereas the dist(c1, c2) and the dist(c1, c3) can be expressed as follows:

dist (c1, c2) =
1

|c1| |c2|
∑

x∈c1,y∈c2

dist (x,y) (6)

dist (c1, c3) =
1

|c1| |c3|
∑

x∈c1,z∈c3

dist (x, z) (7)

The clusters should be nonempty and nonoverlapping and the dissimilarity ma-
trix is also created.

3 The New Agglomerative Hierarchical Method

This proposed method integrates properties of two algorithms, i.e. single-link
and complete-link. As it has been mentioned earlier, each of the methods is char-
acterized by different properties. For example, the single-link algorithm has �the
chaining tendency while creating clusters, but it has also an ability to detect
irregular clusters. Instead, the complete-link forms compact clusters with some
equal diameters. It is advisable to create such an algorithm that somehow inte-
grates these desirable properties and forms irregular, compact clusters and does
not have the chaining tendency. The key issue is a choice of a method for calcu-
lating distances between clusters. Let c1, c2 and c3 be three clusters in data set.
The Eq.(1) represents the Dist(c1, (c2, c3)). Then, the dist(c1, c2) is defined as
shown below:

0.5
(

max
x∈c1,y∈c2

d (x,y) − min
x∈c1,y∈c2

d (x,y)
)

+ min
x∈c1,y∈c2

d (x,y) (8)

and the dist(c1, c3) is

0.5
(

max
x∈c1,y∈c3

d (x,y) − min
x∈c1,y∈c3

d (x,y)
)

+ min
x∈c1,y∈c3

d (x,y) (9)

Any two clusters in the data set should be nonempty and nonoverlapping and the
Euclidean distance can be used. For n clusters, the distance Dist(c1, (c2, ..., cn))
is given below:

min {dist (c1, c2) , ..., dist (c1, cn)} (10)

where, the distances dist(c1, c1), ..., dist(c1, cn) of the expression Eq.(10) are de-
fined in the same way as earlier in Eq.(8) or Eq.(9). The clustering results for
artificial and real data are described below.
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4 Experimental Results

The different experiments have been performed on both artificial and real data
sets. The machine learning toolkit Weka 3.6 [18] has been used to generate
artificial data sets. The presented artificial sets are 2-dimensional and multidi-
mensional with a different number of clusters. The real data sets are the two well
known machine learning problems from the UCI database [6], i.e. the Iris data
and the Wine data. The sets are used in an unsupervised manner, this means
that the information about the classes is not available to the clustering algo-
rithm. The detailed description of the sets is described in Table 1. The shape of
the data sets is so fixed in order to the distances among clusters were different.
For example, in the Figure 1 the artificial sets S1 and S2 are presented. As we
can see, the data set S1 consists of three clusters, while the set S2 includes five
clusters. Clusters are located at various distances from each other, some of them
are quite close. Data points create different shapes and can be variously identi-
fied. The new hierarchical method described in Section 3 and the three popular
methods (see Section 2) have been used to test the artificial and the real data
sets. Of course, the starting number of clusters is equal to the number of points
in the data set. The obtained results for the hierarchical algorithms are presented
in Table 2. For comparing the results provided by the hierarchical algorithms,
the Rand Index [9] is used. This index takes values in [0, 1], where the value 1

Table 1. Detailed information of the data sets

Data set Clusters Number of
attributes

Total number
of instances

S1 3 2 107
S2 5 2 194
S3 11 2 283
S4 8 5 228
S5 13 5 334
Iris 3 4 150

Wine 3 13 178

S1 S2

Fig. 1. Graphic representation of the artificial data sets S1 and S2
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Table 2. Comparision of the hierarchical clustering algorithms

Data sets
Values of the Rand-index obtained for clustering algorithms

New method Average-link Complete-link Single-link

S1 0.967 0.6 0.967 0.967
S2 0.981 0.981 0.981 0.88
S3 0.955 0.975 0.936 0.905
S4 0.986 0.309 0.993 0.473
S5 0.993 0.217 0.984 0.416
Iris 0.95 0.886 0.837 0.777

Wine 0.662 0.626 0.714 0.363

indicates the perfect partition of a data set, whereas values close to 0 correspond
to the bad membership of elements of the data set to clusters. So, one can see
that the obtained results for single-link are worse in comparison to results of the
other methods. The other approaches e.g., average-link, the complete-link and
the new method have correct results in most cases. However, the complete-link
assigns points of the sets S1, S2, S4 and the Wine to individual clusters very
well. Note, that the new method has the best results and almost all values of the
Rand Index are close to 1. The experiments for artificial and real data prove that
the performance of the new hierarchical method is very good.

5 Conclusions

All the presented results confirm the very good effectiveness of the new hier-
archical method described in Section 3. In the case of the artificial data sets,
despite the fact that the points have different distances from each other and
form variety of shapes, they are assigned to clusters correctly. Other versions
of hierarchical algorithms e.g., single-link, complete-link and average-link have
other properties and the obtained results are often worse as compared with the
results obtained with the new hierarchical method. For the real data sets is simi-
larly. In most experiments, when the new method is applied, a number of wrongly
assigned points to clusters is the smallest. Of course, when the test sets include
data noise, additional methods which remove it have to be applied. To sum up,
all the results confirm the good performance of the new method, which is very
promising. The results of this paper can be used to designing various neuro-fuzzy
systems [5,8,11,12,13,14,15].
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Abstract. In various data mining applications performing the task of
extracting information from large databases is serious problem, which
occurs in many fields e.g.: bioinformatics, commercial behaviour of In-
ternet users, social networks analysis, management and investigation of
various databases in static or dynamic states. In recent years many tech-
niques discovering hidden structures in the data set like clustering and
projection of data from high-dimensional spaces have been developed. In
this paper, we propose a model for multiple view unsupervised clustering
based on Kohonen self-organizing-map algorithm. The results of simula-
tions in two dimensional space using three views of training sets having
different statistical properties have been presented.

1 Introduction

Lots of techniques discovering hidden structures in the data set base on variations
of correlation analysis, see e.g. [20]. The phenomenon of multidimensionality has
an unpleasant feature because of the memory space and CPUs time. Therefore,
techniques leading to reduction of dimensionality of data sets [11] or reduction of
attributes in the rough sets [10] are used by many researchers. In many impor-
tant data mining applications, the same instances have multiple representations
from different spaces (so called views). Different representations often could have
different statistical properties, and the answer on question how to learn a consen-
sus pattern from multiple representations is an impressive challenge. For example,
suppose that the following thesis is true: similar groups of web surfers probably
should buy similar products in internet shops. The analysis of such similarity is a
difficult multi-space problem. One of possible way of solving this problem is to clas-
sify users through their behavior in the internet. It means that they visit similar
web pages, click similar links, etc. The characteristics of visited web-pages can be
used as description of this behavioral user model. But multi-view approach arises
from the fact that the web pages can have following multiple representations [4]:

– the term vector corresponding to words occurring in the pages themselves,
– the graph of hyper-links between the pages, and
– the term vectors corresponding to words contained in anchor text of links

pointing to the pages.
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Solving the problem of clustering of web-users someone may prepare an appropri-
ate offer for the possible customer expectation. Note that the view in each space
could have different measure. There is the question is the multi-view approach bet-
ter than clustering in one-dimension? Does a consensus pattern trained basing on
multiple representations is more accurate and robust than patterns based on a sin-
gle view? In recent years such as above and similar questions inspired many re-
searchers to find satisfactory solutions relating tasks like multi-view clustering [4]
and intelligent data analysis [21]. The area of interestswith respect to initial knowl-
edge could be pointed and developed as supervised, semi-supervised and unsuper-
vised methods. In this paper, we propose a model for multiple view unsupervised
clustering based on Kohonen self-organizing-map algorithm. The semi-supervised
case of multiple view learning was introduced in [3] by Blum and Mitchell. In their
work the co-training method of training a classifier from two representations with
unlabeled and labeled instances was investigated. During the first phase of the co-
training approachone learner is trained on eachview of the labeled instances and in
the second one each learner iteratively predicts unlabeled instances with the high-
est confidence. Newly labeled examples from one learner may give the other learner
new information to improve its model. In [7] authors extend the idea of co-training
to explicitlymeasure the degree of agreementbetween the rules in different views.A
number of papers have extended the original co-training idea [5], [9], [13], [16]. One
may find a limited work on named multiple view clustering [2], [17], [22]. Known
approaches are focused on the simple case of two views with strong assumptions.
Authors in [2] proposed an algorithm for the multiple view data clustering based on
two independent views,which canbe extended to entirely unsupervised case. In [17]
and [22] authors investigate a spectral clustering algorithms using the minimizing-
disagreement rule and the normalized cut from a single view to multiple views,
respectively. There are several works known on related topics such as: ensemble
clustering [8], [19] which combines different clusters for a single view data and/or
multi-type clustering [18] using attribute information for clustering process. Bo
Long (et all) in [4] described twodirections inmulti-viewunsupervised learning: de-
signing of centralized algorithms and solving problems by distributed approaches.
The first class of methods is using the multiple representations simultaneously to
mine hidden patterns from the data. The main problem in this approach results
from the fact that different representations could have different formulations (num-
bers and graphs), and also could have very different statistical properties (e.g. vari-
ousdistributions).Onemayfind the reviews of investigated in literaturemethods in
[1], [12]. The aim of the distributed approaches is to learn hidden patterns individ-
ually from each representation of a multiple view data and then learn the optimal
hidden patterns from those previously learnt patterns. In article [4] authors accent
some advantages of distributed framework comparing to the centralized one. Let
us cite this feature on which our work is based, too: "an algorithm which learns an
optimal pattern from multiple patterns can be used for various types of multiple
view data, since it does not work on the data directly".

In this paper a new approach to multiple view unsupervised learning is pro-
posed. Section 2 describes the main scope of the work. In Section 3, the
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experimental results on artificial data sets are illustrated. Finally, there are con-
clusions in Section 4.

2 Main Scope of the Work and Used Tools

Long et all in [15] proposed two possible ways for finding solution of clustering
task: Multiple View Clustering and Multiple View of Spectral Embedding algo-
rithms. Both of them base on special mapping functions and finding optimum
of criteria of type:

min
B,P

m∑
i=1

wi

∥∥∥A(i) − BP (i)
∥∥∥2

(1)

or

min
B,P

m∑
i=1

wiGI
(
A(i)||BP (i)

)
(2)

where A(i) is a pattern matrix, B is an optimal pattern matrix, P (i) is a mapping
matrix (in linear function space), ||.|| denotes Frobenius norm and GI is a gener-
alized I-divergence function (see [15] for details). To solve minimization problem
described by above equations is very difficult in real applications. Authors pro-
posed their solutions under several simplifying assumptions, with constraints
and limitations.

Our paper is placed in the direction of using unsupervised clustering of the
data in distributed framework. We propose the method based on Kohonen Self-
Organizing-Map (SOM) [14]. The training sets (views) in simulation study have
different probability distributions (see Table 1). At first we use Kohonen SOM
for clustering of the data. In the final phase c-means algorithm is used to find
the optimal representation for the previously learnt classes. The well known from
literature [14] Kohonen SOM is a type of neural network which classifies the in-
put vectors regarding their natural similarity. The main algorithm may be used
in unsupervised mode - then it is leading to natural clustering algorithm discov-
ering internal structure of the data. The vectors of the input space (so called
feature space) are projected to the network at input layer and the classes are
formed on the output layer basing of similarities and differences of inputs. The
Figure 1 shows the base structure of the network.

Algorithm:
1. Initialize weights of the map nodes (for instance: random or uniform)
2. Pass input vector to the input nodes
3. Calculate the Euclidean distance between input vector and all nodes, finding

the smallest distance output node (named: winner node).
4. Update weights of the winning node and its neighbor by the formulas:

wn+1(k, j) = wn(k, j) + ξ(n)[x(j) − wn(k, j)] (3)

for the input weights of winner node, and

wn+1(m, j) = wn(m, j) + d(m, n, k)ξ(n)[x(j) − wn(k, j)] (4)
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Fig. 1. The base structure of the Kohonen SOM network

for the neighbor nodes inside the area around the winner of radius defined
by function d(m, n, k) (decreasing function of the number of iteration);

where n - number of iteration, k - number of winning node, j − j′th
coordinate of the vector, ξ(n) - decreasing function of modification weights
depending on number of iteration, x(j) input pattern vector j′th coordinate.

5. Repeat above steps until a measure of convergence (e.g. recursive mean
square error method RMS) reaches assumed limit level.

The self-organizing-map performs in natural manner human brain method of
organizing information. The outcome of the algorithm is a low-dimensional (e.g.
two-dimensional) representation of the input space of the training samples, called
a map. SOM reduces the dimensionality of the input space preserving its topo-
logical properties.

The clustering results for artificial data sets are described below.

3 Experimental Results

The different experiments have been performed on artificial data sets. The pre-
sented artificial set is 2-dimensional and consist of three views. The views con-
tain random variables, which are generated from popular distributions viz., the
first view is from the normal distribution (see Figure 2), the second is from the
chisquare distribution (see Figure 3) and the next is from the Poisson distribu-
tion (see Figure 4). The detailed description of the data sets is described in Table
1. As we can see, the views consists of three clusters and the clusters are located
at various distances from each other, some of them are quite close. The new
approach described in Section 2 have been tested using the data sets. The Ko-
honen maps received for the individual views are presented in Figures 2, 3 and 4.

Table 1. Detailed information of the data sets

Data set Clusters Number of
attributes Distribution Total number

of instances
View 1 3 2 Normal 600
View 2 3 2 Chisquare 600
View 3 3 2 Poisson 600
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The final map of neurons is a logical product of the matrices, which represent the
activity of neurons in different views. Values of active neurons are equal to one,
the remaining values of neurons are zero. The final map and the neurones, which
defines the consensus pattern are shown in Figure 5. The clustering c − means
algorithm is used to obtain the consensus pattern.

View 1 SOM 1

Fig. 2. Graphic representation of the View 1 (the normal distribution) and the Kohonen
map SOM1 for View 1

View 2 SOM 2

Fig. 3. Graphic representation of the View 2 (the chisquare distribution) and the
Kohonen map SOM2 for View 2

View 3 SOM 3

Fig. 4. Graphic representation of the View 3 (the Poisson distribution) and the
Kohonen map SOM3 for the View 3



186 T. Gałkowski and A. Starczewski

Final map Consensus pattern

Fig. 5. Graphic representation of the final map of neurons and the consensus pattern
(three neurons from Kohonen map)

4 Conclusions

In this paper, we propose the Kohonen SOM based method for multiple view
unsupervised learning. Our algorithm is applicable to various types of multiple
view data sets. The evaluation of the numerical experiments for synthetic data
sets is presented. The simulations demonstrate the effectiveness and great po-
tential of the proposed approach. In the future research we will develop various
variants (see e.g. [6]) of algorithms (3) and (4) for multiple view unsupervised
learning.
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Abstract. In Probabilistic Seismic Hazard Analysis, which has become the ba-
sis of decision making on the design of high risk facilities, one estimates the
probability that ground motion caused by earthquakes exceeds a certain level at
a certain site within a certain time interval. One of the most critical aspects in
this context is the model for the conditional probability of ground motion given
earthquake magnitude, source-site-distance and potentially additional parame-
ters. These models are usually regression functions, including terms modelling
interaction effects derived from expert knowledge. We show that the framework
of Directed Graphical Models is an attractive alternative to the standard regres-
sion approach. We investigate Bayesian Networks, modelling the problem in a
true multivariate way, and we look into Naive Bayes and Tree-Augmented Naive
Bayes, where the target node coincides with the dependent variable in standard
ground motion regression. Our approach gives rise to distribution-free learning
when necessary, and we experiment with and introduce different discretization
schemes to apply standard learning and inference algorithms to our problem
at hand.

1 Introduction

In the context of Probabilistic Seismic Hazard Analysis (PSHA) strong ground mo-
tion at a particular site, caused by an earthquake, is modelled by physical relationships
between various parameters, usually dictated by physical principles. This requires ac-
curate knowledge of the source process, of the properties of the propagation medium
as well as of the subsurface under the site. In regions of well recorded seismicity the
most popular modelling approach is to fit a regression function to the observed data,
where the functional form is determined by expert knowledge. In regions, where we
lack a sufficient amount of data, it is popular to fit the regression function to a data
set generated by a so-called stochastic model [1], which distorts the shape of a random
time series according to physical principles to obtain a time series with properties that
match ground-motion characteristics. The stochastic model does not have nice analyt-
ical properties nor does it come in a form amenable for easy analytical handling and
evaluation. In order to determine the ground motion the stochastic model is simulated,
posing a time-consuming and computationally expensive challenge. Instead of using a
stochastic model directly, a surrogate model, which describes the stochastic model in a
more abstract sense (e.g. regression), is often used in PSHA.

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 188–195, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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In this paper we show how Directed Graphical Models (DGM) may be seen as a
viable alternative to the classical regression approach. Graphical models have proven to
be a “all-round” pre/descriptive probabilistic framework for many problems. The trans-
parent nature of the graphical models is attractive from a domain perspective allowing
for a better understanding and gives direct insight into the relationships and workings
of a system. A possible application of DGMs for PSHA is already described in [7].

In the following sections we give a short introduction into the ground motion domain
and into DGMs. How the DGMs are learned for discrete variables is explained in Sect.
4. Discretization methods and how we deal with a continuous target variable are given
in Sect. 5. In Sect. 6 we apply DGMs to a dataset simulated by a stochastic model and
we end with the conclusions.

2 Ground Motion Models

Formally speaking, in ground motion modelling we want to estimate the conditional
probability of a ground motion parameter Y such as (horizontal) peak ground acceler-
ation (PGA) or spectral acceleration (PSA) given earthquake and site related predictor
variables, X. In the regression approach the ground motion parameter is usually as-
sumed to be log-normally distributed, lnY = f(X) + ε, with ε ∼ N (0, σ2).

Which predictor variables are used is a matter of choice; in thus sequel we have at our
disposal, X = {M,R, SD,Q0, κ0, VS30}. The moment magnitude of the earthquake
(M ) and distance between source and site (R) traditionally have special status in PSHA,
however, we treat them no differently than the other variables: Stress released during
the earthquake (SD), attenuation of seismic wave amplitudes in deep layers (Q0) and
near the surface (κ0), Average shear-wave velocity in the upper 30m (VS30). 1

Seismological expert knowledge determines the functional form of the regressions
function; in our case a reasonable form for a regression function is the following, which
is based on the description of the Fourier spectrum of seismic ground motion [1],

f(X) = a0 + a1M + a2M · lnSD + (a3 + a4M) ln
√
a25 +R2 (1)

+a6κR+ a7VS30 + a8 lnSD

with κ = κ0 + t∗, t∗ = R
Q0Vsq

and Vsq = 3.5km
s , where ai is fitted to data

simulated from the stochastic model.

3 Directed Graphical Models

DGM’s describe a joint probability distribution of a set of variables, X, decompos-
ing it into a product of (local) conditional probability distributions P (X|DAG, θ) =∏

i P (Xi|XPa(i)) =
∏

i θXi|XPa(i)
according to a directed acyclic graph (DAG), with

vertices Xi and edges pointing from the parent set, XPa(i), to Xi, encoding the con-
ditional independences. The local conditional probability distributions, P (Xi|XPa(i))

1 In the next sections we will sometimes include Y in X; it will be clear from the context when
this is the case.
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may be defined according to our prior knowledge, e.g., as Gaussians where the mean
and the variance could be associated with corresponding vertices in the DAG. How-
ever often we want to make no such explicit assumptions, that is, we want to be able
to model a wide range of distributions, because no prior knowledge may be available.
By adhering to categorical distributions we may approximate (by “histograms”) any
continuous distribution asymptotically; this would be called distribution-free learning.
E.g. if estimated from observations, the parameters could be the maximum likelihood

estimates, θ̂xi|xPa(i)
=

n(xi,xPa(i))

n(xPa(i))
using the statistics n(·), the counts of a particular

configuration from data. More about discretization follows in Sect. 5.
In contrast to classical regression, DGMs treat all random quantities, including co-

variates, as random variables. This is not only reasonable, since the measure of the
covariates is often defective, but also allows to infer in “all directions” and calculate any
conditional distributions of interest. Furthermore DGMs offer a different perspective on
how variables (including co-variates) relate, since no assumptions about the functional
form for physical relationships between the variables have to be given. On the other
hand, expert knowledge can be included by the usage of informative priors, both on
structure and parameters. For a more detailed description of DGMs see [3].

4 Learning Approaches for Discrete Variables

In the sections to come we assume that we have at our disposal an i.i.d. sample, d,
with n records (for now assume discretized data); this will in our case be the simulated
data from the stochastic model, from which we want to learn. We investigate DGMs
admitting to different decompositions/factorizations of the joint distribution, that is,
the restrictions that are imposed by the DAG: Bayesian Networks (BNs), Naive Bayes
(NBs) and Tree Augmented Naive Bayes (TANs).

4.1 Bayesian Networks

In contrast to the regression approach, for BNs we do not need to make any assumptions
about any (functional or (in)dependence) relationship of the involved variables a priori.
When learned from data, we automatically get a concise surrogate model. By inspecting
the learned BN structure we may get an intuition about the workings of the underlying
data generating system (the stochastic model) from an (in)dependence perspective. The
BN at the same time enables for computing any marginal/conditional of interest.

BN learning involves traversing the space of BNs looking for the one yielding the
highest score. As scoring function we use the Bayesian MAP scoring, introduced in
[10], assuming a joint uniform prior P (DAG,Θ) = P (Θ|DAG)P (DAG), with
P (Θ|DAG) a uniform product Dirichlet distribution (with restricted hyper-parameters
α guaranteeing DAG scoring equivalence), and P (DAG) uniform over BN structures
too. This yields the MAP scoring metric which needs to be maximized,

S(DAG|d) =
∏
i

∏
xPa(i)

∏
xi

θ̂
n(xi,xPa(i))+α(xi,xPa(i))−1

xi|xPa(i)
× regularization term.



Graphical Models as Surrogates for Complex Ground Motion Models 191

To traverse the (simulated) space of essential graphs we use a hill-climber algorithm,
applying the Repeated Covered Arc Reversal operator [2], where arc addition and re-
moval are the basic operations. Without going into detail, we note that the thus obtained
structure also dictates the parameter estimates of θ as the maximum likelihood (see pre-
vious section), but now based on α(·) + n(·)− 1.

4.2 Naive Bayes

In the BN approach, the structure is learned, and all variables are treated equally; there
is no dedicated “output” node. In the context of our surrogate mode there is however
a variable of interest, Y . The network structure in Naive Bayes (NBs) is simple and
fixed: The target variable Y , often referred to as class variable, is the only parent of
each attribute Xi. Even though the assumed independence between the attributes is
most likely violated, NBs usually perform well (competitive with or better than BNs) in
classification tasks [5]. Obviously, in contrast to the BNs, with NBs we lack the ability
to gain insight into the relationships between the variables via inspection.

The (local) conditional distributions may be the usual maximum likelihood esti-
mates; however, we use the smoothed maximum likelihood estimator given in [5] in-

stead, θ̂xi|xPa(i)
= α

n(xi,xPa(i))

n(xPa(i))
+ (1− α)n(xi)

n with α =
n(xPa(i))

n(xPa(i))+5 .

4.3 Tree Augmented Naive Bayes

Tree Augmented Naive Bayes (TANs) are an extension of the NBs. They allow each
attribute to have one more parent in addition to the target variable. This relaxes the in-
dependence assumption for the attributes made in NB, but maintains the computational
simplicity. In a TAN construction we start off with the NB structure. To determine on
the presence or absence of connections between the attributes, we use a score based on
entropy, Entd(X) = −

∑
x

n(x)
n log2

n(x)
n . Entropy measures the amount of informa-

tion, needed to specify X in the dataset d with n records. We determine for each pair,
(Xi, Xj)i�=j , the explaining away residual (EAR) [9],

EAR(Xi, Xj |Y ) = Entd(Xi, Y ) + Entd(Xj , Y )− Entd(Xi, Xj , Y )− Entd(Y )

−Entd(Xi)− Entd(Xj) + Entd(Xi, Xj),

which is high for pairs which are mutually informative conditioned on Y and at the same
time not mutually informative unconditionally. In an undirected maximum spanning tree
the weights of the edges are associated with the EAR, all edges with negative weights
are deleted and for the remaining tree(s) we choose a root node and set the direction of
the edges pointing away from the root. These are the edges, which are added to the NB,
ultimately yielding the TAN. The estimation of θ is done as described for NBs.

5 Discretization

For a distribution-free learning, we need to discretize the continuous variables of our
data set. A discretization splits the range of X into (multidimensional) intervals and
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merges all real values of one interval into one state of a discrete variable, X′. The num-
ber of intervals and their boundaries have to be chosen carefully, since essential infor-
mation about the distributions and dependencies of the variables may be lost otherwise.

5.1 Bayesian Network

For BN’s, where we are mainly interested in learning the dependency structure, we dis-
cretize all variables simultaneously, using a multivariate discretization, which takes the
interaction between all connected variables into account. We use a method developed
in [8], assuming that the observed data, were generated in two steps. In the first step
an interval is selected by drawing from P (X′|DAG). Afterwards we draw X from a
uniform distribution over the selected interval, P (X|X′) =

∏
i P (Xi|X ′

i). According
to [8] we now seek a discretization d′ of d, which maximizes for a given structure
P (d′|DAG)P (d|d′); here P (d′|DAG) is the so-called marginal likelihood.

The optimal discretization depends on the BN structure and has to be adjusted dy-
namically as the structure changes. We do this in an iterative way, similar to [6], first
learning the discretization for an initial network, which in turn is used to learn a new
BN with the MAP-scoring function. The discretization and the BN-learning steps are
repeated until we reach a local maximum of the MAP-score. Starting with different ini-
tial networks can lead to different results. We use the structure of a TAN to start with,
but ideally different initial GMs should be tested.

5.2 Naive Bayes and Tree Augmented Naive Bayes

The above mentioned approach is not ideal for the NB and TAN approach. Here our
attention is on the estimation of the target variable, and we discretize only the attributes,
while the continuous target is approximated with a kernel density estimator.

Our method is based on the approach developed in [4], which is widely used for
the discretization of continuous attributes in classification tasks with a discrete class
variable Y . The discretization of each attribute Xi depends on Y , but is independent
of the other attributes. It splits the total dataset d into subsets ∪Kk=1dk = d, where dk

includes all records, for whichXi falls into the k-th interval. We aim to choose interval
boundaries that lead to a small Minimum Description Length (MDL). The MDL can
be expressed as

∑
k

nk

n Entdk
(Y ) + cost, where nk is the number of records in dk,

Entdk
(Y ) is the class entropy based on the dataset dk and cost is a regularization term

restricting the number of intervals.
The above method is only valid for a discrete target variable, but our target is Y =

lnPGA, i.e., continuous. To apply the class entropy, we replace the continuous Y with
a discrete approximation Y ′, whose states, y′1, ..., y

′
nY

, correspond to the interval mid-
points, we get by splitting the range of Y into nY equidistant intervals of width ΔY .
We choose a large number nY (e.g. nY = 512) to allow a precise approximation of
Y . In order to estimate Entdk

(Y ) reliably, we now use a Gaussian kernel density esti-
mator, P̂Y,d, with a bandwidth according to Silverman’s “rule of thumb” [11] and set,
P̂ (y′i) = ΔY · P̂Y,d(y = y′i). The class entropy Entdk

(Y ) ≈ −
∑nY

i=1 P̂ (y′i) log2 P̂ (y′i)
can now be used for the discretization of the attributes as described above.
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The very fine discretization allows a precise estimation of Y , while its prediction
would be limited to a couple of states, if we use a coarse discretization as we would get
by applying the method described in Sect. 5.1. Anyhow a coarse discretization is often
more effective to capture the essentials of the joint distribution.

5.3 Adopted Parameter Estimation

Working with a continuous variable or rather a discrete one with lots of states Y ′, also
requires a transformed parameter estimation for the graphical model. Using the statistics
n(·), would lead to weak maximum likelihood estimates θ̂Xi|XPa(i)

whenever Y ′ ∈
XPa(i), since they are based on only a few observations. Hence, in case of Y ′ ∈ XPa(i),
we rewrite,

P (Xi|XPa(i))=
P (Xi,XPa(i))∑
xi
P (xi,XPa(i))

=
P (Y ′|Xi,XPa(i)−Y ′)P (Xi,XPa(i)−Y ′)∑
xi
P (Y ′|xi,XPa(i)−Y ′)P (xi,XPa(i)−Y ′)

,

with XPa(i)−Y ′ = XPa(i) \ Y ′. Here P (Y ′|z) is again estimated with a kernel den-

sity estimator, P̂Y,dz , based on dz, which are all records matching z in d. Thus we
get P̂ (y′i|z) = ΔY · P̂Y,dz(y = y′i). The Gaussian kernel of the density estimator is
smoothed by multiplying it with a symmetric nY × nY -weight-matrix. The matrix en-
tries are choosen in order to keep the mean squared error of the target variable prediction
small.

6 Application Experiment

We generate d from the stochastic model [1], with n = 10.000 records. The predic-
tor variables are either uniform or exponentially distributed within a particular interval:
M ∼ U[5,7.5], R ∼ Exp[1km, 200km], SD ∼ Exp[0bar,300bar], Q0 ∼ Exp[0s−1,5000s−1],
κ0 ∼ Exp[0s,0.1s], VS30 ∼ U[600m/s,2800m/s] and the PGA is generated by the stochas-
tic model. In the development of the GMs, we use lnPGA instead of PGA, as we also
use Y = lnPGA in the regression model. The learned GMs are illustrated in Fig. 1.

The BN structure gives insight into the data generating process. We already know,
the learned direct independences between the attributes hold (no arcs), due to data con-
struction. However, we observe conditionally induced dependences, which are reflected
in the v-connections, e.g., R → lnPGA ← SD. The dependency between Q0 and
lnPGA is weak in our dataset and does not induce a conditional dependency to an-
other co-variate. The influence of VS30 may be ignored; apparantly this variable is not
essential in establishing lnPGA.

An evaluation of the learned models may be done in terms of the performance of
the lnPGA prediction. However, the BN has not been learned to perform well in terms
of predicting lnPGA well; the BN captures the joint of all variables such that the
performance is well “overall” for all variables. It is therefore somewhat unfair to judge
the BN based just on the performance of one single variable. On the other hand, the
TAN only captures the model structure in the sense that it yields the best performance
of predicting lnPGA. The performance test in terms of lnPGA prediction is done
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BN

SD

Q0

κ0Vs30

M

R

PGA

NB and TAN

SD

Q0

κ0Vs30

M

R

PGA

Fig. 1. left: BN learned using MAP scoring metric; right: TAN learned with EAR, where the black
edges show the NB and the gray ones the extension to TAN

using a 5-fold cross validation and measured using mean squared errors (MSE); see
Table 1.

For the prediction of lnPGA with the BN, we use the network structure and dis-
cretization of the covariates learned by applying the MAP scoring metric and the dis-
cretization method described in Sect. 5.1, but we ignore the discretization learned for
lnPGA. Instead, to allow a more precise prediction, we discretize lnPGA into
nY = 512 equidistant intervals, as it is also done for NB and TAN (see Sect. 5.2)
and recalculate the parameters of the affected variables as described in Sect. 5.3.

The prediction results of the GMs are quite well compared to the regression, using
Eq. 1. There is only one case (4th dataset, BN) in which the GM performs worse than the
regression model. In this case the algorithm failed to learn the connection to Q0. The
TAN and NB perform almost the same; the added flexibility of TANs, including the
interaction effects of some predictor variables, does not seem to result in improvements
in terms of MSE.

Table 1. Mean squared errors of a 5-fold cross validation on a synthetic dataset using 8000 records
for learning and a test set of 2000 records

1. 2. 3. 4. 5. Avg.
BN 0.569 0.598 0.583 0.759 0.579 0.617
NB 0.488 0.489 0.566 0.592 0.473 0.522
TAN 0.509 0.525 0.566 0.597 0.494 0.538
Regression 0.666 0.679 0.688 0.681 0.650 0.673

7 Conclusion

We presented an alternative to regression models for the construction of surrogates
for ground motion models. Three GMs (BN, NB and TAN) were investigated along
with schemes for discretization. On average they all perform better than the regression
model in terms of predicting lnPGA. Moreover, the entirely data-driven approach of
learning the BN enables for a correct interpretation of the (in)dependences between the
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variables, as opposed to imposed algebraic interaction effects of the regression model.
The advantages of GMs can help to tackle typical problems in PSHA. For instance are
variables as κ0 andQ0 usually unknown and therefore not included in regression mod-
els. GMs offer the possibility to work with a distribution function instead of a precise
value. This allows to deal with the uncertainty of these parameters in a more accurate
way as in done in the general regression approach.

An obvious extension to NBs and TANs is to learn the entire Markov blanket of
Y ; this approach would yield an unrestricted Bayesian Network classifier. Hence, for
vertex Y learn the parent set, children set and children’s parent sets. Evaluation/model-
selection would in that case rely on cross-validation of the predictive performance of Y
(no direct scoring metric required).
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Abstract. The article concerns the problem of automatic classification of textual
content. We present selected methods for generation of documents representation
and we evaluate them in classification tasks. The experiments have been per-
formed on Wikipedia articles classified automatically to their categories made by
Wikipedia editors.

Keywords: documents categorization, documents classification, document rep-
resentation, n-Gram, Ranking Method, Naive Bayes Classifier, k-NN.

1 Introduction

Classification of text collections into specific subject groups is one of the methods for
automatic document categorization. The task of assigning a document into a category
according to its thematic issues finds many applications eg.: in spam filtering or lan-
guage identification.

As a text for the computer is only a set of characters without any meaningful (seman-
tic) information it is essential to prepare a content of documents in computationalable
form. In this article we focus on the problem of documents representation and their
evaluation in classification task.

Creating document representation involves a selection of document features and then
associate weights that define their descriptiveness. We describe three methods of doc-
uments representation based on: words (terms), n-words (phrases) and n-grams (let-
ters frequency distributions). The representations we evaluate with application in three
classifiers: Ranking Method, Naive Bayes and k-Nearest Neighbors. The results of the
experiments allow us to select the most suitable representation method.

2 Document Representations

Acquiring from the text features that form documents characteristics requires to perform
text preprocessing. This task significantly reduces the dimensionality of features set as
well as allows to eliminate a noise. Also it leads to decrease of the classification time
as well as learning and test phase. The elimination of unnecessary words and characters
also improves classification quality due to the fact that the classifier uses only the most
characteristic features (eg. specific vocabulary for a given area of science) rather than
those that occur in most documents (eg. common words, stop words or honorifics). Also
the words are brought into their basic form with the use of stemmers and lemmatizers.

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 196–204, 2012.
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2.1 Words

The most intuitive method for representation of a document is to use words that appear
in it. This approach is simple to implement, but it has some drawbacks. One disad-
vantage results from the fact that certain words tend to recur in many documents even
from a very different thematic areas. This problem becomes even greater for the analy-
sis of short texts, where the probability of common words dominance over words that
are characteristic for the document subject is high. In addition, certain words appear in
phraseological compounds and analyzed as a single word can significantly change their
meaning. This leads to false detection of similarities between the differing thematic
documents [8]. Another problem is incorrect spelling and typing errors that may occur
in the documents. In conjunction with the occurrence of words in various forms, it may
consequently lead to abnormal distribution of frequency characteristics, which easily
propagates into decrease of classification quality.

2.2 N-Words

N-word is considered to be n consecutive words. Application of N-word representa-
tion solves one problem of words representation. By analyzing interchanging words the
context of their occurrence is created, which allows to detect phrases occurring in the
text. In this approach it is necessary to determine the value of parameter n determining
the length of the frame used to generate n-word chunks. In our experiments we perform
a series of tests aiming to find a n value that produces the most accurate classification
results.

One of drawbacks is caused by existence of words that may appear in many different
phraseological compounds. Therefore, the weight of that word may be underestimated
what would negatively affect the accuracy of classification. Situation is even worse
because one mistake in the word is propagated to the whole n-word chunk.

2.3 N-Grams

The idea behind n-grams is very similar to the previously described n-words. The
method instead of whole words use fixed n-letter chunks [15]. Let’s assume that the
n-gram is n characters in succession. The approach based on n-grams generation fulfill
Zipf law [13], which states as follows:

“The n-th most common word in a human language text occurs with
a frequency inversely proportional to n.”

It shows that in every language there is a group of words that significantly dominates
in the number of occurrence count over other words. As in the case of n-words, during
the generation of the representation with n-grams there must be selected an appropriate
value for n which allows to generate a representative set of features. Finding the proper
n value was a goal of one of our experiments described in section 5.1.

One of the main advantages of n-gram representation is reduction of negative influ-
ence of misspellings in the text as well as of different words inflections. This is due
to a much smaller propagation of errors only in individual n-grams rather than in the
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whole word or phrase. Also this method can be applied in rough, no preprocessed text.
In addition, the method works well even for short texts due to the generation of large
features dictionaries, sufficient to construct good classifiers with them.

2.4 Features Weighting

Once we obtain the features that are to be used to represent document set we need to
relate them with documents. As we mentioned before features are not equally important
to describe documents. Below we present two main methods that allow to introduce
value of the descriptives of the particular feature to a document.

Boolean. Boolean method is the simplest way for weighing features that appear in
represented documents. It assigns to representation vectors weight values 0 or 1. These
values indicate whether the feature from the dictionary (obtained from a whole docu-
ment set) occurs in the analyzed document or not.

This weighting type is very fast and efficient in computations. However its ease while
applied to words, when it describes whether a given word appears in a document or not,
may lead to over-simplifying representation. Thus it may lead to errors in classification
process. It is caused mainly by the assumption that a single occurrence of features
indicates that the document is closely related to the subject indicated with this feature,
which sometimes is false. In addition, a weight value 1 is assigned regardless of the
number of occurrence of a feature, which means that features which occur repeatedly in
the text are treated identically as the features that appeared in it only once, sometimes
even accidentally.

Weighting with Frequency. One of the most popular approaches for determining
weights of document features is the usage of the number of their occurrences in the
document. This frequency consists of summing up the number of occurrences of all
features in the document and creates ranking based on the calculated frequency.

This weighting promotes terms that appear in the document frequently. Application
of the TF for the document needs only to analyze its contents, without reference to any
other documents in the collection. This guarantees high performance of this approach,
even with limited memory size. Relying only on the number of occurrences of features
in the document is sometimes sufficient for creating the correct representation of the
document, but very often it happens that, despite the multiple use of a feature (eg.
a word) in the document, it carries no information about the subject content of the
processed text. In extreme cases, because of such features, misclassification may occur.

It should be stressed here it is not the only method, but the most popular one, that
is reported to obtain good results. The other ones such as IDF, TF*IDF and BM25
[14] are subjects of our interest and further we plan to investigate their influence on
classification task.

Features (terms) and weights w that associate them with the documents allows to
represent the collection of the documents as points in feature space called Vector Space
Model (VSM) [17]. Document similarity is there easily computed using distance
measures such as eg.: cosine or euclidean measures [7].
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VSM limitation is the lack of analysis of the order of occurrence of words in the
document. Thus this approach is called BOW (Bag of Words). The impact of this prob-
lem can be reduced by applying the method which binds several features in one - for
words such example is the n-word. A much bigger problem is multidimensionality of
vectors generated for large text collections. It can cause a large demand for memory
and processing time and lead to a very small degree of similarity between vectors.

3 Document Classification

The process of classification of documents consists of calculating distance measures
between the document representation and the representations of categories [1]. This
measure indicates how likely it is that the document belongs to the category. A final
decision is taken based on the thematic proximity created with distance measures. Be-
low we describe three classifiers: Ranking Method, Naive Bayes and k-NN classifier
we used for testing representation methods.

3.1 Ranking Method

This is one of the simplest methods of document classification [3]. To represent a class
it uses the calculated features weights and creates with them ranking lists, sorted from
largest to smallest values indicating their descriptiveness for a class. Features rankings
are created for all categories and for documents that are to be classified. The process of
classification is based on comparing the distance between document and category. The
distance typically is the summation of differences between the occurrences of a given
features positions in the rankings of the document and category. Distances calculated
in this way are called the out-of-place measure and they are sorted in ascending order.
The classification decision is the category with the lowest distance. Major advantages
of this approach are its simplicity and speed, the drawback – possibly not very good
quality of returned results highly dependent on ranking comparing methods.

3.2 k-NN Classifier

Classification using k-Nearest Neighbor (k-NN) [11] is based on the assignment
document to a category whose representatives are most numerous among its k nearest
neighbors. The proximity of the documents can be determined in various ways, most
common is used Euclidean distance. This measure we used in our test presented further.
The disadvantages of this method are distortions caused by unbalanced datasets when
large groups of object prevail small classes [9]. One of the methods of its improving
is working on prototypes that represent original data [4]. The main advantage of k-NN
classifier is good accuracy of the results achieved with very simple approach.

3.3 Naive Bayes Classifier

Naive Bayes [5] is a probabilistic approach to classification based on the assumption of
the independence of features occurring in documents. This assumption is obviously not
true as in language there are many phraseological compounds where strong dependence



200 M. Westa, J. Szymański, and H. Krawczyk

between consecutive words is found. However, this simplification does not influence
significantly the quality of results and allows to obtain good classifications.

For classification of text documents using Bayes classifier it is assumed that the doc-
ument belongs to one class. Then probabilities of document features w in all categories
C are calculated using the formula (1).

p(C|w1, w2, ...wn) = log(p(Ci)) +
n∑

j=1

log(p(wj |Ci)) (1)

The probability p(Ci) is calculated according to the formula (2)

p(Ci) =
|Ci|∑m

j=1 |Cj | (2)

where |Ci| is the number of texts that belong to the class, and m is the number of all
classes.

The probability p(wj |C) is calculated according to the formula (3)

p(wj |C) =
|(wj , C)| + 1

|C| (3)

where |C| is the number of texts belonging to the class C and |(wj , C)| is the number of
documents belonging to class C, in which a given feature was found.

The document is classified to the category for which the calculated probability value
is the highest among all others. Naive Bayesian classifier is known to has high classi-
fication accuracy and good processing speed which is confirmed by a very good test
results presented in the [10] [9].

4 Test Data and Evaluation Methodology

Our experiments were performed using data generated from MATRIX’u application.
The application allows to prepare Wikipedia content1 in computationable form. Among
many functionalities it allows to select Wikipedia categories that narrow a set of articles
and generate for them a set of characteristic features, selected according to chosen text
representation method. In experiments presented here we use representations described
in section 2, but application allows to use other approaches: based on references be-
tween articles, suffix trees and common substrings [6], information content computed
by compression [2]. The application is available to download on-line2 and free for aca-
demic use.

Using before mentioned application we generate four data packages each represent-
ing different aspects of classification within category hierarchies. Each of the data pack-
age contains 10 independent data sets so aggregated results obtained for each of the
data package is more reliable. Each of data sets have been constructed from 300 arti-
cles from Wikipedia that belong to 10 categories. If the category was too small we add
articles from its subcategories.

1 http://dumps.wikimedia.org/
2 http://lab527.eti.pg.gda.pl/CompWiki/

http://dumps.wikimedia.org/
http://lab527.eti.pg.gda.pl/CompWiki/
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Each of the data packages contains different cases of complexity of classification:

– The first data package contains general categories (from the highest level of the hi-
erarchy structure). This package would show how classifiers are able to distinguish
classes that are significantly different.

– The second consists of thematically different categories from second level of cat-
egory tree structure. It allows to examine whether the distant thematic categories
translate into increasing quality of the classification results and evaluate ability to
differentiate horizontal similarity of the categories.

– The third and the fourth data packages contain categories linked thematically. The
classes have been constructed from the categories belonging to the same one upper
category. The third package includes categories connected with biology and the
fourth with social sciences. Test cases will show whether category theme puts any
impact on classification results.

The aim of constructing the packages in this way was to examine classifiers sensitivity
to changing similarity between categories.

To evaluate classification in each dataset we use cross-validation technique and its the
most common variation - so-called k-fold validation. Its main objective is to partition
the data into test and learn sets, which in subsequent iterations of testing process have
to be changed in such way that each element forming part of evaluation at least once
belongs to a testing and learning set.

5 Results

Tests were performed on three classifiers: Naive Bayesian Classifier, Ranking Method
and k-NN Classifier. The classification accuracy has been evaluated using 10-fold cross-
validation. Before we tested classification accuracy we performed experiments aimed
at selecting the values of n for the n-word and n-grams representations. Similar experi-
ments have been performed to evaluate values of k for k-NN classifier.

5.1 Selection of Parameter n

To select values of n for which n-word and n-grams representations give the best results
we have performed series of classification tests for different n values. In Tables 1 we
present results of classification quality. The values are arithmetic means of the results
obtained within each of data packages achieved for tested successive values of n. What
can be seen from the results the best parameter n for n-words is n ∈ <1; 3> and for
n-grams is n ∈ <2; 5>. We use these values in later experiments.

5.2 Selection k Parameter for k-NN Classifier

For selecting the value of k for which k-NN classifier achieves the best results we per-
form tests for different values of k and for three different representations. On the basis
of the results that are presented in the table 2 we determine the usage k=3 gives the best
performance.
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Table 1. Evaluation of classification performance in the function of parameter n for n-grams and
n-words

n-words n-grams
n value 1-2 1-3 2 2-3 2-4 2-5 3 3-4 3-5 4 4-5 5
Package 1 74,42 74,93 68,00 43,30 75,42 78,63 43,30 75,20 78,53 72,42 78,30 76,85
Package 2 86,43 86,88 71,42 57,22 85,92 88,57 57,32 85,27 88,25 83,95 87,93 86,97
Package 3 81,25 81,12 69,43 56,43 80,55 81,92 56,58 80,68 82,08 79,78 82,08 82,33
Package 4 46,92 46,72 60,47 31,55 47,60 53,83 31,50 47,03 53,33 43,40 52,77 48,77

Table 2. Evaluation of k-NN classification performance in the function of parameter k

k value 1 2 3 4 5 10 15
Words 26,00 38,22 49,63 49,30 50,70 51,20 50,42
N-words <1; 3> 32,23 44,07 52,23 50,63 50,97 52,00 51,83
N-grams <2; 5> 48,17 65,73 67,53 65,47 63,23 56,07 48,80

5.3 Results of Classification Quality

The obtained results for classifiers have been shown in Table 3. What can be seen the
best results have been achieved by the Naive Bayesian classifier generally regardless
of the representation of features. Slightly poorer results got ranking method and k-
NN classifier. Another observation is slight decrease (by about 1-3%) of classification
quality after using stemming process for creating words features. This may be due to
“blurring” distributions of words specific to the document as a result of stemming.

Table 3. Classification quality estimated by 10-fold cross-validation for packages [%]

Package 1 Package 2 Package 3 Package 4 Average
Ranking Method + Words 76,20 87,17 82,63 47,40 73,35
Ranking Method + Stemmed Words 73,33 85,33 81,47 44,60 71,18
Ranking Method + N-words <1; 3> 76,80 85,73 80,47 45,57 72,14
Ranking Method + N-grams <2; 5> 78,20 88,57 81,90 53,37 75,51
Naive Bayes + Words 75,80 87,13 82,93 47,03 73,23
Naive Bayes + Stemmed Words 73,70 84,97 82,03 44,83 71,38
Naive Bayes + N-words <1; 3> 73,07 88,03 81,77 47,87 72,68
Naive Bayes + N-grams <2; 5> 79,07 88,57 81,93 54,30 75,97
k-NN + Words 51,97 76,40 70,23 47,23 61,46
k-NN + Stemmed Words 47,30 70,93 68,83 43,23 57,58
k-NN + N-words <1; 3> 52,23 76,03 69,57 46,40 61,06
k-NN + N-grams <2; 5> 67,53 74,47 62,03 49,07 63,28

Results confirmed the expected high classification accuracy for the second data pack-
age. This package includes categories that are significantly different from each other
because they belong to distant thematic areas. Evident is also increasing difficulty of
correct classifications for the categories of similar topics that were included in the
package 3 and the package 4.
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The table 3 shows the average global values of classification quality (for all data
packages) achieved using particular representations. It can be seen that the best clas-
sification results were obtained by the Naive Bayesian method using N-grams <2; 5>.
Slightly weaker results were obtained for the Naive Bayesian Classifier combinated
with Words and Ranking Method with N-grams. The weakest classifier, regardless the
method of representation of features, has proved to be a 3-NN classifier.

6 Discussion and Future Work

As a result of our evaluation three classifiers have been implemented as web services
on KASKADA platform3. Services are used now as a part of anty-plagiarism system
run on GALERA4 – one of the most powerful super–computers in Central Europe.
The text classification is used here in initial stage to narrow the number of necessary
comparisons and use only to the articles that fall into the same category.

The obtained results show that the use of n-gram representation leads to achieve
better classification results than using other types (word, n-word). Additionally it was
observed that the processes of stemming or lematization has no positive effect on results
of the classification of documents.

The processing time of the collections of the data is considerable. Now we perform
classifications of documents into 2000 categories. Effective computation on such a
large data collections requires the reduction of representations space. We plan to apply
the mentioned earlier PCA method for dimension reduction but effective calculation of
eigenvectors and eigenvalues for spaces over 20.000 dimensions requires parallelization
of computations. We are now in the initial stage of implementation and in a few months
we plan to extend our approach to classification with filtering based on dimensionality
reduction.

Another idea to improvement of text representations is to introduce more background
knowledge and capture some semantics. Our approach is to map words into network
of senses. In our case we use Wordnet synsets [12]. First results of creating repre-
sentations based on synsets are promising – for now we achieved 65% of succesfoul
desambiguations [16].

Proposed in the article simple classifiers are used as initial (rough) classifiers in
KASKADA platform. We plan to implement the second layer with more complex and
computionally expensive SVM approach. As it is very effective binary classifier, and
introducing multi-label and multi-class classifications require use of additional tricks
that make it suitable only for narrowed domain of a few classes.

The presented approach for Wikipedia articles representation is a basis for our long
term goal in SYNAT project. We plan here to build large scale text classifier which us-
ing Wikipedia Categories will be able to categorize web search results.

Acknowledgment. This work has been supported by the National Center for Research
and Development (NCBiR) under research Grant No. SP/I/1/77065/1 SYNAT:

3 http://mayday-dev.task.gda.pl:48080/mayday.uc/
4 http://www.task.gda.pl/kdm/sprzet/Galera
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“Establishment of the universal, open, hosting and communication, repository platform
for network resources of knowledge to be used by science, education and open knowl-
edge society”.
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Abstract. In this paper we propose a heuristic algorithm for construc-
tion an optimal spring network architecture aimed at obtaining desired
mechanical behaviour in response to physical input (control) stimuli.
The part of the algorithm that searches for a network structure is based
on random graph walks. To ensure desired mechanical behaviour of the
graph, physical parameters of the spring network are adjusted by an ap-
propriate gradient descent learning algorithm. In addition, we discuss
numerical results of the network search procedure.

1 Introduction

Design processes in engineering are commonly supported by computers, which
make their cycles faster, more accurate and less expensive. For example software
implementations of the spring systems are widely used for modelling large scale
elastic properties of physical systems [5,8], disordered media in material sciences
[6,11], self-organisation and system design in material and architectural sciences
[7,9] and in many other contexts.
In this paper we propose a stochastic algorithm for searching an optimal

spring network architecture for given physical input and output displacements.
We also present numerical analysis, concerning dependence between architecture
resources and its efficiency. These results enable us to select proper resources
in order to construct relatively small networks, capable of producing expected
physical behaviour. Structure simplicity is important in the context of increasing
revenue of production of a real-world objects, devices etc.
In our previous work [4] we advocated use of complex spring networks as

adaptive systems for shape programming. Note that, the algorithm described in
[4] uses assigned system structure, quite the opposite in this paper we present
structure searching procedure for given input – output relations. The princi-
pal task for such systems, embedded in a physical space IR2, is to assume a

� An Associate Professor at Faculty of Mathematics and Computer Science, NCU,
a bright young scientist carrying researches in mathematics, computer science and
physics, prematurely died in December 2010.
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required shape (physical locations of network nodes, regarded as output) in re-
sponse to suitable physical stimuli (displacements of control nodes, regarded as
input). In our previous work we also showed how such systems can be imple-
mented and, most importantly, we developed a suitable learning algorithm, of a
gradient-descent type, where the physical spring parameters (rest length, elastic
constants) are iteratively adjusted to accomplish the shape programming task
specified by a collection of training examples. While, in [4] emphasis was laid
on IR2, the extension to IR3 is natural and effectuated in our model/application.
To the best of our knowledge our work [4], was the first one to propose the use
of adaptive spring systems as learning mechanical devices capable of assuming
desired relation between input and output nodes.
The work is organised as follows: in Sect. 2 we briefly reiterate the formal

model of the spring system and its dynamics described in [4]. The stochastic
algorithm for generating an optimal spring network architecture for shape control
problems is shown in Sect. 3. Results analysis is provided in Sect. 4. Finally, we
give concluding remarks in Sect. 5.

2 Formal Definition of the Spring System

Formally, we represent a spring system as an undirected rigid [10] graph G :=
(V , E) with vertex/node set V ⊂ IR3 partitioned into

– Set Vin of control nodes. These are nodes, whose position is determined
by external intervention, such as user interaction and thus is regarded as
system’s input.
– Set Vout of observed nodes, whose positions are regarded as system’s output.
– Set Vfixed of immobilised nodes, whose positions are kept fixed in the course
of system’s evolution.
– The remaining set V∗ of auxiliary movable nodes, usually constituting the
vast majority of system’s vertices.

The coordinates of a vertex v ∈ V are denoted by (x
(1)
v , x

(2)
v , x

(3)
v ). E is edge/spring

set. With each edge e = {u, v} ∈ E , u, v ∈ V we associate its equilibrium (rest)
length �0[e] and we write �[e] for its actual length (the Euclidean distance be-
tween vertices u and v). Moreover, the spring constant k[e] ≥ 0 is ascribed to
each edge e ∈ E , determining the elastic properties of the spring represented by
the edge e. The energy (Hamiltonian) of a spring system configuration x̄V :=

((x
(1)
v , x

(2)
v , x

(3)
v )v∈V) is given by the usual formula [3]

H (x̄V) :=
1

2

∑
e∈E

k[e] (�[e]− �0[e])2 . (1)

The system configuration x̄V is said to be a ground state (equilibrium point) if H
has a global minimum in x̄V . To determine the equilibrium of the spring system
(1) we can move nodes belonging to the sets Vout and V∗ only [4]. We usually
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require that the set of control nodes be rich enough to uniquely determine the
equilibrium G[x̄V ], which allows us to write G[x̄V ] = G[x̄Vin ], see ibidem.
Let as recall the basic notions of spring system shape learning problem with

fixed system structure. We are given spring system graph G := (V , E) where the
sets V and E are predefined. In addition, we are given a set (E(i))Ni=1 of training
examples, each example E(i) := (ȳ

(i)
Vin
, ȳ

(i)
Vout

) consisting of

1. input part ȳ(i)Vin
specifying the locations of input nodes,

2. and output part ȳ(i)Vout
specifying the desired locations of output nodes.

The shape learning problem with a fixed structure G = (V , E) is to find param-
eters k[e] and �0[e], e ∈ E so that the positions x̄Vout [G[ȳ

(i)
Vin

]] of output vertices

in equilibrium G[ȳ
(i)
Vin

], reached upon setting x̄Vin := ȳ
(i)
Vin
, are as close as possi-

ble to the desired output locations part ȳ(i)Vout
. In order to evaluate a quality of

the solution we adapt a mean squared error function Φ(i) for each training E(i)

example. The learning algorithm of adaptation of the parameters k[e] and �0[e]
was put forward and discussed in our previous work [4].
A foregone conclusion pointed out in [4] and the main focus of this work is

to extend the learning problem to more general case when a structure of the
spring network is not known. Formally, we are given only the training examples
E(i) = (ȳ

(i)
Vin
, ȳ

(i)
Vout

), however the structure of the network G = (V , E) is no
longer provided. Instead, finding of the structural graph G along with spring
elastic constants k[e] and spring rest lengths �0[e] is our explicit target. The set
of input nodes Vin and observed nodes Vout are predefined by the set of the
training examples (E(i))Ni . The goal is to find set of auxiliary nodes V∗, fixed
nodes Vfixed and set of edges E , for which parameters adjusting will achieve low
error

Φ =

N∑
i

Φ(i) :=

N∑
i

∑
v∈Vout

dist
(
y(i)v , xv

[
G

[
ȳ
(i)
Vin

]])2

. (2)

Since the system is embedded in euclidean space IR3, the distances are unitless
(dimensionless) and so is the error function. Of course, if there is requirement to
relate our spring systems to real-world objects, any appropriate physical metric
system can be used.

3 Structure Searching for a Set of Training Examples

In this section we propose the algorithm for generating an optimal spring network
architecture for shape control problems formulated earlier.
As mentioned above G := (V , E) is rigid, it means that there exists a minimally

rigid subgraph G′ := (V , E ′) ⊆ G. Since G′ is minimally rigid, there holds |E ′| =
3|V| − 6 (removing an edge yields losing rigidity by graph), for more details
see [1] and [2]. Our algorithm is based on the Henneberg construction method,
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which is an inductive approach that creates minimally rigid graph in d (in our
case 3) dimensional space. This inductive construction starts from the complete
graph with 4 nodes K4 at the first step and then it adds a new node with 3
edges to the existing graph, for more details see [1]. One must keep in mind,
that 3 noncollinear immobilised nodes are required to prevent the system from
rotating, translating or combining of them. The greater number of immobilised
nodes in the system is the less edges are required to obtain a rigid graph. For
simplification it is not taken into account in our algorithm, since additional edges
and fixed points can enhance system’s stability.
The generation of the graph is performed on the set of the training examples

(E(i))Ni=1 according to the following scheme:

1. Find the mean valuem of all input and output locations specified in (E(i))Ni=1

m :=
1

N (|Vin|+ |Vout|)

N∑
i=1

( ∑
v∈Vin

y(i)v +
∑

v∈Vout

y(i)v

)
. (3)

2. Randomly pick 4 different nodes uniformly distributed in the ball centred
at the point m, and with the diameter equals to maximal distance between
point m and any location described in (E(i))Ni=1.

3. Add the random nodes to the set V∗, link each pair of these nodes with an
edge.

4. Add aux const subsequent graph nodes to the set V∗ always requiring that
the new node is connect to edge const ≥ 3 already existing ones.

5. Fix fixed const nodes; as a result of this operation fixed const nodes are
moved from the set V∗ to the set Vfixed.

6. Sequentially add input nodes to the set Vin. The number of this nodes is
determined by the set of training example. Each new node is connected
to edge const ≥ 3 already existing ones belonging to the set V∗ and the
respective location specified in ȳ(1)Vin

is ascribed to it. In order to eliminate
the rigid motions of the graph G it has to be satisfied fixed const+|Vin| ≥ 3.

7. Sequentially add output nodes to the set Vout. The number of this nodes is
determined by the set of training example. Each new node is connected to
edge const ≥ 3 already existing ones belonging to the set V∗ ∪ Vin and the
respective location specified in ȳ(1)Vout

is ascribed to it.
8. Perform the adaptation of parameters k[e], �0[e], e ∈ E according to the gra-
dient descent algorithm in order to minimise the value of the error function
Φ.

9. Return the obtained structure.

It is advisable to reiterate the algorithm many times and pick the spring system
structure with the lowest error Φ. This seems reasonable due to the stochastic
dynamics of the points 2–7 of the algorithm.
When adding a new node, each of existing vertices has the same chance to

be connected with it. There can also be other method of choosing neighbours
of the new node, for example the new node can be connected to the nearest.
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One must however note, that this can bring about instabilities when used on
examples whose inputs are non-uniformly distributed. It is clear, that for more
complicated tasks the algorithm has to use more resources (edges, nodes) and
consistently in order to obtain proper stability more nodes have to be fixed.
It is worth emphasising, that both input and output nodes are added to the

graph at the end phase of the building scheme. This maximises probability that
they have distinct neighbours.

4 Implementation and Example Applications

The learning algorithm for spring systems as introduced in Sect. 3 has been
implemented in the programming language D [12]. In this section we present
numerical results returned by our software implementation.
For visualisation purposes we consider a system with three training examples

(E(i))3i=1 as depicted in Fig. 1. In our implementation springs are visualised by
lines, when its actual length is equal to �0 it has grey colour, during stretching
its colour is gradually becoming lighter, in turn during compression its colour
is gradually becoming darker. Nodes, which can be moved to determine the
equilibrium of the spring system (auxiliary nodes v ∈ V∗ and output nodes
v ∈ Vout) are plotted in grey. Additionally, from each output node comes out
grey dotted line ended with arrow, which points out respective location specified
by output part for current example. Nodes, which can not be moved to determine
the equilibrium of the spring system (fixed nodes v ∈ Vfixed and input nodes
v ∈ Vin) are plotted in black. Additionally, from each input node comes out black
dotted line ended with arrow, which points out respective location specified by
input part for current example.
In Fig. 1 we present the system in a pre-learning state and after the learning

process in its respective equilibria (G[ȳ
(i)
Vin

])3i=1. This system possesses 3 input
nodes and 3 output nodes. The structure of the network (the remaining nodes
and edges) was generated by our constructing algorithm.
We tested our structure searching algorithm on a system with three training

examples (E(i))3i=1 as described above. During the constructing phase 2 nodes
are frozen. For this example initial error is of the order Φ = 104. For each pair
(|V|, edge const) the structure generating algorithm is run 31 times and first
obtained architecture is returned. Figures 2 and 3 present plots of the result-
ing solution error Φ vs number of auxiliary vertices |V∗| for various parameters
edge const. Fig. 2 for 1 and Fig. 3 for the mean value of 5 lowest errors Φ ob-
tained for each pair (|V|, edge const) in 31 independent simulations. The values
of error for the remaining results are not taken into account, because they can be
extremely large and obscure substantial information. This anomalies are caused
by sticking in large value local minimum (with high potential barriers impass-
able for algorithm dynamics) of error function portrait by the algorithm during
adjusting parameters �0 and k. Tests imply that number of auxiliary nodes V∗
has low impact on learning capability of system, at least for small number of
input/output nodes. Additionally, only for larger values of parameter edge const
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100

(a) Case 1 before learning.

100

(b) Case 2 before learning.

100

(c) Case 3 before learning.

100

(d) Case 1 after learning
and in ground state.

100

(e) Case 2 after learning
and in ground state.

100

(f) Case 3 after learning and
in ground state.

Fig. 1. Training example E(3) before learning (in the upper row) and respective exam-
ple after learning in equilibria G[ȳ

(3)
Vin

] (in the bottom row)
.

and to some extent increasing |V∗| enhances learning capability of system. In-
stead, the value of the parameter edge const (proportional to average degree
of nodes belonging to V) has a large impact on error Φ of returned solution.
As it can be seen in Fig. 2, an increase of value of the parameter edge const
from 3 to 5 significantly improves learning ability of constructed systems. For
edge const = 5 and edge const = 6 obtained structures learn in the similar way,
therefore, average degree of node, which improves a learning ability, is saturated
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Fig. 2. A plot of error Φ vs number of aux-
iliary vertices |V∗|, for various parameters
edge const for best result in 31 indepen-
dent simulations
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Fig. 3. A plot of error Φ vs number of aux-
iliary vertices |V∗|, for various parameters
edge const for mean value of 5 best results
in 31 independent simulations
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Fig. 4. A plot of error vs number of edges
|E|, for various parameters edge const for
best result in 31 independent simulations
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Fig. 5. A plot of executing time vs num-
ber of auxiliary vertices |V∗|, for various
parameters edge const for best result in 31
independent simulations

for edge const = 5. It is worth emphasising that for two systems with similar
number of edges the one with higher parameter edge const (consequently with
lower number of auxiliary nodes) yields significantly lower values of error Φ,
which can be seen in Fig. 4. The time necessary to yield the error, depicted in
Fig. 2, by respective network is presented in Fig. 5. The computer architecture
used to make all tests was Intel Core Duo (clock speed 2 GHz) and 4 GB RAM.
Clearly the more resources (auxiliary nodes and edges) the network has, the
longer it takes to learn it according to algorithm described in Sect. 3 in [4].
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5 Conclusions

In this paper we have proposed the algorithm searching an optimal structure
for learning 3D extension shape-control tasks described in [4]. We have also
presented numerical analysis showing dependence between value of algorithm
parameters (|V∗|, edge const) and it efficacy. The most interesting remark is
that sequential increasing parameter edge const up to 5 significantly improves
the ability of finding network, able to learn given learning example at the ex-
pense of the learning time. Also, it would be interesting to look at the portrait
energy in dependence on other more elaborated graph statistics such as average
connectivity, degree distribution etc. The applications of the algorithms studying
defects in different materials are subject of our ongoing work. The constructing
algorithm presented in this work can be developed in different directions ac-
cording to defined particular materials or scientific problem. We also plan to
use the architecture, found by the constructing algorithm, to search network for
much more complicated shape-programming problems by bottom-up oriented
structure searching algorithm. This approach is justified by our other tests.
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Abstract. This paper describes an implementation of fuzzy logic con-
trol system for guiding a wheelchair. For this purpose, a dedicated archi-
tecture of fuzzy logic controller was elaborated in FPGA circuit. Input
and output linguistic variables and corresponding fuzzy sets were defined
and based on those, a fuzzy rule address was formed. The proposed fuzzy
system drives two permanent magnet DC motors of the wheelchair.

1 Introduction

An objective of this work is a presentation of practical implementation of a digital
fuzzy logic controller, for electric steering of the wheelchair for unable persons
[1,2,3]. For this purpose, a dedicated architecture of the fuzzy logic controller was
elaborated [4]. The electric wheelchair is driven by two permanent magnet DC
motors M0 and M1 (fig.1), which are supplied from battery [5]. Steering of the
wheelchair is based on differential control of electric motors driving rear wheels
of the wheelchair, allowing driving the wheelchair in left/ right and onward/
back directions. The task of the fuzzy system (fig. 1) is a generation of output
signals (y0,y1), which are driving electric motors (M0,M1) based on input signals
(left/ right - l/r, front/ back - f/b), created by joystick JOY manipulated by the
wheelchair operator; additionally a feedback signal (Δv) is used to cancel a
difference of rotations of electric motors, while driving straight on [6,7].

The knowledge, based on which the steering signals are generated is included
in rules and terms of linguistic variables, written down in the memory of the fuzzy
system [8]. The propossed fuzzy system is based on classical Mamdani model in
which one can distinguish the blocks: fuzzification, inference and defuzzification.
In hardware realization of fuzzy systems only 2n rules from Ln rules existing in
the rule base are activated (where L - number of input fuzzy sets, n - number
of input linguistic variables) [9,10]. An aplication of techniques of addressing in
fuzzy systems allows to process only active rules; also, elimination of verification
the activation degree of all fuzzy rules allows to accelerate inference process
[11,12]. In the proposed system a techniques of addressing is applied, and is
implemented in FPGA hardware [13].

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 216–222, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. General block diagram of fuzzy logic system for guiding a wheelchair

2 Propossed Fuzzy Logic System

The digital fuzzy system assigned for steering electric wheelchair was simulated
and realized in FPGA circuit Spartan III XC3S1000 [14]. This system has 3 inde-
pendent inputs and 2 outputs, and is composed of 3 internal blocks: fuzzification
(b in), inference (b inf) and defuzzification (b out). The terms of input linguis-
tic variables (fig. 2 and 3a) are described by 256 samples, with 8 bit resolution.
The distribution and shapes of fuzzy sets (fig. 2 and 3a) allow to activate one or
two fuzzy rules for one discrete (sharp) value of the input variable. The source
of steering signal of the system is a joystick JOY (fig. 2). The deflection of the
joystick are directly proportional to the value of signal l/r (or f/b). The neutral
state of the joystick correspond to 2,5[V] and is coded as a state “ZE”.

Utilization of the feedback signal Δv, proportional to the difference of wheel
rotations allows to correct the wheel speed during driving straight on, what
increases the quality of steering of the wheelchair. The signal of the wheel speed
difference - Δv marked as the input linguistic variable x2 is supplied to the input
of fuzzy system. The fuzzy terms of x2= Δv are shown in figure 3a.

In proposed system the control of driving motor speed is based on pulse
width modulation (PWM) [15]; the value of aspect ratio of modulated signal
is determined by defuzzificated output values (y0,y1). The output variables are

Fig. 2. Fuzzy-sets of the input linguistic variable a) l/r and b) f/b (N- negativ, ZE -
zero, P - positiv, B - big, S - small)
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Fig. 3. Terms of linguistic variables a) input value x2 corresponding to error signal Δv,
b) output values y0,y1 corresponding to rotation speed of driving motors (N- negativ,
ZE - zero, P - positiv, B - big, S - small)

represented by five singletons (fig. 3b). A fuzzy rule base was created based on
relations between input and output variables, which was written in the system’s
memory as a look-up table. A single pair of rules (Ra,Rb) controling two elec-
tric motors consists of three simple premises connected by conjunction operator
AND, and has the form.

Ra := If x0 = A0 AND x1 = A1 AND x2 = A2 then Y 0 = B0 (1)

Rb := If x0 = A0 AND x1 = A1 AND x2 = A2 then Y 1 = B1 (2)

where: x0,x1,x2 - input linguistic variable, which corresponding to input signals:
p/t, l/p, Δv; A0,A1,A2 - terms of linguistic variable xi (i=0,1,2);y0,y1 - output
linguistic variable, which corresponding to output signals p0 and p1, B0,B1 -
terms of linguistic variable yi (i =0,1).

A possible number of rules describing this system equals to 2 ∗ 53 = 250 rules
or 125 pair of rules, but only 2 ∗ 8 are activated for each inference process. A
part of the rule table board, corresponding to output signals y0,y1 driving motors
M0/M1, is presented in Tab. 1 ( assuming that input value of linguistic variable x2,
Δv = “ZE”). At sides of the rule table the increases of values of input linguistic
variables are shown (neutral value marked as the zero ZE), and in the interior of
the table output steering signals y0/y1 for motors M0/M1 are given.

In the proposed fuzzy system the fuzzification process is performed by read-
ing out the values of membership function of activated sets and also codes of

Table 1. The part of the look-up rule table of the fuzzy system for signal Δ v = “ZE”
(N- negativ, ZE - zero, P - positiv, B - big, S - small)

l-r Negativ right Zero Positiv right
f-b NB NS ZE PS PB
Positiv PB NS/PB NS/PB PB/PB PB/PB PB/PB
front PS NS/PB ZE/PB PS/PS PB/ZE PB/PB
Zero ZE ZE/PB ZE/PS ZE/ZE PS/ZE PB/ZE

Negativ NS ZE/ NB ZE/NS NS/NS NS/ZE NS/ZE
back NB ZE/NB ZE/NS NB/NB ZE/NS NB/ZE
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Fig. 4. Block structure of proposed fuzzy system

theses sets from system’s memory. The input block (b in) is divided into three
independent fuzzy channels composed of blocks “fuzzy x” (where x=0,1,2), as
is shown in Fig. 4. An appearance of the high state on the input “enable” of
fuzzy x blocks begins the fuzzification process. A sharp value of the input signal
“input(7:0)” indicates the address of memory, which corresponds to the appro-
priate discreet sample of the point of the rule activation stored in the memory of
the block “fuzzy x”. This discreet sample contains two 8-bit values of the points
of the rule activation (̌l0, ľ1) and two 3 - bit codes of fuzzy sets (T0,T1). In the
memory of the block “fuzzy x” altogether 256 of such samples describing the
input linguistic variables are stored. Reading a 3 - byte values of the samples
μ1, μ2,T from the memory and transferring them to the output mi0, mi1 and t
of the block “fuzzy x” finishes operations of fuzzyfication. Next, these data are
transferred to the inference block (b inf).

The inference block shown in fig. 5 was realized in five types of architecture
such as: a) serial inference - fig. 5a, b) serial inference with technique of ad-
dressing mode - fig. 5b, c) serial inference with pipelining and with technique
of addressing mode fig. 5c, d) two channel serial inference with pipelining and
with technique of addressing mode - fig. 5d, e) parallel inference with technique
of addressing mode - fig. 5e. Proposed architectures allow to limit the speed of
fuzzy inference processing.
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Fig. 5. Collection of the propossed inference architectures, example for system with
2n inputs, where n=3, A - generation of address, B - reading fuzzy rule from memory,
C- MIN operation, D - MAX operation

A high state of the steering line “e gen” coming from the block “control” be-
gins the inference process; the 3 - bit codes of active fuzzy sets are introduced
through 8-bit inputs, in the range tx(2:0) and tx(6:4) (where x=0,1,2) and cor-
responding to them values of membership functions through inputs mix0, mix1
(where x=0,1,2) are also introduced. The task of the block “inference” is appro-
priate connection of values ľ1, ľ2 and T to the outputs of the subblock “memory”
of block “inference” based on individual 3 - bit code with weights b2,b1,b0 writ-
ten in the memory. These weights corresponded to input linguistic variables
x2,x1,x0; in particular the value of the weight ’0’ corresponds to connection of
the value ’0’ and the T0 code, and ’1’ corresponds to connection of the value
’1’ and the T1 code. Based on the values of weights b2, b1, b0 in the range
tx(2:0) tx(2:0), tx(5:3) and tx(8:6) (where x=0,1,2) a sequential linking of codes
of active fuzzy sets is performed; in this way a 9 - bit address of the conclusion
is created. Table 2 shows the values of weights - b2, b1, b0, based on which the
codes of input fuzzy sets in the range tx(2:0) and tx(6:4) (where x=0,1,2) are
read out from input of the subblock “address generatorx” (where x=0-7) of the
block “inference” and the values of membership functions from input mix0, mix1
(where x=0,1,2) are also read.

A creation of the address of the conclusion is initiated by the steering sig-
nal coming from the block “control” (fig. 4). The “inference” block contains
the conclusion codes of fuzzy rules stored at precisely determined addresses,
which values correspond to premises of activated rules. During the reading of
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Table 2. The values of state in block “inference”, where examples values of input lin-
guistic variable: x0 - (T0=100, μ0=6;T1=011, μ1=94), x1 - (T0=000, μ0=84; T1=001,
μ1=16), x2 - (T0=010, μ0=100; T1=011, μ1=0)

b2 b1 b0 μ2 μ1 μ0 Read codes Address
0 0 0 100 84 6 010 000 100 010000100
0 0 1 100 16 94 010 000 011 010000011
0 1 0 100 84 6 010 001 100 010001100
0 1 1 100 16 94 010 001 011 010001011
1 0 0 0 84 6 011 000 100 011000100
1 0 1 0 16 94 011 000 011 011000011
1 1 0 0 84 6 011 001 100 011001100
1 1 1 0 16 94 011 001 011 011001011

indicated codes of rule conclusions, the block “control” initiates an operation
“MIN”; which gives as the result the lowest value of the membership function.
In proposed fuzzy system for each of initial output fuzzy sets, the block MAX
is assigned. The tasks of this block is a choice of the highest value of activated
output fuzzy set. In proposed realization, as a defuzzification process the CoGS
(Center of Gravity for Singletons) was used; this operation is performed paral-
lelly for two output channels in “defuzzx” (where x=0,1) blocks giving the values
of y0 and y1. Next this result is transferred into the block controlling the drive
of the wheelchair motors M0 and M1.

3 Conclusions

Proposed digital parallel fuzzy system was described in the language of the
equipment description VHDL, and was simulated in the Activ- Hdl environment
of the Aldec company. For this purpose in the first step of testing the values
of the membership functions of the fuzzy sets as well as the table of rules were
written down in the memory of the system. Next the test values of input lin-
guistic variables x0, x1, x2 were introduced. In the second step of testing, the
proposed fuzzy system was programed in FPGA circuit Spartans 3. Results of
measurements confirmed correct operation of the system.

In table 3, a collection of number of clock cycles in inference block is shown.
Using the techniques of addressing in the inference process and application paral-
lel processing, allows for very quick selection of only active rules from the whole
rule base; for example, for whole number of 125 rules only 8 rules are active
in one “inference”. The fastest method (Tab 3, method e) of inference process,
allows to calculate the degree of rule activations during only 4 clock cycles. Used
addressing techniques requires writing downing rule conclusions in strictly de-
termined addresses in the system memory; however this demand increases the
time nessery to create the rule base at the time of constructing of fuzzy system.



222 M. Poplawski and M. Bialko

Table 3. Number of clock cycles in inference block for diffrent types of architectures
a,b,c,d,e of propossed fuzzy system, where: n - number of inputs, A - number of fuzzy
rules, B - activated rules in inference process, L - number of fuzzy sets

L=5 n=2 n=3 n=4 n=5 n=6 n=7
A 25 125 625 3125 15625 78125
B 4 8 16 32 64 128
a 100 500 2500 12500 62500 78125
b 16 32 64 128 256 512
c 7 11 19 35 67 131
d 5 7 14 19 35 67
e 4 4 4 4 4 4
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Abstract. An analog VLSI implementation of on-line learning Support
Vector Machine (SVM) has been developed for the classification of high-
dimensional pattern vectors. A fully-parallel self-learning circuitry em-
ploying analog high-dimensional Gaussian-generation circuits was used as
an SVM processor. This SVM processor achieves a high learning speed
(one clock cycle at 10MHz) within compact chip area. Based on this SVM
processor, an on-line learning system has been developed with the consid-
eration of limited hardware resource. According to circuit simulation re-
sults, the image patterns from an actual database were all classified into
correct classes by the proposed system. The ineffective samples are suc-
cessfully identified in real-time and updated by on-line learning patterns.

Keywords: on-line-learning, Support Vector Machine, fully-parallel,
high-dimensional.

1 Introduction

Support Vector Machine is one of the most powerful classification algorithms
applied in the pattern recognition problems [1]. Recently, some attempts were
made to implement the SVM algorithm directly by VLSI circuits [2,3]. Since the
learning function was not implemented on-chip in these works, off-chip learning
sessions are needed to activate the system. To implement the on-chip learn-
able SVM, several digital VLSI architectures have been developed with linear or
quadratic function kernels [4,5,6].

It is found that, SVMs with Gaussian function kernels have an enhanced capac-
ity in classifying linearly non-separable patterns [7], especially when the number
of dimensions is very high. On the other hand, the Gaussian function is computa-
tionally expensive when it is implemented by digital VLSI circuits. In order to im-
prove the classification speed, an analog on-chip learnable SVM has been reported
[8] to classify four vectors with two dimensions. However, this approach employ-
ing traditional analog Gaussian-generation circuits can be hardly implemented in
high dimensional pattern classification due to intolerably increased errors. Fur-
thermore, the previously presented digital and analog SVM processors have very
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limited capacities on the amounts of learning samples due to the limited hardware
resource. Since a remarkable part of hardware is inactive, the hardware-efficiency
is not high for the traditional VLSI implementations of SVMs.

One reasonable solution to enhance the capacity is applying on-line learning
strategy in SVMs, which was originally developed by software programs [9,10].
Several works have implemented the on-line learning SVMs into the real-time
applications such as the object tracking problems [11,12] using software. How-
ever, since on-line learning results in a large number of SVM learning operations,
the real-time applications usually require the high learning speed, which is diffi-
cult to realize using software or traditional VLSI processors. In addition, these
on-line learning strategies always increase the number of learning samples. As a
result, they are hardly implemented by VLSI circuits with the consideration of
limited hardware resource.

The purpose of this work is to propose a hardware-efficient on-line leaning
SVM system for the classification of high-dimensional pattern vectors. A fully-
parallel analog circuitry employing compact Gaussian-generation circuits [13] is
used as SVM processor. The learning process autonomously proceeds without
any clock-based control and self-converged within a single clock cycle of system
(at 10MHz). In addition, the SVM learning processor achieves high learning
speed within compact chip size by computing vector Euclidean distances and ex-
ponential functions separably. Based on this SVM processor, a hardware-efficient
on-line learning strategy has been proposed with limited hardware resource. The
performances of the proposed SVM processor and on-line learning system were
verified by circuit simulation results. The image patterns from an actual database
were used as initial learning samples and test patterns. All the test patterns were
classified into correct classes, and the ineffective samples were updated by the
test patterns along with on-line learning.

2 Hardware-Efficient On-Line Learning Strategy

In the real-time applications of on-line learning SVMs, the number of learning
samples is usually very large and unpredictable. As a result, the traditional
on-line incrementally learning strategies [9,10] can be hardly implemented by
VLSI circuits since the hardware resource is strictly limited. Fortunately, in
SVM theory some of the learning samples (non-support vectors) are ineffective,
which can be removed from sample space. A hardware-efficient on-line learning
strategy with constant number of learning samples is proposed in this work. In
order to reduce the loss of accuracy, the effectiveness of each sample is evaluated
and only the most ineffective sample is replaced by an on-line pattern. In this
manner, the learning sample space can be expanded within compact chip area.

2.1 SVM Algorithm Used in This Work

A hardware-friendly SVM algorithm [8] is used to classify n-dimensional vectors
Xs with the form of X = (x1, x2, · · · , xn). A set of learning samples (Xi, yi)1≤i≤N
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is needed, where N is the number of learning samples and yi ∈ {−1, 1} is the
class label of the i-th sample Xi. Receiving a vector X, the decision function to
classify this vector can be given as

f(X) = sign[

N∑
i=1

αiyiG(X,Xi) + b], (1)

where G(X,Xi) is the Gaussian kernel function: G(X,Xi) = exp(−γ(X− Xi)
2).

Since the bias b has negligible effect on the performance in this case [8], it is set
as 0 in both learning and classifying modes. The updating rule to obtain αis is
shown by

αi ← min(C,max(0, 1− yi
∑
j( �=i)

αjyjG(Xi,Xj))). (2)

where C is a regularization parameter.

2.2 On-Line Learning Strategy

The strategy of proposed on-line learning SVM with a constant number of sam-
ples is illustrated in Fig. 1. The SVM learning proceeds as soon as one on-line
pattern is received. The function used to identify the most ineffective pattern is
given by

min
i

∑
j(yj �=yi)

αjG(Xi,Xj). (3)

The process of this on-line learning strategy is shown as follows:

1. Initial SVM learning according to a small set of samples as it is shown in
Fig. 1(a);

2. Classifying the new-received on-line pattern;
3. Evaluating the effectiveness of previous samples and replacing the most in-

efficient one by new-received pattern as it is shown in Fig. 1(b);

Fig. 1. Proposed on-line learning strategy: (a) initial learning according to a small
set of samples; (b) on-line pattern is classified and the most ineffective pattern is
identified; (c) only effective patterns (support vectors) remain after sufficient on-line
learning operations
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Fig. 2. Architecture of proposed on-line learning SVM system

4. SVM learning according to the updated samples;
5. Receiving new on-line pattern and repeating 2, 3, and 4.

After sufficient on-line learning operations, all the inefficient samples are replaced
by significant on-line patterns as shown in Fig. 1(c).

3 Hardware Implementation

3.1 System Architecture

The architecture of proposed on-line learning SVM system is illustrated in Fig.2.
This system is composed of an analog on-chip learnable SVM processor and a
Winner-Take-All (WTA) circuit with N candidates. According to the learning
samples (Xi, yi)1≤i≤N , on-line pattern X is classified by the SVM processor. As
soon as the most ineffective sample is identified by WTA circuit, X replaces this
sample along with classification result y.

3.2 Circuit Organization of SVM Processor

The fully-parallel learning SVM processor is designed as shown in Fig. 3. N vec-
tors (learning samples) in the form of digital data are used as input, which are
converted into analog signals by a set of on-chip DACs. N sets of Euclidean dis-
tance calculation circuits were constructed in block I to compute the distances
between the vector Xi and all other samples in parallel. The class label yi is
reflected by the switches connected to the row buses. Each cell in block II con-
tains a capacitor (as an analog memory) and an exponential generation circuit,
which generates the final output as Gaussian function in the current mode. The
Euclidean distance values are stored in array II row by row as voltages. As a
result, a fully-parallel array of Gaussian kernels has been implemented in such
a small area even for the high dimensionality. The circuits of α adjuster are
current mirror based adders/subtracters. Collecting all the currents on the row
bus, the α adjusters realize the function represented in Eq.2. During the learning
process, the α values in block III are fed-back to block II and the learning pro-
cess proceeds autonomously in a fully-parallel manner. Therefore, the training
process can be accomplished only in single clock cycle.
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Fig. 4. (a) Schematic of analog Gaussian-generation circuit with 64-dimensional inputs;
(b) function feature obtained by HSPICE simulation and (c) schematic of Winner-Take-
All circuit

An analog Gaussian-generation circuit with 64 dimensions was developed as it
is shown in Fig. 4(a), where Ib is a sufficiently small bias current. Receiving two
vectors Xi = {vi1, vi2, · · ·, vi64} and Xj = {vj1, vj2, · · ·, vj64}, the output current

Iout is given by: Iout ≈ Ic
2 e

−γ|Xi−Xj |2 , where γ = Kn

(Vdd−Vbias−|Vthp|)(
√

Kp+
√
Kn)2

and Vref is set as
Vdd+Vbias−|Vthp|

2 . The peak-height value of the obtained Gaus-
sian function feature can be scaled by Ic, which reflects the α values in the SVM



228 R. Zhang and T. Shibata

algorithm. According to the circuit simulation, Fig. 4(b) shows the
obtained Gaussian function feature by HSPICE simulation with the consider-
ation of fabrication process variations.

Figure 4(c) shows the schematic of WTA circuit with 16 candidates, which is
used to identify the most ineffective sample. The output currents from Gaussian-
generation circuits are fed into WTA. The smallest one is indexed by a high
voltage pulse.

4 Experiments

Images in two classes from an actual database COIL-20 (Columbia Object Image
Library [15]) are used as learning samples, and several other images are used as
test patterns. The class labels are represented by a high voltage signal (class
“a”) and a low voltage signal (class “b”). All the images are converted into
64-dimensional vectors employing the PPED method (Projected Principle Edge
Distribution[14]) before experiments.

4.1 Verification of Fully-Parallel Learning SVM Processor

The SVM processor is designed for 16 samples learning in a CMOS 0.18μm
technology. The Nanosim simulation results are given in Fig. 5 with a DAC clock
frequency of 10MHz. The learning process is accomplished within one clock cycle
(100ns). All the test patterns are classified into their respective classes correctly.

4.2 Verification of On-Line Learning System

Receiving the on-line learning patterns, the inefficient ones of previous learning
samples are indexed by high voltage signals as shown in Fig. 6(a). According
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Table 1. Performance comparisons

[3] [8] This work

Learning Parallelism Off-chip Row-parallel Fully-parallel
Kernel Function Quadratic Gaussian Gaussian
No. of Kernels 720 12 18.8∗

Input Vector Analog current Digital (8bits) Digital (8bits)
No. of Samples 720 12 On-line

No. of Dimensions 14 2 1 ∼ 64

Learning Time N/A 12× l × 60ns� 100ns
Classification speed 40 vectors/s 8.7× 105 vectors/s 106 vectors/s

∗ The number of kernels is calculated from the viewpoint of chip area.


 l is the number of iterations for convergence.

to the database, all the on-line classification results in Fig. 6(b) are correct.
The α values are self-adjusted while every on-line learning pattern is input as
shown in Fig. 6(c). Comparisons between the proposed SVM system and some
other works are given in Tab. 1.

5 Conclusions

An on-line learning SVM system has been presented in this paper for the ap-
plication of high-dimensional patterns recognition. Employing an analog fully-
parallel SVM processor, each learning operation takes only 100ns implemented
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by a compact circuitry. With the consideration of limited hardware resource,
an hardware-efficient on-line learning strategy has been proposed. According to
circuit simulation results, the proposed system classified all the test patterns
correctly and realized the on-line learning successfully.
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Abstract. The Dendritic Cell Algorithm (DCA) is an immune-inspired
classification algorithm based on the behavior of natural dendritic cells
(DC). A major problem with DCA is that it is sensitive to the data or-
der. This limitation is due to the existence of noisy or redundant data
and to the crisp separation between the DC semi-mature context and the
DC mature context. This paper proposes a novel immune-inspired allevi-
ated model of the DCA grounded in fuzzy set theory and a maintenance
database method. Our new model focuses on smoothing the crisp sep-
aration between the two DCs’ contexts using fuzzy set theory. A main-
tenance database approach is used as well to guarantee the quality of
the DCA database. Experiments are provided to show that our method
performs much better than the standard DCA in terms of classification
accuracy.

Keywords: dendritic cells, fuzzy set theory, fuzzy c-means clustering,
DBSCAN clustering method, outliers.

1 Introduction

The dendritic cell algorithm (DCA) [1] is a bio-inspired algorithm as abstract
model of dendritic cell behavior. The DCA aims to perform anomaly detection
by correlating a series of informative signals inducing a signal database with a
sequence of repeating abstract identifiers. The DCA is used as a classifier for a
static machine learning data set [1]. Nevertheless, the DCA suffers from some
shortcomings as it is sensitive to the data order [2].

The first reason of this drawback is related to the DCA signal database which
contains disagreeable objects such as noisy, inconsistent or redundant instances.
This situation may occur due to several reasons like the existence of many sources
of anomaly detection that makes the DCA reach of inconsistencies. Therefore, it
affects negatively its classification results. To handle this drawback, maintaining
the DCA signal database, as a first step, becomes necessary. Hence, the first
objective of our paper is to use a maintenance policy.

Based on our first objective, we choose to apply the maintaining method
named Clustering, Outliers and Internal cases Detection (COID) [4] for the DCA
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signal database. COID is originally applied in Case Based Reasoning technique
and it seems appropriate to DCA since it is characterized by its capability of
removing noisy and redundant instances as well its ability to improve the clas-
sification accuracy and offering a reasonable execution time.

Another drawback of DCA is the crisp separation between normality (semi-
mature) and abnormality (mature). In fact, if the difference value between these
two DCs’ context is small, then the context of the DC will be hard to be defined.
Thus, it could change the decision of the context affectation. Not considering this
case, has a negative effect on classification accuracy when the class of data in-
stances changes over time. So, the second objective of this work is to smooth this
abrupt separation, since we can neither identify a clear boundary between the
two contexts nor quantify exactly what is meant by “semi-mature” or “mature”.
This will be handled by the use of fuzzy set theory. Furthermore, we aim at gen-
erating automatically the extents and midpoints of the membership functions
which describe the variables of our model using fuzzy c-means clustering. Hence,
we can avoid negative influence on the results when an ordinary user introduces
such parameters. Thus, we propose in this paper a novel immune-inspired alle-
viated model of the DCA named COID-Fuzzy Dendritic Cell Method (COID-
FDCM). Our fuzzy classification approach is grounded in fuzzy set theory, a
fuzzy clustering technique and a maintenance database method. The purpose of
our contribution is to improve the classification accuracy. In addition, we aim to
show that our method does not depend on the class transitions neither demand
any intervention from the user to determine the parameters of the system.

This paper is structured as follows: in Section 2, we introduce the dendritic
cell algorithm. Section 3 describes our fuzzy maintained dendritic cell method
in detail, the experimental setup and results are given in Section 4.

2 The Dendritic Cell Algorithm

The dendritic cell algorithm was first introduced in [1] and has been subject to
various modifications [5] [6]. Before explaining the function of the algorithm, we
introduce in brief the biological principles used by the DCA.

2.1 Introducing Dendritic Cells

Dendritic cells are types of antigen-presenting cells. They are sensitive to the
concentration of signals (PAMPs, danger and safe) collected from their neigh-
borhood. Hence, resulting in three different maturity levels. The first maturation
state of a DC is the immature state (iDCs). iDCs differ either to a full or partial
maturation state. It depends on the combination of the various signals received.
Under the reception of safe signals (SS), iDCs migrate to the semi-mature state
(smDCs) and they cause antigens tolerance. iDCs migrate to the mature state
(mDCs) if they are more exposed to danger signals (DS) and to pathogenic asso-
ciated molecular patterns (PAMPs) than SS. They present the collected antigens
in a dangerous context.
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2.2 Abstract View of the Dendritic Cell Algorithm

The DCA combines several signals and antigen to fix the context of each object
(DC). The input signals of the system are pre-categorized as “danger”, “PAMP”
and “safe”. In biology, PAMPs definitely indicate an anomalous situation. DS
are indicators of abnormality but with lower value of confidence than PAMPs.
SS are indicators of normality generating a tolerance to the collected antigen.
These signals are processed by the algorithm in order to get three output signals:
costimulation signal (Csm), mature signal (Mat) and semi-mature signal (Semi).
A migration threshold is incorporated into the DCA in order to determine the
lifespan of a DC. As soon as the Csm exceeds the migration threshold; the
DC ceases to sample signals and antigens. The DCs differentiation direction is
determined by the comparison between cumulative Semi and cumulative Mat. If
the cumulative Semi is greater than the cumulative Mat, then the DC goes to
semi-mature context, which implies that the antigen data was collected under
normal conditions. Otherwise, it goes to mature context, signifying a potentially
anomalous data item. The nature of the response is determined by measuring the
number of DCs that are fully mature and is represented by the mature context
antigen value (MCAV). MCAV is used to assess the degree of anomaly of a
given antigen. The closer the MCAV is to 1, the greater the probability that the
antigen is anomalous. By applying thresholds at various levels, analysis can be
performed to assess the anomaly detection capabilities of the algorithm. Those
antigens whose MCAV are greater than the anomalous threshold are classified
into the anomalous category, while the others are classified into the normal one.

3 COID-FDCM: The Fuzzy Maintained Dendritic Cell
Method

According to [2], the DCA suffers from some shortcomings as it is sensitive to
the data order. Once the context changes multiple times in a quick succession
(data are randomized between the classes), the percent of classification accuracy
of the DCA decreases notably. This is due to an environment characterized by
a crisp evaluation in its context assessment phase as well as to the existence of
redundant and noisy instances in the DCA signal database. Hence, in this paper,
we propose a new model of the standard DCA named COID-Fuzzy Dendritic
Cell Method (COID-FDCM). Our method takes into account the fact of alle-
viating the crisp assessment task and maintaining the DCA signal database by
eliminating its “useless” objects. Our COID-FDCM steps are described in the
following Subsections.

3.1 Maintaining the Signal Database

As stated previously, the DCA signal database contains disagreeable objects es-
pecially noisy and redundant instances, in the sense that it affects negatively the
quality of the DCA classification results. To guarantee the DCA’s performance,
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the maintenance of the signal database becomes essentially. Thus, we apply the
Clustering, Outliers and Internal cases Detection maintenance approach (COID)
[4] as a first step in our new COID-FDCM. For that, COID defines two important
types of objects which should not be eliminated from the signal database:

Outlier: an isolated instance, no other object can replace it or be similar to it.

Internal instance: is one object from a group of similar objects. Each instance
from this group provides similar coverage to the other instances of the same
group. Deleting any member of this group has no effect on the system’s per-
formance since the remaining objects offer the same value. Thus, we can keep
one instance from each group of similar objects. Based on this idea, the COID
method reduces the original signal database by keeping only these two types
of instances and eliminates the rest. The COID maintaining method steps are
itemized as follows:

For the clustering method, COID adopts the Density-Based Spatial Clus-
tering of Applications with Noise (DBSCAN) [7] since it can detect the noisy
instances. Hence, the improvement of classification accuracy could be achieved.

For the selection of the internal instances, COID calculates the Euclidean
distance between the cluster’s center and each instance from the same cluster
and selects objects which have the smallest distance.

For the outliers detection, COID applies the Interquartile Range IQR and
the Mahalanobis distance as they are robust statistical methods.

Consequently, the result of applying the maintaining COID method is the
generation of a new reduced signal database lacking noisy and redundant objects
while preserving nearly the same performance of the original DCA signal data
set. Hence, our COID-FDCM can treat the new signal database easily and it
guaranties better classification results.

3.2 Fuzzy System Inputs-Output Variables

Once the signal database is maintained using COID policy, the DCA processes
these signals to get the semi-mature and the mature signals values. In order
to describe each of these two object contexts, we use linguistic variables [8].
Two inputs (one for each context) and one output are defined. The semi-mature
context and the mature context denoted respectively Cs and Cm are considered
as the input variables to the fuzzy system. The final state “maturity” of a DC
(object), Smat, is chosen as the output variable. All the system’s inputs and
output are defined using fuzzy set theory.

Cs = {μCs(csj )/csj ∈ XCs} ; Cm = {μCm(cmj )/cmj ∈ XCm}

Smat = {Smat(smatj )/smatj ∈ XSmat}
where csj , cmj and smatj are, respectively, the elements of the discrete universe
of discourse XCs , XCm and XSmat . μCs , μCm and μSmat are, respectively, the
corresponding membership functions.
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3.3 Linguistic Variables

The basic tools of fuzzy set theory are linguistic variables. The term set T (Smat)
interpreting Smat which is a linguistic variable that constitutes the final state of
maturity of a DC, could be: T (Smat) = {Semi−mature,Mature}.

Each term in T (Smat) is characterized by a fuzzy subset in a universe of dis-
course XSmat . Semi-mature might be interpreted as an object (data instance)
collected under safe circumstances, reflecting a normal behavior and Mature as
an object collected under dangerous circumstances, reflecting an anomalous be-
havior. Similarly, the input variables Cs and Cm are interpreted as linguistic vari-
ables with: T (Q) = {Low,Medium,High}, where Q = Cs and Cm respectively.

3.4 Fuzzy and Membership Functions Construction

In order to specify the range of each linguistic variable and based on the main-
tained signal database, we have run the DCA and we have recorded both semi-
mature and mature values which reflect the (Semi) and (Mat) outputs generated
by the DCA. Then, we picked up the minimum and maximum values of each of
the two generated values to fix the borders of the range which are:

min(range(Smat)) = min(min(range[Cm]),min(range[Cs]))

max(range(Smat)) = max(max(range[Cm]),max(range[Cs]))

It seems important now to fix the extents and midpoints of each membership
function. In fact, involving ordinary users to determine these parameters influ-
ences negatively the results since the user is not an expert in the domain. Hence,
these parameters have to be automatically generated by our system. For this,
our choice can be focused on the use of the fuzzy c-means clustering algorithm
(FCM) [9]. To the recorded list of (Mat) and (Semi) values, we apply FCM.
It helps to build a fuzzy inference system by creating membership functions to
represent the fuzzy qualities of each cluster. Each cluster reflects a membership
function. The number of clusters is relative to the number of the membership
functions of each variable (inputs and output). The output of this phase is a list
of cluster centers and several membership grades for each data point (object).
Thus, the extents and midpoints of the membership functions which describe
the system’s variables are automatically determined.

3.5 The Fuzzy Rule Sets Description

A knowledge base, comprising rules, is built to support the fuzzy inference. The
different rules of the fuzzy system are extracted from the information reflecting
the effect of each input signal on the state of a dendritic cell which is:

Safe Signals: in increase in value is a probable indicator of normality. High
values of the safe signal can cancel out the effects of both PAMPs and DS.
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Danger Signals: in increase in value is a probable indicator of damage, but
there is less certainty than with a PAMP signal.

PAMPs: in increase in value is a definite indicator of anomaly.

Inflammation: has the effect of amplifying the other three categories of input
signals, but is not sufficient to cause any effect on DCs when used in isolation.

From the list above, we can generate the following set of rules where all the
mentioned signals are taken into account implicitly in the fuzzy system.

1. If (Cm is Low) and (Cs is Low) then (Smat is Mature)
2. If (Cm is Low) and (Cs is Medium) then (Smat is Semi-mature)
3. If (Cm is Low) and (Cs is High) then (Smat is Semi-mature)
4. If (Cm is Medium) and (Cs is Low) then (Smat is Mature)
5. If (Cm is Medium) and (Cs is Medium) then (Smat is Semi-mature)
6. If (Cm is Medium) and (Cs is High) then (Smat is Semi-mature)
7. If (Cm is High) and (Cs is Low) then (Smat is Mature)
8. If (Cm is High) and (Cs is Medium) then (Smat is Mature)
9. If (Cm is High) and (Cs is High) then (Smat is Mature)

Let us consider Rule (2) as an example: if the Cm input is set to its first member-
ship function “Low” and the second input Cs to its second membership function
“Medium”, then the “Semi-mature” context of the output Smat is assigned. This
could be explained by the effect of the high values of SS (which lead to the semi-
mature context) that cancel out the effects of both PAMPs and DS (which lead
to the mature context). The same reasoning is affected to the rest of the rules.

3.6 The Fuzzy Context Assessment

Our COID-FDCM is based on the “Mamdani” composition method and the
“centroid” defuzzification mechanism. Once the inputs are fuzzified and the out-
put (centroid value) is generated, the cell context has to be fixed by comparing
the output value to the middle of the Smat range. In fact, if the centroid value
generated is greater than the middle of the output range then the final context of
the object is “Mature” indicating that the collected antigen may be anomalous;
else the antigen collected is likely to be normal.

4 Experiments

4.1 Experimental Setup

For the evaluation of our COID-FDCM, different experiments are performed
using two-class data sets from [10] described in Table 1.

Data items with the largest standard deviation form the DS. To generate
concentrations for SS and PAMPs, the attribute with the next greatest standard
deviation is chosen. Antigen is represented as the identification number of a
data item within the database. The threshold for classification which is applied
to the MCAVs is set to 0.54, 0.76, 0.52, 0.12, 0.78, 0.4, 0.12, 0.4 and 0.3 for
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Table 1. Description of databases

Database Ref 
 instances 
 attributes

Mammographic Mass MM 961 6
Pima Indians Diabetes PID 768 8
Blood Transfusion Service Center BTSC 748 5
Ionosphere IONO 351 34
Liver Disorders LD 345 7
Haberman’s Survival HS 306 4
Statlog (Heart) STAT 270 13
Connectionist Bench CB 208 60

the databases respectively. Items below the threshold are classified as class 1
(normal) and above as class 2 (anomaly). As for the parameter of the FCM
clustering techniques, m is set to 2.

In [2] it was shown that the DCA is sensitive to the data order producing
unsatisfying classification results when applied to a randomized database unlike
when applied to an ordered data set. Hence, with our new COID-FDCM, our
experimentations are based on randomizing the data more and more between the
classes and to notice the effect of this randomization on our new COID-FDCM.
We try to show that the performance of our COID-FDCM does neither depend
on such transitions nor on ordered data sets contrary to the DCA. To achieve
this, three different data orders are used. Experiment one uses a one-step data
order i.e. all class one items are processed followed by all class two items. In
experiment two, data are partitioned into three sections, resulting in a two-step
data order. The data comprising class one is split into two sections and the class
two data is embedded between the class one partitions. Experiment three consists
of data randomized between class one and class two. For the evaluation of our
COID-FDCM, we will consider the PCC as a principal criterion which is the
mean percentage of correct classification over stratified ten fold cross validation.

4.2 Results and Discussion

In this Section, we try to show the effectiveness of our COID-FDCM. For that,
our COID-FDCM experimental results will be compared to the standard DCA
which is the non-fuzzy case. We will also compare our method to the Fuzzy
Dendritic Cell Method (FDCM) [5] which is the first work based on fuzzy set
theory where the parameters of the system were defined by ordinary users. Hence,
presenting some limitations which we try to overcome using our COID-FDCM.

Previous examinations with DCA, in [1], show that the misclassifications oc-
cur exclusively at the transition boundaries. This problem was partially solved
in [5] with FDCM via the new fuzzy context assessment phase. However, FDCM
gives unsatisfying classification results in case of ordered contexts, which could
be explained by involving the ordinary user in the determination of the system’s
parameters. Note that both DCA and FDCM use the original signal database
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which contains noisy and redundant instances. To handle the drawbacks of DCA
and FDCM, we developed our COID-FDCM which is based on generating auto-
matically the parameters of the fuzzy inference system, on smoothing the crisp
evaluation of the DC’s contexts assessment phase and on maintaining the DCA
signal database. Our new COID-FDCM gives better classification results in both
ordered and disordered contexts when compared to the DCA and FDCM, which
is confirmed by the results presented in Table 2.

Table 2. Experimental measures PCC (%)

DCA FDCM COID-FDCM

1-Step 2-Step Random 1-Step 2-Step Random 1-Step 2-Step Random

MM 97.19 86.88 64.51 91.25 97.19 97.5 98.28 99.68 99.53

PID 96.48 93.48 89.84 95.31 95.43 96.87 99.59 99.79 99.79

BTSC 94.38 78.87 77.4 97.19 96.92 99.59 98.2 99.23 99.48

IONO 94.58 78.63 66.09 78.34 85.75 97.15 97.29 97.29 98.19

LD 96.23 76.52 62.6 66.08 81.44 96.52 97.01 99 99.05

HS 95.75 79.73 27.45 27.77 90.84 99.01 98.67 99.33 99.33

STAT 93.33 84.81 62.96 75.92 87.03 95.55 99.33 99.33 99.33

CB 92.3 86.53 75 80.76 91.34 96.63 98.24 98.24 99.12

From Table 2, it is clearly noticed that our COID-FDCM has given good re-
sults in terms of classification accuracy (PCC). In fact, by randomizing the data
between classes (two-step and random experiments), the PCCs of our COID-
FDCM are better than those given by DCA and FDCM. This remark also
includes the case of an ordered database. For instance, by applying our COID-
FDCM to the Connectionist Bench (CB) database and with the randomization
of the database, the PCC increases from 98,24% to 99,12%. In case of an ordered
database, the PCC takes a value of 98,24%. Whereas, when applying the DCA
to the same database, the PCC decreases from 86,53% to 75% and in case of
ordered contexts it takes a value of 92,3%. This high value is explained by the
appropriate use of this algorithm only in case of ordered databases. From these
results, we can conclude that our COID-FDCM produces better classification
results than DCA in both cases: ordered and disordered contexts. Indeed, by ap-
plying the FDCM to the same database, the PCC varies from 91,34% to 96,63%
and in case of an ordered contexts it takes a value of 80,67%. This low value is
explained by the use of arbitrary midpoints and extents for the system’s mem-
bership functions since they are given by an ordinary user. Again, we can easily
remark that COID-FDCM generates better results than those of the FDCM in
case of disordered contexts as well as in case of an ordered database.

These encouraging COID-FDCM classification results are explained by the
appropriate use of the COID maintaining method for the original DCA signal
database. The fact of applying this policy induces a small signal database without
redundant or noisy objects. Eliminating this kind of instances avoids the use of
“wrong” and “useless” data which guaranties a maintained signal database for
our method. Moreover, reducing the size of the original DCA signal database
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decreases the execution time of our COID-FDCM comparing it to DCA and
FDCM one since they are applied to the entire database (including the noisy
data). In addition, our COID-FDCM is an interesting classification method able
to smooth the crisp separation between the two DCs’ contexts using fuzzy set
theory. As a result, our COID-FDCM generates better classification results than
those of the standard DCA and FDCM.

5 Conclusion and Future Works

In this paper, we have developed a modified version of the standard dendritic
cell method. Our method aims at maintaining the signal database, smoothing
the crisp separation between the two contexts and generating automatically the
parameters of the system leading to better results in terms of classification accu-
racy. As future work, we intend to further explore this new instantiation of our
COID-FDCM by introducing weighting methods in order to check the reliability
of our classification technique.
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Multilayer Neural Networks

with Receptive Fields as a Model
for the Neuron Reconstruction Problem
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Abstract. The developed model consists of a multilayer neural network
with receptive fields used to estimate the local direction of the neuron
on a fragment of microscopy image. It can be used in a wide range of
classical neuron reconstruction methods (manual, semi-automatic, local
automatic or global automatic), some of which are also outlined in this
paper. The model is trained on an automatically generated training set
extracted from a provided example image stack and corresponding re-
construction file. During the experiments the model was tested in simple
statistical tests and in real applications, and achieved good results. The
main advantage of the proposed approach is its simplicity for the end-
user, one who might have little or no mathematical/computer science
background, as it does not require any manual configuration of constants.

Keywords: artificial neural network, receptive fields, computer vision,
neuron reconstruction.

1 Introduction

Understanding how the brain works is one of the greatest challenges of modern
science [1]. The development of computational methods for the study of neural
anatomy is of particular importance in this field [2]. The neuron reconstruction
problem, i.e. retrieving a three-dimensional spatial structure graph of the neural
cells imaged using various types of light microscopy, has been investigated since
the 1980s [3]. A number of studies have been carried out, e.g. some concerning
local automatic tracing methods, where a structure template (e.g. cylinders) is
matched to the image data during the iterative greedy process [4]. Others repre-
sent a global approach to the problem, where after the seeding step, a minimum
spanning tree search with some custom metric is executed [5]. Evers et al. [6]
also proposed an approach based on the geodesic active contour model. There
are also many semi-automatic algorithms, such as the efficient 3D tracing and
editing method by Peng et al. [7]. To our knowledge, there have been no studies
regarding the possible applications of fully machine learning-based models.
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2 Motivation

Artificial intelligence methods are being successfully used in many fields of bi-
ology, from gene detection [8], through protein secondary structure prediction
[9], to the analysis of microarrays [10]. They are also becoming more common in
general computer vision as well as in biologically related applications [11] [12].
The choice of a neural network with receptive fields as the underlying model for
the neuron reconstruction problem is motivated by the successful application of
similar methods to image segmentation problems [13] [15], the fact that it is a
simplified model of the human visual system, and that for a neurobiologist, i.e.
the end-user of this kind of system, such an approach means that there is no
required mathematical or computer science knowledge needed to use it, as the
whole configuration of the model is executed automatically.

3 Model

The general idea is to create a feedforward neural network based model which,
for a given two-dimensional matrix of voxel intensities (being its range of sight,
located in the three-dimensional space, rotated in some direction d ∈ R

3), can
estimate if the neuron in this point is rotated in d. For a better analogy to actual
sight, this vision field is also shifted in the direction −d (so it sees more of what
is ’ahead’ than ’behind’ it, as this data is more important for making a correct
estimation).

3.1 Vision Field

Let us denote for some fixed p ∈ N (called the size of the vision field):

VXY = {−p,−p+ 1, ..., 0, ..., p− 1, p}×{−p,−p+ 1, ..., 0, ..., p− 1, p}×{0} (1)

where XY corresponds to an XY slice of the 3D intensity array. Similarly, one
can define VXZ , VY Z and any other type of field. The vision field of type t,
centered in point q ∈ R

3, rotated in the direction d can now be defined as the
translation and rotation of Vf (for some fixed v ∈ R - size of the shift).

Ft,q,d =

{
q + x′ +

d

‖d‖2
v : x′ ∈ Rd(Vt)

}
(2)

where Rd(Vt) is a set of points from Vt, rotated in the spherical coordinate system
of angles between vector d and (1, 0, 0). Naturally, there is an infinite number of
possible rotations of the two-dimensional plane in the direction of a given vector.
Selecting this particular one is motivated by the fact that it ensures the biggest
projection on the XY plane, which has the best resolution in the input data (and
as such is the most reliable source of information). The input data is a three-
dimensional array I of voxel intensities, and most of the points of the vision
fields defined in Equation 2 have non-integer coordinates, so some interpolation
of the image function is required. The simplest possibility is to define f as a
weighted sum of the values of the closest points with integer coordinates.
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f(x) =

∑
y∈BB(x) I(y) ·max(1− ‖y − x‖2 , 0)∑

y∈BB(x)max(1 − ‖y − x‖2 , 0)
(3)

where BB(x) is a set of eight points with integer coordinates forming a unit
bounding box of x. More advanced methods are also possible, but as this func-
tion is called many times during an algorithm’s execution, it should be compu-
tationally easy. Figure 1 shows sample f function values for some vision fields.

Fig. 1. Sample f function values of some XY vision fields, visualized as 31x31 px 8bit
images (p = 15, v = 5)

3.2 Neural Network Estimator

The neural network estimator is composed of artificial neural networks (ANNs)
that accept as their input a matrix of voxel intensity and output a value in
the [0, 1] range. This value shows if the image from a vision field, placed in
point x ∈ R

3, rotated in the direction d, represents a correctly rotated part of
the neuron. The vision fields were defined as a set of points for simplicity but,
naturally, we can treat them as two-dimensional matrices. The main element of
this model is a four-layer feedforward neural network (Fig. 2), which is trained
on the automatically generated training set and extracted from the provided
example image stack and corresponding reconstruction file (Sec. 3.3). The weight
sharing technique is not used, so that the network can develop different feature
detectors in each receptive field (similar to the Phung et al. [13] approach).
Every neuron, except for the output one, uses the hyperbolic tangent activation
function, so it can provide both inhibitory and excitatory signals [14], while the
output node activation is a simple sigmoid function. Bias neurons are also used
in all layers.

The neural network estimator can be composed of many actual ANNs trained
on various orientations of the vision fields. This helps to easily build more accu-
rate models. Let us denote:

NNE(x, d) =

∑
t∈T NNt(Ft,x,d)

|T | (4)

where T is a set of all the used field types (e.g. T = {XY,XZ}), and NNt(Ft,x,d)
is the output of the neural network indexed with t on the vision field Ft,x,d values
of function f (Eq. 3).
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Fig. 2. Neural network topology. A - input layer, with each neuron connected to the
corresponding point in the vision field, B - hidden receptive layer, where each neuron
is connected only to its square shaped receptive field (gray neurons) in the input layer,
C - hidden layer, fully connected with the previous one, D - output layer, also fully
connected.

3.3 Learning

To train this model, only an image stack and corresponding manual reconstruc-
tion are needed. The depth first search algorithm executed on the reconstruction
tree can extract (on each point of this graph) all the required vision fields. The
only problem then is to find the expected output for this input according to the
given data. A good heuristic for this task should:

– be absolute, i.e. its results have to be comparable whichever tracing position
is considered

– prefer locally best fitted directions
– not use information from the image stack
– consider difficulties deriving from the bifurcation points
– take into account the diameter of the neuron in the current location
– be bounded, as it will be used as the desired output of the neural network.

For this purpose, the heuristic S defined in Equations 5, 6 and 7 is given. First,
distq(d, x) is defined, which measures the distance of point x from the half-line
between the origin and direction d (with respect to the neuron diameter diamq

in point q).

distq(d, x) =

⎧⎪⎨⎪⎩
0, for ‖x‖2 ≤ diamq∥∥x− d(xT d)∥∥
2
, for ‖x‖2 > diamq and xT d ≥ 0

‖x‖2 , for ‖x‖2 > diamq and xT d < 0

(5)

To prefer locally best fitted directions, the small score function is defined as a
weighted mean of dist values.

sq(d, {xi}i∈{1,..,k}) = 1− 2

k(k + 1)

k∑
i=1

(k− i+1)
min{distq(d, xi − q),maxdist}

maxdist
,

(6)
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where maxdist is the maximum value of dist worth considering in our applica-
tions. As it is a simple cut-off, its exact value is not crucial and can be set in
the (1,p] range.
S is defined as a search through all possible paths starting in the considered

point for the best (in the sense of s value) fit.

S(d, q) = maxX∈Tp
q

maxx∈Xmax{0, (x− q)T d}
p

sq(d,X) (7)

where T p
q is a set of paths in the reconstruction tree T from q to some leaf, with

all nodes removed that are more distant from q than the size of the vision field - p.
Sample S function values with corresponding f function values of some vision
fields extracted during the learning phase are given in Figure 3.

Fig. 3. Example f function values of vision fields with corresponding S values

4 Experiments and Results

After simple tests the model parameters were set to 20 hidden neurons, 31x31
vision fields, and 4x4 receptive fields with 2 pixel overlapping. The network was
trained using the backpropagation algorithm (learning rate set to 0.02, momen-
tum set to 0.7). The early stopping method was used to find the best training stop
moment [16]. Confocal microscopy images of the olfactory bulb of Drosophila,
retrieved from the DIADEM Challenge [17] competition, were used during the
experiments. One image (with a corresponding gold standard reconstruction)
was used to construct the training set (3000 samples) and validation set (750
samples), and the rest of the images were used for testing. Tests were also run on
images from the Stanford FlyBrain Database containing images from the same
type of microscopy and brain region as the training data (unfortunately without
corresponding reconstructions).

In most cases the DIADEM metric [18] was used to compare the results of
the algorithm to the correct, manual reconstructions. During the statistical tests
some other metrics were also used:

– SE - mean amount of incorrectly ordered triples (max, mid, low) by NNE,
generated during validation of set extraction,

– ME - mean squared error on the validating set,
– MA - mean angle (in radians) between the correct direction (according to

the heuristic S) and the one with the highest response of NNE among all
possible directions (tested using one whole reconstruction file).
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4.1 Learning Phase Tests

The first step of the experiments was to test the learning phase of the model
and to find some of the remaining parameters. As mentioned before in Section
3.2, NNE can use many different vision fields and neural networks for them. In
Table 1 one can find the sample results of testing three different settings. After
this phase all of the following experiments were performed using NNE composed
of two vision fields (XY, XZ) trained on a single (XY) field, as this achieved
the best results (mostly because of the low resolution among the Z-axis, which
caused a low quality of the XZ training vectors). These were all executed on the
testing set of images (different than those used for the training).

Table 1. The ’trained’ column contains vision fields on which the neural network(s)
was/were trained. In the second experiment both vision fields were evaluated using a
network trained on the XY field.

id trained used SE ME MA

1. XY XY 0.0048 0.0096 0.289

2. XY XY, XZ 0.0032 0.0077 0.258

3. XY, XZ XY, XZ 0.0048 0.0104 0.290

4.2 Evaluation Tests

The simple greedy local tracing algorithm was implemented to test the model’s
usefulness in local automatic approaches. At each step the algorithm sets NNE
in every direction (from the precomputed set of possible directions) and records
its output. It moves in the direction dmax of the highest value.

It bifurcates if and only if there is a non-empty set of other directions (can-
didates) with a value of at least 0.7 of the dmax value. It chooses the direction
dbif from this set by searching through the shortest paths on the unit sphere
between those directions and dmax and selecting the point which has the lowest
value on its path (see Figure 4 for more details).

Fig. 4. A visualization of the NNE values (color and distance from the ’sphere’ center
is proportional to the network output) of all possible directions (white squares) - the
directions in white circles are the ’candidates’ for the bifurcation point and the direction
in the white square is the one with the lowest value among all the shortest paths between
dmax and the candidates.
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Table 2. Results of greedy local tracing in comparison to free NeuronStudio software
and the DIADEM Challenge finalists’ algorithm [19]

NeuronStudio NNE Eugene Myers Team

score 0.80 0.82 0.97

The best achieved result during the tests was 0.82 (Fig. 5), which is compa-
rable to the NeuronStudio results, but far behind one of the DIADEM challenge
finalists’ algorithms - that of the Eugene Myers Team (Table 2). The results for
the rest of the testing set were between 0.4 and 0.7 (mostly because of the weak
bifurcation condition, but when it was user manually helped, by running it from
the bifurcation points, the score increased to 0.7-0.9).

Fig. 5. Fragment of the XY projection of the best reconstruction achieved using the
local greedy algorithm. The reconstruction is shifted for better visualization.

In applications where the user traces a neuron by continuously selecting some
(possibly distant) points of the cell, the trained NNE can trace the dendrite using
Dijkstra’s algorithm with the distance between two spatially adjacent voxels a
and b defined as follows:

d(a, b) =

(
1− NNE(a, b− a) +NNE(b, a− b)

2

)
‖a− b‖2 (8)

Tests of this type of approach (Fig. 6) resulted in reconstructions of the DIADEM
metric between 0.8 and 0.95, with a mean score of 0.89.

Fig. 6. Fragment of the XY projection of semi-automated tracing between point A and
B selected by the user. Reconstruction is shifted for better visualization.
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A similar approach can be used in global automatic methods, where after the
seeding part (preprocessing of the image to find voxels that are definitely parts
of the neuron), the minimum spanning tree algorithm (e.g. Kruskal’s or Prim’s
algorithm) is executed according to the distance function defined in Equation 8.

5 Conclusion

The model proposed in this paper is the first approach to using machine learn-
ing methods directly to the neuron reconstruction problem. The achieved results,
wide range of possible applications (from manual reconstruction systems, where
it can serve as a reconstruction assistant, suggesting the best tracing direction
or simply visualizing the network output for all possible directions, to local and
global automatic systems) and intuitive configuration (as every neurobiologist
dealing with the reconstruction problem already has some manual reconstruc-
tions that can be used to train this model), all show that it can be a valuable
alternative to the models currently being used.

Future plans include tuning the model’s structure (e.g. introducing both in-
hibitory and excitatory receptive fields, similarly to those in Fernandes et al.
[20]), improving the heuristic used for learning set extraction and a more com-
plex method of network training (e.g. reinforcement learning with the agent
moving along the neuron structure instead of simple batch learning).
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Abstract. This paper presents a practical approach to person recogni-
tion by gait. The biometric system is based on ground reaction forces
and positions of the center of pressure generated during the subject gait
and the single-output multilayer neural network. The article discusses
both the identification and the verification problems as well as influence
of the security level on the quality of the proposed biometric system.
The achieved results (almost 96% of correct recognition) show that hu-
man gait is a biometric measure which enables efficient authorization in
a simple way.

Keywords: biometrics, human gait, force plate, neural networks.

1 Introduction

The biometrics can be regarded as a pattern recognition system based on in-
dividuals physical or behavioral features which allow to distinguish individuals.
Using the most commonly biometrics authentication methods have the signifi-
cant advantage over traditional authentication techniques based on, for instance,
the knowledge of passwords or the possession of a special card. The biometric
patterns are unique for each individual and cannot be lost, stolen or forgotten.
This is the reason why biometrics systems are recently increasingly popular. The
physiological biometrics is based on a measurable characteristics of some part
of human body like fingerprints, retina, iris. The behavioral biometrics manages
data which are the result of performing common human activity, for example:
speech, handwriting or gait.

Among the above given biometrics methods the special attention should be
paid to human gait. Gait is a very complex human activity. It is a symmetrical
and repetitive phenomenon in its normal form. The movement of each limb is
partitioned for the support phase - when the foot is in contact with the ground
and the swing phase when the foot is lifted and moved forward. The human gait
is developed during child growth. It is assumed that the human gait pattern is
evaluated till the child is seven years old and next stay almost unchanged till
his death. The human gait is the result of synergistic activity of: bones, muscles
and nervous systems. The cooperation of those three systems makes the human
movement unique for every person.[8]
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In contrast to other biometrics authentication methods, human gait has the
following advantages:

– the person does not need to interact with any measurement system in an
unnatural way; it is sufficient that the subject passes through a pathway
equipped, in this case, with force plates;

– trails can be done only by a living person;
– the verified subject does not need to be aware of being submitted to the

authentication procedure.

Gait is not actually new biometrics. Nowadays the most popular approach used
in authentication people by the way they walk is based on a video analysis. In this
case, a set of parameters is calculated from a sequence of images[1]. The problems
with using video data in biometrics systems are: changes of the lighting and the
clothing of the investigated person. The other popular approach is based on the
signals describing how the plantar of the human foot acting on the surface. In work
[6] the authors used two one-sized insoles which were fastened to the ground for
measuring foot’s center pressure during the special planned excersises executed by
the subject. In [4] footprints of the individuals have been used for human recogni-
tion. In this unique approach the authors achieved up to 85% of correct recogni-
tion. A different approach has been proposed in[5]. The authors used the vertical
component of the ground reaction force (GRF) and the nearest neighbour classi-
fication for subject recognition. They used ten parameters such as: the mean and
standard deviation of the profile, the length of the profile (number of samples), the
area under the profile and finally the coordinates of two maximum points and the
minimum point to describe each of the GRF profiles. In the previous author’s work
[2] the biometric system which made the authentication task based on GRF sig-
nals by means of set single-output multilayer neural network has been described.
The results pointed to that there is a need to use two force plates to achieve better
quality of the biometrics system.

2 Recognition of Human Gait

There are two main tasks to be performed by the biometric system. They are:
verification and identification. The system in the identification mode should
return the name or the number of the investigated subject. In the verification
mode the user introduces himself and enters his biometrics patterns. The system
should check if the presented pattern does belong to the user.

2.1 Ground Reaction Force and Trajectories of Center of Pressure

In the biomechanical approach, the ground reaction force (GRF) is the force
which is acting on the body as a response to its weight and inertia during the
contact of the human plantar with the surface. The all three components of
GRF are used in the presented work. They are: anterior/posterior Fx, vertical
Fy and medial/lateral Fz components of GRF. The common profiles of the GRF
components are presented in Fig. 1 (a-c).
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Fig. 1. Analyzed signals: components of GRF in: a) anterior/posterior, b) vertical, c)
medial/lateral direction, d) trajectory of COP during the support phase of the left
lower limb

The anterior/posterior component has two main phases. The value of Fx is
negative in the first phase. It is a result of the deceleration of the investigated
lower limb, in this case the force direction is opposite in direction of walking.
The minimum of the deceleration phase is most often reached a moment before
the maximum of the limb-loading phase in the vertical component of GRF. The
value of Fx is positive in the second phase, respectively. The maximum of the
acceleration phase is reached when the toe-off phase starts.

There are three extremes in Fig. 1b. They correspond to: the maximum of the
limb-loading phase, the minimum of the limb-unloading phase and the maximum
of the propulsion phase (a moment before the toe off). It is not difficult to point
to the same extremes for the medial/lateral component of GRF as for the vertical
GRF.

A force plate could measure the center of pressure (COP), too. The COP is
the point of location of the vertical component of GRF. The point is given as
coordinates where the origin of coordinates is determined before the experiment.
The work presented took into consideration the trajectory of COP during the
support phase of the subject. In [3] COP has been used as a good index to
calculate the balance of individuals.

2.2 Vector of Features

The force plates record the all three components of GRF and the coordinates of
COP position. This gives ten vectors of the measure values depended on time as
a result of the investigation. The measured data can be presented as a matrix
which is representation of one token:



254 M. Derlatka
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⎤⎥⎥⎥⎦ (1)

where: i= 3,4,5 consists of the three components of the GRF for the left lower
limb; i=8,9,10 - components of the GRF for the right lower limb; i=1,2 and
i=6,7 trajectories of COPs measured by the forces plates for the left and the
right lower limb respectively; N - number of samples.

Here, in contrast to the approach used in biomechanics, the GRF is not nor-
malized, because the value of GRF corresponds to body weight of the inves-
tigated subject, so it could be useful in distinguishing individuals. It was also
proved experimentally in [9] where normalization of GRF drastically reduced the
quality of the biometrics system. In the presented work the following parameters
are extracted for representation of the support phase of a single step:

– duration of the support phase separately for the left lower limb and the right
one;

– relatively duration of the single support phase separately for the left lower
limb and the right one;

– mean of the each GRF profiles;
– standard deviation of the each GRF profiles;
– eigenvalues and eigenvectors of the covariance matrix created based on token

P (only parameters indicated by i=3,4,5,8,9,10);
– the coefficients of a polynomial of 9th degree that fits the Fj=f(time) best in a

least-squares sense: aj,9,aj,8, ..., aj,1, aj,0, where j ∈ {xL, yL, zL, xR, yR, zR};
L - left leg, R - right leg;

– the coefficients of a polynomial of 9th degree that fits the COPxL=f(COPyL)
and COPxR=f(COPyR)best in a least-squares sense b9, b8, ..., b1 except b0,
because b0 don’t indicate the shape, but only position of heel strike during
trials.

As a conclusion, each token is converted into an input vector used by the neural
network in the biometric system.

2.3 Applying of the Neural Networks

The classical multilayer neural network with one hidden layer and one output
neuron is implemented. Each neuron has a sigmoid activation function. The neu-
ral network is learned with Rprop algorithm with the same learning parameters
as many times as the users are presented in the database. The network is learned
to recognize only one user at time (Fig. 2). It is achieved by changing the network
output desirable value in the training set. The neural network is learned to get
the output equal 1 for the considered user and to get output equal 0 for other
users. The neural network is initialized with the same weight’s values before the
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Fig. 2. The process of learning the single user gait

learning process for each user. The weights of the neural networks are written
into the proper file associated with the considered user after training.

In the verification mode the neural network weights are read from the file as-
sociated with the claim user. The user’s gait is transformed according to the way
described in subsection 2.2 and the input vector is presented into the network’s
input. The response value is compared with the assumed security level (0.1 ÷
0.9). The positive verification is accepted only if the network response is greater
than the security level.

Fig. 3. Scheme of identification process
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In the identification mode, as well as in the verification the user’s gait is
transformed into the network’s input vector. Subsequently, the network response
for every weights vector stored in the database is checked up. The system chooses
this user’s ID for which the neural network response is the greatest. If the chosen
response of the neural network is greater than the assumed threshold the decision
about the recognition of a user is positive. Otherwise the system treats the
subject as unrecognized (Fig. 3).

3 Results

3.1 Measurements and Experimental Population

The measurements were made in the Bialystok University of Technology on a
group of 54 students (39 men and 15 women) by means of the two Kistler force
plates. The subjects who took part in the investigations were at age 20.7 ±
1.15, body weight 75.39 ± 15.17 and body height 177.2 ± 8.22. The number
of volunteers is rather big comparing to others work in the biometrics systems
using gait[7]. Moreover, the recruiting the volunteers from students make the
database more homogeneous (that is harder for correct classification) than in
real life.

The subjects filled the special questionnaire before investigations. The ques-
tions were connected to the health history of the subjects and their emotional
and physical state. Twenty nine subjects had not experienced injuries or abnor-
malities affecting their gait. Eleven volunteers reported a sprain of ankle (four
students in two legs) in the past. Five person had the broken leg in the past(a
tibia or a hallux)and six students reported a posture’s defect (scoliosis, kypho-
sis). Only one volunteer has flat foot. A few volunteers reported two or more
deficiencies which existed together. Among the volunteers was one subject who
walked in an unnatural way holding his elbow by the second hand. The two
Kistler force plates were hidden on the pathway and recorded data with fre-
quency 1kHz. The volunteers made several trails (10 ÷ 16) with comfortable
self-selected velocity in their own shoes hitting at the plate with the left and the
right leg, so almost 800 gait cycles have been recorded. 457 tokens from 49 users
were used to build the learning set. 336 tokens from all 54 users were treated as
the testing set. Five subjects (55 trials) who were represented only in the testing
set were used for checking the biometric system’s ability to stop intruders both
in the identification and the verification tasks. Among the intruders only one re-
ported a sprain of ankle injury which took place 5 years before the investigation.
Moreover he was emotional person with rather unstable and small repeatability
gait. The rest of intruders did not rise any health problem which can influence
their gait.

3.2 Recognition Accuracy

The results of the identification and verification of the subject depending on the
security level are presented in Table 1. The presented values were calculated on
base of the data from the testing set.
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Table 1. The results of the identification and verification of the users and intruders

identification verification
security level users intruders users intruders

false rejected false accepted false accepted false rejected false accepted

0.1 1.42% 1.42% 80.0% 1.42% 2.37%
0.2 2.49% 0.71% 49.1% 2.49% 1.22%
0.3 2.49% 0.71% 29.1% 2.49% 0.59%
0.4 2.49% 0.36% 20.0% 2.49% 0.41%
0.5 2.49% 0.36% 7.27% 2.49% 0.15%
0.6 2.49% 0.36% 5.45% 2.49% 0.11%
0.7 3.20% 0.36% 3.64% 3.20% 0.07%
0.8 4.27% 0% 1.82% 4.27% 0.03%
0.9 12.1% 0% 0% 12.1% 0%

Choosing the optimal value of the security level one should remember that
projecting of the biometrics system is the compromise between false rejected
rate and false accepted rate. Moreover, it should be taken into consideration
the value of false accepted intruders, too. In the author’s previous work [2] the
security level has been estimated as equal 0.8. This value gives more than 95.5%
correct recognised user’s cycles both in the identification and the verification
modes and 0% false accepted gait cycles (see Table 1).

One third of bad recognised gait cycles belong to one person. The neural
network’s output for him was close to zero in many his cycles. It means that
the presented biometrics system regards that the gait cycles from testing set are
too much different than the strides included in training set. At first look, the
security level equal 0.8 gives almost 2% chances for intruders in the identification
mode. In fact, bad recognized was only one cycle. The more detailed analysis of
this case show that there are some similarities between user and this particular
intruder. They are the same gender. They have almost the same body masses and
body weights. None of them didn’t report any injuries in the past. Moreover they
prescribed in the questionnaire their physical and emotional state in the exactly
the same words. The presented biometrics system has no special problems with
authentication subjects who reported any injuries in the past. The quality of the
system is similar like in case of healthy volunteers.
To sum up, the general recognition accuracy is really high especially comparing
to works where GRF profiles have been used. In work [7] where the resuls of some
authors have been presented the best results achieved 94% of correct recognised
subjects.

4 Conclusions

The presented biometric system based on the signals derived from two force
plates shows that the human gait is a biometric measure which enables efficient
authorization in a simple way. It works in the way invisible to the subjects.
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It can be successfully applied in both indoor or outdoor conditions without any
changes and, what is the most important, it works with high efficiency. The
author is aware of some limitations of the presented results, of course. First of
all, the presented system is hard flexible. It is necessary to rebuild each of the
training sets and to retrain each of the neural networks in the case of addition
at least one more authorized user to the database. Second there is a need to
investigate how some of the external factors like shoes or loading influence for
the quality of the system. These limitations will be dealt with in future works.

Acknowledgments. This paper is supported by grant S/WM/1/12 from the
Bialystok University of Technology.
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Abstract. In this work, eleven classifiers were tested in the prediction
of intra- and post-operative complications in women with cervical can-
cer. For the real data set the normalization of the input variables was
applied, the feature selection was performed and the original data set was
binarized. The simulation showed the best model satisfying the quality
criteria such as: the average value and the standard deviation of the er-
ror, the area under ROC curve, sensitivity and specificity. The results
can be useful in clinical practice.

Keywords: machine learning classifiers, cervical cancer, cross valida-
tion, complications prediction, diagnostic accuracy.

1 Introduction

Computational intelligence methods, in medical domain, are mostly used in di-
agnosis support, survival prognosis and prediction of treatment complications
[4], [5], [13], [16], [24]. The methods of complication predictions among patients
with cervical cancer, which is the third most commonly diagnosed carcinoma
and the fourth leading cause of cancer death in females worldwide [11], have not
been elaborated so far though.

Carcinoma of the uterine cervix grows locally and may extend in continuity
to the adjacent tissues, spread to regional lymph nodes and later metastasize
to distant organs. Spread of the disease is most often clinically staged by the
International Federation of Gynecology and Obstetrics (FIGO) [17].

In early tumor stages, the surgical methods are preferred. Patients with cervi-
cal cancer FIGO 0-IA1 should be treated with conisation or simple hysterectomy.
For more advanced disease (FIGO IA2-IIB), in many medical centers, radical
hysterectomy with pelvic lymphadenectomy remains the therapy of choice [23].
This operation is one of the most extensive surgical procedures in gynecologi-
cal oncology and is burdened with significant risk of severe complications, e.g.:
injuries of large blood vessels and related organs or pulmonary embolism [15].
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The complications resulting from the radical hysterectomy may cause an
additional stress of a patient, postpone the adjuvant therapy and significantly
increase hospital costs. Thus, the identification of patients with high risk of intra-
and post-operative complications is of a great importance, since the chemoradi-
ation would be probably more safe and equally effective therapeutic option for
them.

The aim of this contribution is to evaluate the efficacy of artificial intelligence
methods in the prediction of radical hysterectomy complications in women with
cervical cancer FIGO IA2-IIB. The real data consisting of 107 patients with 10
attributes obtained from the Clinical Department of Obstetrics and Gynecology
of Rzeszow State Hospital in Poland was investigated.

The paper is organized as follows. In Section 2, the data set description and
the binbarization method of predictors are presented. Section 3 describes how
the input data is partitioned into training and testing subsets. Section 4 high-
lights the algorithms used for classification purposes. In Section 5, the simulation
results are presented. Finally, Section 6 summarizes the work.

2 Data Set Description and Binarization of Predictors

Each data record from the original data set consists of 10 predictor variables:
age (x1 [y]), height (x2 [cm]), weight (x3 [kg]), body mass index (BMI, x4[
kg /m2

]
), comorbidities (x5 ∈ {no, yes}), previous operations (x6 ∈ {no, yes}),

hormonal status (x7 ∈ {premenopausal, postmenopausal}), histology of tumor
(x8 ∈ {plano, other}), histologic grade (x9 ∈ {G1, G2, G3}), FIGO stage (x10 ∈
{IA2, IB1, IB2, IIA, IIB}) [17]. The output variable is y ∈ {no, yes}, where
yes means occurrence of intra- or post-operative complications, and y = no –
means vice-versa.

In this work we use both original and normalized data set. There are many
ways of normalization of the input variables, but we consider a specific type of
coding called “binarization” what is briefly described below.

The input variables x1, x2 and x3 (age, height, weight, respectively) are from
the finite sets containing real numbers, i.e. xk ∈ Xk = {rk,1, . . . , rk,q}, (k =
1, 2, 3). First, for every variable xk we make a partition of the whole set Xk into
three subsets: X1,k, X2,k, and X3,k, so that

⋃
i=1,2,3Xi,k = Xk and Xi,k∩Xj,k =

∅ for i �= j. Next, we compute a mean value mk and the standard deviation σk
for each set Xk. The subset X1,k contains “low” values from the set Xk, i.e.
xk � mk − σk. The subset X2,k contains all the “middle” values from the set
Xk, (mk−σk < xk < mk+σk), and the subsetX3,k contains all the “high” values
from the set Xk, (xk � mk + σk). For the input variable x1 (age) from the set
X1 = {29, . . . , 73} we obtain X1,1 = {29, . . . , 39}, X2,1 = {40, . . . , 58}, X3,1 =
{59, . . . , 73}. On the basis of such a subseting we determine data binarization
as follows. We introduce the binary values bi ∈ {0, 1} so that any subset of the
input variables x1, x2 and x3 is unambiguously identified by new variable bi,
e.g. b1 = 1 iff x1 ∈ X1,1, b2 = 1 iff x1 ∈ X2,1, b3 = 1 iff x1 ∈ X3,1, b4 = 1 iff
x2 ∈ X1,2 and so on. In this way b1+b2+b3 = 1, b4+b5+b6 = 1, b7+b8+b9 = 1
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where bi ∈ {0, 1}. Thus, for x1, x2 and x3 we have 9 binary variables b1 . . . b9.
In case of x4 variable (BMI) we have the following classification according to
WHO: x4 ∈ [17, 18.5) – underweight: mild thinness ⇒ b10 = 1, x4 ∈ [18.5, 25) –
normal range ⇒ b11 = 1, x4 ∈ [25, 30) – overweight: severe thinness ⇒ b12 = 1,
x4 ∈ [30, 35) – obese class I ⇒ b13 = 1, x4 ∈ [35, 40) – obese class II ⇒ b14 = 1,
and x4 ≥ 40 – obese class III ⇒ b15 = 1. For coding x5 . . . x8 inputs we use
b16 . . . b19 binary values. In case of x9 ∈ {G1, G2, G3}, we assume that b19+i = 1
iff x9 = Gi, (i = 1, 2, 3). The variable x10 denotes FIGO staging of cervical
cancer and it is coded as follows: x10 = IA2 ⇒ b23 = 1, x10 = IB1 ⇒ b24 = 1,
x10 = IB2 ⇒ b25 = 1, x10 = IIA ⇒ b26 = 1, and finally x10 = IIB ⇒ b27 = 1.
In case of variables x1 − x3, such a type of the binarization has natural and
simple clinical interpretation. In case of the remaining variables, it is consistent
with the categorization according to WHO and FIGO.

3 Data Partition for Training and Testing

Cross-validation is a statistical method of evaluating and comparing learning
algorithms by dividing data into two segments: one used to train a model and the
other used to validate the model. Usually, we divide the training data containing
n samples into v equal-sized groups and conduct v separate operations. Each
group is omitted in turn from the data, the model is fitted to the remaining
(v − 1) groups and the predictions are obtained for the omitted group [19]. The
number of individuals in each omitted group is k = n/v, so the method of
assessment is called leave-k-out. There are h = n!/ (v! (k!)

v
) ways of dividing

the training set into v groups each of size k, and different partitions may yield
very different performance assessments [12]. For n = 100, the number of ways
of dividing the training set into v = 10 groups each of size k = 10, exceeds
1098. Thus, considering all possible training sets is computationally intractable
in practice. Usually a random data partition is assumed by the value of v = 10.
Nevertheless, the question of choosing v remains widely open [1].

We consider the partition of n = 107 samples into 6 training and testing parts,
which are taken randomly. The percentage of testing data are 50%, 40%, 30%,
20%, 10% and 5%, i.e. 2 � v � 18, what is in accordance with [1].

4 Algorithms Used in Analysis

In the research we use eleven classification algorithms: k-nearest neighbor (kNN),
classification and regression trees (CART), C5, logistic regression (Log. Reg.),
bayesian network (BN), support vector machine (SVM), multilayer perceptron
(MLP), k-means clustering (k-Means), probabilistic neural network (PNN), lin-
ear discriminant analysis (LDA) and radial basis function neural network (RBF),
which are well described in the literature, e.g. [28]. Therefore only the models:
CART, C5, Log. Reg., BN, SVM, MLP, and k-Means, are shortly characterized
in the following subsections. Because of limited paper space, the results for only
these algorithms will be given in Section 5.
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4.1 Classification and Regression Trees

Classification and regression trees (CART) were originally described in [3]. De-
cision trees are represented by a set of questions which splits the training sample
into smaller and smaller parts. CART algorithm searches for all possible vari-
ables and all possible values in order to find the best split – the question that
splits the data into two parts, i.e. until the some stopping criterion is satisfied.
The process is then repeated for each of the resulting data fragments. Roughly
speaking, CART methodology consists of construction of maximum tree, choice
of the right tree size, and classification of new data using constructed tree.

4.2 C5 Algorithm

C5 (or See5) is an algorithm used to generate a decision tree developed by Quin-
lan [18]. It is a successor to C4.5 which, in turn, is an extension of Quinlan’s ear-
lier ID3 algorithm. C4.5 first grows an initial tree using the divide-and-conquer
algorithm [28]. This tree is pruned to avoid overfitting. C4.5 generates classifiers
expressed as decision trees, but it can also construct classifiers in ruleset form. In
comparison to C4.5, C5 is faster, more memory efficient, produces considerably
smaller decision trees, supports for boosting, and can automatically winnow the
attributes to remove those that may be unhelpful. More details are available at
http://rulequest.com/see5-comparison.html.

4.3 Logistic Regression

Logistic regression (Log. Reg.) works by building an equation that relates the
input field values to the probabilities associated with each of the output field
category. Once the model is generated, it can be used to estimate probabilities
for new data. For each record, a probability of membership is computed for each
output category. The target category with the highest probability is assigned
as the predicted output value for that record. Since in our data set the target
variable has two distinct categories, a binomial model was created.

4.4 Bayesian Network Classifier

Bayesian network (BN) is a graphical model that provides probabilistic rela-
tionship for some variables. It can only accommodate discrete values. Therefore,
in our work, numeric predictors are discretized into 5 equal-width bins before
the BN model was built. Two different methods for building Bayesian network
models were used: tree augmented näıve Bayes (TAN classifier [7]) and Markov
blanket estimation [6]. Tree augmented näıve Bayes efficiently creates a simple
Bayesian network model. The Markov blanket identifies all the variables in the
network that are needed to predict the target variable.
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4.5 Support Vector Machine

Support vector machine (SVM) is a classification algorithm which constructs
an optimal separating hyperplane for the input vectors xi, with associated class
label yi = ±1, (i = 1, . . . , l). Two types of SVM algorithms were considered in
the work: C-SVM model [27] and ν-SVM model [21].

4.6 Multilayer Perceptron

Multilayer perceptron (MLP) is the feedforward neural network [20]. In case
of both original and binarized data set, the error functions of the MLPs were
sum squared error or cross entropy. The model was composed of one or two
hidden layers activated by the transfer functions from the set {linear, hyperbolic
tangent, logistic, exponential}. The same set of transfer functions was applied for
the output neurons, when the sum squared error function was calculated. For the
cross entropy error function, the output neurons were of the softmax type. The
number of neural network outputs was 2, whereas the number of inputs was 25
for the original data and 54 for the binarized data set (see Section 2). The number
of hidden layer neurons was optimized in order to minimize the network error.
Three MLP training algorithms were used: Broyden-Fletcher-Goldfarb-Shanno
[2], scaled conjugate gradient [14] and traditional gradient descent algorithm.

4.7 k-Means Clustering

The k-Means method (k-Means) is a clustering algorithm used to group records
based on similarity of values for a set of input fields [9]. The basic idea is to try to
discover k clusters, such that the records within each cluster are similar to each
other and distinct from records in other clusters. The grouping process relies on
the iterative minimization of the sum of squared distances computed between
input data and the cluster center. An initial set of clusters is defined, and the
cluster centers are repeatedly updated until no modification of their coordinate
values is obtained. The problem of k selection was resolved by carrying out an
extensive number of experiments with different parameter values.

5 Simulation Results

In order to conduct data classification we used algorithms implemented in the
following software: IBM SPSS Modeler 14.1 (kNN, CART, C5, Log. Reg., BN,
SVM) [10], Statistica 9.1 Data Miner (MLP) [25] and DTREG (k-Means, PNN,
LDA, RBF) [22]. After hundreds of thousands simulations we computed: the
test error (Error), the area under ROC [8] curve (AUC), sensitivity (Sen) and
specificity (Spe). These indices were obtained on the independent data subsets
extracted from the entire data set. The subsets covered 5%, 10%, 20%, 30%,
40%, and 50% of the input patterns excluded from the training process. It was
necessary to average the results. For all the classifiers, Error, AUC, Sen and
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Spe indicators were computed for different parameters of the particular models.
For example, in case of MLP network, four activation functions was applied,
and the number of hidden layers and neurons was changed. For SVM model,
two types of the algorithm (C, ν) and various kernel functions along with their
parameters were regarded.

As shown in Table 1 - Table 4, MLP is the best classifier in respect of both
minimum test error value and the highest area under ROC curve.

Table 1. Classifiers’ ranking with respect to the test error for original data

Algorithm Error [%] Algorithm σError [%] Algorithm (Error + σError) [%]
MLP 18.775 BN 3.966 MLP 30.593
C5 29.925 Log. Reg. 4.063 C5 35.963
k-Means 32.959 C5 6.038 SVM 39.995
SVM 33.805 SVM 6.190 CART 42.711
CART 36.433 CART 6.278 k-Means 43.990
BN 40.633 k-Means 11.031 BN 44.599
Log. Reg. 40.807 MLP 11.818 Log. Reg. 44.870

Table 2. Classifiers’ ranking with respect to the test error for binarized data

Algorithm Error [%] Algorithm σError [%] Algorithm (Error + σError) [%]
MLP 17.217 Log. Reg. 2.995 MLP 30.635
k-Means 27.780 BN 3.403 k-Means 42.339
C5 32.793 CART 4.888 Log. Reg. 42.552
SVM 34.508 SVM 10.692 BN 42.825
CART 38.377 MLP 13.418 CART 43.265
BN 39.422 k-Means 14.559 SVM 45.200
Log. Reg. 39.557 C5 16.245 C5 49.038

Table 3. Classifiers’ ranking with respect to the area under ROC curve for original
data

Algorithm AUC Algorithm σAUC Algorithm AUC − σAUC

MLP 0.75600 BN 0.05021 MLP 0.62837
C5 0.70967 Log. Reg. 0.05239 C5 0.58258
k-Means 0.68280 CART 0.12424 BN 0.52212
SVM 0.64117 C5 0.12709 CART 0.51659
CART 0.64083 MLP 0.12763 Log. Reg. 0.50861
BN 0.57233 SVM 0.13345 SVM 0.50772
Log. Reg. 0.56100 k-Means 0.19929 k-Means 0.48351

The authors considered necessary to calculate the average values of quality
indices (Error, AUC) and their standard deviations (σError, σAUC). Suppose
that the final criterion of the model selection are the quantities Error + σError

and AUC − σAUC , then one may admit that the averages Error + σError and
AUC−σAUC determine the utility thresholds of the classifier. In such a case, in
original data classification, there are successively four models: MLP, C5, SVM,
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Table 4. Classifiers’ ranking with respect to the area under ROC curve for binarized
data

Algorithm AUC Algorithm σAUC Algorithm AUC − σAUC

MLP 0.76450 Log. Reg. 0.02743 MLP 0.58041
BN 0.75317 CART 0.09114 SVM 0.56796
k-Means 0.71528 SVM 0.09304 BN 0.56192
C5 0.69117 C5 0.15966 k-Means 0.55399
SVM 0.66100 k-Means 0.16129 CART 0.55303
CART 0.64417 MLP 0.18409 C5 0.53151
Log. Reg. 0.53733 BN 0.19125 Log. Reg. 0.50991

Table 5. Classifiers’ ranking with respect to sensitivity (Sen) and specificity (Spe)
determined for original and binarized data

Original data Binarized data
Algorithm Sen [%] Algorithm Spe [%] Algorithm Sen [%] Algorithm Spe [%]
MLP 84.991 MLP 79.805 MLP 90.011 MLP 81.352
C5 77.544 CART 72.321 k-Means 73.604 CART 71.469
k-Means 71.918 BN 69.947 SVM 71.449 k-Means 71.019
SVM 68.563 C5 67.710 C5 68.814 BN 67.667
Log. Reg. 59.173 Log. Reg. 65.471 BN 62.506 Log. Reg. 67.629
CART 53.542 SVM 64.443 Log. Reg. 50.036 C5 65.488
BN 45.240 k-Means 63.565 CART 48.542 SVM 60.488

CART below Error + σError threshold. When classifying binarized data, there
are five classifiers: MLP, kNN, k-Means, Log. Reg. and BN below this threshold.
We can similarly proceed with computing the utility thresholds for the area un-
der ROC curve parameter, providing four classifiers (MLP, C5, kNN and BN)
and seven classifiers (MLP, SVM, BN, k-Means, CART, C5, kNN) in the clas-
sification of original and binarized data, respectively (the results for kNN were
not included).

In the classification of original data, regardless the criterion of the model
selection, C5 was the second best algorithm. It is worth to notice that this
model, in addition to the classification outcome, provides the set of rules. By
applying the binarization, these rules are easily interpretable.

Analyzing the outcomes in Table 3 and Table 4 one can observe that the
binarization of the features of the input vectors increased the AUC value by the
margin of 24% for BN model.

In Table 5 the average values of the diagnostic accuracy parameters, sensi-
tivity (Sen) and specificity (Spe), are solely placed. The standard deviations,
positive and negative predictive values, and the utility thresholds were not in-
cluded because of limited paper space.

6 Conclusions

In this work, the classifiers: MLP, C5, kNN, k-Means, SVM, CART, RBF, BN,
Log. Reg., PNN and LDA were tested for intra- and post-operative complications
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in women with cervical cancer. The real data set consisted of 107 vectors, where
each record was described by 10 attributes: 3 continuous and 7 categorical. For
original data the normalization of the input variables was applied and the feature
selection was performed. Additionally, the original data set was binarized.

The models were compared for both original and binarized data. The purpose
of the simulation was to provide the ranking of the classifiers and to show the best
model satisfying the quality criteria such as: the average value and the standard
deviation of the error, the area under ROC curve, sensitivity and specificity.
All the quality indices were averaged solely for the data unseen for classifiers
during the training process. The simulation results for ensemble classifiers were
not included in the article. According to the quality indices, the results for these
models were much worse though.

In each case, for original and binarized data classification, taking all criteria
(generalization error, area under ROC curve, sensitivity and specificity) and
standard deviations for quality indices into account, MLP network turned out
to be the best classifier. For this model the lowest average test error was found
(17.22%). In authors’ opinion achieving better result is very difficult, if possible
at all.

According to the best knowledge of the authors, there have been no related
works on the prediction of intra- and post-operative complications for cervical
cancer. The subject of the research is very important from the medical point of
view and the present results can be useful in clinical practice [15]. The authors
aim to predict the cases of severe, moderate and mild intra- and post-operative
complications in patients with cervical cancer and to extract easily interpretable
decision rules.
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Abstract. The fuzzy entropy algorithm was designed for preprocess-
ing of photos taken in the visible spectrum of light. However it did not
produce satisfying results when it is directly applied to X-ray pictures.
In this paper we present significant improvements of this approach and
apply it to hand radiographs. The noise elimination and the bone con-
tourisation is the task which is studied in this paper. Not only is the
algorithm modified but also it is combined with using of median and
minimum filters. The presented approach allows us to obtain satisfying
noise elimination and clear bone contourisation.

1 Introduction

X-ray pictures are one of the most important diagnostic tools in contemporary
medicine - see, for instance, [7,9,13,22]. Despite competition from computer to-
mography and magnetic resonance, X-ray pictures remain popular due to low
cost and simplicity. The application of computer power in the field of automatic
or semi-automatic processing makes X-ray imaging even more attractive. How-
ever such approach requires good preprocessing of the medical image [1,21,25].

In the field of rheumatology there are several diseases, of both inflammatory
and non-inflammatory nature, detectable on X-ray pictures, especially in palm
region [22]. Numerical processing have been proposed on various levels, beginning
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from preprocessing [1,8,12,26,27]. Then, recognition of interesting features like
contour or joints detection [4,8,11,14], and detection of pathological changes in
joint spaces and bone contours are done [2,3,5,6,17,18,20]. Further research em-
ploys pattern recognition and image understanding [16,23,24] in order to create
computer-aided medical diagnostic system [15].

Processing of X-ray pictures is more difficult than pictures taken in visible
spectrum for various reasons which have been discussed in the paper [25] and are
also a subject of this paper. High noise level, low contrast between soft tissue and
background and high variability in the level of gray due to differences in tissue
thickness between finger area and wrist area are the main issues associated with
X-ray pictures.

On the level of preprocessing, important goal is to extract the hand itself from
raw image. Low contrast between soft tissue and background and high variability
in luminance cause problems with binarisation whereas high noise level causes
failing of direct application of visible spectrum pictures preprocessing algorithm
to X-ray images.

A certain algorithm, called fuzzy entropy direction feature image edge detec-
tion, designed for visible spectrum images (see [10,19]), is the starting point of
our studies. The adaptation of this algorithm to X-ray pictures processing is
presented in this paper.

The algorithm, called shortly fuzzy entropy is a multi-stage algorithm con-
sisting of four steps. In the previous paper [25] only its first step was analyzed.
This issue and the whole algorithm is briefly described in Section 2. In the paper
[25], the aspect of noise filtering is also discussed. It is shown there that if this
algorithm is used to X-ray images processing, it must be supported by external
noise filter. The filtering must be done even twice, between steps of fuzzy entropy
algorithm. This problem is discussed in Section 3 whereas in Section 4 the fourth
step of fuzzy entropy algorithm is discussed in the aspect of possible algorithm
improvements. The last Section is a final conclusion.

2 Fuzzy Entropy

The fuzzy entropy algorithm, consisting of four steps, is introduced in the paper
[10]. The entropy calculation is its first step. For each pixel of image the value
of entropy, depending on the level of gray of this pixel and its neighbourhood ,
is calculated. Let p be the pixel and N(p) be its neighborhood, and let #N(p)
denotes the number of elements in the setN(p). The entropy value of p is given as

E(p) =
1

#N(p)

∑
v∈N(p)

H(U(v, p)), (1)

where

U(v, p) =
1

1 + |λ(v) − λ(p)| , (2)

and
H(x) = −x · log2x− (1− x) · log2(1 − x). (3)
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The symbol λ() denotes the level of gray of a given pixel. Let us observe that
the function U returns 1 when both analyzed pixels are identical whereas the
function H is incomputable for arguments equal to 0 and 1.

It has been proposed to replace the function H with a less troublesome one. In
the paper [25] various aspects of such replacements are discussed. It was finally
decided that a polynomial, 4 · x · (1 − x) is the best replacement. First of all,
there are no points in the function domain for which the function value can not
be calculated. Secondly, computations are less time-consuming which is crucial
according to the huge number of pixels in a radiograph.

In the second step of the algorithm the direction of possible edge around each
pixel is calculated. For each pixel 3×3 neighborhood possibility of creation of the
fragment of the edge is analyzed. The outlined edge must satisfy three following
conditions:

1. the edge goes through center pixel,
2. the edge starts on any border pixel and goes straight or turns maximally of

45 degrees,
3. the edge is undirected.

This produces twelve possible edge contours on the 3×3 mask, four straight and
eight bent. In this step all twelve possibilities are examined in such a way that
entropy values, calculated in the first step of the algorithm, are summed along
the supposed edge. Then the largest sum is taken and direction on which it was
calculated is assumed to be an edge.

The third step of the algorithm, named Non-Maxima Supression, is aimed to
reduce a certain type of noise. However, it does not remove properly the noise
associated with X-ray pictures, and because of that other solutions of filtering
have been proposed in Section 3. The last step is binarisation, discussed with
details in Section 4.

3 Noise

As it has been already mentioned in Section 1, X-ray pictures have high level of
noise. This noise causes a problem to the fuzzy entropy algorithm. Due to the
fact that the algorithm is sensitive to weak edges, the noise can be treated as
such edges - see Fig.1.

In the paper [25] two noise filtering algorithms have been proposed - the
median filter (4) and the minimum filter (5). For given image pixel p there is his
3× 3 neighborhood N(p) such that p ∈ N(p):

λ(p) = median{λ(v) : v ∈ N(p)}, (4)

λ(p) = min{λ(v) : v ∈ N(p)}. (5)
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It has been proved that the best results can be received when filtering is
applied twice - first before the step 1 of fuzzy entropy algorithm, and second
after the step 1 and before steps 2,3,4, hence the fuzzy entropy algorithm must
be stopped after step 1 and be restarted once again.

Fig. 1. Pure fuzzy entropy algorithm applied without filtering. The left picture presents
the result after step 1. Noise is very much visible, what results in poor overall contrast.
The right picture presents the final result. It is noticeable that the algorithm has done
its best, yet the effect is not acceptable for further calculation.

From all execution possibilities, the following seem to produce interesting
results (digits 1-4 indicate algorithm steps 1-4):

– median–1–2–3–4 (see Fig.2)

– median–1–median–2–3–4 (see Fig.3)

– median–1–minimum–2–3–4 (see Fig.4)

Fig. 2. Median filter applied only once, before step 1. Result after step 1. (left) and
final result (right).
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Fig. 3. Median filter applied twice - before and after step 1. Result after second median
filtering on the left. Note the image is more blurry than corresponding image in Fig.2.
On the right final result. Note that important features appear stronger than in Fig.2.

Fig. 4. Median filter applied before and minimum filter applied after step 1. The left
picture presents the result of minimum filter applied after step 1. The right picture
presents the final result. It does not look much useful because the median filter has
“eaten” too much, yet in Section 4 this problem is discussed in details.

4 Binarisation

Another interesting aspect is adaptive threshold control situated in the step 4
of fuzzy entropy algorithm. The threshold value T determines whether a pixel
will be finally black or white, what depends whether its level of gray is below or
above the threshold, which is calculated in the following way:

T = J + k · σ, (6)

J is an arithmetic mean of all pixels’ value, σ is a variance, and k is a special
tuning value, the “expert’s knob”. The authors of [10] propose the usage of k
for noise suppression. However,this works well with visible-spectrum images and
poorly with X-ray images. The problem is, that the contrast between anatomical
features and noise is too small to sort it out in such a simple way. For this
reason this other means of filtering are proposed in this paper - see Section 3.
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Fig. 5. Four different values of k in process where median filter was applied twice.
From left: 0.5, 1.1, 2.1, 3.0.

Fig. 6. Four different values of k : 0.5, 0.8, 1.1, 2.1 in process where median and then
minimum filter were applied

Nevertheless the ability to tweak the value of k may help the filtering from step
3 to achieve optimal result. Let us observe that in Fig.5 tests show that optimal
value of k is in a wide range from 1.0 to 2.0. If k = 0.5 white bones in the
picture are in fact of black-white mosaic and the background noise is not well
visible. If k = 3.0 then certain anatomical features around fingers disappeared,
which means that the value of k is too high. In the case presented in Fig.6 the
optimum value is in narrow range around the value of 0.8. The picture obtained
for k = 2.1 is absolutely unacceptable as a result.

5 Conclusion

It has been shown that the algorithm designed for visible spectrum images can
be adapted for X-ray images preprocessing. One important achievement is that
various combination of filters, combined with setting of k value in the proposed
algorithm, produces results useful but differing one from another. Therefore this
algorithm can be utilized to produce results which will be useful in various
context for higher-level algorithms which refer to medical image recognition
and understanding. These topics are outside of scope of this paper, but their
effectiveness is intrinsically depended on results of preprocessing.
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Abstract. In this paper, two types of holistic asymmetry representa-
tions are introduced: a) asymmetry of facial silhouette AFS, b) asym-
metry of facial elements AFE. These asymmetry types in combination
with the maintaining aspect ratio facial normalization [3], to the best
of our knowledge have not been yet proposed in literature by other
authors. To investigate quantitative influence of such approach, clas-
sification based on the PCA and the Mahalanobis distance is studied.
Performed observations confirm existence of correlation between facial
asymmetry and classification rate. The experiment results to demon-
strate the proposed approach efficiency and accuracy are provided.

Keywords: facial asymmetry, face recognition, classification, PCA.

1 Introduction

The facial asymmetry was investigated in such science fields like biology, psy-
chology [1], social science [14], medicine [10], [19], etc. Researchers examined
influence of asymmetry on the attractiveness [4], [15], the relation with diseases,
dependency with brain hemisphere functionality [8], [12] and so on.

Most often the facial asymmetry is considered as a significant characteristic
in face recognition [2]. In [5], [6], [9] the usage of holistic representation of facial
asymmetry as a factor enhancing facial recognition rate (as well as the iden-
tification of emotions) was proposed. The authors [6] for the first time were
concerning asymmetry as biometrics. In addition, they defined two quantitative
measures of asymmetry: D-face (Density Difference) and S-face (Edge Orienta-
tion Similarity) defined as:

D(x, y) = I(x, y)− I ′(x, y) , (1)

S(x, y) = cos(ϕIe(x,y),Ie′(x,y)) , (2)

where I – a given normalized face density image with a coordinate system defined
on the face with X axis perpendicular to the face midline and Y axis coincides
with the face midline;
I ′ – its vertically reflected (w.r.t. axis Y ) image;
Ie , I ′e – their respective edged images.
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The D-face is a measure of luminance difference of the original image and
its mirror image relative to the vertical axis. The S-face represents the edge
orientation difference after edge detection on the original image and its mirror
image.

The authors [6] prepared some experiments, in combination with the avail-
able methods (principal component analysis PCA, linear discriminant analysis
LDA) which confirmed the usefulness of these measures in both classification
and facial expressions recognition tasks. This study used a set of frontal face
images of 55 persons taken under controlled conditions. Each face image was
normalized by scaling the distance between characteristic points on human faces
(horizontally – inner eye corners, and vertically – center between the eye corners
and the philtrum). After that, facial images were cropped into 128x128 squared
images with face midline.

The issues concerning this method are:

– density images are strongly influenced by the light conditions on images –
different light sources will provide different density image even for this same
face

– normalization based on the scaling distances (between the eyes corners and
the philtrum) removed features like the real size and proportions of face;
individual proportions are distorted – hence the natural differences between
faces of people are fuzzed.

The paper is organized as follows. In Section 2, we present the process of face
normalization with maintaining aspect ratio. In Section 3, the new concept
of asymmetry representations are introduced. In Section 4, learning and testing
procedures are described and the datasets are established. In Section 5, the
results are provided.

2 Image and Face Normalization

First step of image normalization is the face location on the image. It is made
by skin color detection. The transformation’s formula is the following combina-
tion of normalized RGB model color and component I2 from I1I2I3 color model:

S1 = (RB)(GI)andS2 =
255

max(RB)−min(RB)
(RB −min(RB)) , (3)

where

RB = | R
R+G+B −

B
R+G+B | ,

GI = 0.299R+ 0.587G+ 0.144B,

S1, S2 – skin color masks,

R,G,B – components of RGB color model.

Second step is finding eyes position. It is obtained by calculation of directional
changes in the intensity of image (image gradient). Significant improvement
of the classical approaches was introduced in [16]:
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argmax
c

1

N

N∑
i=1

wc(d
T
i gi)

2 , (4)

where

wc = I∗(cx, cy)– pixel value of processed input image at (cx, cy),

di – displacement vectors,

gi– gradient vectors.

Based on changes of region average pixel intensity the exact points on the edge
of iris are determined (Fig. 1). After that the iris size is calculated. This is
a significant part because the size of the iris is considered as constant (10 ±
0, 56mm) [2] and become the normalization unit. Since we have the unit, all face
images are normalized by scaling to the same size of iris with maintaining aspect
ratio. It allows to keep real facial proportions.

3 Asymmetry Representation

The facial asymmetry is represented by composite images. The asymmetry image
composites are based on the vertical axis that split the face into two parts.
We call it vertical asymmetry axis or face midline. This axis is investigated in [3],
[13]. However, before applying these methods, the eye corners must be found.
In both cases the procedure is similar. The points on upper and lower eyelids are
estimated, then based on the founded points, two functions are approximated for
each eyelid. The intersection points of those functions are assumed as the inner
and outer eye corners (Fig. 1).

Fig. 1. The result of the iris size and the eyes corners extraction

The main difference in presented approaches is that in [3] the classical gradient
optimization method was used. This not always guarantee finding the global
optimum. The solution was described in [13], where the problem was successfully
solved by an evolutionary algorithm. Figure 2 shows comparison of those two
methods regarding the case of asymmetrical face.

We consider two kinds of composites. The first composite is the image rep-
resenting the asymmetry of facial elements. The AFE is built by use of trans-
parency to generate a weighted average of original and mirrored facial image.
The process of image mirroring and the process of combining those two images
is precisely executed based on the vertical axis. The second type of composite
consists of two images. Those images are representing the asymmetry of facial
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Fig. 2. The comparison of the vertical asymmetry axis finding [13]

Fig. 3. From top left: original image, AFE composite, AFSR and AFSL composites

silhouette. The AFSL is combined of left face side on image and mirrored left
side by vertical axis. The AFSR is combined image of right face side on image
and mirrored right side respectively. The original face image and all composites
are shown in Fig. 3.

4 Method of Examination

In this section, learning and testing procedures are described. The brief de-
scription of main PCA algorithm [17], [18] steps is presented. The overview
of database is made. The types of experiment are designed and the datasets are
proposed.
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4.1 Learning and Testing Procedures

The basic PCA algorithm steps [11] as the learning procedure can be as follows:

Step 1. Data preparation
In this step, the training set Γi of the faces is prepared for processing.

Step 2. The mean subtraction
Firstly, the average face is calculated (matrix Ψ):

Ψ =
1

M

M∑
i=1

Γi , (5)

where M – the number of images in the training set, then subtracted from
the original faces Γi:

Φi = Γi − Ψ . (6)

Step 3. The eigenvectors and eigenface calculation
By means of PCA one can transform each original image of the training set
into a corresponding eigenface. To avoid a huge amount of calculation, the re-
duction, according to [17], from the number of pixels (N2 x N2) to the number
of images in the training set (M) is performed. The covariance matrix C has a di-
mensionality of (N2 x N2), that is N2 eigenfaces and eigenvalues. The formula
of the covariance matrix C is given only for explanation of A:

C =
1

M

M∑
n=1

ΦnΦ
T
n = AAT , (7)

L = ATA, Ln,m = ΦT
mΦn , (8)

ul =

M∑
k−1

vlkΦk, l = 1, . . . ,M, (9)

where L is a M x M matrix, v are M eigenvectors of L and u are eigenfaces.

Step 4. The principal components selection
Eigenfaces represent face differences. The first few are showing most domi-
nant features of faces. Since last ones are not contributing much to the image,
the subset of M eigenfaces can be used. The amount of eigenfaces is reduced to
the most dominant ones without losing/effecting the image quality. Each face
of dataset can be represented as the combination of eigenface images and the vec-
tor of weights. The weights calculation formula is as follows:

wl = uTl Φk . (10)

The testing procedure is similar to the training one and can be summarized only
by two steps:
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Step 1. The image into eigenface components transformation
In this step the same PCA calculations as before can be applied to find the eigen-
faces and weights vector representation of input image.

Step 2. The testing faces classification
For classification the Mahalanobis distance is used:

d(x, y) =
√

(x− y)TC−1(x− y) , (11)

where C is the covariance between the variables involved.
This means that the weight vector of testing face is taken and the distances

with the weight vectors associated with each of the training images are cal-
culated. The lowest distance value indicates which face (or class of faces) is
recognized. To make sure that the face belongs to the database, the threshold
value is used.

4.2 Dataset

The AR-Face database [7] is used to investigate the relationship between facial
asymmetry and recognition rate. It contains color images of 126 people (70 men
and 56 women). The pictures show the frontal view of faces with different facial
expressions, illumination conditions and occlusions. The pictures were taken in
two sessions, separated by two weeks. All images are available as RGB RAW
files of 768x576 pixels and 24 bits of depth.

We have examined seven types of datasets:

– training on neutral expression – no facial expression on image (Dataset1)
– training on AFE of neutral expression (Dataset2)
– training on AFSL and AFSR of neutral expression ((Dataset3))
– training on neutral expression + AFE (Dataset4)
– training on neutral expression + AFSL and AFSR (Dataset5)
– training on AFE + AFSL and AFSR (Dataset6)
– training on neutral expression + AFE + AFSL and AFSR (Dataset7)

The training was performed on images from first session respectively to the ex-
amined types of datasets. The testing process was performed in each case on
the neutral images from the second session.

All face images in the dataset are after applied procedures of:

– finding facial axis
– image rotating to make the face axis vertical (if needed)
– image scaling to the giving iris size (face normalization)
– image cropping based on vertical axis to make them all the same size
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5 Results

When using the AFE faces, classification rate is 91, 9% and it is close to the rate
of neutral faces 90, 7%. Similar results were obtained using only AFS (92, 6%).
Combination of both theAFE andAFS increased the classification rate to 92, 9%.
Better results are obtained for neutral+AFE (93, 3%)andneutral+AFS (93, 8%).
The best accuracy occurs when all types are combined and it is equal 94, 9%.

Table 1. Classification error

Dataset Dataset1 Dataset2 Dataset3 Dataset4 Dataset5 Dataset6 Dataset7

Error % 9.3 8.1 7.4 6.7 6.2 7.1 5.1

6 Conclusion and Final Remarks

In this paper, the facial asymmetry influence on the recognition rate was studied.
We proposed two types of holistic facial asymmetry. They have been applied to
a classification system and proved significant meaning for face recognition. By use
of AFE we achieved comparable accuracy as using AFS. Combination of AFE
and AFS enhanced classification rate.

Obtained results show the advantages of proposed approach. Moreover, the re-
sults confirm that there is a close relation between facial asymmetry and face
recognition effectiveness.

The presented method can be successfully used for human face recognition
based on images of frontal face view taken under controlled conditions.

The examples of asymmetry types and the process of normalization given
in Sections 2 and 3 do not exhaust all the possibilities of this method. Future
work will focus on evaluation and exploration of improved techniques for clas-
sification. The support vector machine and/or neural network solutions may be
applied since such classifiers are successfully employed to problems concerning
faces without asymmetry. Additionally, new potential datasets could be devel-
oped to better examine the asymmetry influence. Finally, we plan to investigate
and design a system for face recognition based only on eye regions and the ap-
proach demonstrated in this paper.
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Abstract. This paper presents a new method of deriving features for
sample classification based on massive throughput data such as microar-
ray gene expression studies. The number of features in these studies is
much bigger than the number of samples thus strong reduction of dimen-
sionality is essential. Standard approaches attempt to select subsets of
features (genes) realizing highest association with the target, and they
tend to produce unstable and non-reproducible feature sets. The pur-
pose of this work is to improve feature selection by using prior biological
knowledge of potential relationships between features, available e.g., in
signaling pathways databases. We first identify most activated pathways
and then derive pathway-based features based on expression of the up-
and down-regulated genes in the pathway. We demonstrate performance
of this approach using real microarray data.

Keywords: Classification, feature selection, gene-set analysis, signaling
pathways.

1 Introduction - Formulation of the Problem

Massive throughput experiments such as gene expression microarray studies have
recently posed one of the most challenging tasks for bioinformatics which is
building prognostic or diagnostic classifiers based on data from such assays. The
task is considered challenging or even ill-formulated mainly due to the fact that
the number of samples n is usually much smaller than the number of features
(gene expressions), p (a n " p problem). Many approaches to class prediction
based on such high-dimensionality data have been developed, e.g., [2],[7]. These
methods generally attempt to identify sets of prognostic genes (features) in a
data-driven manner, ie., by focusing on features with high association with the
target, but without taking into account domain knowledge about relationships
between the genes (features). Such information about sets of related genes is
available e.g. in signaling pathway databases (Biocarta, KEGG) or in the Gene
Ontology database. This information is typically used by biologists to improve
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interpretability of massive throughput results, but has not been so far used with
class prediction based on massive throughput studies.

One of the most clear limitations of current approaches to class prediction
based on massive throughput data is related to instability and poor reproducibil-
ity of feature sets derived from such data, [14],[13],[8],[9]. It is often observed that
sets of prognostic (most informative) features identified by one group show little
overlap with results obtained by another group. This issue was investigated in
[4], leading to a conclusion that generation of stable (robust) feature sets from
massive throughput data would require thousands of samples. However, current
microarray studies are able to afford up to hundred(s) of samples. Hence insta-
bility of features seems inevitable with massive throughput data, which clearly
implies instability of classifiers, as shown e.g. in [9].

In our previous works [10],[11], we proposed and examined an enhanced pro-
cedure of feature selection which uses information about a priori specified sets of
functionally related genes (e.g., KEGG signaling pathways). We built classifiers
using genes-members of the most strongly activated pathways as predictors. We
showed that these feature sets prove more stable than features generated from
purely data-driven procedures and that they can bring improvement in class
prediction. However, a drawback of the method investigated in [10],[11] is the
fact that we still use individual genes (members of pathways) as predictors. This
can lead to substantial number of features if we increase the number of pathways
considered as important for class prediction. The main incentive of this paper is
to propose an improved method of pathway-based feature selection which aggre-
gates the pathway activation into a small number of features. In this way samples
could be classified based on the level of activation of consecutive pathways (or
a priori defined gene sets) rather than expression of individual genes.

In the following section we present a generic framework of the procedure to
generate per-sample aggregate features which represent activation of pathways.
We also discuss specific methods of gene set analysis used in this procedure. Next
we describe an algorithm used to evaluate predictive performance of the derived
features. Finally, we illustrate performance of this method by a numerical study
based on two real microarray datasets.

2 Feature Selection Based on Gene Sets

The purpose of the proposed method is to derive features for class prediction
from a priori specified collection of gene sets ordered by some measure of associ-
ated with the target variable. The method will be presented using the following
notation. Let us denote the results of a massive throughput study as the matrix
Xp,n with columns related to the n samples (e.g., patients) tested and with p
rows related to gene expressions. The target variable is denoted as Y , where Yi,
i = 1, 2, . . . , n, represents the class label of the sample i (e.g., disease vs control
group). Is should be noted that although it is often the case in microarray stud-
ies, Y does not have to be a binary variable or even a qualitative variable, ie.,
multi-class or quantitative targets can be used. We also denote the collection of
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a priori specified gene sets as S = {S1, S2, . . . , Sd}. The sets comprise groups of
related genes, e.g., genes in a signaling pathway (these sets are defined in the
KEGG or Biocarta database), or genes with common gene ontology terms (as
specified in the GO database).

The proposed method of feature selection works in the following steps.

1. First, calculate the class comparison score for all the p genes; we denote
this by z1, z2, . . . , zp. For instance, for the binary target Y , the score zi, i =
1, . . . , p, can be calculated as the t-statistic used to compare the groups
{Xi,j : Yj = 1} against {Xi,j : Yj = 0}. Note that the sign of z scores deter-
mines whether a particular gene is up- or down-regulated between the groups
compared.

2. Next, calculate the measure of association of the gene sets in S with the
target, referred to as the gene-set scores and denote the scores by si, i =
1, . . . , d. Gene set scores can be calculated using numerous methods, e.g.,
gene set enrichment analysis (GSEA, [13]), gene set analysis (GSA, [5]), or
the global test (GT, [3]) algorithm. The next step is to order the gene sets
by decreasing association with the target: S(1), S(2), . . . , S(d). For instance,
if si are calculated as the p-value of the GT or similar test (with the null
hypothesis assuming no association between the gene set and the target),
elements in S should be ordered by increasing p-value of the test.

3. For each of the samples j, a gene set Si will contribute two features derived
as the average expression of the genes in Si realizing positive z scores and
the average expression of the genes in Si realizing negative z scores. More
specifically, the features are defined as:

v+i,j =
1

Ni

∑
k∈Si
zk≥0

Xk,j and v−i,j =
1

Ni

∑
k∈Si
zk<0

Xk,j (1)

where Ni is the number of genes in Si. If the set of genes with positive or
negative scores is empty, the corresponding feature assumes the value of 0.

4. Represent each of the samples by the features calculated as in (1) based on
the collection of top nPW gene sets: S(1), S(2), . . . , S(nPW ), nPW ≤ d, where
nPW is a parameter of the method (we analyze sensitivity of this parameter
in the following numerical study).

The measures defined in (1) are inspired by the max-mean statistic proposed
in [3] and used by the authors as a gene-set ranking statistic in their GSA
algorithm. More specifically, the max-mean statistic for the gene-set Si is defined
as the maximum of the two averages obtained from positive z gene scores and
from negative z gene scores calculated for genes in the set Si. The ’winning’
average score (ie., the one bigger in absolute value) is then used by the GSA
algorithm to identify most strongly activated pathways. Using the max-mean
statistic roughly means that if up-regulated genes dominate in the the gene set
over down-regulated genes, then activation of the pathway is represented by
mean score the up-regulated genes.
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Although the formulation of gene-set based features (1) is inspired by these
ideas, we represent activation of a pathway in a sample by taking both up- and
down-regulated genes into account, and not just the winning group. Besides,
our method is open in terms of selection of the gene set ranking method. In
principle any gene set analysis method can be used (an excellent overview of
different approaches in given in [14]). In the numerical study we focus on the
GT and GSA methods which represent conceptually different ways of testing
activation of pathways:

– the GT method tests the null hypothesis assuming that no genes in the
gene set are associated with the target. Small p-value of this test indicates
pathway (gene-set) activation.

– the GSA method tests the hypothesis that genes in the gene-set are at most
as often differentially expressed as the genes not in the gene set, ie., it essen-
tially compares the gene set to its complement. The method calculates the
max-mean statistic and the associated p-value.

These methods belong the class of self-contained and competitive gene set anal-
ysis methods, respectively [6]. In the following numerical study we investigate
performance of these methods in terms of quality of features generated according
to (1).

3 Numerical Study

In this numerical study we build classifiers based on two microarray datasets.
The first analysis is is based on a subset of the ALL data, published in [1], and
representing B-cell leukemia patients. The classifier is supposed to distinguish
between leukemia and control samples (dataset includes 79 samples, 37 leukemia
and 42 control, designated in the original data as ‘BCR/ABL’ and ‘NEG’, re-
spectively). We preprocess the data by logging and removing genes with very
low variability across samples (technically, IQR below 0.5 or signal below 100 in
more than 75% of samples were used as the condition to filter genes out). This
reduced the number of features from original 12625 to 2391.

The second analysis is based on the chronic lymphocytic leukemia data (avail-
able in the CLL Bioconductor package). The data contains 14 samples related to
progressive disease and 8 samples related to stable disease. Data preprocessing
was done as in the ALL analysis.

In the study we use the KEGG pathway database as the collection of gene
sets S, with the number of pathways d = 210.

3.1 Algorithm to Estimate Predictive Performance

An important problem related to class prediction based on massive throughput
data (n " p case) is proper estimation of classification error expected for new
data. Since the number of samples is small, the error is usually estimated with
data-reuse techniques. Here we will use leave-one-out (LOO) cross-validation. It
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is very important that for fair estimation of the error internal cross-validation
is used [12], where features are selected repeatedly in the consecutive iterations
of cross validation (an alternative version, external CV, selects features once,
based on all samples). The procedure used to estimate classification error is
summarized below.

1. Leave out sample i, i = 1, 2, . . . , n for model testing, ie., remove column i
from X and element i from vector Y and denote the remaining matrix and
vector as X i and Y i.

2. Based on (X i, Y i) calculate the gene set based features using the method
proposed in the previous section; the training data represented in this new
feature space is denoted as X i

pw.

3. Based on the training data (X i
pw, Y

i) fit a predictive model f and classify

the sample Yi as Ŷi = f(Yi).
4. Repeat steps 1 through 3 for i = 1, 2, . . . , n.
5. Calculate the expected misclassification rate as error =

∑n
i=1 I(Ŷi �= Yi).
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Fig. 1. ALL data: prediction error for different methods of pathway ranking (GT or
GSA with ranks based on pathway scores or p-values), different number of pathways
used to generate features (nPW ) and different classifiers (random forests and SVM)

3.2 Results

The overall performance of classifiers for the ALL data is summarized in Fig. 1,
with different methods of gene set analysis and different number of pathways used
to generate features. We used the GT or GSA algorithm for pathway ranking with
GSA ranks based either on gene set scores (GSAs) or p-values (GSAp). Similar
results for the CLL data are presented in Fig. 4. These results can be compared
with Figs. 2 and 5 where performance of classifiers with standard feature selec-
tion is summarized, based on collection of the most differentially expressed genes.
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Fig. 2. ALL data: prediction error for features based on nG most differentially
expressed genes, for random forests and SVM
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Fig. 3. ALL data: prediction error for max-mean features. See caption of Fig. 1 for
explanation of symbols.

Generally pathway based features realize slightly smaller prediction error for
both data sets. Secondly, we observe better stability of pathway based classifiers
with performance generally improving with growing number of pathways. This
can be contrasted with the ragged shape in Fig. 2, which illustrates instability
of classifiers. We also observed that, consistently with [11], pathway-based sets
of features generated in subsequent iterations of cross validation are more stable
than the sets of most differentially expressed genes in generated in subsequent
iterations (results not shown). This suggests that despite slight changes in the
data pathway based features seem more reproducible. Comparing different clas-
sifiers, we observe that with pathway-based features SVM generally outperforms
random forests.
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Fig. 4. Prediction error for CLL data. See caption of Fig. 1 for explanation of symbols.
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Fig. 5. CLL data: prediction error for features based on nG most differentially
expressed genes, for random forests and SVM classifiers

The purpose of additional analyses summarized in Figs. 3 and 6 is to verify
suggestion made by authors of the GSA algorithm [3], that features could be gen-
erated in a manner similar in spirit to the max-mean statistic. Ie., if up-regulated
genes dominate in a gene set, then their average may be used as a pathway based
feature. We repeated previous analyses using a simplified version of the proposed
feature selection procedure, where a pathway is represented by just one feature
equal max

(
|v+i,j |, |v−i,j |

)
, ignoring the minority-based other. Results in Figs. 3

and 6 indicate that this simplification leads to deteriorated performance. Hence
it seems worth representing a pathway by terms corresponding to both up- and
down-regulated genes, irrespective of which dominates in the pathway.
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Fig. 6. CLL data: prediction error for max-mean features. See caption of Fig. 1 for
explanation of symbols.

4 Conclusions

In this work a method was presented that allows to generate features for class
prediction based on the collection of activated pathways (gene sets). This method
can be regarded as an implementation of the idea that a difficult task of feature
selection / dimensionality reduction in massive throughput data can be made
more feasible by incorporating a priori domain knowledge about sets of related
features. We proposed a method of feature generation based on such sets and
we analyzed predictive performance of these features based on real microarray
data. These analyses lead to the overall conclusion that the proposed approach
can bring improvement in both performance of classifiers as well as in stability
and reproducibility of prognostic or diagnostic feature sets. This result seems not
obvious, taking into account that individual features in active pathways generally
show lower association with target as compared with standard features. It is also
interesting to observe that the GSA method of gene set analysis (a competitive
approach) tends to produce at least not worse features than the global test. The
latter, a self contained method, directly analyzes association of sets with the
target and as such might be expected to generate better features for prediction
of the target. However, our study does not support this hypothesis. The reason
for this is worth further investigation. In this work we also showed that in order
to produce good features pathways (gene sets) should be represented by both up-
and down-regulated features, and not just by the majority group as done in the
GSA algorithm. Results shown in this work also suggest that the method deserves
further analysis and more comprehensive evaluation based on both simulation
are additional real datasets.

This work was sponsored by the grant MNiSzW N516 510239.
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Abstract. In this paper, we report on the feasibility of the Error-
Related Potential (ErrP) integration in a particular type of Brain-
Computer Interface (BCI) called the P300 Mind Speller. With the latter,
the subject can type text only by means of his/her brain activity without
having to rely on speech or muscular activity. Hereto, electroencephalog-
raphy (EEG) signals are recorded from the subject’s scalp. But, as with
any BCI paradigm, decoding mistakes occur, and when they do, an EEG
potential is evoked, known as the Error-Related Potential (ErrP), locked
to the subject’s realization of the mistake. When the BCI would be able
to also detect the ErrP, the last typed character could be automatically
corrected. However, since the P300 Mind Speller is optimized to correctly
operate in the first place, we have much less ErrP’s than responses to
correctly typed characters. In fact, exactly because it is supposed to be
a rare phenomenon, we advocate that ErrP detection can be treated as
a novelty detection problem. We consider in this paper different one-
class classification algorithms based on novelty detection together with
a correction algorithm for the P300 Mind Speller.

1 Introduction

A brain-computer interface (BCI) is a device that records and decodes brain
activity automatically, allowing the subject to interact with the world via com-
puters, robots, actuators, and so on, bypassing the need for speech or muscular
activity. BCIs can significantly improve the quality of life of patients suffer-
ing from amyotrophic lateral sclerosis, stroke, brain/spinal cord injury, cerebral
palsy, muscular dystrophy, etc [1,2]. Brain-computer interfaces are either inva-
sive [3,4,5,6] or noninvasive [2,7,8,9,10,11]. The latter ones based on electroen-
cephalograms (EEG) recorded from the subject’s scalp have recently enjoyed
an increasing visibility since they do not require any surgical procedure, and
can therefore be more easily tested on human subjects. Several noninvasive BCI
paradigms have been described in the literature, but the one we concentrate

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 293–301, 2012.
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on relies on event-related potentials (ERPs, a stereotyped electrophysiological
response to an internal or external stimulus [12]).

One of the most explored ERP components is the P300. It can be detected
while a subject is shown two types of events with one occurring much less fre-
quently than the other (”rare event”). The rare event elicits an ERP consisting
of an enhanced positive-going signal component with a latency of about 300 ms
after stimulus onset [12]. In order to detect ERPs, single trial recordings are
usually not sufficient, and recordings over several trials need to be averaged: the
recorded signal is a superposition of the activity related to the stimulus and
all other ongoing brain activity together with noise. By averaging, the activity
that is time-locked to a known event (e.g., the onset of the attended stimulus)
is extracted as an ERP, whereas the activity that is not related to the stimulus
onset is expected to be averaged out. The stronger the ERP signal, the fewer
trials are needed, and vice versa. There has been a growing interest in the ERP
detection problem, as witnessed by the increased availability of BCIs that rely
on it. A notorious example is the P300 Mind Speller [9,10], with which subjects
are able to type words on a computer screen.

But, as with any BCI system, mistakes occur, slowing down the typing speed,
since they need to be corrected, for example, by selecting the backspace option
followed by a re-typing of the character the subject had in mind. Thus, such a
procedure requires two additional P300 Mind Speller rounds. To overcome this
problem, two different methods can be considered. In the first case, the subject
is allowed to continue typing, thus, without attempting any corrective action,
after which the mistyped “word” is corrected by matching it to the closest one
(according to some metric) from an adapted dictionary [13]. But this method is
prone to disambiguities (when two or more words from the dictionary have the
same distance to the mistyped one) and, more importantly, it can lead to new
mistakes since it assumes that the number of types characters of the “word”
is correct. Indeed, an error can be made not only in the middle of the word,
but also at the end: when instead of selecting the end of input or the space
symbol, another character becomes selected. In another class of methods, as is
investigated in this paper, one tries to use the Error-Related Potential (ErrP),
which is the ERP evoked when the subject “realizes” the error made by the BCI
system [11,14]. When performing ErrP detection, one could avoid the selection of
a corrective option (such as backspace) by the subject, or one could even impute
the correct character (thus, the one the subject originally had in mind) with the
use of a smart correction algorithm. With the latter, the correction could be done
automatically, without any intervention from the subject. While the concept
looks attractive, there is not much proof of the feasibility of ErrP detection
and its possible gain in P300 speller performance. This is due to the fact that
ErrP detection algorithms also make mistakes, since we need to perform single
trial decoding of the ErrP, thus, with a low signal-to-noise ratio, and that these
mistakes occur not only for incorrectly detected ErrP’s (false positives), which
consequently require corrective actions from the subject (selecting backspace and
re-typing), but also for wrongly classified non-ErrP responses (false negatives),
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which leads to the replacing of a correctly typed character by another. All these
call for tedious corrective actions by the subject. In summary, an acceptable
trade-off need to be found between false negatives and false positives.

Another problem is due to the fact that a properly tuned P300 system should
not have a large amount of mistakes in the first place. Thus, for training an ErrP
detector, we have a large amount of non-ErrP responses, but a small amount of
ErrP responses. This motivated us to consider it as novelty detection algorithm
where the ErrP responses are treated as outliers in a one-class classification
problem.

In this paper, we test different one-class classifiers for ErrP detection on three
subjects and discuss its potential for optimizing the P300 Mind Speller. We
investigate ErrP detection per se in search of a trade-off between false negatives
and false positives to boost the P300 Mind Speller’s performance. In addition,
we also discuss one possible correction procedure that automatically replaces
wrongly typed characters. A possible gain in performance from the latter is also
assessed.

2 Methods

2.1 P300 Mind Speller

We have used (see [2,15] from more details) visual stimulation paradigm based on
a matrix of 6×6 characters (see Fig. 1), where ’ ’ corresponds to space and ’¶’ to
the end of input indicator. Each experiment started with a training stage where
the subject was asked to type 8 characters, so that the corresponding record-
ings could be labeled, followed by a testing phase where the subject could type
anything (s)he has in mind (free spelling mode). During both stages, columns
and rows of the matrix were intensified (see Figure 1) in a random manner. The
duration of the intensification was fixed to 100 ms, followed by 100 ms of no
intensification. Each column and each row flashed only once during one trial,
so each trial consisted of 12 stimulus presentations. For typing one character,
recordings fromm such trials were averaged, to increase the signal-to-noise ratio.

During both the training and testing stages, the subject was asked to count
the number of times the desired character was intensified, which led to P300
responses connected to these events. Thus, each trial includes 2 responses with
P300 components (intensification of a row and column with the desired charac-
ter) and 10 non-P300 responses (locked to the intensification of other rows and
columns). Furthermore, we have a repetition of m such trials for each charac-
ter to be typed. These averaged recordings are used for tuning a classifier to
discriminate between the P300 vs. non-P300 cases given the available labels.
During the test phase, the averaged ERP responses from each row and column
are subjected to the previously trained classifier, and the distances to border
separating the P300 and non-P300 classes in feature space are estimated. After
that, each character on the typing matrix receives a score in terms of the sum of
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Fig. 1. Typing matrix of the P300 Mind Speller. The intensification of the third column
(left panel) and of the second row (right panel) are shown.

the aforementioned distances from the row and column containing this character.
The character with the highest score is communicated as the output of the
classification procedure.

2.2 EEG Experiment and Preprocessing

The EEG recordings were performed with a prototype of a miniature wireless
EEG system developed by imec1 around their ultra-low power 8-channel EEG
amplifier chip [16]. Signals are sampled at a rate fEEG

s = 1000 Hz with a reso-
lution of 12 bits/sample. We have used an electrode cap with large filling holes
and sockets for active Ag/AgCl electrodes (ActiCap, Brain Products). The eight
electrodes were placed primarily on the parietal cortex, namely at positions Fz,
FCz, Cz, CP1, CP2, P3, Pz and P4, according to the international 10–20 system.
The reference and ground electrodes were placed on the left and right mastoids,
respectively.

Three subjects (one male and two females, age range 24–27 years) participated
in the experiment. Each of the subjects participated in 6-7 typing sessions during
which 659, 963 and 758 characters were typed in total. In order to provoke more
errors (and, thus, more ErrP responses) the number of intensifications m during
the test phase was decreased (down to 5, 4 or even 3 intensifications, depending
on how accurately the subjects were typing), leading to a total number of 171
(26%), 114 (12%) and 121 (16%) mistakes, respectively. To avoid a deteriora-
tion of the ErrP signal caused by an overlap with a subsequent P300 ERP, we
introduced a 2 second interval between the presentation of the feedback (i.e.,
showing the character as it is deduced by the P300 Mind Speller) and the start
of the next character. These 2 second segments containing ErrP’s where taken
out from the EEG recordings, after being filtered in the range between 0.5 and
30 Hz with a zero-phase 4th order Butterworth filter and downsampling to 250
Hz. For classification, we considered only Fz, FCz, Cz responses, for which the
ErrP was reported to be more prominent [14].

1 http://www.imec.be

http://www.imec.be
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2.3 One-Class Classification

One-class classification is a particular type of classification, where the training
set mainly consists of examples from one class (targets) and only some or even no
examples from the second class (outliers). In our case, the target class describes
non-ErrP responses, while the outliers are the ErrPs as they are only sparsely
represented in the training set. We consider in this paper one-class classification
algorithms [17] based on three main approaches: density-, boundary-, and re-
construction methods. Density methods (Gaussian model, Mixture of Gaussians,
Parzen density estimator) try to estimate the density function (by adjusting the
parameters of some predefined distributions or by non-parametric methods) of
the training examples. By setting up a threshold on these densities, new data
can be classified into targets and outliers. But the construction of the density
function is a more demanding task than deriving a boundary “around” the tar-
get class. This influenced the appearance of boundary methods, which construct
a “shell“ around the target data but with the additional constraint to arrive at
a minimal volume solution. Here we account for the such boundary methods as
k-centers [18] and k-nearest neighbor [17]. The reconstruction methods make use
of data modeling, where it is assumed that a more compact representation of
the target data can be constructed. Thus, the transformation of the target data
to such a representation and back is expected to have a smaller reconstruction
error for the target examples (since we model them), than for the outliers. As
a consequence, it allows us to discriminate between these two classes. Here, we
consider principal component analysis (PCA) [17] and the auto-encoders neural
network (NN) [19]. An algorithmic implementation of some one-class classifica-
tion methods can be found in [20].

3 Results

For our analysis, we split the recorded data into two parts (training and test
sets), and we intentionally use the first part of the data (according to the date
of appearance in the dataset) for training (25%, 50% or 75% of all data), while
retaining the rest of the data for testing, since we wanted to follow the natural
order of our recording sessions. Since for our one-class classifiers it is desirable to
keep the dimension of feature space low, we considered n (n = 3, 6, 9) features for
classification, where those disjoint features where selected as the best ones, from
the training set, based on the Student t-test. The trained classifiers were applied
to the test data and a ROC (receiver operating characteristic) curve was gen-
erated, showing the performance of classifiers for the different threshold values.
But since our requirements of ErrP detection are different from pure classifica-
tion, we modified the way to present the results. For considering an ErrP decoder
in the context of a P300 Mind Speller, we have to increase the speed of typing
by correcting mistakes with the use of ErrP detection, while we also have to
avoid erroneous ”correction“ of correctly typed symbols (false negatives). Thus,
we have to minimize the ratio of the sum of false negatives and false positives
given all trials (i.e., the 1-accuracy, called here mistake rate). Figure 2 (a,c,e)
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Table 1. Gain in performance (in percent) of P300 Mind Speller after incorporat-
ing ErrP detection (I) and ErrP detection with correction (II), for different one-class
classifiers, subjects, and data splitting strategies

Subject 1 Subject 2 Subject 3
Strategy method 25 % 50% 75% 25 % 50% 75% 25 % 50% 75%

Gaussian 3.005 5.327 12.295 0 1.179 1.415 0.418 0.019 0
Mixture of Gaussians 7.103 12.704 17.213 1.726 2.830 1.415 0.627 0.019 0

Parzen 1.092 2.459 9.836 0.157 0.235 0 0.209 0 0
I k-nearest neighbor 1.092 2.049 8.196 0 0 0 0.209 0 0

k-centers 2.185 7.786 9.836 0.627 0.471 0 0 0 0
PCA 3.278 6.147 11.475 1.569 2.358 4.245 0.224 0.418 0

auto-encoder NN 3.825 3.688 13.114 0.314 0 0 0.627 0 0

Gaussian 3.005 5.327 12.295 0 1.179 1.415 0.418 0.019 0
Mixture of Gaussians 7.103 12.704 17.213 1.726 2.830 1.415 0.627 0.019 0

Parzen 1.092 2.459 9.836 0.157 0.235 0 0.209 0 0
II k-nearest neighbor 1.092 2.049 8.196 0 0 0 0.209 0 0

k-centers 2.185 7.787 9.836 0.628 0.472 0 0 0 0
PCA 3.279 6.147 11.475 1.570 2.358 4.245 0.224 0.418 0

auto-encoder NN 3.825 3.688 13.114 0.314 0 0 0.628 0 0

shows this mistake rate (in percent) for different classifier thresholds (presented
here in terms of the number of possible threshold positions in the ROC curve, so
as to obtain a unified representation of the results of the different classifiers), for
the investigated one-class classification methods, together with the mistake rate
(red horizontal line) in the case of only P300 detection (thus, no ErrP detection).
Here, the best results among all numbers n features considered for each classifier,
as well as the best value for k (for the k-nearest neighbor and k-centers meth-
ods), the best number of Gaussians in the Mixture of Gaussians method, and
the best number of components in the PCA method, all of which were optimized
through cross-validation. Table 1 (I) shows the maximal gain in performance (in
percent with respect to the case where no ErrP detector was incorporated) for
each subject and for all data splitting strategies considered (25%, 50% or 75%
of the recorded data as the training set). But we have to remember that, despite
mistakes are identified, we still need to re-type the character.

To potentially speed up mind typing even more, we can include a correction
algorithm in addition to mistake detection. Here, for example, we can take the
second character in our ranking (see Sec. 2.1) when a mistake is detected. In this
case, the correction will be done automatically, and the typing procedure will
become faster. The results of the described procedure are presented in Fig. 2
(b,d,f) for some subjects and data splittings, while Table 1 (II) represents the
maximal gain in accuracy with such a procedure for all subjects, methods and
data splittings.
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Fig. 2. Mistake rate (in percent) for ErrP detection (a,c,e) and when supplemented
with error correction (b,d,f). Red horizontal line indicates the mistake rate, when no
ErrP detection is applied. The results are shown for subject 3 with 25% of data in the
training set (a,b), subject 2 with 50% of data (c,d) and subject 3 with 75% of data
(e,f).
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4 Discussion and Conclusion

The results show that for two of our three subjects we can benefit from error
correction based on ErrP detection using one-class classification. While for the
second subject the benefit is moderate, the first subject can gain up to 11.6%
when error correction is implemented. The results indicate that, in general, Mix-
ture of Gaussians produce the most best results. While the results look promis-
ing, we should remember that we still have to select the best threshold based on
training data, which could be viewed as a difficult task. Another problem can be
with the feature selection procedure. In this paper, we used a t-test to find the
time points with a good separability between target and outlier classes. But in
real applications we have to be aware that the outlier class could be small, thus,
probably, other feature selection methods considering information only from the
target class could be investigated.

In summary, the results of this work show the benefit of incorporating the ErrP
in the P300 Mind Speller when using classifiers that account for the majority of
the responses to correctly typed characters.
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Abstract. Brain-computer interface (BCI) systems use electro-encephalogram 
(EEG) data to control external electronic devices. The main task of BCI systems 
is to differentiate the classes of mental tasks from the EEG data. The EEG data 
is inherently complex and difficult to analyze due to interference by eye and 
muscle movements as well as electrical grid noise. In this paper we analyze 
shrinkage functions for signal filtering and propose a class-adaptive method for 
EEG data denoising. The results are evaluated using a Support Vector Machine.  

Keywords: Brain-Computer Interface, EEG, denoising, shrinkage function, 
Support Vector Machine. 

1 Introduction 

The majority of BCI systems work by reading and interpreting cortically evoked elec-
tro-potentials across the scalp via an electro-encephalogram (EEG). The EEG data is 
inherently complex and difficult to analyze. Oscillatory activity in the EEG is classi-
fied into different frequency bands or rhythms: delta (0.5 – 3.5 Hz), theta (4 – 8 Hz), 
alpha-1 (8 – 10.5 Hz), alpha-2 (10.5 – 13 Hz), beta-1 (13 – 21 Hz), beta-2 (20 – 32 
Hz) and gamma (36 – 44 Hz). Because EEG signals are non-stationary, nonlinear and 
interfered by eye movements and muscle noises, it is difficult to differentiate the 
classes of mental tasks from raw EEG data [1]. Different features can be extracted 
from the EEG data such as: time domain features related to changes in the amplitude 
of neurophysiologic signals, frequency domain features related to changes in oscilla-
tory activity, and spatial domain features extracted from several electrodes [2].  

BCI systems require correct classification of signals interpreted from the brain for 
useful operation. After acquiring the EEG data, pre-processing (filtering/denoising), 
feature extraction and dimensionality reduction is performed, before machine learning 
algorithms can be applied to learn from a training dataset how to classify the signals 
into classes, where each class corresponds to a specific action of the user. Usually, 
raw EEG data is pre-processed using digital signal processing (DSP) methods such as 
Fourier analysis or wavelet transform for denoising. Then classification methods are 
used to detect classes in denoised data. 

The novelty of the paper is the proposed Class-Adaptive denoising method to se-
lect optimal parameter value(s) of a standard shrinkage function by maximizing class 
distance between frequency domain components of the positive and negative data 
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classes. The denoised data is classified using Support Vector Machine (SVM) and 
quality of classification is evaluated using standard accuracy metrics (F-measure, 
Area Under Curve, Average Precision). 

The structure of the paper is as follows. Section 2 discusses related works. Section 
3 presents analysis of the shrinkage function domain. Section 4 proposes the Class-
Adaptive (CA) shrinkage method. Section 5 presents a case study. Finally, Section 6 
presents conclusions and outlines future work. 

2 Related Works 

Numerous authors consider application of noise reduction methods for the BCI sys-
tems. RIA [3] is a noise reduction scheme based on applying the thresholding denois-
ing to each signal and averaging the denoised signals. This procedure produces good 
denoising, since it can benefit from the statistical characteristics of randomness.  

The denoised results can be further improved, if the thresholds at each frequency 
scale are chosen optimally. Such subband-adaptive denoising is used by modern 
wavelet-based denoising algorithms such as SureShrink [4] and BayesShrink [5]. 
Optimization of the class-to-class distance for two-class discrimination using Fisher 
distance is described by Aldjem [6]. Mu et al. [7] also use Fisher distance in feature 
selection algorithm and apply it for classification of EEG data. 

3 Analysis of the Shrinkage Function Domain 

There are many types of shrinkage function proposed in the signal denoising domain. 
For our analysis, here we classify shrinkage functions depending upon the dimensio-
nality of their parameter space as: single-parameter, two-parameter, three-parameter 
and multi-parameter shrinkage functions. Dimensionality of the parameter space is 
important for the selection of an optimization method to find best parameter values. 
Below we provide a short description and analysis of some of these functions. 

3.1 Single Parameter Shrinkage Functions 

Donoho and Johnston [8] propose hard (Eq. 1) and soft (Eq. 2) shrinkage functions: 
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here y is the noisy value, ŷ is the shrinked value, and λ  is universal threshold [8]. 
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Norouzzadeh and Jampour [9] propose the following shrinkage function: 
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Poornachandra and Kumaravel [10] propose a hyper trim shrinkage function: 
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3.2 Two-Parameter Shrinkage Functions 

Poornachandra and Kumaravel [10] also propose a hyper shrinkage function: 
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Another two-parameter shrinkage function is proposed by Mrazek et al. [11]: 
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here ρ , 1λ and 2λ  are the parameters of the functions. 

3.3 Three-Parameter Shrinkage Functions 

Yang and Wei [12] propose a generalization of soft, firm and Yasser shrinkage  
function: 
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here γ , Lλ and Hλ are the parameters of the functions. 

Atto et al. [13] propose the smooth sigmoid based shrinkage function: 
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here λτ ,,t are the parameters of the function. 
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3.4 Multi-parameter Shrinkage Functions 

Poornachandra and Kumaravel [14] propose a sub-band dependent adaptive shrinkage 
function that generalizes the hard and soft shrinkage functions: 
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here jλ are function parameters for each sub-band j . 

3.5 Evaluation 

The soft (Eq. 1), hard (Eq. 2) and various variants of firm shrinkage (such as Eq. 7) 
are commonly used for denoising, so based on other author’s results [9, 13, 15] we 
can provide the following evaluation of the shrinkage functions. The signal denoised 
using soft shrinkage tends to have a bigger bias due to the shrinkage of large coeffi-
cients, while the discontinuities of the hard shrinkage function produce a bigger va-
riance. Firm shrinkage is less sensitive than hard shrinkage to small fluctuations and 
less biased than soft shrinkage, however it is more computationally expensive. Hard 
shrinkage is discontinuous and is not differentiable. Soft shrinkage is continuous, but 
does not have first order derivation. Sigmoid based shrinkage is smooth (i.e., induces 
small variability among data with close values), it produces strong attenuation is  
imposed for small data and weak attenuation for large data. 

4 Signal Denoising Using Shrinkage Functions 

4.1 General Denoising Scheme Using Shrinkage Function  

Signal denoising by thresholding is based on the observation that a limited numbers of 
the DSP transform coefficients in the lower bands are sufficient to reconstruct the 
original signal. The key steps of signal denoising using DSP transforms are the selec-
tion of shrinkage function and its parameter(s). The goal of the shrinkage function is 
to remove noise so that separability of positive class and negative class in a binary 
classification problem is increased. 

Assume that the observed data ( ) ( ) ( )tN+tS=tX  contains the true signal ( )tS  cor-

rupted with additive noise ( )tN  in time t . Let ( )⋅T  and ( )⋅−1T  be the forward and 

inverse transform operators. Let ( )ΛY,H  be the denoising operator with a set of  

parameters ( )kλ,λ,λ=Λ ...21 . Then the denoising algorithm is defined as follows: 

1) Compute the DSP transform for a noisy signal ( )tX : Y = ( )XT ; 

2) Perform frequency shrinkage in the frequency domain: ( )ΛY,H=Ŷ ; 



306 I. Martišius and R. Damaševičius 

 

3) Compute the inverse DSP transform to obtain a denoised signal ( )tŜ  as an 

estimate of ( )tS : ( )YT=S ˆˆ 1− . 

Steps 1-3 can be generalized into a single equation as follows: 

( )( )( )Λ,XTHT=S 1ˆ −  . (10)

4.2 Proposed Class-Adaptive Shrinkage Method  

The scheme described in subsection 4.1 might not work well in case where signal 
( )tS  and noise ( )tN  have many different components as is the case with the EEG 

data. Also the selection of the shrinkage function and its parameters is problematic 
due to a large number of shrinkage functions proposed in the literature (see Section 3) 
and large variability in signal data. Therefore, some adaptivity must be introduced 
when selecting shrinkage function and its parameters. Below, we provide a descrip-
tion of the proposed Class-Adaptive (CA) shrinkage method. 

Let P and Q  be the positive and negative classes of data. Let ( )QP X,XD  be a 

distance function between datasets PX  and QX  belonging to P  and Q , respective-

ly. We improve the denoising algorithm described in subsection 4.1 by optimizing 
shrinkage function parameters for each frequency component f  of PX  and QX , 

while the aim function is described as follows: 

( ) ( )( ) ( )( )( )Λ,XTH,Λ,XTHD=X,XΨ QPΛQP axm , (11)

here D is a distance metric between classes. 
To calculate a distance between data classes, several distance metrics can be used. 

We use Fisher distance and Hellinger distance. The Fisher distance [16] between two 
data classes is calculated as follows: 
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here μ and σ are the mean and the standard deviation of the class they correspond to.  
The squared Hellinger distance [17] between two data classes with normal distribu-

tions is calculated as follows: 
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The proposed CA shrinkage algorithm is as follows:  
1) Convert the time domain signals to frequency domain signals using a 

standard DSP transform.  
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2) For each frequency f :  

a. maximize distance between frequency components of positive class and 
negative class with respect to a set of shrinkage function parameters Λ ; 

b. retain Λ  for maximal distance as maxΛ . 

3) Perform shrinkage of the DSP transform coefficients using maxΛ . 

4) Convert the shrinked frequency domain signal to the time domain using an 
inverse DSP transform. 

5 Case Study 

For our experiments, Data set Ia (Tübingen, ‹self-regulation of SCPs›, subject 1) [18] 
from the BBCI competition datasets (http://bbci.de/competition/) was used. The data-
sets were taken from a healthy subject, who was asked to move a cursor up and down 
on a computer screen, while his EEG data were taken. During the recording, the sub-
ject received visual feedback of his slow cortical potentials (SCPs). The dataset con-
sists of 135 trials belonging to class 0 and 133 trials belonging to class 1. Each trial 
consists of 896 samples from each of 6 channels.  

The dataset was randomly partitioned into 5 parts, and 5-fold cross-validation was used 
to evaluate the classification results. On each channel data, a FFT was applied and the 
shrinkage function parameters were optimized to obtain maximal distance between posi-
tive and negative classes. The optimization was performed using Nelder-Mead (downhill 
simplex) optimization method [19] (implemented in Perl’s Amoeba package). The classi-
fication was performed using Support Vector Machine (SVM) [20], a binary classification 
algorithm based on structural risk minimization. We used the SVMPerf [21] implementa-
tion of SVM (available at http://svmlight.joachims.org/) with linear kernel. To evaluate the 
precision of classification, we used the F-measure, Area Under Curve (AUC), and Aver-
age Precision (Avg. Prec.) metrics. The results of experiments are given in Table 1 (using 
Fisher distance) and Table 2 (using Helliger distance). 

Table 1. Experimental results using Fisher distance 

CA shrinkage function Parameter No. F-measure AUC Avg. Prec. 

Not applied - 80.36 90.06 91.45 
Hard  1 83.84 91.53 92.60 
Soft  1 78.18 88.60 89.97 
Norouzzadeh 1 79.16 87.76 90.07 
Hyperbolic 1 81.42 88.60 91.26 
Hyper 2 85.37 90.87 91.44 
Mrazek 2 74.65 87.23 89.71 
Yang 3 88.79 94.45 94.64 
Atto 3 88.16 94.38 94.67 
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Table 2. Experimental results using Helliger distance 

CA shrinkage function Parameter No. F-measure AUC Avg. Prec. 
Not applied - 80.36 90.06 91.45 
Hard  1 76.20 84.87 85.68 
Soft 1 65.46 72.59 73.87 
Norouzzadeh 1 52.29 56.98 56.63 
Hyperbolic 1 76.50 83.69 85.37 
Hyper  2 77.25 85.19 85.76 
Mrazek 2 75.90 86.60 88.33 
Yang 3 76.51 84.14 83.68 
Atto 3 75.03 83.35 82.92 

 
The achieved results are in line with the best results achieved by other authors 

while using the BCI competition Ia dataset (e.g., Mench et al. [21] report 88.7% cor-
rect classification rate using Thomson multitaper method). 

6 Conclusions and Future Work 

In this paper, we have proposed the Class-Adaptive (CA) denoising method for processing 
of the EEG signal data. The method uses Fisher (or Helliger) distance metric to evaluate 
distances between shrinked frequency components of time-frequency representations of 
signal data belonging to positive and negative dataset classes. To achieve maximal separa-
tion between positive and negative classes, distance metric values are maximized using 
Nelder-Mead (downhill simplex) optimization method. The optimized shrinkage function 
is used for EEG data denoising. The denoised data are classified using Support Vector 
Machine with linear kernel and the results are evaluated using standard classification eval-
uation metrics (F-measure, AUC, Average Precision). The experimental results show that 
CA denoising can improve the classification results as compared with the case were no 
signal denoising is used. Best denoising is achieved using three-parameter shrinkage func-
tions (proposed by Yang, Wei [12] and Atto [13]) with their parameter values optimized 
for each frequency component of the frequency domain representation of the EEG signal, 
while soft denoising has failed due to large bias of the denoised signal. The Fisher distance 
metric generally allows achieving better results than the Helliger distance metric. In fact, 
denoising using Helliger distance has failed to produce better results even when compared 
with original (noisy) data. 

Future work will focus on the extension of the proposed methods for other class 
distance metrics and shrinkage functions (sigmoid based shrinkage functions look 
especially promising). Other optimization methods such as evolutionary algorithms 
and particle swarm optimization will be considered, too. 
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Abstract. Analysis and interpretation of electroencephalogram signals
have found a wide spectrum of applications in clinical diagnosis. In spite
of the outstanding experience of specialists, the analysis of biomedical
data encounters many difficulties. Problems are associated with both
technical aspects and nonstationary character of EEG sequences. Hard-
ware and software solutions in this area are subjected to the continuous
improvement due to the technological development. A very promising
tool in analysis and interpretation of EEG signals are artificial neural
networks. The paper presents the application of artificial neural networks
along with the discrete wavelet transform to the analysis and classifica-
tion of neurological disorders based on recorded EEG signals.

1 Introduction

ElectroEncephaloGraphy(EEG) is one of the non-invasivemeasurement techniques
of the human brain dynamics. This technique allows for the direct measurement
of the electrical potential of the neuronal activity in a given time resolution. The
EEG recording is therefore generated by the electrical activity of nerve cells on the
surface of the cerebral cortex. Analysis of similar-epilepsy signals and epilepsy it-
self is a very important element in clinical diagnosis due to the search for the causal
tendency of the brain to create unexpected discharges of electricity. Interpretation
of these signals renders it possible an early treatment and the appropriate choice
and proper adjustment of drug therapy for individual cases.

Recently, it has been observed a significant interest in the application of ar-
tificial intelligence methods to the biomedical signals analysis. The majority of
works in the field of electroencephalography using artificial neural networks are
based on the recognition of characteristic graphoelements. Neural networks are
able to extract the significant information contained in EEG signals and solve
problems such as identification of the characteristic EEG patterns [1,5,6] or rec-
ognizing patterns based on spectral EEG topography [3]. Neural networks are
also used to artefact recognition, where inputs to the classifier are proposed in
the form of selected parameters of the wave [10].
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In the present study the classification of EEG data recorded using a four
channel equipment is presented. To extract attributes of EEG signals, the dis-
crete wavelet transform is applied. The final stage of classification is carried out
using different methods including the discriminant analysis, nearest neighbour
classifier, naive Bayes and neural network based solutions.

2 EEG Signal Preprocessing

Recorded EEG signals are often used to assist the diagnosis of various neuro-
logical abnormalities. One of the frequently observed dysfunctions is epileptic
seizure, which has a character of sudden discharges which cause sudden increase
of the signal amplitude. The nature of such ”epileptic behaviour” is defined as
periodical spontaneous electrical discharges on the surface of the cortex, which
disrupt the nervous system. This type of discharge may occur locally in the brain
or can be observed on multiple channels simultaneously, depending on the degree
of a particular dysfunction. Such electrical discharges can appear as a result of
damages in the brain structure, hormonal fluctuations, sudden changes in the
intensity of the perception of the severity of different types of external stimuli
and undesirable physiological conditions. Early diagnosis and careful analysis
of EEG records may help take a proper decision concerning suitable treatment,
adjusting pharmacology and performing individual therapy.

In the current study EEG data downloaded from the site ftp://sigftp.cs.

tut.fi/pub/eeg-data has been used. This data was recorded in the system
configured according to the banana arrangement: F8-C4, F7-C3, T6-O2, T5-O1.
There were four measurement channels. The low-pass filter was set to 70Hz.
Figure 1 presents an example of EEG recording taken in the banana arrange-
ment. On the record it is clearly observable a change in the behavior of the signal
starting at 1200th sample. This is an example of the seizure.

In order to carry out disorder classification, EEG sequences should be prepro-
cessed first. The sequence recorded in each channel has been cut into a number
of subsequences of the length equal to 200 samples. To each subsequence, the
suitable label from the set {’seizure’,’healty’} has been assigned. Thus, a
set of preprocessed EEG sequences was formed for further processing.

3 Wavelet Transform

Fourier Transform uses sinusoidal signals, which have the infinite support (the
range within which the function values differ from zero). Therefore, the Fourier
method cannot be used to analysis of nonstationary signals or signals with tran-
sient characteristics. One of possible solutions in that case is to use Wavelet
Transform. Wavelet analysis uses time windows of the varying size depending
on the frequency. The fundamental element of the wavelet analysis is the base
function called a wavelet. The wavelet is a wave-like oscillation with the ampli-
tude starting at zero, increasing, and then decreasing back to zero. Continuous
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Fig. 1. Example of recorded EEG signal

Wavelet Transform (CWT) is defined as follows:

CWT (a, b) =
1√
a

∫ ∞

−∞
Ψ

(
t− b
a

)
x(t)dt (1)

where Ψ is the base function, a represents the scale parameter, b is the shift
parameter, and x(t) is analysed signal. The common approach to perform Dis-
crete Wavelet Transform (DWT) is to use the dyadic scheme to sample the
base function. A particularly important property of DWT is the multiresolution
signal decomposition [7,8]. At each stage, the signal S is defined as a sum of
approximation and detail representations. At the next stage, the approximation
representation from the upper stage Ai−1 is defined again as a sum of approx-
imation Ai and detail representations Di. The illustration of multiresolution
representation of the signal is shown in Fig. 2. In this way, the signal S can be
represented with the arbitrary accuracy using approximation and detail coeffi-
cients using suitable number of representation stages. For the situation portrayed
in Fig. 2 the signal S can be reconstructed using coefficients D1, D2, D3 and
A3. In this paper multiresolution signal decomposition is used to extract the
features of EEG signals. The results of feature extraction are presented later in
the paper, in the section reporting experiments.

4 Classification

To extract attributes of the EEG signal DWT has been applied. Unfortunately,
the multiresolution signal decomposition on the subsequence of the length of
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Fig. 2. Multiresolution signal decomposition

200 samples gives hundreds of coefficients. Moreover, data was recorded in four
channel setting. As a result, the number of parameters describing the signal
is huge. In the paper the attributes of the signal were calculated using simple
statistics. For each stage of multiresolution representation indicators in the form
of the mean value and standard deviation were calculated [9]. For example,
taking into account the representation of the signal up to 3rd stage, it gives 32
attributes (4 channels × 4 sets of coefficients × 2 indicators). Based on attributes
prepared in this way the classification is carried indicating seizures (the output
equal to one) or normal conditions (the output equal to zero). The block scheme
of proposed recognition system is presented in Fig. 3. To carry out classification,
different methods were tried. They are briefly portrayed in the following sections.

Fig. 3. Block scheme of recognition system

4.1 Naive Bayes

Naive Bayes is a simple probabilistic classifier based on Bayes’ theorem [2].
Naive Bayes assumes that the presence of a class feature is unrelated to the
presence of any other feature. This classifier can be effectively trained using
supervised learning. In practical applications classifier parameters are estimated
using the maximum likelihood. The advantage of the naive Bayes classifier is
that it requires a small amount of training data to estimate parameters required
for classification.

4.2 K Nearest Neigbours

K nearest neighbours algorithm is a method for classifying patterns based on the
closest training examples in the feature space [2]. This algorithm is the simplest
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method among all machine learning algorithms. The pattern is classified by a
majority vote of its neighbours, with the pattern being assigned to the class most
common amongst its k nearest neighbours. If k = 1, then the pattern is simply
assigned to the class of its nearest neighbour.

The training phase of the algorithm consists of storing the attributes and
class labels of the training samples. In the classification phase, k is the user-
defined constant, and an input vector is classified by assigning the label which
is the most frequent among the k training samples nearest to that query point.
Usually the Euclidean distance is used as the distance metric.

4.3 Support Vector Machines

Support Vector Machine invented by Vapnik is a concept related to supervised
learning methods which are able to analyse and recognize patterns, widely used
for classification and regression [4]. Support vector machine constructs a hy-
perplane or set of hyperplanes in a high dimensional space. Good separation is
achieved by the hyperplane that has the largest distance to the nearest train-
ing data points of any class. SVM belongs to the family of generalized linear
classifiers and can be interpreted as an extension of the perceptron network. It
minimizes the empirical classification error and simultaneously maximizes the
geometric margin, so it is also known as the maximum margin classifier.

The original classifier proposed by Vapnik was the linear one. However, using
a nonlinear kernel function it is possible to obtain a nonlinear classifier. Common
kernels include: polynomial, gaussian radial basis function or hyperbolic tangent.

4.4 Multilayer Perceptron

The most popular neural structure is the multilayer feedforward network com-
monly referred as a multilayer perceptron [4]. Typically, the network consists
of an input layer, one or more hidden layers with processing elements, and an
output layer. Multilayer perceptrons have been applied successfully to solve dif-
ferent problems by training them in a supevised manner. Artificial neural net-
works are an excellent mathematical tool for dealing with nonlinear problems.
They have an important property according to which any continuous nonlinear
relation can be approximated with an arbitrary accuracy using a neural network
with a suitable architecture and weight parameters. The multilayer perceptrons
are widely and frequently used in classification. For a given problem the neural
classifier should map a relation between attributes and labels of possible classes.
This mapping is determined during training procedure carried out using training
samples.

5 Results

As it was stated in Section 2, in the first stage of experiment, EEG sequences
were split into a number of subsequences with the length of 200 samples each. To
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each subsequence a suitable label from the set {’seizure’,’healthy’}has been
assigned. Finally, the set of 163 patterns was obtained, containing 120 patterns
representing normal behaviours and 43 representing seizures.

5.1 Feature Extraction

In order to perform classification, each sequence should be represented by a set
of features called attributes. Attributes should be selected in such a way to fully
represent the subsequence. Attributes make it possible to discriminate sequences
one from another and to estimate the level of similarity between them. Taking
into account that the EEG signal has the nonstationary character to extract
features DWT was applied. In this study, each sequence was represented using
3-th level of multi-resolution representation using Daubechies 3 (db3) wavelet.
As it was mentioned in Section 4, the attributes of the signal were calculated
using the mean value and standard deviation of wavelet coefficients. As a result,
for each subsequence, 32 attributes (4 channels × 4 sets of coefficients × 2
indicators) were extracted.

5.2 Discriminant Analysis

While the attributes have been determined one need to check whether the pat-
terns belonging to different classes are separated. To carry out this, Linear Dis-
criminant Analysis (LDA) has been used [2]. LDA is trying to find a linear
combination of features which separate classes. The obtained combination can
be used as a linear classifier or for dimensionality reduction before classification.
Results of LDA are presented in the first row of Table 1. This clearly shows
that classes are not linearly separated. Nonlinear projection methods combined
with disriminant analysis using the quadratic boundary were also checked. The
authors tested two projection methods Multidimensional Scalling (MDS) and
Sammon’s mapping. Results of discriminant analysis using MDS are presented
in Fig. 4(a) while using Sammon’s projection in Fig. 4(b). In the case of MDS
the misclassification rate was 7.36% and for the Sammon’s mapping 14.11%.

5.3 Classification

During the classification stage different classifiers were tested: Naive Bayes (NB),
k Nearest Neighbours (kNN) with a different number of neighbours, Support Vec-
tor Machines (SVM) with different kernels, and MultiLayer Perceptron (MLP)
with a different number of hidden neurons. The classification process using each
classifier was repeated 1000 times, calculating the best misclassification rate
Qmin, the worst one Qmax and average Qav (mean value over 1000 tests). At
each run the entire set of samples was divided into the train set containing 40%
of samples, and the testing one containing the rest of patterns. The classification
results are shown in Table 1, where the best rates are marked with the bold face.
The best results were achieved for both the Bayes classifier and for kNN with
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Fig. 4. Visualisation of the pattern distribution achieved using MDS (a), and Sammon’s
mapping (b)

5 neighbours. For more complex classifier such as SVM and MLP the misclas-
sification rate was a little bit worse. In the case of SVM the best kernel was in
the form of the polynomial. In the case of MLP 3 or 5 hidden neurons are quite
enough to achieve a relatively good misclassification rate.

Table 1. Classification results

misclassification rate [%]
Qmin Qmax Qav

LDA 5.15 40.21 17.22

kNN
NN 3.09 26.8 13.48

5 neighbours 2.06 18.56 10.83

NB 2.06 23.71 8.89

linear 5.15 30.93 14.46
SVM quadratric 6.19 35.05 17.49

polynomial 4.12 32.99 14.76

3 neurons 4.12 32.99 15.97
MLP 5 neurons 4.12 42.27 15.47

9 neurons 5.15 45.36 15.14

6 Conclusions

This study presents the analysis and classification of biomedical data using dif-
ferent techniques including the classical methods like the naive Bayes and nearest
neighbours classifiers as well as artificial intelligence methods including the sup-
port vector machine and multilayer perceptron. In spite of the fact that the clas-
sical methods achieved better results in contrast to neural networks, it should be
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kept in mind that the database used in experiments was of a small size (only 163
examples). Moreover, this data was recorded using four channel setting, while in
most cases data is recorded using, e.g. sixteen channels. Our future research will
be focused on the classification of EEG data recorded at the Ward of Neurol-
ogy and Strokes of Provincial Hospital of Zielona Góra, which is more complete
database of neurological disorders acquired using 16 channels equipment.
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Abstract. In the present study the performance of the fuzzy distance
transform-based method of computing surrogate measure of thickness
from gray-level images is analyzed for a set of 25 μCT images of tra-
becular bone. Analytical formulas derived in this study identify the
limitations of the fuzzy distance transform-based approach to thickness
measurement.

1 Introduction

Quantitative description of complex structures is one of the challenges of image
analysis. In many cases it can be assumed that satisfactory precision of the
measurements can be achieved at the cost of improved resolution of analyzed
images. It is not however the case of biological tissues, which must be analyzed
in vivo. The fundamental limitations of the in vivo resolution follow at least from
the finite time of measurements and/or acceptable dose of ionizing radiation.
Trabecular (or cancellous) bone is an important example of a system of particular
interest in medicine, that must be examined under in vivo conditions.

Trabecular bone is a highly porous structure, constituting interior parts of
bones like vertebral bodies, with porosity ranging from 40% to even 95%. Sev-
eral structural parameters have been proposed to quantitatively characterize
the properties of trabecular bone. Standard histomorphometry involves comput-
ing volume fraction (BV/TV) and metric indices: trabecular thickness (Tb.Th),
trabecular number (Tb.N), and trabecular separation (Tb.Sp). The standard
methods to compute metric indices are applicable only to binary images [5,1].
Clinical images of trabecular bone cannot be easily binarized because the spatial
resolution of clinical imaging devices is not good enough to depict individual tra-
beculae. The consequence is that the methods of calculating trabecular parame-
ters, developed for high-resolution binary data should not be directly applied to
images acquired by clinical CT or MRI scanners. The published results [4,3,7]
indicate that the correlation of the “apparent” thickness (thickness measured
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for low-resolution images) and the reference thickness (thickness measured for
high-resolution images) is not very good.

A few alternative approaches have been proposed to estimate trabecular thick-
ness directly from gray-level images. An approach based on wavelet transform
was reported in the study of Krug et al. [2] but no correlation between the
wavelet-based and the gold-standard methods of thickness measurement was
found. In the study of Wald et al. [9] spatial autocorrelation function was used
to derive trabecular thickness. In the study of Saha and Wehrli [6], a fuzzy
distance transform was proposed as a method to asses thickness of trabec-
ulae. The results concerning correlation between the proposed measures and
reference measurements of trabecular thickness are however lacking in these
studies.

In the present study a method based on the gray-weighted distance trans-
form [8] is used to compute surrogate measure of thickness from gray-level im-
ages. Analytical formulas derived in this study identify conditions necessary
for the equality of the surrogate measure of thickness and real thickness of
model objects. Based on a set of 25 μCT images it is shown that the refer-
ence thickness values are very well correlated with the surrogate measure of
thickness.

Fig. 1. Bland-Altman plot, comparing REF.Tb.Th with a surrogate measure of thick-
ness GWDT.Tb.Th. All numbers were calculated for μCT images. The values of the
bias are marked with the solid lines. The 95% limits of agreement are marked with
dashed lines.
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2 Materials and Methods

2.1 Materials

3D μCT images of distal radius trabecular bone were obtained from 15 indi-
viduals. The samples were scanned with a μCT-20 scanner (Scanco Medical,
Br uttisellen, Switzerland) with an isotropic voxel size of 34μm. The 3D μCT
images were filtered with a 3D Gaussian filter and binarized, using a global
threshold. The craniocaudal direction was identified with the z-axis of each sam-
ple. Then a total of 25 volumes with size of 200x200x200 voxels were selected
from all μCT images and analyzed. Further details concerning the sample prepa-
ration and image acquisition protocols are described in the previous study of
Laib et al. [3].

2.2 Methods

Image preprocessing : The surrogate measurements of thickness were applied to
μCT images and artificially corrupted images. In the latter case corrupted images
ImC were generated, based on the following equation:

ImC = B(D
⊗
Im+ η) (1)

According to that model, the operator D resamples a binary image Im at voxel
sizes corresponding to integer multiples (2 to 5) of the parent resolution by
means of box averaging. Next i.i.d. Gaussian noise η of varying intensity (zero
mean and standard deviation from 10 to 30) is added to the data and finally the
corrupted images are convolved with an anisotropic 3D Gaussian blurring kernel
B. The kernel widths σx, σy and σz of the kernel were equal to 100μm, 100μm
and 240μm. The corrupted images were written to files (16 bits per a voxel,
signed integer data) and further analyzed. For comparison purpose the reference
values REF.Tb.Th of thickness were calculated based on binary μCT images.
BoneJ plugin (bonej.org) for ImageJ (rsbweb.nih.gov/ij) was used to compute
REF.Tb.Th.

The computation of the gray-weighed distance transform (GWDT) requires
binary masks (fuzzy set support) on input. Thus, before computing GWDT
for corrupted gray-level images, these images were thresholded. The threshold
was calculated individually for each corrupted image according to the two-phase
mixture model. First, porosity App.BV/TV of a 3D sample was computed, based
on the mean intensity I of the 3D image, known intensity IB (equal to 255) of
pure bone and known intensity IM (equal to 0) of pure marrow phase. Assuming
two-phase model, App.BV/TV is equal to:

App.BV TV =
IB − I
IB − IM

(2)

The threshold is equal to such gray-level intensity Th, that the fraction of all
image voxels which have gray-level intensities less or equal to Th is not larger
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than App.BV/TV . In practice, neither IB nor IM are known exactly. To ac-
count for this uncertainty and to test the threshold dependence of GWDT, a
buffer value ThBUFF is introduced such that the final threshold ThF is equal
to Th − ThBUFF . To compute the surrogate GWDT-based measure of thick-
ness, GWDT values were averaged over the skeletons of the binary masks. To
find the skeletons of the binary masks, an ImageJ (http://rsb.info.nih.gov/ij/)
plugin Skeletonize3D was used.

Gray-weighted distance transform of a 1D rectangular signal : Consider a 1D
rectangular signal Ob(x) given by the following formula:

Ob(x) =

{
1, −xc � x � xc
0, x > xc, x < −xc

(3)

Neglecting for now the noise and the resolution decrease one has:

Im(x) =

∞∫
−∞

B(x− y)Ob(y)dy (4)

Obviously, the point x = 0 is the medial axis of the object defined in Eq. (4). Let
R denote some user-defined cut-off. Then the gray-weighted distance transform
GWDT (Im)(x) of the image Im is defined as follows:

GWDT (Im)(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0, x < −R, x > R
x∫

−R

Im(y)dy, −R � x � 0

R∫
x

Im(y)dy, 0 � x � R

(5)

It immediately follows from the above equations that in the case of even blurring
kernel (B(−x) = B(x)) and in the limit R → ∞ the value of gray-weighted
distance transform at x = 0 is equal to xc. The latter constraint cannot be met
in practice. However, it can be shown that for any finite R, GWDT (Im)(0) can
be used as an estimate of object thickness only provided that the size of the
support of the blurring kernel B is smaller than |Rxc|. Ideally, R should be large
but in practice it is limited by the typical separation of objects present within
the field of view.

Gray-weighted distance transform of a 2D rectangular signal : Consider a 2D
rectangular signal Ob(x, y) equal to 1 for −a � x � a,−b � y � b and zero
otherwise. Assuming imaging process analogous to the one defined in Eq. (4) and
a 2D isotropic Gaussian blurring kernel width width equal to σ, it immediately
follows that:

GWDT (Im)(0, 0) = min

(
a · erf

(
b

σ
√

2

)
, b · erf

(
a

σ
√

2

))
(6)

Clearly, if the size of the blurring kernel is small, compared to the structure
size, GWDT can be successfully used to estimate an objects thickness. In a case
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of a generic rectangular 2D signal a single measurement of GWDT (Im)(0, 0) is
however not sufficient to determine an objects thickness and, consequently, there
is no unique relation between GWDT and thickness. In that case at least two
independent measurements of line integrals together with the knowledge of the
point spread function of the imaging system are necessary to better estimate an
objects thickness. However, if it can be assumed that the dimensions a and b
of the object are not independent, i.e. b = f(a), where f() is some monotonic
function, then GWDT (Im)(0, 0) is a nonlinear and monotonic function of an
objects thickness. Consequently, although GWDT (Im)(0, 0) cannot be used in
that case as an estimate of an objects thickness, it can nevertheless be a surrogate
measure of an objects thickness in the sense that there exists positive correlation
between an objects thickness and GWDT measured at the medial axis of the
object.

Fig. 2. GWDT.Tb.Th plotted vs. the buffer value ThBUFF for different levels of noise.
Error bars represent the standard deviation of GWDT.Tb.Th.

Implementation of the Gray-Weighted Distance Transform: Before computing
GWDT, the gray-level intensities of the degraded images were divided by 255.
Then, the known intensity IB (equal to 255) of pure bone was equal to 1, the
known intensity IM (equal to 0) of pure marrow phase was equal to 0 and all other
intensities were float numbers, possibly lower than zero (in the presence of noise).
The GWDT algorithm requires at the input a gray-level image and a binary
mask (with 0 corresponding to background and 1 corresponding to the structure
of interest). At the output a GWDT image is obtained. The implementation
of the gray-weighted distance transform is described in detail elsewhere ([8]).
To obtain surrogate GWDT-based measure of thickness, GWDT values were
averaged over the skeletons of the binary masks. After multiplying the average
by the factor of 2, the surrogate measure of thickness was obtained, referred to
as the GWDT thickness GWDT.Tb.Th.
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Fig. 3. The values of the Pearsons coefficient of correlation between GWDT.Tb.Th
and REF.Tb.Th plotted vs. the buffer value ThBUFF for different levels of noise.

3 Results

The mean (standard deviation) values of REF.Tb.Th and GWDT.Tb.Th calcu-
lated for original high-resolution μCT images were equal to 110 (10)μm and 79
(10)μm. The values of Pearsons coefficient of correlation between REF.Tb.Th and
GWDT.Tb.Th were equal to 0.99. The slope of REF.Tb.Th vs. GWDT.Tb.Th
plot was equal to 1.03±0.04, what suggests that the difference between the
two measures corresponds to some shift only. This conjecture is further sup-
ported by the BlandAltman plot, shown in Fig. 1. Next, it was tested how image
degradation factors influence the precision of the estimation of GWDT.Tb.Th.
First, it was checked how the threshold buffer ThBUFF influences the mea-
surement of GWDT.Tb.Th. The values of GWDT.Tb.Th are plotted vs. the
buffer ThBUFF in Fig. 2 for different values of noise. It follows from the figure
that GWDT.Tb.Th decreases linearly with increasing ThBUFF . The decrease
of GWDT.Tb.Th can be explained, if it is noted that thinner trabeculae in-
fluence GWDT.Tb.Th value only if ThBUFF is sufficiently high. The Pearsons
coefficient of correlation between GWDT.Tb.Th and REF.Tb.Th depends on
ThBUFF only marginally (Fig. 3). The values of GWDT.Tb.Th are plotted vs.
the voxel size in Fig. 4 for different values of noise. GWDT.Tb.Th underesti-
mates REF.Tb.Th, like GWDT.Tb.Th calculated for original, high-resolution
images. GWDT.Tb.Th calculated for degraded images is however quite close to
GWDT.Tb.Th calculated for high-resolution data, except for the largest voxel
size. The values of the Pearsons coefficient of correlation between GWDT.Tb.Th
and REF.Tb.Th are plotted vs. the voxel size in Fig. 5 for different values of
noise. In the calculations ThBUFF=15 was used.
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Fig. 4. GWDT.Tb.Th plotted vs. the voxel size for different levels of noise. Error bars
represent the standard deviation of GWDT.Tb.Th

Fig. 5. The values of the Pearsons coefficient of correlation between GWDT.Tb.Th
and REF.Tb.Th plotted vs. the voxel size for different levels of noise.

4 Discussion

In the present study the performance of a method of estimating a surrogate
measure of thickness has been considered. The term “surrogate” is used here to
indicate that the values of GWDT.Tb.Th, although different from the reference
thickness values, are correlated with REF.Tb.Th. The surrogate character of
GWDT.Tb.Th has been demonstrated on Bland-Altman plots, suggesting that
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the difference between GWDT.Tb.Th and REF.Tb.Th corresponds to a shift.
An important contribution of the present paper is that analytical arguments
have been provided to justify the use of GWDT.Tb.Th as the surrogate measure
of thickness. The conditions necessary for the equality of GWDT.Tb.Th and
the real thickness have been identified. It has been shown that the equality of
the surrogate and reference measures of thickness holds if 3D images of plate-
like objects (or 2D images of linear objects) are analyzed and the separation of
objects is sufficiently large. Importantly, this equality is true independently of
the size of the blurring kernel. If the size of the blurring kernel is small compared
to the object thickness then the methods described in the present paper can be
used to assess thickness of objects with other shapes.

Concluding, it is possible to derive surrogate measures of thickness from low-
resolution data even if the voxel size is of the order of typical structure size. For
some classes of objects (e.g. well separated planar objects in 3D) thickness can
be in principle derived precisely even if the size of the blurring kernel is larger
than the structure size.
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Abstract. This article presents an algorithm for finding exact and over-
lapping biclusters, all covered by the same discrete value. It can be
very useful to analyse data where the key task is finding which objects
(elements in rows) across subset of attributes (elements in columns) have
the same value in case of discrete data or belong to this same discrete
state in case of continuous data.

Keywords: machine learning, biclustering.

1 Introduction

Clustering data is the problem of machine learning that is usually understood
as joining objects into groups on the basis of their features. From the early 70’s
[4] the new approach of clustering has been developing as the twodimensional
clustering called also biclustering. In the case of biclustering we try to group cells
from the given matrix due to their values, but the aim of grouping is to point the
subset of rows and subset of columns whose intersection determines similar cells.
This task may be reduced to the problem of typical clustering when we treat
cells as normal objects without considering their matrix coordinates together.

Nowadays, the most popular data considered to be biclustered come from the
bioinformatical domain [3,6,9] but also from text mining [2] and collaborative
filtering [7].

In this paper we show the new algorithm of exact biclustering (eBi). In the
present form it is dedicated only for data with discrete values. The main ad-
vantage of this algorithm is that it assures two kinds of exactness: every cell
with currently considered value belongs to at least one bicluster and from the
other hand every bicluster contains cells with the same discrete value. The eBi
definition is based on feature and co-feature notions, developed as the way of not
recognising rows from columns and vice versa. This approach was used first time
successfully in our previous work with the BicDM algorithm – the algorithm for
biclustering discrete matrices [5].

2 Exact Biclustering Algorithm

Let us consider the binary matrix M with r rows and c columns. From the
biclustering point of view it may be rotated by 90 degrees without any loss

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 327–334, 2012.
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of information. That means that rows and columns may be named alternately.
In our previous work ([5]) we introduced two notions that are useful in this
situation: feature and co-feature. If we assume that a row is a feature then every
column is a co-feature and the other way round. The set of all features is F ,
the set of all co-features is denoted with asterisk: F∗. Single features are marked
with small letter f and co-features similarly – with small letter with an asterisk
f∗. For the given matrix M ,M{f, f∗} is the value in the cell with indexes f and
f∗ but it depends on the previous assumptions whether M{f, f∗} = M(f, f∗)
or M{f, f∗} = M(f∗, f). The advantage of generalization rows and columns is
presented in the Fig. 1.

c1 c2 c3
r1 1 2 3
r2 4 5 6

f∗
1 f∗

2 f∗
3

f1 1 2 3
f2 4 5 6

f1 f2 f3
f∗
1 1 2 3

f∗
2 4 5 6

Original table Rows as features Rows as co-features

Fig. 1. Illustration of features and co-features

2.1 Biclustering Indiscernibility Relation

Let us define the following biclustering indiscernibility relation IND ⊆ F × F :

∀f, g ∈ F (f, g) ∈ INDv
X ∗ ⇐⇒ ∀t ∈ X ∗ M{t, f} = M{t, g} = v

where X ∗ ⊆ F∗, v ∈ V and V is the set of values from the matrix M .
For each two features f, g we may define the set X ∗(f, g) in such a way that

it is the largest subset of F∗ in the sense of the inclusion that (f, g) ∈ INDv
X .

On the basis of the matrix M we may define indiscernibility matrix for features
INcard(F)×card(F):

IN(f, g) = X ∗(f, g)

It is worth to mention that indiscernibility matrix for features stores subsets of
co-features in its cells.

Notions of IND and IN have its equivalents IND∗ and IN∗ which definition
differs in such a way that features replace co-features (and vice versa):

∀f∗, g∗ ∈ F∗ (f∗, g∗) ∈ IND∗v
X ⇐⇒ ∀t ∈ X M{t, f∗} =M{t, g∗} = v

IN∗
card(F∗)×card(F∗) : IN∗(f∗, g∗) = X (f∗, g∗)

X (f∗, g∗) is of course the largest subset of F in the sense of the inclusion that
(f∗, g∗) ∈ IND∗v

X .

2.2 Halfbiclusters

We see that the both of matrices IN and IN∗ groups co-features and features
with respect to the fact of having the same discrete value in the matrix M .
Now let us define halfbicluster as the largest in the sense of inclusion subset
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Table 1. Matrix M and its matrix IN

(a) Matrix M .

f∗
1 f∗

2 f∗
3 f∗

4 f∗
5

f1 1 1 1 0 0
f2 1 1 1 1 0
f3 0 0 1 1 0
f4 0 0 1 1 1
f5 0 0 0 1 1

(b) Indiscernibility matrix IN for the matrix M .

f1 f2 f3 f4 f5
f1 {f∗

1 , f∗
2 , f∗

3 } {f∗
1 , f∗

2 , f∗
3 } {f∗

3 } {f∗
3 } ∅

f2 {f∗
1 , f∗

2 , f∗
3 } {f∗

1 , f∗
2 , f

∗
3 , f∗

4 } {f∗
3 , f∗

4 } {f∗
3 , f∗

4 } {f∗
4 }

f3 {f∗
3 } {f∗

3 , f
∗
4 } {f∗

3 , f∗
4 } {f∗

3 , f∗
4 } {f∗

4 }
f4 {f∗

3 } {f∗
3 , f

∗
4 } {f∗

3 , f∗
4 } {f∗

3 , f∗
4 , f

∗
5 } {f∗

4 , f∗
5 }

f5 ∅ {f∗
4 } {f∗

4 } {f∗
4 , f∗

5 } {f∗
4 , f∗

5 }

of features (co-features) that makes it possible to not discern two co-features
(features) from each other. With this definition each cell of IN∗ (IN) becomes
one halfbicluster. The set of all halfbiclusters will be denoted as H∗ (H). Now it
is very important to stress that matrix IN generates the set H∗ and the matrix
IN∗ generates the set H .

For every feature (co-feature) halfbicluster a subset of one of the other type
halfbicluster (co-feature or feature respectively) may be generated. Let there
be a given halfbicluster h∗ ∈ H∗. Then, as it is the subset of co-features, it
determines a submatrix from the IN∗. The intersection of cells in this submatrix
is the corresponding set for the given halfbicluster.

2.3 eBi – Exact Biclustering Algorithm

eBi algorithm may be performed in two ways, starting from the matrix IN or
IN∗, but some steps are common.

Table 2. eBi algorithm

step starting from IN starting from IN∗

1. Generate matrices IN and IN∗.
2. Generate set of halfbiclusters

H∗ H

For each
3. h∗ ∈ H∗ h ∈ H

generate its corresponding set

4. For every halfbicluster from step 2. build exact bicluster as
the ordered pair of halfbicluster and its corresponding set.

Results of these two ways will differ. It is caused by the fact that for most of
halfbiclusters their corresponding sets are halfbiclusters of another type. However
nothing limits us to perform eBi in both ways and as the final result use the sum
of sets of biclusters.

3 Exactness of the Algorithm

The exactness of this algorithm may be considered in two levels: every bicluster
points cells with the same value and every considered value v ∈ V belongs to
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at least one bicluster. The proof of the first kind of exactness is very simple:
let us start from the one of halfbiclusters h∗ ∈ H∗. Its presence in the matrix
IN points that there exist some features that do not differ from each other on
co-features belonging to this halfbicluster. Which features? The ones on which
these co-features do not differ from each other – as we know it from the cells
in the submatrix of the IN∗. That is why the product of halfbicluster and its
corresponding set gives matrix M cells with the same value.

Now let us assume that in the matrixM exists a cellM(f, f∗) = v which does
not belong to any bicluster: ∃(f,f∗) : ∀h∗∈H∗f∗ /∈ h∗. In the matrix IN on the
intersection of f−th row and f−th column we obtain the set of co-features on
which f−th feature does not differs from itself. t comes from the assumption we
have that at least the co-feature f∗ belongs to this set. As the set in IN(f, f)
contains at least f∗ we may say that exists at least one halfbicluster h∗ from
H∗ that f∗ ∈ h∗. This ends the proof that every cell of M with the value v is
covered with at least one bicluster.

4 Other Biclustering Algorithms

To compare eBi with other existing methods of biclustering we selected two of
them called Cheng & Church’s Algorithm (CC) and Order Preserving Subma-
trix Algorithm (OPSM). In our previous work [5] we used also algorithm called
xmotif [10], but it can not be applied for dataset with more than 64 columns, so
this time it was excluded from the comparison. To obtain biclusters found by CC
and OPSM algorithms we used a tool called BicAT [11], where they were already
implemented. All parameters were left on default values, except the number of
output biclusters in case of CC, which was set on 10, 40, 70 and 100. Brief de-
scriptions of compared methods are presented below. More detailed information
can be found in [11,12].

Order Preserving Submatrix Algorithm
Authors of this algorithm defined bicluster as submatrix (subset of rows under
subset of columns) of dataset, which is order preserving. This condition is satisfy
if it is possible to arrange columns belonging to biclusters in ascending order.
Bicluster is called as order-preserving submatrix (OPSM). This algorithm was
designed for finding among dataset large and statisticaly significant biclusters
satisfying strict OPSM requirements, based on own probabilistic model to sim-
ulate real data, in which OPSMs are latent among otherwise random matrix.
Based on the same data set, algorithm allows to find more than one biclus-
ters, also when they overlap. Heuristic approach was used to solve the NP-hard
problem of finding OPSM [1].

Cheng and Church’s Algorithm
In this method [3] bicluster is defined as a subset of dataset for which mean
squared residue score (MSRS) is below some treshold determined by user. To
solve the problem of finding the largest biclusters among matrix, two step strat-
egy has been proposed. In the first phase columns and rows are deleted from
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the data, in the second step those removed columns and rows are insterted into
dataset, until the MSRS is below defined level. Algorithm founds the biclusters
based on various random seeds in an repetitive search way, where previously
found biclusters are hidden by random values.

5 Experiments and Results

We compared eBi with other algorithms on artificial data containing three dis-
crete levels of expression and a background in the 100x100 matrix. The dataset
is shown on the Fig. 2: the background is white and expression levels are black
(#0 – 1415 cells), grey (#77 – 1327 cells, three areas) and light grey (#237 –
2148 cells, banana shape). It is worth to notice that expression level areas do
not have sharp edges and some parts of banana shape area are surrounded by
the grey cells.

Fig. 2. Synthetic data

Evaluation of biclusters is performed on the basis of the following notions and
measures: bicluster area is the total number of cells covered with this bicluster;
bicluster weight is the number of correctly biclustered cells (number of cells
with the value v); bicluster accuracy is the fraction of bicluster weight and area;
bicluster coverage is the fraction of bicluster and whole matrix weights.

Results from the CC algorithm are in the Table 3. For every assumed number
of biclusters the number of biclusters describing each discrete value is presented
in the column total number. For every discrete value v the average value of bi-
cluster accuracy (avg. acc.) and coverage (avg. cov.) are given. The column sum.
cov. means the summarized coverages of all biclusters. If its value is higher than
one it is possible that all considered values are covered by biclusters and there
are some overlapping or redundant biclusters. The last column total cov. means
the total coverage of considered cells with the set of biclusters. The value lower
than one points that there are some cells that do not belong to any bicluster.



332 M. Stawarz and M. Michalak

Table 3. Biclusters from CC algorithm

v− value total number avg. acc. avg. cov. sum. cov. total cov.
#0 10 0.00 0.00 0.00 0.00
#77 10 0.38 0.06 0.17 0.17
#237 10 0.32 0.06 0.55 0.55
#0 9 0.25 0.01 0.13 0.10
#77 22 0.34 0.02 0.50 0.46
#237 37 0.31 0.02 0.79 0.73
#0 20 0.29 0.02 0.41 0.35
#77 37 0.30 0.02 0.72 0.59
#237 60 0.32 0.02 0.94 0.79
#0 23 0.27 0.02 0.42 0.36
#77 50 0.30 0.02 0.80 0.61
#237 86 0.33 0.01 1.07 0.82

In the Table 4. analogical results of application the OSPM algorithm are
presented.

Table 4. OSPM results

v− value total number avg. acc. avg. cov. sum. cov. total cov.
#0 27 0.15 0.17 3.41 0.43
#77 33 0.12 0.09 3.07 0.48
#237 40 0.21 0.07 2.76 0.28

In our experiments we assumed that rows are features and columns are co-
features. The next table (Table 5.) contains results of the eBi algorithm. Because
of the algorithm double exactness columns avg. acc. and total cov. are missing
(values are equal 1). The additional column strategy has the following meaning:
f – biclusters were generated from the matrix IN , f∗ – biclusters were generated
from the matrix IN∗, f, f∗ – the set of biclusters is the sum of sets from strategy
f and f∗.

Table 5. eBi results before postprocessing

v−value strategy total number avg. cov sum. cov.
#0 f∗ 881 0.09 80.21
#0 f 570 0.09 51.16
#0 ff∗ 1451 0.09 131.4
#77 f∗ 328 0.07 24.49
#77 f 335 0.07 24.64
#77 ff∗ 663 0.07 49.13
#237 f∗ 1332 0.07 95.91
#237 f 954 0.07 67.02
#237 ff∗ 2286 0.07 162.9

As we may observe (Table 5.) each strategy (f , f∗, ff∗) generates a big num-
ber of biclusters that are redundant (total coverage is 1 and the summarized
coverage is a few dozens higher) the filtration strategy should be used to limit
the set of biclusters. This approach is almost the same as the one presented in
[5] with only one modification. In the previous paper the Michalski WS quality
measure [8] was used as the most simple one that takes into consideration both
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accuracy and coverage of biclusters. As all eBi biclusters are accurate there is
no need to use the accuracy component what means that the quality measure
simplifies to the bicluster coverage. The results of postprocessing (filtering) eBi
biclusters are in the Table 6.

Table 6. eBi results after postprocessing

v−value strategy total number avg cov sum. cov
#0 f∗ 119 0.09 10.7
#0 f 141 0.10 14.3
#0 ff∗ 66 0.02 1.02
#77 f∗ 147 0.08 11.2
#77 f 140 0.08 11.2
#77 ff∗ 146 0.02 1.72
#237 f∗ 240 0.08 18.3
#237 f 257 0.06 15.9
#237 ff∗ 235 0.01 2.42

We may observe that the filtration of biclusters gives very good results espe-
cially when we filter the sum of biclusters from the both f and f∗ strategies.
The best result we obtained for the biclustering of values #0 where there are
only 66 biclusters that cover all considered values and only 2% of them overlaps
(statistically 2% of cells belong to two biclusters). What may be also interesting,
for other two values (#77 and #237) strategy ff∗ gives the comparable number
of biclusters but with almost ten times less biclusters overlapping.

6 Conclusions and Further Works

In this article the new algorithm for discrete values biclustering is presented.
The greatest advantage of eBi is its exactness which provides that all derived
biclusters will contain strictly the same value and that each occurrence of the
considered value will be part of at least one bicluster.

Our next goal, very important from the analysis of real bioinformatical data
point of view, is to develop methods of continuous values discretisation which
will satisfy two conditions of exactness defined with the discrete eBi. It may be
also interesting to perform the further analysis of small exact bicluster which
will give bigger ones without breaking the exactness rule.

eBi was presented as the algorithm for finding biclusters among discrete ma-
trix, although its usage is not limited only to the analysis of this kind of data.
It seems to be very promising to use this method for biclustering microarray
genes expression profiles which are continuous values. Based on observation that
from biological point of view the most important information coming from the
genes expression level is whether it is upregulated, downregulated or regularly
expressed. Rely on simply statistics we can assign each expression of genes to
one of these three states. In matrix, which is filled with three discrete values
eBi can indicate all groups of genes across subset of samples that behave in
similar way.
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Summarizing, these methods can be widely used in the analysis of a data
where belonging each cell from the dataset to one of some discrete states is
much more informative than its exact numerical value.
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Abstract. Bone and joint diseases afflict more and more younger people. This is
due to the work habits, quality and intensity of life, diet and individual factors.
Hip arthroplasty is a surgery to remove the pain and to allow the patient to return
to normal functioning in society. Endoprosthesoplasty brings the desired effect,
but the life span of contemporary endoprosthesis is still not satisfactory. Clini-
cal studies have shown that the introduction of the implant to the bone causes a
number of changes within the bone – implant contact. The correct prediction of
changes around the implant allows to plan the surgery and to identify hazardous
areas where bone decalcification and loss of primary stability in implant can
occur.

1 Introduction

The demand for a variety of prostheses, resulting from increasingly higher number of
injuries and osteoarticular pathologies which are a consequence of ageing society, stim-
ulates the necessity for improvement of materials used for implants [5]. Reconstruction
surgery allows for repairing the tissues damaged as a result of an injury or pathological
changes, which makes it possible to regain the lost functions [13]. An essential prob-
lem is proper diagnosing of tissue structure and identification of functional deficiency.
Achievement of these aims necessitates the use of proper diagnostic methods, preci-
sion and experience of the surgeons [15]. Due to its functions, hip joint is one of the
most frequently used load–bearing joint [2], which leads to occurrence of degenerative
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changes [8]. Human race has always sought methods of reconstruction of damaged tis-
sues and organs and the scientists have focused on these activities for over a hundred
years. The only method of treatment in the case of serious problems was to remove the
damaged organ. However, it improved life comfort only to an insignificant degree. The
situation changed when progress in both medical science and material engineering al-
lowed for collection and transplantation of living tissues and implantation of synthetic
or natural biomaterials in order to restore the functions of defected or even removed
organs [14].

We use neural networks which are one of methods constituting the soft computing
concept. There are other soft computing methods [4][7][9][10][11][12][16] but neural
networks are the best choice for nonlinear regression problem as we deal with in the
paper. Some methods [6] have inherent ability to handle missing data but in our case
we had complete vectors with patient evaluation data.

2 Research Method

Retrospective control examination of patients with implanted stem was carried out
among 109 women and men. The oldest woman at the moment of surgery was 86 years
old, whereas the youngest one was 43 (age average 71 years). Among women, the most
frequent hip joint replacement concerned the right leg (61.1% of the cases with 38.9%
cases for the left leg). In the case of two women, two-sided hip joint replacement was
carried out. In the group of men, average age of the patients on the day of operation was
68 years (the oldest men was 83 years old whereas the youngest one was 47 years old).
In the studied group of males, right hip joint replacement was carried out in 64.5% of
the cases: hip joint replacement for the left leg was carried out in 35.5% cases. In one
patient, the surgery was carried out in both legs.

Average age of the patients was 70 years. Indications for hip joint replacement in
the analysed group of patients are presented in chart 1. In the case of 134 persons, side
surgical access was used, whereas 19 cases concerned rear surgical access. In order

Fig. 1. Dysfunction of hip joint as a reason for hip joint replacement
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to determine the effect of implantation of stem on femur remodelling, a representative
group of 153 persons after implantation of stems with observation period from 12 to 66
months (average observation time of 58 months) was selected.

Based on RTG images the assessment of heterotopic ossifications and determination
of bone decalcification which proves occurrence of bone defects. Patchy ossification in
soft tissues, qualified under classification of Broker as I0 was observed in 18% of the
patients (example RTG image see Fig. 1a). Exostosis (calcifications) from proximal part
of femur or pelvis, not connected with the opposite side, a break over 1 [cm] was con-
firmed in 7% of person after 2hip joint replacement (example RTG image see Fig. 1b).

Fig. 2. Assessment of heterotopic ossification according to Broker. 2a - Patchy ossification in soft
tissue, 2b - Exostosis (calcifications) from proximal part of femur.

Based on RTG images of the bone with implanted stem, the zones of bone decalcifica-
tion were defined. Figure 2 present radiograms of hip joint with implanted stem. In the
case of Fig. 2a and 2b, visible decalcifications of the bone in Gruen zone VI and VII
can be observed. The RTG image presented in Fig. 2a presents decalcification in the
acetabula in the area of De Lee zone III (central part of pelvis). Radiogram 2c presents
the bone with decalcifications in the area of Gruen zone I and VII. Changes in the whole
area of acetabulum can also be observed (De Lee zone I, II and III). Bone calcification
which can be observed in RTG images might confirm that implantation of the stem
causes changes in loading of femur, particularly in the area of contact of bone–implant
(bone – cement – implant), where bone stiffness occurs. It should be emphasized that
changes are insignificant in the adopted period of time, which makes prediction for stem
life in the body satisfactory.
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Fig. 3. RTG images of the bone with implanted stem, 2 a)b) decalcifications of the bone in Gruen
zone VI and VII, 2c) decalcifications in the area of Gruen zone I and VII

3 Experimental Results

The presented results reveal that hip joint replacement brings desirable effects in a con-
siderable majority of the cases. This is confirmed by the results obtained during analysis
and assessment of the data according to the set criteria.

To learn a neural network to forecast and assess changes in bone around the im-
plant, 153 patients histories from Orthopedics and Traumatic Surgery Department of
NMP Voivodship Specialist Hospital in Czȩstochowa were used. Rated factors affect-
ing bone strength parameters such as age and sex of patients, the cause of qualifications
for arthroplasty (traumatic and degenerative) together with an indication for implanta-
tion of the waiting period (illness behavior) and the life of the prosthesis by the patient.
Additionally, analyzed the factors that may affect the state of the bone around the im-
plant after the implant prosthesis. These factors were introduced in three groups: The
first group - motility of patients - the functionality of the limb during gait, her mobil-
ity with regard to physical activity. The second group - the biomechanical parameters
affecting the load arm during basic activities such as limb length, the stability of the
prosthesis in the bone, the shape of bones, etc. The data in the third group were ob-
tained after evaluation of X-ray images of the type of implanted prosthesis and method
of attachment in bone. X-ray studies allowed us to determine the changes around the
implant (Gruen zones) characteristic for the type of prosthesis and ossification outside
the bones (Brook’s classification). The above data allowed to teach the neural network
forecasting changes in the femur in various stages of use of selected types of prosthetics
and evaluation of the bone in the area of contact around the stem. We used the Leven-
bergMarquardt algorithm [3] to train multilayer nonlinear feedforward artificial neu-
ral network [1]. The network had five neurons in the first hidden layer, five neurons in
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the second hidden layer and one neuron in the output layer. The network had several
dozens inputs and one output denoting artificial hip assessment from 1 to 10. We ob-
tained 100% accuracy. The neural network was able to reflect accurately the assessment
made by orthopaedists.

4 Conclusions

We used a multilayer perceptron trained to assess changes around changes around im-
plant after total hip arthroplasty. We used several dozens inputs and one output to nu-
merically determine level of changes in femur. The neural network was trained by the
Levenberg–Marquardt algorithm. The algorithm is able to find a local minimum of a
nonlinear function over a space of parameters of the function. In the case of neural net-
works the parameters are weights which store the knowledge obtained during learning.
During learning the weights are changed to fit the network to the learning data. Us-
ing moderately sized neural network we achieved maximal accuracy, thus the artificial
neural network was able to imitate the assessments made by orthopaedists.

Acknowledgments. This work was supported by the Foundation for Polish Science –
TEAM project 2010-2014.
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Czȩstochowa University of Technology

http://iop.pcz.pl/
2 Department of Computer Engineering, Czȩstochowa University of Technology,
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Abstract. Total hip joint replacement is a multi-aspect issue, where life span
of the implant system in human body depends on numerous factors. One of the
main reasons for having a hip replacement is loosening or wear of the associated
components in artificial joint. The rate of wear depends mainly on the type of
materials working together in the artificial joint, the burden resulting from the
patient’s body weight, intensity of use, limb functionality, age of the patient’s
and individual factors. The analysis of all factors leading to the joint wear and
articulation expensiveness will allow for the appropriate selection of an head–
acetabulum system which provide long-lasting and trouble-free operation. We
use neuro–fuzzy systems to machine–learn the data to predict automatically the
wear of elements in the artificial hip joint.

1 Introduction

Restoration of the pathologically changed or damaged in an accident, apart from re-
moving hip pain, should ensure normal mobility and functionality of the hip joint. The
human hip joint carries a large load and its mobility should allow the patient normal
activities resulting from the daily duties [10]. Low friction occurring in human joints
burdened with the normal and tangential force can be explained by the creation of a
lubricant wedge formed by the synovial fluid that fully separates the contacting sur-
faces of bones, covered with elastic tissue of femoral cartilage [11]. Hip replacement
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is accompanied by a change of elements working in an artificial joint. Originally ele-
ments working together in the hip joint were made of metal, but due to rapid wear more
new materials are being introduced to improve the life of the friction node[3]. Cur-
rently in the reconstruction of the hip joint, we can distinguish many kinds of friction
pairs, differing in both strength parameters, tribological parameters as well as energy
absorption. The main factor determining the type of head–acetabular system, apart from
its life span, is the price of artificial joint components [9]. Reconstruction of the bone
around the friction node should provide strong fixation of the acetabulum with pelvic
bone, however, the resulting ossification should not restrict joint mobility [8]. Proper
selection of artificial joint components should guarantee full comfort of the patient,
maximally long life of elements in the body and the minimal cost of articulation. In
addition, the wear of the elements should be small enough so they do not transfer wear
products into the patient.

2 Materials and Methods

Prediction of the head and acetabulum wear in artificial hip joints was carried out on the
base of the disease history of the 220 patients of Orthopedics and Traumatic Surgery
Department of NMP Voivodship Specialist Hospital in Czestochowa. The criterion for
selection of artificial joint components has been structured in three groups. In the first
group, the pelvic bone changes seen on X-Ray (DeLee zone) were rated. The parame-
ters evaluated in this criterion were determined in the way of mounting acetabulum in
the bone. The first method (press fit) is pocketing the acetabulum with a larger size than
prepared bone lodge (oversized component). The second method (exact fit) is equivalent
to fitting the acetabulum of the size of milled box (on-line fit). The initial stabilization
of the acetabulum takes place by micromechanical anchoring by the elastic and plas-
tic deformations of trabeculae. Evaluation of clinical material helped to systematize the
mechanism of late loosening of bearings such as the resorption process starting from the
edge of the acetabulum, or the formation of the intermediate connective membrane at
the border of cement - bone. On the basis of radiographic evaluation, we obtained also
patches ossification in the soft tissues and bone decalcification were defined, showing
the formation of bone defects. Second factor affecting the intensity of the friction is
the set of parameters such as age, sex, body weight of patients, and the functionality of
the limb: the possibility of walking and physical activity. In addition, range of mobility
was analyzed by assessing the joint angular values: flexion, abduction, external rotation
in extension, adduction, and straightening the limb. In the third group the type mate-
rial of the head and the acetabulum, their respective configurations, their life-span and
friction were analyzed. To predict the wear intensity we used common in orthopedics
configurations of the following materials:

1. head
– CoCr – standard finish
– CoCr – increased smoothness (also for metal / metal),
– Aumina + zircon.
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2. inserts
– plain UHMWPE,
– partially cross–linked UHMWPE,
– HXLPE highly crosslinked,
– HXLPE + Vit E,
– Metal / metal,
– Alumina + zirconia,

All diagnostic procedures and measurements were carried out in accordance with the
criteria commonly used in medicine [1][2][5][6]. The above data allowed to teach the
neural network prediction of changes in the tribological parameters of the various stages
of use of selected elements of the head and the acetabulum. In addition, evaluated
changes of the factors of the bone–tissue in the pelvic area (DeLee zone) and ossifi-
cation in the soft tissue and joint mobility allow for precise prediction and adaptation
of the selected type of articulation to individual patient needs.

3 Numerical Simulations

We used Mamdani-type neuro-fuzzy systems [4][7][12] to learn obtained data described
in the previous section. At the beginning of this section we describe the neuro fuzzy
systems. We consider multi-input-single-output fuzzy system mapping X→ Y , where
X ⊂ Rn and Y ⊂ R. Theoretically, the system is composed of a fuzzifier, a fuzzy
rule base, a fuzzy inference engine and a defuzzifier. The fuzzifier performs a mapping
from the observed crisp input space X ⊂ Rn to a fuzzy set defined in X . The most
commonly used fuzzifier is the singleton fuzzifier which maps x̄ = [x̄1, . . . , x̄n] ∈ X
into a fuzzy set A′ ⊆ X characterized by the membership function

μA′ (x) =

{
1 if x = x̄
0 if x �= x̄ (1)

Equation (1) means that, in fact, we get rid of the fuzzifier. The knowledge of the system
is stored in the fuzzy rule base which consists of a collection ofN fuzzy IF-THEN rules
in the form

R(k) :

⎧⎪⎪⎨⎪⎪⎩
IF x1 is A

k
1 AND

x2 is A
k
2 AND . . .

xn is A
k
n

THEN y is Bk

(2)

or
R(k): IF x is Ak THEN y is Bk (3)

where x = [x1, . . . , xn] ∈ X, y ∈ Y , Ak = Ak
1 × Ak

2 × . . . × Ak
n, Ak

1 , A
k
2 , . . . , A

k
n

are fuzzy sets characterized by membership functions μAk
i
(xi), i = 1, . . . , n, k =

1, . . . , N , whereas Bk are fuzzy sets characterized by membership functions μBk (y),
k = 1, . . . , N . The firing strength of the k-th rule, k = 1, . . . , N , is defined by

τk (x̄) =
n

T
i=1

{
μAk

i
(x̄i)

}
= μAk (x̄) (4)



344 A. Szarek et al.

The defuzzification is realized by the following formula

y =

∑N
r=1 y

r · μBr (yr)∑N
r=1 μBr(yr)

. (5)

The membership functions of fuzzy sets B
r
, r = 1, 2, . . . , N, are defined using the

following formula:

μBr (y) = sup
x∈X

{
μAr (x)

T∗ μAr→Br(x, y)
}
. (6)

With singleton type fuzzification, the formula takes the form

μBr (y) = μAr→Br (x, y) = T (μAr (x) , μBr(y)) . (7)

Since

μAr (x) =
n

T
i=1

(
μAr

i
(xi)

)
, (8)

we have

μ
Br (y) = μAr→Br(x, y) = T

[
n

T
i=1

(
μAr

i
(xi)

)
, μBr (y)

]
, (9)

where T is any t-norm. Because

μBr (yr) = 1 (10)

and
T (a, 1) = a, (11)

we obtain the following formula

μBr (yr) =
n

T
i=1

(
μAr

i
(xi)

)
. (12)

Finally we obtain

y =

∑N
r=1 y

r · T n
i=1

(
μAr

i
(xi)

)∑N
r=1 T

n
i=1

(
μAr

i
(xi)

) . (13)

Input linguistic variables are described by means of Gaussian membership functions,
that is

μAr
i
(xi) = exp

[
−

(
xi − xri
σri

)2
]
, (14)

If we apply the Larsen (product) rule of inference, we will get the following formula

y =

∑N
r=1 y

r

(∏n
i=1 exp

[
−

(
xi − xri
σri

)2
])

∑N
r=1

(∏n
i=1 exp

[
−

(
xi − xri
σri

)2
]) . (15)
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Fig. 1. Single Mamdani neuro-fuzzy system

The output of the single Mamdani neuro-fuzzy system, shown in Fig. 1, is defined

h =

N∑
r=1

ȳr · τr

N∑
r=1

τr
, (16)

where τr =
n

T
i=1

(
μAr

i
(x̄i)

)
is the activity level of the rule r = 1, ..., N . Structure

depicted by (16) is shown in Fig. 1. We used several dozen inputs and one output. The
system was trained by the backpropagation gradient learning. The neuro–fuzzy system
achieved 96% accuracy.

4 Conclusions

Total hip joint replacement is a multi-aspect issue, where life span of the implant sys-
tem in human body depends on numerous factors. The rate of wear depends mainly on
the type of materials working together in the artificial joint, the burden resulting from
the patient’s body weight, intensity of use, limb functionality, age of the patient’s and
individual factors. The analysis of all factors leading to the joint wear and articulation
expensiveness will allow for the appropriate selection of an head–acetabulum system
which provide long-lasting and trouble-free operation. We used neuro–fuzzy systems
to machine–learn the data to predict automatically the wear of elements in the artificial
hip joint. All system parameters were determined by the backpropagation algorithm.
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Thanks to neuro-fuzzy systems, apart from purely data-driven designing, we can use
some expert knowledge in the form of fuzzy rules. The system was able to predict
accurately the wear of the artificial hip joint.
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Abstract. In this paper author presents new solutions for fingerprint
recognition based on minutes groups. They compered existing finger-
print recognition algorithm and test their ineffectiveness in the event of
changes in the structure of a fingerprint as a result of physical damage.
Authors proposed a new algorithm based on distribution groups minutiae
using selective attention algorithms. Fingerprint analysis, which takes ac-
count of frequent damage to the imprint. The proposed algorithm can
be applied in new smart phones which restrict unauthorized access to
sensitive data or other users resources.

Keywords: biometric, fingerprint, minutes group, directing attention
algorithms, identification system, image processing.

1 Introduction

Fingerprints are the most widely used biometric feature for person identification
and verification in the field of biometric identification [2]. The most popular
automatic fingerprint identification systems (AFIS) are based on a comparison
of minute details of ridgehalley structures of fingerprints [1][3]. There are more
than thirty different types of local characteristic points descriptions have been
identified [10]. Among them, ridge endings and ridge bifurcations, which are
usually called minutiae, are the two most prominent structures used to finger-
print recognition. The effectiveness of fingerprint recognition algorithms depends
mainly on the quality of input digital fin-gerprint images [8][9] . Because of im-
age that and other infraclass variations in cap-ture devices, and the limitations
of AFIS, and matching algorithms, realistically, a genuine individual could be
mistakenly recognized as an imposter.

The security level is determined by the parameter False Acceptance Rate
(FAR) [3], is a pattern likely to qualify for the class, even though he belongs
to another. In the biometric system: the probability of granting access to the
system despite the absence of applied access level.

The level of usability is determined by the parameter False Rejection Rate (FRR)
[3], the probability of ineligibility pattern to the class, although it should be.
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In the bio-metric system: the probability of denial of access to the system despite
having access level.

Both FRR and FAR are indicated in corresponding areas given the selected
threshold, and can be computed as follows:

FAR(T ) =

∫ 1

th

pi(x)dx (1)

FRR(T ) =

∫ th

0

pi(x)dx . (2)

2 Fingerprint Recognition Systems in Intelligent
Gateways

Intelligent gateway is used to identify or to authorize employees in enterprises.
Con-stitute a security restricting access to only certain personnel resources, or
serves as a time record system, it is important that the level of security and
usability was high enough so as not to constitute obstacles to the work. Existing
algorithms for finger-print recognition, although using them for years, are not
immune to changes in physi-cal structure of fingerprints. Occurrence of damage
to the footprint significantly re-duces the level of utility workers often causing
frustration and reluctance to use them. The problem of fingerprint matching is a
complex process, even in laboratory con-ditions, therefore, used in the intelligent
gateway algorithm should be insensitive to certain natural changes in physical
structure of fingerprints, which can include:

� incomplete fingerprint - a few imprints may partially overlap

� scanned fingerprint can be rotated (rotation)

� part of the fingerprint can be blurred or unreadable (a finger partially applied
to the AFIS device)

� even when collecting fingerprint proper elastic deformations can occur

� finger with the fingerprint may be injured (injury)

3 The Most Commonly Used Algorithms to Solve the
Problem

AFIS are usually used one of the algorithms:

� Elastic minutiae matching [4]

� Minutiae Adjacency Graph [6]

� Delaunay Triangulation [5]

� Pattern-Based Templates [7]
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3.1 Pattern-Based Templates Algorithm - PBTA

Algorithm based on the patterns of the original image stored fingerprint pattern.
After scanning a fingerprint search the fingerprint core, then used the basic
graphic trans-formations such as scaling and rotation, the image is compared
with the model. Such a procedure makes the algorithm practically to damage.
Due to the storage of the original picture impression there is a high risk that
this image can be read from the memory card reader or a database.

3.2 Elastic Minutiae Matching - EMM

Elastic minutiae matching adjustment model nonlinear transformation in two
stages. Firstly, local matching determines which points on the fingerprint may
match. It is based on the characteristics of local similarity. Without this step
solution to the prob-lem would require more degrees of freedom. Then the global
fit is carried out which uses fragments corresponding to the designation of a
global transformation. Corre-sponding points are calculated using the method
permissible squares minimization of errors that must be chosen carefully, because
the distance between corresponding points on the elastic registration are rather
small.

Fig. 1. Orientation for bifurcation type of minutiae [3]

Each minutiae is described by 3 or 4 parameters (x, y, T,Θ), where x and y are
coordinates of the minutiae, T is an optional parameter specifying the type, e.g.
beginning/ending, bifurcation, and determines the orientationΘ of the minutiae.
The cor-rect orientation is selected by following all lines of the test point by some
distance. For the point of beginning/end of line orientation course edge, and for
the bifurcation lines fork has at that point (Fig. 1 shows it).
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The local neighborhood matching is created by the next two characteristic
points which are the closest to the analyzed minutiae, then search similar points
dependences in the recording pattern (original fingerprint). After that, it creates
a global transformation of the image. Depending on the distortion using one of
the methods: Threshold based on the threshold of r0, which defines permissible
difference in distance between minutiaes in original and the analyzed fingerprint
The transformation of Thin-Plate Spline (TPS)

3.3 Minutiae Adjacency Graph - MAG

The algorithm starts its operation by creating a graph connecting the stars of
neigh-boring minutiae. Like in the previous algorithm, minutiae is described by
3 or 4 parameters v = (x, y, T,Θ), where x and y are the coordinate, T is an
optional parameter specifying the type and Θ which determines orientation of
minutiae. In addition, defined edges connecting the two points representing the
minutiae of each edge is defined as follows e = (u, v, rad, rc, Θ), where u, v are
nodes (minutiaes) initial and marginal, rad it is Euclidean distance between
minutiaes, rc determines the distance by the number of ridges (fingerprint) be-
tween minutiaes, and Θ is the angle between the edge and the axis x.

The next step is the graph connecting the only neighbors, nodes are consid-
ered neigh-bors if the distance between them is less than dmax.This method is
highly resistant to multiple injuries, mainly cuts, because they generate addi-
tional minutiae that com-pletely disrupt the structure of the graph.

The algorithm is based on triangulation connects neighboring minutiae thus
creating triangles, unfortunately, just as minutiae adjacency graph algorithm is
not resistant to injury of physical fingerprint.

4 The Proposed Solution Based on Minutiaes Groups
Matching - MGM

The proposed solution, in contrast to those known from the literature not only
analysis minutiaes as a points but also as minutiaes group. This analysis of the
fingerprint image is much more resistant to damage, because if they has damages,
the group can only slightly (about 1 or 2) change the number of characteristic
points contained therein.

4.1 Detection of the Fingerprint and Significant Damage

Image analysis begins with the search for the imprint area including the exclusion
of areas containing significant damage. Fingerprint image is described in shades
of gray scale that defines the area of forced application fingerprint to the reader:

Ifp(i, j) =< 1, 255 > (3)
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Image is subjected to single-threshold binarization in which the parameter tg
exclude from the analysis poorly read fingerprint areas:

Bfp(i, j) =

{
1forIfp(i, j) � tg
1forIfp(i, j) < tg

(4)

The last step is the imposition of a mask based on binarized image. Mask for
the area of the square (X,Y ), whose size is 2.5 wide edges, determines by two
parameters plo which is a limitation that excludes areas with too small number
of pixels describing the image, and phi excludes blurred areas, such as moist.

Ffp(X,Y ) =

{
Ifp(X,Y )for

∑
i∈X

∑
j∈Y

Bfp(i, j) � plo ∧
∑
i∈X

∑
j∈Y

Bfp(i, j) � phi

0 otherwise
(5)

After applying the mask image obtained without significant damage which would
distort the analysis of the fingerprint (Fig. 2 presents all steps) . Created mask
is also used in a neural network that determines the least damaged areas of the
fingerprint.

Fig. 2. Steps of detection fingerprints damage process (Source: own work)

4.2 Leveling Damage and Find Minutiaes

Leveling of damage is carried out by calculating the variance of points and the
analysis of brightness. Based on these two parameters is calculated the frequency
of furrows. After applying Gabor filter [10]to highlight the pits and valleys, it use
segmentation, in accordance with its size 2.5 width of segment furrow, the image
is redrawn. After that process fingerprints are continuous and lint. In contrast
to the literature algorithm does not require additional transformations to find
the minutiae, such as converting all the width of 1px furrows. It does not require
information about the orientation of minutiaes, it only requires the data about
its position. Therefore, the resulting image is used to find the edge - the minutiae
are located at the intersection of the edge of the furrows.
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4.3 Fingerprints Comparison

Minutiaes image is divided into segments, each segment corresponding minutiaes
group is described by parameters (x, y, nom), where x and y are the coordinates,
and nom determines the number of minutiaes in the group. Additionally, in one
imple-mentation uses an additional parameter specifying the probabilities of dam-
age in a given segment which is estimated by neural network. Based on the distri-
bution of areas rejected by the mask described by the formula. The last step is to
create a matrix of Euclidean distances between the groups. When comparing the
use of two parameters: dx - the distance, the difference between groups in the pat-
tern and fingerprint test px - the threshold probability of damage (determined by
whether the group is under consideration in the analysis). When comparing the
groups are divided according to the weight that defines the number of minutiaes
in the group and selective attention (SA) algorithms [8] which based on probabil-
ities of damage in group segment. This provides quick verification of whether the
analyzed fingerprint is consistent with the pattern (Fig. 3 shows it).

Fig. 3. Steps of detection fingerprints damage process (Source: own work)

5 The Results

The developed algorithm was compared with other algorithms described above
using the fingerprint database 220 different fingerprints of 8 samples each. The
database contained 12% of the fingerprints of damage (25-30% of the surface),
which were mostly cuts and burns, the most frequently encountered in daily life
damage.
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Table 1. The result of experiment for the most popular algoritm and proposed
solutions

FAR FRR

The most popular algorithms:

MAG 1.58% 0.95%

EMM 2.35% 2.65%

PBTA 0.35% 8.52%

Proposed solutions:

MGM64 8.45% 0.10%

MGM32 3.10% 0.10%

MGM32 SA 0.30% 0.10%

As expected, the algorithm based on the patterns is the most sensitive to
damage and did not recognize most of the damaged finger. The existing algo-
rithms for the best turned out to be based on graph matching. In the case of the
proposed algorithm is a very important segment size, when it amounts to five
furrows (MGM64) algo-rithm does not provide the required level of security. Af-
ter reducing the size of the group in half and use the parameter of the likelihood
of damage in a given segment (MGM32 SA) it was found most effective.

6 Conclusions

The proposed solution can be used in factories and other enterprises in which
workers are exposed to damaging fingerprints. The use of smart goals much
easier to verify the working time of employees does not require them to hold, no
additional cards are easily lost. The system can also be applied to protect access
to important data or premises to which some employees should not have access.
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Abstract. In the present study a granulometry-based method of com-
puting surrogate measure of thickness from gray-level images is intro-
duced. Using Bland-Altman analysis it is demonstrated for a set of 25
μCT images that the difference between surrogate and reference mea-
sures of thickness corresponds to some non-zero bias. Analytical formu-
las derived in this study identify conditions necessary for the equality
of surrogate measures of thickness and real thickness. The performance
of the proposed method in the presence of image degradation factors
(resolution decrease and noise) is tested.

1 Introduction

Trabecular bone is a highly porous structure, constituting interior parts of bones
like vertebral bodies. Trabecular thickness is one of the parameters used to
characterize trabecular structure. The procedure of trabecular thickness mea-
surement is well defined for binary images. Images of trabecular bone, when
acquired in laboratory experiments by clinical devices like CT or MRI scanners,
are however coded with multiple gray levels. Such images cannot be easily bina-
rized because the spatial resolution offered nowadays by clinical imaging devices
is not good enough to depict individual trabeculae. In the present study a novel
method of computing surrogate measure of thickness from gray-level images is
introduced. The proposed method is based on the notion of granulometry [2].
Analytical formulas derived in this study identify conditions necessary for the
equality of the surrogate granulometric measure of thickness and the real thick-
ness of model objects in a continuous space. Implementation of the proposed
method in the case of a discrete space is provided. Based on a set of 25 μCT
images it is shown that the reference thickness values are well correlated with
the surrogate measure of thickness.
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2 Materials and Methods

2.1 Materials

3D μCT images of distal radius trabecular bone were obtained from 15 indi-
viduals. The samples were scanned with a μCT-20 scanner (Scanco Medical,
Br uttisellen, Switzerland) with an isotropic voxel size of 34μm. The 3D μCT
images were filtered with a 3D Gaussian filter and binarized, using a global
threshold. The craniocaudal direction was identified with the z-axis of each sam-
ple. Then a total of 25 volumes with size of 200x200x200 voxels were selected
from all μCT images and analyzed. Further details concerning the sample prepa-
ration and image acquisition protocols are described in the previous study of Laib
et al. [1].

2.2 Methods

Image Preprocessing : The surrogate measurements of thickness were performed
on original μCT images and on artificially corrupted images. In the latter case
corrupted images ImC were generated, based on the following equation:

ImC = B(D
⊗
Im+ η) (1)

According to that model, the operator D resamples a binary μCT image Im (in
which 0 corresponds to marrow and 255 to bone) at voxel sizes corresponding
to integer multiples (2 to 5) of the parent resolution by means of box averaging.
Given the voxel size of the original μCT images equal to 34μm, the voxel size of
the resampled images is in the range from 68μm to 170μm. Note that the voxel
size of images acquired by clinical devices spans similar range (form around
80μm for HR-pQCT to around 150μm for HR-CT). Next i.i.d. Gaussian noise η
of varying intensity (zero mean and standard deviation from 10 to 30) is added to
the data and finally the corrupted images are convolved with an anisotropic 3D
Gaussian blurring kernel B. The kernel widths σx, σy and σz of the kernel were
equal to 100μm, 100μm and 240μm. The corrupted images were written to files
(16 bits per a voxel, signed integer data) and further analyzed. For comparison
purpose the reference values REF.Tb.Th of thickness were calculated based on
binary μCT images. BoneJ plugin (bonej.org) for ImageJ (rsbweb.nih.gov/ij)
was used to compute REF.Tb.Th.

Granulometry of a 1D Rectangular Signal : In a variety of image analysis prob-
lems, one is interested in extracting the size distribution of the “objects” or
“structures” present in an image. Meaningful size distributions are formally char-
acterized within the framework of mathematical morphology by the concept of
granulometry [2]. A granulometry is a family of openings Φ = (Φλ)λ�0 satisfying
the following requirement:

∀λ�0, μ�0 : λ�μ⇒ Φλ ⊆ Φμ (2)
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Granulometric analysis of an image Im with granulometry Φ involves mapping
each size λ to some measure m(Φλ(Im)) of the opened image Φλ(Im). In a dis-
crete case the family of openings is indexed on an integer parameter n rather
than a real-valued λ. The measure m(Im) of a discrete image Im is usually the
sum of voxel values for both binary and grayscale images. Then, the granulo-
metric analysis of Im with Φ results in a granulometric curve or granulometric
pattern spectrum PSΦ(Im)(n) [2]:

∀n > 0, PSΦ(Im)(n) = m(Φn−1(Im)) −m(Φn(Im)) (3)

In practice the most useful granulometries are based on openings with simple
convex structuring elements like line segments, squares or hexagons. Usefulness
of the concept of the granulometric pattern spectrum in the case of binary images
can be illustrated by basic examples. Unfortunately, basic numerical experiments
show that granulometric pattern spectrum cannot be directly used to estimate
thickness distribution from gray-level images. Below it is shown how thickness
information can be extracted from granulometry. Consider a 1D rectangular
signal Ob(x) equal to 1 for x in the range from −xc to xc and zero otherwise.
Neglecting for now the noise and the resolution decrease one has:

Im(x) =

∞∫
−∞

B(x− y)Ob(y)dy (4)

The profile of Im(x) after opening it with a ball structuring element of size r is
drawn in Fig. 1 with squares. After some basic manipulations it can be shown
that:

PSΦ(Im)(r) = 2r(B(r − xc)−B(r + xc)) (5)

If the size of the blurring kernel B is small, compared to the object size xc,
the second term on the right hand side of Eq. (5) can be neglected and a mean
structure thickness can be easily reproduced from the granulometric pattern
spectrum. If the size of B is large compared to xc, Eq. (5) can still be used to
estimate xc, provided that an appropriate model is fitted to the granulometric
pattern spectrum.

Granulometry of a 2D Rectangular Signal : An approximate formula for the gran-
ulometric pattern spectrum of a 2D rectangular signal can be found under an
assumption that the length a of an object is larger than its width b and varia-
tions of image intensity in the regions corresponding to the corners of the object
can be neglected. Then, the measure m(Φr(Im)) is approximately equal to:

m(Φr(Im)) = 4 · (a− r) ·

⎛⎝r · Im(r) +

∞∫
r

Im(z)dz

⎞⎠ (6)
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Fig. 1. A rectangular 1D object (dashed line), its image (solid line) - the result of
convolution of the object and a Gaussian blurring kernel, and the image after opening
with a kernel with radius r (squares)

Clearly, the expression for the granulometric pattern spectrum becomes more
complicated than in the case of 1D object and involves higher powers of r and
integrals of the blurring kernel B. Moreover, openings with generic structuring
elements can be prohibitively expensive in 3D. For these reasons only 1D gran-
ulometries were implemented in the present study. Then a surrogate measure of
thickness can be obtained as the result of fitting Eq. (5) to the granulometric
pattern spectrum.

Implementation of the Granulometry: The following procedure was used to esti-
mate the granulometric pattern spectrum. First, the analyzed gray-level image
Im was eroded by linear structuring elements oriented along the three axes of the
3D frame of reference resulting in three images εxIm, εyIm and εzIm. An eroded
image εIm was defined as the pixel-wise minimum over εxIm, εyIm and εzIm.
Next, εIm was dilated using analogous procedure and the opened image Φ(Im)
was obtained. The following model was fitted to the ratio of the granulometric
pattern spectrum and the size n of the opening kernel:

PSΦ(Im)(n)

n
= K ·

(
exp

(
− (n− xc)2

2σ2

)
− exp

(
− (n+ xc)

2

2σ2

))
(7)

where K, σ and xc are some parameters, to be found. Prior to the model fitting,
the values of the granulometric pattern spectrum were normalized so that the
area under the experimentally found curve on the left hand side of Eq. (7) was
equal to 1. Then, the value of K became a parameter dependent on σ and xc.
The value of xc estimated from the model defined in Eq. (7) is referred to as
the granulometric thickness GR.Tb.Th. Of course, Eq. (7) can be used in the
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analysis of gray level data only, because in the case of binary images blurring
operator B is not defined. As an estimate of GR.Tb.Th in the case of binary
data a weighted average of n is used. The weight corresponding to an opening
kernel size n is equal to the granulometric pattern spectrum value:

GR.T b.Th =

∑
n
n · PSΦ(Im)(n)∑
n
PSΦ(Im)(n)

(8)

3 Results

The mean (standard deviation) values of REF.Tb.Th and GR.Tb.Th, calcu-
lated for original high-resolution μCT images were equal to 110 (10)μm and 90
(9)μm, respectively. The Pearsons coefficient of correlation between REF.Tb.Th
and GR.Tb.Th was equal to 0.87. The slope of REF.Tb.Th vs. GR.Tb.Th plot
was equal to 0.93±0.11, what suggests that the difference between the two mea-
sures corresponds to some shift only. The BlandAltman plot, demonstrating the
difference between REF.Tb.Th and GR.Tb.Th in the function of the mean value
of REF.Tb.Th and GR.Tb.Th is shown in Fig. 2.

Fig. 2. Bland-Altman plot, comparing REF.Tb.Th with a surrogate measure of thick-
ness GR.Tb.Th. All numbers were calculated for μCT images. The values of the bias are
marked with the solid lines. The 95% limits of agreement are marked with dashed lines.

The values of GR.Tb.Th are plotted vs. the voxel size in Fig. 3 for different
values of noise. GR.Tb.Th overestimates REF.Tb.Th. GR.Tb.Th calculated for
degraded images is not stable. It appears however that the values of the Pearsons
coefficient of correlation between GR.Tb.Th and REF.Tb.Th are not strongly
dependent on noise (Fig. 4).
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Fig. 3. GR.Tb.Th plotted vs. the voxel size for different levels of noise. Error bars
represent the standard deviation of GR.Tb.Th.

4 Discussion

In the present study a method of computing surrogate granulometric measure of
thickness has been introduced. The term “surrogate” is used here to indicate that
the values of GR.Tb.Th, although different from the reference thickness values,
correlate well with REF.Tb.Th. The surrogate character of GR.Tb.Th has been
demonstrated on Bland-Altman plots, suggesting that the difference between
GR.Tb.Th and REF.Tb.Th corresponds to a shift. The conditions necessary for
equality of GR.Tb.Th and the real thickness have been identified.

Computation of GR.Tb.Th does not require any initial preprocessing. How-
ever, to calculate GR.Tb.Th from the granulometric pattern spectrum some
assumptions about the blurring introduced by the imaging device are necessary.
In this study the shape of the blurring kernel was known because it was explic-
itly chosen at the stage of the degraded images processing. Moreover, to obtain
the best fit results, parameter σ in Eq. (7) was fixed in our computations and
set close to the with of the Gaussian blurring kernel. Then, in the course of the
fitting procedure only parametersK and xc in Eq. (7) were adjusted to minimize
the fitting error. Although it is certainly a limitation of the method, the point
spread function of real imaging devices is often measured and then the shape
of the blurring kernel can be determined experimentally. Importantly, the shape
of the point spread function is the feature dependent only on the imaging de-
vice, not on the object under study and thus the procedure of GR.Tb.Th can be
standardized. Moreover, it was found that the coefficient of correlation between
GR.Tb.Th and REF.Tb.Th does not depend strongly on the specific choice of
σ. The coefficient of correlation between GR.Tb.Th and REF.Tb.Th was robust
with respect to noise and it is an argument, besides simplicity of implementation,
for using that parameter as a surrogate measure of thickness in low-quality data.
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Fig. 4. The values of the Pearsons coefficient of correlation between GR.Tb.Th and
REF.Tb.Th plotted vs. the voxel size for different levels of noise

It should be also noted that granulometry is a standard procedure to assess ob-
jects size distribution in various fields of science e.g. materials engineering.

Concluding, it is possible to derive surrogate measures of thickness from low-
resolution data even if the voxel size is of the order of typical structure size. For
some classes of objects (e.g. well separated planar objects in 3D) thickness can
be in principle derived precisely even if the blurring is higher than the structure
size.
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Abstract. On-line signature is a biometric attribute used in a identity
verification process. One of the most effective methods of signature ver-
ification is the method based on partitioning of signature trajectories.
In this paper a concept of new approach to identity verification based
on partitioning of trajectories is presented. In this approach signature is
partitioned into subspaces which are weighted by weights of importance.
The weights are used in classification process. Partitions associated with
high values of weight have greater importance in classification process
than partitions associated with low weight values. The algorithm was
tested with use of public on-line signature database SVC 2004.

1 Introduction

Biometrics is the science of recognizing the identity of a person based on some
kind of unique personal attributes. Biometrics, which uses the soft-computing
technologies (see e.g. [9],[10],[11]), is called Soft-Biometrics.

On-line (dynamic) signature is a behavioral biometric attribute, which is com-
monly acceptable in society, e.g. in offices or banks. This is very important, be-
cause this kind of identity verification is not controversial and may be used in
many areas of life (see [3]).

Identity verification problem based on signature trajectories partitioning was
considered in literature (see e.g. [5],[7],[8]). In our paper a concept of a new
approach to identity verification based on partitioning of signature trajectories
is presented. In this approach signature is also partitioned into four subspaces
which are weighted by weights of importance. These weights are used in clas-
sification process. Partitions with high weight values have greater importance
level in classification process than partitions with low weight values. Moreover,
in our paper we propose a classifier based on the t-conorm with the weights of
arguments (see e.g. [12],[13]).

This paper is organized into five sections. In Section 2 the description of
approach to signature trajectories partitioning is given. In Section 3 the new
approach to signature trajectories partitioning is presented. Simulation results
are presented in Section 4. Conclusions are drawn in Section 5.
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2 Signature Verification Based on Trajectories
Partitioning

Identity verification based on dynamic signature is more effective than verifi-
cation based on image of signature (see e.g. [4]), because dynamic features of
signature (e.g. pressure and velocity) are unique for each signer. One of the
method of increase classification effectiveness is division of velocity and pressure
signals into two parts and selection for each signer a part which contains the
most discriminative trajectories features (see [5]). Selection of the most stable
partition used in verification and classification phase is performed on the basis
of templates generated from training signatures of signer. The result of classifi-
cation phase is decision if test signature is genuine or forgery.

The main part of considered in [5] algorithm may be described in the following
steps:

- Step 1. Partitioning of Signatures. In this step trajectories of signature
are partitioned on the basis of two dynamic features - velocity and pressure.

- Step 2. Template Generation. In this step templates for each partition
are generated.

- Step 3. Calculation of Signatures Similarity in Each Partition. In
this phase similarity of user signature for each partition is calculated. Parti-
tion with the best similarity score is used in verification phase. This partition
is called stable partition.

- Step 4. Classification. In this step signature is classified as genuine or
forgery. Classification process is performed on the basis of distance between
template and sample signature in stable partition.

More details of above algorithm are presented in [5],[15].

3 The New Approach to Signature Verification Based on
Trajectories Partitioning

In this paper we propose a new method of signature verification based on tra-
jectories partitioning. Main advantages of our method are listed below:

- In our method all partitions are considered in the training and classification
phase because it is assumed, that all partitions may contain some important
information about signer.

- In the classification process weights of importance are used. Weights are
calculated individually for each signer, for each signature partition. High
value of weight means, that partition correlated with this weight has high
value of importance level in the classification phase.

- In the classification phase a classifier based on the t-conorm with the weights
of arguments is proposed. This classifier uses weights of importance during
classification process.

- Weights of importance are associated with the inputs. The conception of use
of weights in triangular norms and fuzzy rules is described in [1],[2],[11]-[13].
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3.1 A New Concept of Weights of Signature Partitions

New approach to signature verification based on trajectories partitioning as-
sumes use of weights of importance. Weights of importance are correlated with
each generated partition, not only with the stable one (see [5]). Weights of im-
portance are calculated on the basis of mean distance between signatures and
template and on the basis of similarity in distances between signatures and tem-
plate. High value of weight means that partition correlated with this weight has
high value of importance level.

First step to compute weights of importance is calculation of mean distances
between signatures and template in partitions. Mean distance between signatures
of the i-th signer and template of the i-th signer in the p-th partition based on

signal s (velocity or pressure) (d̄
{s}
p,i , p = {0, 1}, i = 1, 2, . . . , I) is calculated by

the formula:

d̄
{s}
p,i =

1

J

J∑
j=1

d
{s}
p,i,j . (1)

In the next step standard deviation of distances in each partition should be
calculated. Standard deviation of signatures of the i-th user from the p-th par-

tition based on signal s (velocity or pressure) (σ
{s}
p,i , p = {0, 1}, i = 1, 2, . . . , I)

is calculated using the following equation:

σ
{s}
p,i =

√√√√ 1

J − 1

J∑
j=1

(
d̄
{s}
p,i − d

{s}
p,i,j

)2

. (2)

In the next step weights of importance are calculated. Weight of the p-th parti-

tion of the i-th user based on signal s (velocity or pressure) (w
′{s}
p,i , p = {0, 1},

i = 1, 2, . . . , I) is calculated by the following formula:

w
′{s}
p,i = d̄

{s}
p,i σ

{s}
p,i . (3)

After that, weights should be normalized. Weight of the p-th partition of the i-th

user based on signal s (velocity or pressure) (w
{s}
p,i , p = {0, 1}, i = 1, 2, . . . , I) is

normalized by the following equation:

w
{s}
p,i = 1−

0.9 · w
′{s}
p,i

max
{
w

′{s}
0,i , w

′{s}
1,i

} . (4)

Use of coefficient 0.9 in formula (4) causes that partition with the lowest value
of weight of importance is also used in classification process.

3.2 A Concept of New Approach to Classification of the Signatures

In this section a concept of new approach to classification of signatures is
presented. The classification process is described as follows:
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- Step 1. Partitioning of signatures. The step is performed analogously to the
step presented in the algorithm in Section 2.

- Step 2. Template generation. The step is performed analogously to the step
presented in the algorithm in Section 2.

- Step 3. Computation of the weights of importance. High value of the weight
means, that partition correlated with the weight has high value of importance
level and signatures which belong to the partition are more important in
classification process. Details of computation of the weights are presented in
Section 3.1.

- Step 4. Selection of location of decision boundary, which is located between
genuine signatures and forgery signatures. During this process genuine signa-
tures of the other users are considered as forged signatures. For this purpose

value of parameter c
{s}
p,i , p = {0, 1}, i = 1, 2, . . . , I, s = {v, z}, is determined

(see [5]). Value of the parameter must be determined in such a way, that

d̂lrn
{s}
p,i is equal to d̂for

{s}
p,i . The dependence is shown in Fig. 1a. This step

is performed during training phase. Result of this step are parameters c
{s}
p,i ,

p = {0, 1}, i = 1, 2, . . . , I, s = {v, z}, determined individually for the user
and used during test phase.

- Step 5. Determination of the value dlrnmax
{s}
p,i , p = {0, 1}, i = 1, 2, . . . , I,

s = {v, z}, between classification boundary and the most distant point, which
represents genuine signature. This is presented in Fig. 1b. The determined
values have an impact on spacing of fuzzy sets, which represent values as-
sumed by the four linguistic variables ”the truth of the user signature from p
partition of s signal” (p = {0, 1}, s = {v, z}). This step is performed during

training phase. Result of this step are parameters dlrnmax
{s}
p,i , p = {0, 1},

i = 1, 2, . . . , I, s = {v, z}, determined individually for the user.
- Step 6. Signature verification. It is assumed, that the signature can be

considered as a genuine one, if

yi

(
dtst

{v}
0,i , dtst

{v}
1,i , dtst

{z}
0,i , dtst

{z}
1,i ;w

{v}
0,i , w

{v}
1,i , w

{z}
0,i , w

{z}
1,i

)
> cthi, (5)

where

yi

(
dtst

{v}
0,i , dtst

{v}
1,i , dtst

{z}
0,i , dtst

{z}
1,i ;w

{v}
0,i , w

{v}
1,i , w

{z}
0,i , w

{z}
1,i

)
=

S∗
{
μA1

(
dtst

{v}
0,i

)
, μA2

(
dtst

{v}
1,i

)
, μA3

(
dtst

{z}
0,i

)
, μA4

(
dtst

{z}
1,i

)
;

w
{v}
0,i , w

{v}
1,i , w

{z}
0,i , w

{z}
1,i

}
.

(6)

In the equation (6) the following symbols mean:
- S∗ {·} - t-conorm with the weights of arguments, proposed in [13].

- dtst
{v}
0,i - distance between the test signature trajectory of the i-th signer

and decision boundary in the 0 partition generated on the basis of ve-

locity v. Distances dtst
{v}
1,i , dtst

{z}
0,i , dtst

{z}
1,i are described analogously.
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Fig. 1. Illustration of selection of: (a)location of decision boundary, (b)the dlrnmax
{s}
p,i

value. Genuine training signatures of the user are described as circles, genuine training
signatures of other users are described as crosses.

- w
{v}
0,i - weight of the 0 partition of the i-th user based on velocity v.

Weights w
{v}
1,i , w

{z}
0,i , w

{z}
1,i are described analogously.

- cthi ∈ [0, 1] - coefficient determined experimentally during training phase
for each user to eliminate disproportion between FAR and FRR error (see
[14]).

Result of this step is parameter cthi ∈ [0, 1], computed individually for the
i-th user, i = 1, 2, . . . , I, which are used during verification process in the
test phase.

4 Simulation Results

Our simulation was performed with use of public database SVC 2004 (see [14]).
The database contains 40 signers and for each signer 20 genuine and 20 forgery
signatures. Our test was performed five times for all signers. During training
phase 5 genuine signatures (numbers 1-10) of each signer were used. During test
phase 10 genuine signatures (numbers 11-20) and 20 forgery signatures (num-
bers 21-40) of each signer were used. The test was performed by the authorial
testing environment implemeted in C# language. Method presented in [5] was
also implemented to compare the results. Results of simulation are presented in
Table 1 as values of FAR (False Acceptance Rate) and FRR (False Rejection
Rate), which are commonly use in biometrics (see e.g. [6]).

Table 1. Results of simulation performed by our system

Method Average FAR value Average FRR value

Method presented in [5] 17.30 % 21.35 %

Our method 15.53 % 16.80 %

5 Conclusions

In this paper a conception of the new approach to identity verification based on
partitioning signatures trajectories is presented. Proposed approach assumes par-
titioning signature and calculation weights of each partition. Calculated weights



Novel Algorithm for the On-Line Signature Verification 367

are used in classification process. Weight of importance contains information
about reliability of partition of signature. Classification of signatures is per-
formed by classifier based on t-conorm with the weights of arguments. Results
of simulation confirm, that presented approach increases effectiveness of identity
verification with use of on-line signature.

Acknowledgment. The project was financed by the National Science Center
on the basis of the decision number DEC-2011/01/N/ST6/06964.
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Abstract. The article presents the concept of realization of nonlinear
orthogonal parametrization filter of Volterra-Wiener class using multi-
processor platform. Examined two variants of solutions: working off-line
and on-line. Parallelism of calculations can allow for faster working or
change filters parameters during operations.

1 Introduction

In many applications the Volterra-Wiener filter is attractive because it is a
straightforward generalization of the linear system description and the behaviour
of many physical systems can be described with a Volterra filter [2,7].

The discrete-time invariant Volterra filter with memory length N and order
of nonlinearity M , is defined by [6]:

ŷ0 =

N∑
i1=0

xρi1xi10 +

N∑
i1=0

N∑
i2=i1

xρi1,i2xi1,i20 + . . .

. . . +

N∑
i1=0

N∑
i2=i1

. . .

N∑
iM=iM−1

xρi1,...,iMxi1,...,iM0 (1)

where
xρi1 = (x0, r

i1
0 )

xρi1,i2 = (x0, r
i1,i2
0 )

. . .
xρi1,...,iM = (x0, r

i1,...,iM
0 )

(2)

are the generalized (multi-dimensional) Fourier [2](i.e. Schur-type) coefficients.
The coefficients (2) can be interpreted as the orthogonal representation of the
y0 signal in the multidimensional space.

It is easy to see that the parameters that represent the complexity of the filter
are: filter order N (memory of the filter) and the degree of nonlinearity of the
filter M . Increasing any one of them involves a rapid increase in computational
effort needed to estimate y0.
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Considering nonstationary case for filter input, the number of rotors (elemen-
tary sections) in the decorelation block of the filter is expressed by the formula:

LN,M =

M∑
m=1

(N +m− 1)!

m!(N − 1)!
(3)

Figure 1 shows how rapidly rising value of the expression (3) with the change of
N or M .

Fig. 1. Number of elementary sections LN,M of the filter

Implementation of the filter using many computational units at once (parallel
computing) could allow to:

– the filter to work faster,
– reduction of computing power for single unit,
– expansion of the filter with new rotors (improved estimation of filter output).

2 Proposed Solution

The structure of the nonlinear orthogonal Volterra-Wiener class filter is shown in
figure 2. Where the parametrization block which is the most expensive
computationally is shown in figure 3.

The filter can work in off-line mode or in on-line mode. In the first case, at one
point in time on all inputs of the filter the corresponding x signal appears. Every
elementary section (rotor) is used only ones during filtering. Such filter action
is used by the signal parameterization procedure, signal extraction parameters
procedure, batch operations [3,4].

Figure 4 demonstrates how to split the calculations performed by the filter
into two streams (dual-processor structure, processors P1 and P2).
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Fig. 2. Volterra-Wiener filter structure
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Fig. 3. Parametrization block of order n

The filtration process is divided into two stages. The first of these calculations
are performed in the areas of P1.1 (the first processor, the first moment) and
P2.1 (the second processor, the first moment). In the second stage the operations
are performed in the areas of P1.2 and P2.2. Calculations of rotors lying at
the interface between P1.2 and P2.2 fields are carried out by both processors.
Assuming the same computing power of both units provides a synchronization
of calculations and there is no need of supervision results in the appearance of
the corresponding rotors outputs.
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Fig. 4. Dual-processor structure of the filter (off-line mode)

Obviously increase the number of processors (above two) action speeds up the
filter. Figures 5 and 6 show the possible sequence of calculations for versions 4
and 5 processors.

Fig. 5. 4-processor structure of the filter (off-line mode)

Fig. 6. 5-processor structure of the filter (off-line mode)
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You can see that the increase in the number of processors causes some of them
are not used at certain stages of the calculations. This follows from the structure
of the filter and how to pass the signal through it.

In order to evaluate the effectiveness of multiprocessing solutions the efficiency
measure was defined

Ef =
speedup

cost
(4)

where speedup is a profit of the acceleration calculations for a multiprocessor
version in relation to the single-processor solution and cost is an investment
needed to increase the computing power (the number of processing units used).
Figure 7 shows the variation in the Ef measure in the function of adding another
processor to the processing system.

Fig. 7. Efficiency for off-line filter mode

The most effective is a dual-processor version. Further enhancing the comput-
ing power accelerates the action of the filter, but system costs are increasing.

3 On-Line Filter Mode Solution

In the case of the filter is working in real time (eg., echo elimination, noise
reduction) [2,5,6] only part of the rotors must be activated to calculate the
output when a new filter input sample appears. This is illustrated in figure 8.

’Old results’ (calculated in the previous moments) are used as the inputs for
needed rotors (’working part’). Multiprocessor solution in this case will consist
of cascaded structure of the processors which using ’pipeling’ method calculate
the output signal (see figure 9).

Efficiency (4) of this solution is constant. Adding another processor results in
a proportionate increase in the speed of the filter.
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Fig. 8. Active and non-active areas of the filter working in on-line mode

Fig. 9. Multiprocessor sulution for filter on-line mode

4 Some Experiments

The proposed parallel realization of Volterra-Wiener filter was implemented in
C language on PC computer. The OpenMP platform [8] which is an Application
Program Interface (API) that may be used to explicitly direct multi-threaded,
shared memory parallelism was employed. Intel i7 processor with 8 cores was
used as a platform for simulations. Off-line filter mode was considered. Figure 10
shows the filter operation time for single processor realization. Only one core was
employed.

Fig. 10. Computing timing for single processor filter implementation

Figure 11 shows the time of the filter operation for the case when all the 8
cores performed the calculations. Computations acceleration is not linear. This
follows from the structure of the filter and how to pass the signal through it (see
above).

Another interesting and inexpensive multiprocessor hardware platform are
multi-core graphics cards [9]. Graphics Processing Units (GPUs) are high-
performance many-core processors capable of very high computation and data
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Fig. 11. Computing timing for multiprocessor (8 cores) filter implementation

throughput. GPUs are general-purpose parallel processors with support for ac-
cessible programming interfaces and industry-standard languages such as C. Us-
ing popular NVIDIA CUDA architecture [10] presented parallel realization of
the Volterra-Wiener filter can be performed more efficiently.

5 Conclusion

Multiprocessor systems are becoming increasingly popular today. Their cost
is still decreasing, which encourages their use, where high speed processing is
needed. Skillful selection the number of computing units and the division of
tasks are a key to achieving high performance processing system. The article
proposes an efficient way to implement the orthogonal Volterra-Wiener class
filter in the multiprocessor structure. Filters operate on-line and off-line were
analyzed. It was proposed division of the filter for performing parallel parts.
The formula for efficiency measure allows the selection of number of processing
units by designers and those responsible for the cost of the Volterra-Wiener filter
class system.
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Abstract. In this paper we are proposing a methodology of the fast
determination of the objective function for the flow shop scheduling
problem in a parallel computing environment. Parallel Random Access
Machine (PRAM) model is applied for the theoretical analysis of algo-
rithm’s efficiency. The presented method needs a fine-grained paralleliza-
tion, therefore the proposed approach is especially devoted to parallel
computing systems with fast shared memory, such as GPUs.

1 Introduction

We can see the process of jobs flowing through machines (processors) in many
practical problems of scheduling: in computer systems as well as in production
systems. Thus, the flow shop scheduling problem represents a wide class of pos-
sible applications, depending on the cost function definition. For each of them, a
corresponding discrete model has to be constructed and analyzed. Some of them
(e.g. with the makespan criterion and with total weighted tardiness cost func-
tion) have got a special elimination-criteria (so-called block properties) which
speed up the calculation significantly, especially in the multithread computing
environment.

1.1 Formulation of the Problem

The problem has been introduced as follows. There are n jobs from a set J =
{1, 2, . . . , n} to be processed in a production system having m machines, indexed
by 1, 2, . . . ,m, organized in the line (sequential structure). A single job reflects
one final product (or sub product) manufacturing. Each job is performed in m

� The work was supported by MNiSW Poland, within the grant No. N N514 23223.
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subsequent stages, in a way common to all the tasks. The stage i is performed
by a machine i, i = 1, 2, . . . ,m. Each job j ∈ J is split into a sequence of m
operations O1j , O2j , . . . , Omj performed on machines. The operation Oij reflects
processing of job j on machine i with processing time pij > 0. Once started the
job cannot be interrupted. Each machine can execute at most one job at a time,
each job can be processed on at most one machine at a time.

The sequence of loading jobs into a system is represented by a permutation
π = (π(1), . . . , π(n)) of elements of the set J . The optimization problem is to
find the optimal sequence π∗ so that

Cmax(π
∗) = min

π∈Φn

Cmax(π) (1)

where Cmax(π) is the makespan for a permutation π and Φn is the set of all
permutations of elements of the set J . Denoted by Cij the completion time of
job j on machine i we obtain Cmax(π) = Cm,π(n). The values Cij can be found
by using either the recursive formula

Ciπ(j) = max{Ci−1,π(j), Ci,π(j−1)}+ piπ(j), (2)

i = 1, 2, . . . ,m, j = 1, 2, . . . , n, with initial conditions Ciπ(0) = 0, i = 1, 2, . . . ,m,
C0π(j) = 0, j = 1, 2, . . . , n, or a non-recursive one

Ciπ(j) = max
1=j0≤j1≤...≤ji=j

i∑
s=1

ji∑
k=ji−1

psπ(k). (3)

Computational complexity of (2) is O(mn), whereas for (3) it is

O((
j+i−2
i−1 )(j + i− 1)) = O(

(n+m)n−1

(n− 1)!
). (4)

The former formula has been commonly used in practice. It should be noticed
that the problem of transforming sequential algorithm for scheduling problems
into parallel one is nontrivial because of the strongly sequential character of
computations carried out using (2) and other known scheduling algorithms.

Garey et al. [8] showed that the flow shop problem with makespan crite-
rion Cmax is strongly NP-hard for m ≥ 3 machines. Various serial and parallel
local search methods are available. Tabu search algorithms were proposed by
Taillard [12], Reeves [11], Nowicki and Smutnicki [10], Grabowski and Wodecki
[9]. Bożejko and Wodecki [3] applied this method in the parallel path-relinking
method used to solve the flow shop scheduling problem. Bożejko and Wodecki
also proposed a parallel scatter search [4] for this problem. Bożejko and Pem-
pera [5] presented a parallel tabu search algorithm for the permutation flow shop
problem of minimizing the criterion of the sum of job completion times. Bożejko
and Wodecki [6] proposed applying multi-moves in parallel genetic algorithm
for the flow shop problem. The theoretical properties of these multi-moves were
considered by Bożejko and Wodecki in the paper [7]. A survey of single-walk par-
allelization methods of the cost function calculation and neighborhood searching
for the flow shop problem can be found in Bożejko [1].
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1.2 Models

The values Cij from equations (2) and (3) can also be determined by means of
a graph model of the flow shop problem. For a given sequence of job execution
π ∈ Φn we create a graph G(π) = (M ×J , F 0 ∪F ∗), where M = {1, 2, . . . ,m},
J = {1, 2, . . . , n}.

F 0 =
m−1⋃
s=1

n⋃
t=1

{((s, t), (s+ 1, t))} (5)

is a set of technological arcs (vertical) and

F ∗ =

m⋃
s=1

n−1⋃
t=1

{((s, t), (s, t+ 1))} (6)

is a set of sequencing arcs (horizontal).
Arcs of the graph G(π) have no weights but each vertex (s,t) has a weight

psπ(t). A time Cij of finishing a job π(j), j = 1, 2, . . . , n on machine i, i =
1, 2, . . . ,m equals the length of the longest path from vertex (1,1) to vertex (i,j)
including the weight of the last one. A sample ‘mesh’ graph G(π) is shown in
Fig. 1. The mesh is always the same, vertices weights depend on the π. For the
flow shop problem with Cmax cost function the value of the criterion function for
a fixed sequence π equals the length of the critical path in the graph G(π). For
the flow shop problem with the Csum criterion the value of the criterion function
is the sum of lengths of the longest paths which begin from vertex (1, 1) and
ends on vertices (m, 1), (m, 2), . . . , (m,n).

Fig. 1. Scheme of a fast parallel cost function calculation in the flow shop

The graph G(π) is also strongly connected with formulas (2) and (3) of com-
pletion times Cij calculation. By using formula (2), it is enough to generate
consecutive vertices, as dashed lines show (see Fig. 1) taking in the vertex (i, j),



Fast Parallel Cost Function Calculation for the Flow Shop 381

connected with the Cij , a greater value from the left vertex, Ci,j−1, and from the
upper one, Ci−1,j , and adding pij to it. Such a procedure generates the longest
path in the graph G(π) in time O(nm). Formula (3) can also be presented as
the longest path generation algorithm but its conception is based on the all hor-
izontal sub-paths generation and its computational complexity is exponential.

2 Parallel Cost Function Determination

The recurrent formula (2) is applied to determination times of jobs completion
Cij on particular machines. With the use of a single processor, the calculations
time Ts of the Ciπ(j) value (according to (2)) is O(nm).

There is a method of times of jobs finishing determination Ciπ(j) (i =
1, 2, . . . ,m, j = 1, 2, . . . , n) on the p (p < m) -processors CREW PRAM (a
theoretical parallel calculations model) in the paper [2]. Without the loss of
generality let us assume that π = (1, 2, . . . , n). Calculations of Ci,j by using
(2) have been clustered. Cluster k contains values Cij such that i + j − 1 = k,
k = 1, 2, . . . , n+m−1 and requires at mostm processors. Clusters are processed
in an order k = 1, 2, . . . , n+m− 1. The cluster k is processed in parallel on at
most m processors. The sequence of calculations is shown in Fig. 2 on the back-
ground of a grid graph commonly used for the flow shop problem. Values linked
by dashed lines constitute a single cluster. The value of Cmax criterion is simple
Cm,n. To calculate Csum =

∑n
j=1 Cm,j we need to add n values Cm,j , which can

be performed sequentially in n iterations or in parallel by using m processors
with the complexity O(n/m+ logm). In this case, the calculation time is

Tp =
nm

p
+ n+m− 1. (7)

As we can see, calculations are made in groups of p processors and there are
many situations, in which some part of processors from a group has an idle time
(iterations 1, 2, 3, 6, 8, 10, 12, 14, 16, 18, 20, 21, 22 in Fig. 2). Therefore, the
speedup equals

sp =
Ts
Tp

=
nm

nm
p + n+m− 1

. (8)

In this case a limiting value of the speedup is

lim
n→∞ sp = lim

n→∞
Ts
Tp

= lim
n→∞

nm
nm
p + n+m− 1

=
mp

m+ p
=

p

1 + p
m

. (9)

Here we are proposing the new method of calculation of jobs finishing times,
in which we fully take advantage of multiprocessor environment by reducing
processors idle times. The idea is shown in Fig. 3.

Therefore, in the beginning, the following elements are determined: C1,π(1),
C1,π(2), C2,π(1), C1,π(3), C2,π(2), C3,π(1), . . . , Cp,π(p), p < m. These elements create

a “triangle” with the width p in the Fig. 1, and their number is p(p+1)
2 . The time
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Fig. 2. Scheme of a classic parallel cost function calculation in the flow shop

Fig. 3. Scheme of a fast parallel cost function calculation in the flow shop
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of its calculation (on the p -processors CREW PRAM)) is p (but there are some
idle times, as in iterations 1,2,3 in the Fig. 3). It is obvious, that the number of the

symmetric lower right “triangle” is also p(p+1)
2 . Because the number of all Ci,π(j),

i = 1, 2, . . . , n, j = 1, 2, . . . ,m is nm, so there is nm− 2 p(p+1)
2 = nm− p(p+ 1)

elements out of both “triangles”. We do not generate idle times inside the region
between “triangles” because if a group of processors calculates elements on the
bottom of the graph, including the lowest element Cm,π(k), for some k, then
the rest of the processors, which normally have an idle time, calculates elements
C1,π(k+m−1), C2,π(k+m−3), etc.

The time of calculations of the region between “triangles”, in accordance with

the scheme presented in Fig. 3, is nm−p(p+1)
p on p-processors CREW PRAM.

Therefore, the total calculations time, including “triangles”, is

T ◦
p =

p(p+ 1)

2
+
nm− p(p+ 1)

p
+
p(p+ 1)

2
= p(p+ 1) +

nm− p(p+ 1)

p
(10)

and consequently the speedup equals

s◦p =
Ts
T ◦
p

=
nm

p(p+ 1) + nm−p(p+1)
p

. (11)

However, the limiting value of this speedup is

lim
n→∞ s

◦
p = lim

n→∞
Ts
T ◦
p

= lim
n→∞

nm

p(p+ 1) + nm−p(p+1)
p

= (12)

= lim
n→∞

nm

p2(p+ 1) + nm− p(p+ 1)
= p. (13)

Thus, we have obtained a much better limiting speedup comparing to the method
taken from the paper [2].

3 Experimental Results

The parallel algorithm of calculating goal function in permutation flow shop
problem was coded in C(CUDA) for GPU, ran on the 1792-processors nVidia
Tesla S2050 GPU and tested on the benchmark problems of Taillard [12]. The
GPU was installed on the server based on Intel Core i7 3.33GHz processor work-
ing under 64-bit Ubuntu 10.04 operating system. The algorithm considered uses
m− 1 GPU processors for calculating a makespan. Its sequential version is ob-
tained by assigning p = 1 and is also executed on GPU. The sequential algorithm,
using one GPU processor, was coded with the aim of determining the speedup
value of the parallel algorithm. Table 1 shows computational times for the se-
quential and parallel algorithm as well as a speedup. The value of a relative
speedup s can be found by the following expression s = ts

tp
, where ts - the com-

putational time of sequential algorithm executed on the single GPU processor,
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tp - the computational time of parallel algorithm executed on p GPU proces-
sors. As we can notice the highest average speedup values were obtained for the
problem instances with bigger number of jobs n and bigger number of machines
m, because in these cases the influence of “triangles” regions (described in the
Section 2) on the total parallel computations is the lowest, from the theoretical
point of view.

Table 1. Experimental results for Taillard’s instances

n×m p tp[ms] ts[ms] speedup s

20× 5 4 0.0237 0.0665 2.7998
20× 10 9 0.0293 0.1461 4.9792
20× 20 19 0.0463 0.3694 7.9685
50× 5 4 0.0539 0.1583 2.9336
50× 10 9 0.0676 0.3356 4.9642
50× 20 19 0.1039 0.7460 7.1753
100× 5 4 0.1033 0.3157 3.0548
100× 10 9 0.1243 0.6460 5.1939
100× 20 19 0.1844 1.3762 7.4627
200× 10 9 0.2387 1.2717 5.3267
200× 20 19 0.3445 2.6378 7.6555
500× 20 19 0.8248 6.3980 7.7567

Fig. 4. Speedup comparison
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The proposed parallel algorithm has been compared with another parallel
algorithm for calculating makespan in permutation flow shop from [2]. Fig. 4
shows a speedup obtained by a parallel algorithm from [2] – FSCmax2 and a
speedup obtained by a proposed algorithm – FSCmax1. Compared algorithms
were tested on the test instances with a big number of jobs (m = 500) and
a different number of machines (m = 10, 20, 50, 100). For both algorithms the
speedup value increases with the number of machines. For the FSCmax1 algo-
rithm the speedup is bigger than the speedup for FSCmax2 algorithm.

4 Conclusions

The method proposed in this paper can be used for computations’ acceleration in
metaheuristics solving the flow shop scheduling problem. The calculation time of
goal function in algorithms which solve the job shop problem take even over 90%
of the whole algorithm computation time, so the use of parallel algorithm for goal
function calculation might result in significant decreasing of algorithm execution
time for solving the flow shop problem. The theoretical results proposed here
were fully confirmed by the conducted computational experiments.
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4. Bożejko, W., Wodecki, M.: Parallel Scatter Search Algorithm for the Flow
Shop Sequencing Problem. In: Wyrzykowski, R., Dongarra, J., Karczewski, K.,
Wasniewski, J. (eds.) PPAM 2007. LNCS, vol. 4967, pp. 180–188. Springer,
Heidelberg (2008)
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Abstract. In this work we examine a model of flexible job shop prob-
lem in which for a given operation there is a possibility of a choice of
the machine on which this operation will be carried out. This problem
is a generalization of the classic job shop problem. We present a tabu
search algorithm in which ”a golf neighborhood” was applied. Because
it is a huge neighborhood, the concurrent programming tools based on
GPU platform were thus used to its searching. The computational re-
sults indicate that by acceleration of computations with the utilization
of GPU one obtains very good values of a speedup. Computational ex-
periments executed on benchmark instances show the efficiency of this
approach.

1 Introduction

There is a set of tasks and machines of various types given. A flexible job shop
problem (FJS problem in short) consists in assigning tasks to adequate ma-
chines and determining an optimal sequence of its execution. Machines of the
same type, that is executing only one type of operation, create production nests.
Tasks’ operations must be executed on adequate machines in a fixed order called
a production itinerary. For each operation there is created a nest in which this
operation will be carried out. Thus, the times of execution of operations are
given.

FJS problem consists in assigning operations to machines and defining the
sequence of their execution in order to minimize the time of finishing tasks’
completion (Cmax). The problem presented in this work also belongs to the
strongly NP -hard class.

Although the exact algorithms based on a disjunctive graph representation of
the solution have been developed (see Adrabiński and Wodecki [1], Pinedo [8]),
they are not effective for instances with more than 20 jobs and 10 machines. From
metaheuristic algorithms, Nowicki and Smutnicki [7] proposed a tabu search
approach using block properties for the special case of the considered problem.
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2 Flexible Job Shop Problem

A flexible job shop problem (FJSP), also called a general job shop problem with
parallel machines, can be formulated as follows. Let J = {1, 2, . . . , n} be a set
of jobs which have to be executed on machines from the setM = {1, 2, . . . ,m}.
There exists a partition of the set of machines into types, i.e. subsets of machines
with the same functional properties. A job constitutes a sequence of some opera-
tions. Each operation has to be executed on an adequate type of machine (nest)
within a fixed time. The problem consists in allocating the jobs to machines of an
adequate type and scheduling of jobs execution determination on each machine
to minimize a total jobs’ finishing time (Cmax).

Let O = {1, 2, . . . , o} be the set of all operations. This set can be partitioned
into sequences which correspond to jobs where the job j ∈ J is a sequence of oj
operations which have to be executed in an order on dedicated machines.

The set of machines M = {1, 2, . . . ,m} can be partitioned into q subsets
of the same type (nests) where i-th type Mi. An operation v ∈ O has to be
executed on the machines type μ(v), i.e. on one of the machines from the set
(nest) Mμ(v) in the time pv,j where j ∈Mμ(v). Let

Ok = {v ∈ O : μ(v) = k}
be a set of operations executed in the k -th nest (k = 1, 2, . . . , q). A sequence of
operations sets being a partition of O (pair-disjoint)

Q = [Q1,Q2, . . . ,Qm],
we call an assignment of operations from the set O to machines from the setM.

For an assignment of operationQ, let π(Q) = (π1(Q), π2(Q), ..., πm(Q)) where
πi(Q) is a permutation of operations executed on a machine Mi. Any feasible
solution of the FJSP is a pair (Q, π(Q)) whereQ is an assignment of operations to
machines and π(Q) is a permutations concatenation determining the operations
execution sequence which are assigned to each machine (see [3]).

3 Solution Method

There is an exponential number of possible jobs to machines assignments, due to
the number of operations. Each feasible assignment generates a NP-hard problem
(job shop) whose solution consists in determining an optimal jobs execution order
on machines. One has to solve an exponential number of NP-hard problems.

Therefore, we will apply an approximate algorithm based on the tabu search
method. The main element of this approach is a neighborhood – subsets of all
feasible solutions set, generated from the current solution by transformations
called moves. By searching a neighborhood we choose an element with the low-
est cost function value, which we take as a new current solution in the next
iteration of the algorithm. It is possible to generate another solution from the
fixed solutiont by executing a move which consists in:

1. moving (transferring) an operation from one machine into another
machine in the same nest (of the same type), or

2. changing operations execution order on machines.
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Let Θ = (Q, π(Q)) be a feasible solution, where Q = [Q1,Q2, . . . ,Qm] is an
assignment of operations to machines, �i is a number of operations executed on
a machine Mi (i.e. π(Q) = (π1(Q), π2(Q), ..., πm(Q)) is a concatenation of m
permutations). A permutation πi(Q) determines an order of operations from the
set Qi which have to be executed on the machine Mi.

3.1 Transfer Type Moves

By tij(k, l) we define a transfer type move (t -move) which consist in moving of an
operation from the position k in a permutation πi into position l in a permutation
πj(k). Execution of the move tij(k, l) generates from Θ = (Q, π) a new solution
Θ′ = (Q′, π′). Its computational complexity is O(n).

If τ is a t -move, then we define a solution generated from Θ by execution of
the τ move by τ(Θ). It is possible that the solution τ(Θ) is not feasible.

Let Θ be a feasible solution. The set

T i
j (Θ) = {tij(k, l) : k ∈ Qi and l ∈ Qj}

includes all t -moves which transfers operations from a machine Mi into a ma-
chine Mj and

T (Θ) =
∑m

i,j T i
j (Θ)

includes all t -moves for the solution Θ. The number of elements of this set has
an upper bound O(qm2o2).

3.2 Insert Type Moves

In order to simplify the problem, let us assume that a permutation π = (π(1),
π(2), . . . , π(t)) determines an operations’ execution order on a machine.

Insert type move ikl (i-move) is moving an element π(k) into the position
l, generating a permutation ikl (π) = πkl . The number of all such moves (for a
determined machines) is t(t − 1). For a fixed feasible solution Θ, let Ik(Θ) be
a set of all i-moves for the machine Mk ∈M and let

I(Θ) =
∑m

k=1 Ik(Θ)
be a set of all i-moves on all machines.

3.3 Graph Models

Any feasible solution Θ = (Q, π(Q)) determining the operations’ execution se-
quence on each machine) of the FJSP can be presented as a directed graph
with weighted vertices G(Θ) = (V ,R ∪ E(Θ)) where V is a set of vertices and
a R∪ E(Θ) is a set of arcs, with:

1) V = O ∪ {s, c}, where s and c are additional operations which represent
‘start’ and ‘finish’, respectively. A vertex v ∈ V possesses two attributes:
– λ(v) – a number of machines on which an operation v has to be executed,
– pv,λ(v) – a weight of vertex which equals the time of operation v ∈ O

execution on the assigned machine λ(v) (ps = pc = 0).
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2) A set R includes arcs which connect successive operations of the job, arcs
from vertex s to the first operation of each job and arcs from the last oper-
ation of each job to vertex c.

3) Arcs from the set E(Θ) connect operations executed on the same machine.

Arcs from the set R determine the operations execution sequence inside jobs
and arcs from the set E(π) the operations execution sequence on each machine.

Remark 1. A pair Θ = (Q, π(Q)) is a feasible solution for the FJSP if and
only if the graph G(Θ) does not include cycles.

3.4 Golf Neighborhood

A transfer type move is like a long shot in golf: it moves an operation into
other machines. In turn, an insert type move makes only a little modification of
operation sequence on machines. An inspiration to these researches was a paper
of Bożejko and Wodecki [2] which considered multimoves.

Let Θ be a feasible solution and let T (Θ) be a set of all t -moves. We consider
the move tij(k, l) ∈ T (Θ). It transfers an operation from the position k -th on the
machine Mi into a position l -th on the machine Mj. This move generates the
solution Θ′ = tij(k, l)(Θ). The set I(Θ′) includes all i-moves connected with a
solution Θ′ and Ij(Θ′) – i-moves defined on operations executed on the machine
Mj. Let ist ∈ Ij(Θ′) be an i-move. Its execution generates a new solution Θ′′ =
ist (Θ

′). The transformation which generates a solution Θ′′ from the Θ we call an
it -multimove. It constitutes a product of the t -move tij(k, l) and i-move ist . We

will denote this move shortly as ist◦tij(k, l). Therefore Θ′′ = ist◦tij(k, l)(Θ).
By I◦T (Θ) we denote a set of all it -multimoves determined for a solution Θ.

The golf neighborhood Θ is the set

N (Θ) = {λ(Θ) : λ ∈ I◦T (Θ)}. (1)

In the paper Bożejko et al. [3] a so-called elimination criterion was proved. It
allows to eliminate all i-moves and t -moves, which generate unfeasible solutions.
Moreover, multimoves are generating solutions, for which the cost function value
is not less than Cmax(Θ) are also eliminated. Such a determined golf neighbor-
hood will be applied to the tabu search algorithm.

3.5 Neighborhood Determination

Execution of a t -move can lead to a non-feasible solution, i.e., a graph connected
with this solution can have a cycle. Therefore, checking feasibility equals checking
if a graph has a cycle.

Let Θ = (Q, π) be a feasible solution. We consider two machines Mi and Mj

from the same nest. A permutation πi determines a processing order of operations
from the set Qi on the machine Mi and πj – a processing order of operations
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from the setQj . For an operation πi(k) ∈ Qi we define two parameters connected
with paths in the graph G(Θ). The first parameter is

ηj(k) =

⎧⎨⎩1, if there is no path C(πj(v), πi(k)) ∀ v = 1, 2, . . . , �j ,

1 + max
1≤v≤	j

{there is a path C(πj(v), πi(k))}, otherwise.
(2)

Thus, there is no path to the operation (vertex) πi(k) from any of the operations
placed in the permutation πj in positions ηj(k), ηj(k) + 1, . . . , �j .

The second parameter is

ρj(k) =

⎧⎨⎩
1 + �j , if there is no path C(πj(v), πi(k)) ∀ v = 1, 2, . . . , �j ,

1 + min
ηj(k)≤v≤	j

{there is a path C(πi(k), πj(v))}, otherwise.
(3)

From the definition formulated above it follows that in the graph there is no path
from a vertex πi(k) to any operation placed in positions ηj(k), ηj(k)+1, . . . , ρj(k)
in the permutation πj .

Theorems for characterizing a t-moves whose execution generates an unfeasi-
ble solutions can be found in our previous work [3]. The structure of assumptions
allows an easy implementation in the parallel computing environment, such as
GPUs. Basically, in order to check solution feasibility the information about the
longest paths between all vertexes in graph connected with flexible job shop
problem solution are needed. Calculating the longest paths between all vertexes
in graph (Floyd–Warshall algorithm) with sequential algorithm takes the time
O(o3). Parallel algorithm using o2 processors calculate the longest paths be-
tween all vertexes in graph with the time O(o). This algorithm can be easily
implemented in the parallel computation environment such as GPU.

4 Computational Experiments

Proposed algorithm for the flexible job shop problem was coded in C++ and
C(CUDA) and run on HP workstation with CPU and NVIDIA GTX480 GPU.
Algorithms were tested on the set of benchmark problem instances taken from
Brandimarte [5]. Table 1 shows computational times for parallelized part of golf
neighborhood determination procedure. Particular columns in Table 1 denote:

• p - number of GPU threads,
• ts - computational time for sequential algorithm on CPU,
• tp - computational time for parallel algorithm on GPU,
• s - speedup. A measured speedup increases with a number of processors (in

all cases it is greater than one) but still quite small in comparison with a number
of used GPU processors. There are two reasons for a relative small speedup in
considered parallel GPU algorithm. Firstly, it is connected with the time needed
for transferring data between CPU and GPU. This is a well known bottleneck
of GPU computations. The second reason is an unoptimized access to the GPU
memory during computation for this particular implementation.
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Table 1. Speedup for parallelized part of algorithm

problem p ts[ms] tp[ms] s

Mk01 55 5.98876 4.32949 1.38325
Mk02 58 7.09983 4.46129 1.59143
Mk03 150 154.99 15.8564 9.7746
Mk04 90 29.8697 7.68228 3.88813
Mk05 106 51.3419 9.52336 5.39115
Mk06 150 150.047 16.5776 9.05119
Mk07 100 43.043 8.79722 4.8928
Mk08 225 517.379 25.3213 20.4326
Mk09 240 628.237 27.3808 22.9444
Mk10 240 637.619 27.6397 23.069

A parallel speedup of the algorithm is a measure of the success of the paralleliza-
tion process. All algorithms contain some parts that can be parallelized and some
parts which cannot undergo this process. The time spent in the parallelized parts
of the algorithm is reduced by using increasing number of processors, but the
sequential parts remain the same. Finally, the execution time of the algorithm is
dominated by the time taken to compute the sequential part, which is an upper
limit of the expected speedup. This effect is known as Amdahl’s law and can
be formulated as [6] s = 1

(fpar/p+(1+fpar))
where fpar is parallel fraction of the

code and p is the number of processors.
We compare a theoretical speedup (calculated with Amdahl’s law) of proposed

tabu search algorithm with an experimentally measured speedup. Table 2 shows
our results. Particular columns in Table 2 denote:

• fpar - parallel fraction of the metaheuristic,
• st - theoretical speedup calculated with Amdahl’s law,
• se - speedup measured experimentally.

For small values of the parallel fraction of the code (Mk02, Mk04 and Mk06) the
difference between theoretical and experimentally measured speedup is small.

Table 2. Tabu search algorithm speedup

problem p fpar ts[s] tp[s] st se
Mk01 55 0.70098 0.85433 0.71478 3.20757 1.19523
Mk02 58 0.20656 3.43712 3.09198 1.25471 1.11162
Mk03 150 0.90118 17.1986 3.23384 9.53945 5.31832
Mk04 90 0.32281 9.25294 7.65297 1.46892 1.20907
Mk05 106 0.88954 5.77173 1.59326 8.4139 3.62259
Mk06 150 0.02064 247.16 254.661 1.02093 0.97054
Mk07 100 0.80061 5.37627 1.97047 4.82169 2.72842
Mk08 225 0.97586 53.0176 3.78734 35.1208 13.9986
Mk09 240 0.84383 74.4503 14.4714 6.26241 5.14465
Mk10 240 0.78271 81.4627 20.2549 4.53415 4.02188
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5 GPU Implementation Details

In our tabu search algorithm for flexible job shop problem we adopt Floyd-
Warshall algorithm for computing the longest path between each pair of nodes
in a graph. The main idea of the algorithm is as follows. Find the longest path

1 extern "C" void FindPathsOnGPU(const int &o, int *graph)

2 {

3 int *graphDev;

4 const int dataSize = (o+1)*(o+1)*sizeof(int);

5 const int size=(int)(log((double)o)/log(2.0));

6 dim3 threads(o+1);

7 dim3 blocks(o+1);

8 cudaMalloc( (void**) &graphDev, dataSize);

9 cudaMemcpy( graphDev, graph, dataSize, cudaMemcpyHostToDevice);

10 for (int iter=1; iter <= size+1; ++iter)

11 {

12 for(int k=0; k<=o; ++k)

13 {

14 PathsKernel<<<blocks, threads>>>(o, graphDev, k);

15 cudaThreadSynchronize();

16 }

17 }

18 cudaMemcpy( graph, graphDev, dataSize, cudaMemcpyDeviceToHost);

19 cudaFree(graphDev);

20 }

Fig. 1. CUDA implementation of computing the longest path in a graph

1 __global__ void PathsKernel(const int o, int *graph, const int i)

2 {

3 int x = threadIdx.x;

4 int y = blockIdx.x;

5 int k = i;

6 int yXwidth = y * (o+1);

7

8 int dYtoX = graph[yXwidth + x];

9 int dYtoK = graph[yXwidth + k];

10 int dKtoX = graph[k*(o+1) + x];

11

12 int indirectDistance = dYtoK + dKtoX;

13 int max = 0;

14 int tmp = 0;

15

16 if(dYtoK !=0 and dKtoX !=0)

17 {

18 tmp = indirectDistance;

19 if(max < tmp)

20 max = tmp;

21 }

22 if(dYtoX < max)

23 {

24 graph[yXwidth + x] = max;

25 }

26 }

Fig. 2. CUDA kernel
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between node υi and υj containing the node υk. It consist of a sub-path from υi

to υk and a sub-path υk to υj . This idea can be formulated as follows: d
(k)
ij =

max{d(k−1)
ij , d

(k−1)
ik + d

(k−1)
kj } where d

(k)
ij is the longest path from υi to υj such

that all intermediate nodes on the path are in set υ1, . . . , υk. Figure 1 shows
CUDA implementation of of computing the longest path between each pair of
nodes. The CUDA kernel (Figure 2) is invoked o times, where o is the number
of nodes in the graph. At the k-th iteration, the kernel computes two values
for every pair of nodes in the graph. The direct distance between them and the
indirect distance through node υk. The larger of the two distances is written
back to the distance matrix. The final distance matrix reflects the lengths of the
longest paths between each pair of nodes. The inputs of the CUDA kernel are
the number of the graph nodes, path distance matrix and the iteration (step)
number.

6 Conclusions

We present the tabu search based algorithm with the golf neighborhood for the
flexible job shop problem. In the golf neighborhood generation procedure parallel
GPU acceleration has been applied, which allows to obtain an absolute speedup
(in comparison to CPU) for each tested algorithm bigger than 1, and in extreme
cases even the 14th times bigger.
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Abstract. Privatization of data is an important technique that has been
used by compilers to parallelize loops by eliminating storage-related de-
pendences. The code can be executed on multi-processors machines in
reduced period of time. In this paper, we present an approach to auto-
matic privatization of variables involved in data dependences that per-
mits for extracting loop parallelism. The input of the algorithm is a set
of relation dependences, the output is a parallel loop when appropriate.
The scope of the applicability of the approach is illustrated by means of
the NAS Parallel Benchmark suite. Received results are compared with
those produced by the tool Pluto. Future work is outlined.

Keywords: automatic privatization, fine- and coarse-grained parallelism,
loop parallelization, NAS Parallel Benchmark.

1 Introduction

The lack of automated tools permitting for exposing parallelism for multicore and
multiprocessor systems decreases the productivity of programmers and increases
the time and cost of producing the parallel program. Because most computations
are contained in program loops, automatic extraction of parallelism from loops
is extremely important, allowing us to produce parallel code from existing se-
quential applications and to create multiple threads that can be easily scheduled
to achieve high program performance.

Different techniques have been developed to extract coarse-grained parallelism
that is represented with synchronization-free slices of computations available in
loops, for example, those presented in papers [1,2]. Unfortunately, these tech-
niques very often fail to parallelize complex loops exposing hundreds storage-
related dependence relations. Hence, potential parallelism is left unexploited in
some cases.

In this paper, we demonstrate the automatic privatization of variables in loops
that permits for extracting fine- and coarse-grained parallelism. The variables
can stand for scalars or arrays. Proposed algorithms reduce loop dependences
and find parallelism when appropriate. Furthermore, privatization may extend
applicability of other loop transformations.
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There are many techniques of privatization using theory of graphs or solv-
ing systems of equations [3,12,13]. In this paper, a loop dependences analysis
obtained from the Petit tool [4], is used. The dependences are presented in the
form of relations. Proposed algorithms are applicable to the arbitrarily nested
parameterized loop. Cases of loops, which cannot be successfully parallelized
by the automatic parallelizer - Pluto [6], are analysed. Experimental results are
presented exposing speed-up and efficiency of parallel programs generated in the
OpenMP standard [5] by the tool implementing the proposed approach.

2 Background

In this paper, we deal with affine loop nests where, for given loop indices, lower
and upper bounds as well as array subscripts and conditionals are affine functions
of surrounding loop indices and possibly of structure parameters, and the loop
steps are known constants.

Dependence analysis is required for the correct loop parallelization. Two state-
ment instances I and J are dependent if both access the same memory location
and if at least one access is a write. I and J are called the source and destination
of a dependence, respectively, provided that I is lexicographically smaller than
J (I ≺ J, i.e., I is executed before J ).

There are three types of data dependence: flow dependence, anti-dependence,
and output dependence [3,9].

– flow dependence (or true dependence) - data dependence from an assignment
to a use of a variable.

– anti dependence - data dependence from a use of a variable to a later reas-
signment of that variable.

– output dependence - data dependence from an assignment of a variable to a
later reassignment of that variable.

Our approach requires an exact dependence analysis which detects a dependence
if and only if it actually exists. To describe and implement our algorithm, the
dependence analysis proposed by Pugh and Wonnacott [10] and the tool Petit [4],
were chosen. Petit provides the data about loop dependences: a type, relations,
distance and direction vectors and numbers of code lines representing dependence
sources and destinations.

A dependence relation is a tuple relation of the form [input list ]→[output
list ]: formula, where input list and output list are the lists of variables and/or
expressions used to describe input and output tuples and formula describes the
constraints imposed upon input list and output list and it is a Presburger formula
built of constraints represented with algebraic expressions and using logical and
existential operators.

Privatization is a technique that allows each concurrent thread to allocate a
variable in its private storage such that each thread access a distinct instance of
a variable. Since deleting loop-carried dependences can convert sequential loops
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into parallel loops, privatization is an important transformation in increasing
coarse-grained parallelism.

Definition 1. A scalar variable x defined within a loop is said to be privatizable
with respect to that loop if and only if every path from the beginning of the loop
body to a use of x within that body must pass through a definition of x before
reaching that use [3].

As an example, consider the simple example:

for(i=1; i<=N; i++)

{

s1: t = A[i];

s2: A[i] = B[i];

s3: B[i] = t;

}

Dependences calculated with Petit are as follows:

flow s1: t --> s3: t

output s1: t --> s1: t

anti s3: t --> s1: t

Because of the loop carried dependences, the loop is not parallelizable as it
is currently formulated. Fortunately, all of the carried dependences are due to
assignments and uses of the scalar variable t. All of these carried dependences
go away if each iteration has its own copy of the variable t.

In the next section, algorithms for automatic privatization of variables in loops
using the dependence analysis implemented in the Petit tool, are presented.

3 Automatic Privatization of Loop Variables

This section presents algorithms which realize scalar variables privatization using
the analysis of loop dependences implemented in Petit. The main idea is checking
whether a variable in the loop body is initialized before a use. For this purpose,
anti dependences are examined. The variable cannot be privatized if there exists
any anti dependence source refers to that variable and represents the smallest
number of a line of the loop code. Otherwise, the variable can be privatized and
corresponded dependences can be removed. The approach can be used also for
array variables, when each item of an array (found with the Petit dependence
analysis) is treated as a single item of memory, like a scalar variable. Parallel
code is achieved when the output set of dependence relations is empty. Otherwise,
other techniques of loop parallelization must be considered.

The proposed approach can be used prior applying other loop transformation,
e.g. [11]. This will permit for receiving of a reduced set of dependence relations.
Below the privatization algorithm is presented. Let us analyse the following
example:
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Algorithm 1. Finding synchronization-free parallelism using privatization in
loops

Input : Set of loop-carried dependence relations, S ; set of originating dependences
variables, V
Output : Modified set S of dependence relations, parallel code if S is empty

1 for each variable X in set V do

1.1 y = MIN(NumLines(X, S))
1.2 for each dependence relation R in set S do

if Type(R) = anti and R(sour) = X and R(dest) = X and
LinSour(R) ≤ y then
Private(X ) = FALSE, goto 1.

else
Private(X ) = True
Remove all the relation dependences satisfying the condition:
R(sour) = X and R(dest) = X

end if
end for

end for
2 if S = ∅ then privatize all index variables and parallelize the outermost loop

else use other technique, e.g. [1,2,11].
end if

NumLines(X, S): the set of numbers of lines in code, where variable X originates
a source or destination described by all dependence relations in set S
R(sour / dest): the variable, which refers to a source/destination of a dependence
is described by relation R
Type(R): the kind of a dependence relation R (flow/anti/output)
LineSour(R): the number of a line in code which refers to the source of a
dependence R

0: # parallel for private(ntemp, iel, j, i) //Added by Algorithm 1

1: for iel=1 to N1 do

2: ntemp=lx1*lx1*lx1*(iel-1) //s1

3: for j=1 to N2 do

4: for i=1 to N3 do

5: idel(i,j,1,iel)=ntemp+(i-1)*lx1 + (j-1)*lx1*lx1+lx1 //s2

6: idel(i,j,2,iel)=ntemp+(i-1)*lx1 + (j-1)*lx1*lx1+1 //s3

7: endfor

8: endfor

9: endfor

Applying the presented algorithm results in the following outcome.
input:
Set S:
flow 2: ntemp → 5: ntemp
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flow 2: ntemp → 6: ntemp
anti 5: ntemp → 2: ntemp
anti 6: ntemp → 2: ntemp
output 2: ntemp → 2: ntemp
Set V = ntemp

1 For ntemp do
1.1 NumLines(ntemp, S ) = 2,5,6, y = 2
1.2 All anti dependences: LinSour(R) = 5,6; condition LinSour(R) ≤ y is

not satisfied.
Private(ntemp) = True

2 S = ∅. The outermost nested loop can be parallelized. The Private variables:
ntemp and the index variables: iel, j, i.

To extend the applicability of automatic privatization, Algorithm 2 is proposed
below. It analyses individual nests of a loop to apply Algorithm 1. The cost of
this solution is introducing additional points of synchronization. Algorithm 2
produces fine-grained parallelism. It is used when Algorithm 1 fails to parallelize
the outermost loop.

Algorithm 2. Finding fine-grained parallelism using privatization in inner loops

Input : Set of dependence relations S, code of the input loop
Output : Parallel code of the input loop

For outermost loop L:
1 Find new set of dependence relations S’ ∈ S, which describe sources and desti-

nations within the body of loop L
2 Parallelize loop L with Algorithm 1 and the set of dependences S’
3 If Algorithm 1 is not able to produce parallel code for loop L then

for each loop L’ in the body of L do
L = L’ and go to step 1

end for
end if

4 Experiments

The presented technique was implemented in a tool by means of the Petit anal-
yser. The input code of a loop is transformed by inserting OpenMP pragmas.
The NAS Parallel Benchmark (NPB 3.2) [14] were subject of experiments.

The loops of the benchmark suite are a small set of programs designed to
help evaluate performance of parallel supercomputers. The test suite, which is
derived from computational fluid dynamics (CFD) applications, consists of five
kernels and three pseudo-applications [14].
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From 431 loops of the NAS benchmark suite, Petit was able to analyse 257
loops, and dependences were found in 133 loops. For these loops, the presented
approach is able to extract parallelism for 59 loops. Algorithm 1 transforms
42 loops and produces coarse-grained parallel code without any synchronization
points. Algorithm 2 transforms 17 loops by parallelizing inner loops and produces
fine-grained parallelism.

To check the performance of parallel code, speed-up and efficiency were stud-
ied. Speed-up is the ratio of sequential time and parallel time, S=T(1)/T(P),
where P is the number of processors. Efficiency, E=S/P, tells us about the us-
age of available processors by parallel code. Four loops from the benchmark
suite were examined: BT rhs.f2p 3, LU erhs.f2p 3, LU jacld.f2p 1, SP rhs.f2p 4.
Three of them were transformed by Algorithm 1. The coarse-grained parallel
code includes synchronization-free slices. The loop LU erhs.f2p 3 was trans-
formed using Algorithm 2 to fine-grained parallel code.

The first three columns of Table 1 presents the names, numbers of depen-
dences, and numbers of code lines of these loops. The next columns include the
used algorithm, the times of parallelization (in seconds) and the numbers of
synchronization points. Table 2 shows speed-up and efficiency for 2, 4, and 8
processors. The experiments were carried with the workstation Intel Xeon Quad
Core, 1.6 Ghz, 8 CPU (2 quad core CPU with cache 4 MB), 2 GB RAM, Fedora
Linux.

Table 1. The characteristic of the examined NAS loops

Loop Number of
dependences

Number of
lines of code

Algorithm Time of
parallelizing

Synchr. points

BT rhs.f2p 3 702 59 1 0.406 0
LU erhs.f2p 3 640 76 2 0.640 (N3-N2)*(N1-1)
LU jacld.f2p 1 2594 154 1 0.766 0
SP rhs.f2p 4 507 63 1 0.265 0

5 Related Work

Different techniques and compilers based on the polyhedral models [7,15] have
been developed to extract coarse-grained parallelism available in loops. The affine
transformation framework, considered in papers [1,2] unifies a large number
of previously proposed loop transformations. However, affine transformations
do not exploit all parallelism with synchronization-free slices in some cases of
loops [11].

Pluto [6,8] is an automatic parallelization tool based on the polyhedral model.
Pluto transforms C programs from source to source for coarse-grained parallelism
and data locality simultaneously. The core transformation framework mainly
works by finding affine transformations for efficient tiling and fusion, but not
limited to those.
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However, Pluto does not offer scalar or array privatization techniques [6].
The tool is able only to parallelize three of 59 NAS loops (transformed by the
presented approach in this paper). All of the other loops, parallelized by the Pluto
compiler, can be also transformed by the Iteration Space Slicing Framework,
presented in paper [11].

6 Conclusion

The proposed approach can be used to extend the spectrum of loops transformed
by the Iteration Space Slicing (ISS) solution [11]. The presented algorithms re-
duce loop dependences and find parallelism for those cases of the NAS benchmark
suite which cannot be analysed automatically by other compilers. The technique
is able to transform the loops with large number of statements and dependence
relations in a short time.

An impact of variable privatization on extracting synchronization-free slices
presented in [11] will be studied in the future. The implementation of the ap-
proach can be found at the website: http://code.google.com/p/auto-priv/.
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Abstract. In this paper we consider the problem of efficient compu-
tation of the stochastic MV-PURE estimator which is a reduced-rank
estimator designed for robust linear estimation in ill-conditioned inverse
problems. Our motivation for this result stems from the fact that the
reduced-rank estimation by the stochastic MV-PURE estimator, while
avoiding the problem of regularization parameter selection appearing in a
common regularization technique used in inverse problems and machine
learning, presents computational challenge due to nonconvexity induced
by the rank constraint. To combat this problem, we propose a recursive
scheme for computation of the general form of the stochastic MV-PURE
estimator which does not require any matrix inversion and utilize the
inherently parallel hybrid steepest descent method. We verify efficiency
of the proposed scheme in numerical simulations.

Keywords: stochastic MV-PURE estimator, reduced-rank approach,
parallel processing, subspace extraction, hybrid steepest descent method.

1 Introduction

The correspondence between ill-conditioned inverse problems and machine learn-
ing is viewed mostly via the commonly used in both fields regularization tech-
nique [1–3] introduced originally by Tikhonov [4]. Nevertheless, many problems
common to both of these fields such as data compression and robust estimation
may be solved using another robust reduced-rank technique [5–7], which is closely
related to matrix nearness problems (see e.g. [8–10] and references therein). In
particular, the reduced-rank approach enables one to avoid the problem of a suit-
able choice of certain form and value of the regularization parameter [11–13].

However, at the heart of the reduced-rank approach lies the non-convex rank
constraint, which frequently renders efficient computation of the reduced-rank
solution difficult. The challenge is then to reformulate the original (non-convex)
reduced-rank problem into one that can be solved using efficient methods such
as convex optimization algorithms [14].

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 404–412, 2012.
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This paper shows an example of this approach, as we demonstrate how a cer-
tain difficult multi-layered reduced-rank problem considered in the ill-conditioned
inverse problems settings can be solved using powerful convex optimization al-
gorithms. Namely, we focus on the optimization problem leading to the recently
introduced linear stochastic MV-PURE estimator [15, 16], a robust reduced-rank
estimator for stochastic linear model in the inverse problems case. The stochas-
tic MV-PURE estimator builds on the previously introduced linear minimum-
variance pseudo-unbiased reduced-rank estimator (MV-PURE) [12, 13] for
deterministic ill-conditioned inverse problems, and is a solution to a hierarchi-
cal non-convex optimization problem for which to date no efficient computation
scheme exists. To circumvent this difficulty, we show that the stochastic MV-
PURE estimator can be cast as a solution to a subspace extraction problem
followed by a linearly constrained convex quadratic optimization. Such reformu-
lation enables us to employ a variety of efficient algorithms for computation of
the stochastic MV-PURE estimator, and in this paper we demonstrate an ap-
plication of this result, where we employ the method proposed in [17] to obtain
the desired subspace estimate in the first stage of the optimization problem, and
the hybrid steepest descent method [18–20] in the second stage, which due to
its inherent parallelism enables computationally efficient implementation of the
proposed method. We provide numerical simulations verifying efficiency of the
proposed scheme.

A preliminary results leading to results of this paper were presented in part
in [21].

2 Preliminaries

The stochastic MV-PURE estimator has been derived as a robust linear estima-
tor for the stochastic linear model:

y = Hx + n, (1)

where y,x,n are observed random vector, random vector to be estimated, and
additive noise, respectively, and H ∈ R

n×m is a known matrix of rank m. We
assume that x and n have zero mean and are uncorrelated: Rxn = 0.

It can be easily verified that any two random vectors x ∈ R
m,y ∈ R

n, for
which Rx, Ry, Ryx are known, where rk(Ryx) = m [by rk(X) we denote rank
of a matrix X ], and for which the joint covariance matrix is positive definite,
can be cast into model (1) by setting H = RyxR−1

x and n = y − RyxR−1
x x,

see [22]. Thus, model (1) is general enough to accomodate a variety of scenarios
e.g. in signal processing, machine learning, inverse problems in medicine and
economics, to name just a few.

We focus on the problem of linear estimation of x given y, under the mean
square error (MSE) criterion. Thus, we seek to find a fixed matrix W ∈ R

m×n,
called here an estimator, for which the estimate of x given by:

x̂ = Wy, (2)

is optimal with respect to a certain measure related to the mean square error
of x̂:

J(W ) = tr
[
E[(x̂ − x)(x̂ − x)t]

]
= tr[WRyW t] − 2tr[WRyx] + tr[Rx]. (3)
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We note that in machine learning applications with Gaussian priors on x and n,
the globally optimum solution WMMSE = RxyR−1

y of the inverse problem (2) for
model (1) under mean square error criterion (3) results in x̂MMSE = WMMSEy
recognized as the mean of the posterior distribution in Bayesian linear estima-
tion, see e.g. [23, Chapter 2.], which is equivalent in this case to the maximum a
posteriori (MAP) estimate.1 However, the x̂MMSE estimate is inherently sensi-
tive to imperfectly known models, and this inadequacy is amplified by high noise
levels and ill-conditioning of H [15, 16], in which case its MSE can be signifi-
cantly larger than that of the theoretically suboptimal solutions. This situation
would occur in the settings considered in this paragraph (interpreting rows of H
as training samples) if the samples are noisy (which would result in imperfectly
known H), possibly collinear (which would result in ill-conditioned H), and if
the level of observation noise n is high.

The stochastic MV-PURE estimator has been designed to overcome this
sensitivity of the WMMSE estimator. More precisely, the stochastic MV-PURE
estimator has been introduced as a solution of a hierarchical non-convex op-
timization problem related to the mean square error (3), in order to achieve
smallest distortion among reduced-rank estimators. Namely, the stochastic MV-
PURE estimator is defined as a solution of the following problem, for a given
rank constraint r ≤ m: ⎧⎨⎩

minimize J(Wr)
subject to Wr ∈

⋂
ι∈I

Pι
r, (4)

where
Pι

r = arg min
Wr∈Xm×n

r

‖ WrH − Im ‖2
ι , ι ∈ I, (5)

where Xm×n
r := {Wr ∈ R

m×n : rk(Wr) ≤ r ≤ m}, and where I is the index set
of all unitarily invariant norms.2

The following Theorem, cited from [15], provides a closed algebraic form of
the stochastic MV-PURE estimator.

Theorem 1 ([15]). 1. Let us set rank constraint r < m and let us set:

K =
(
HtR−1

y H
)−1 − 2Rx. (6)

Moreover, let the symmetric matrix K be given with an eigenvalue decomposition
EV D(K) = EΔEt, with eigenvalues organized in nondecreasing order:

δ1 ≤ δ2 ≤ · · · ≤ δm.

Then W r
MV −PURE ∈ R

m×n is a solution to problem (4) if and only if
W r

MV −PURE is of the following form:

W r
MV −PURE = ErE

t
r(H

tR−1
y H)−1HtR−1

y , (7)
1 However, it shall be emphasised that we do not assume below any special form of

the model matrix H , nor we assume that either x of n are Gaussian.
2 Matrix norm ι is unitarily invariant if it satisfies ‖ UXV ‖ι=‖ X ‖ι for all orthogonal

U ∈ R
m×m, V ∈ R

n×n and all X ∈ R
m×n [24, p. 203]. The Frobenius, spectral, and

trace (nuclear) norms are examples of unitarily invariant norms.
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where E = (e1, . . . , em) with Er = (e1, . . . , er) for r < m. If δr �= δr+1, the
solution is unique. Moreover, we have:

J(W r
MV −PURE) =

r∑
i=1

δi + tr[Rx]. (8)

2. For no rank constraint imposed, i.e., when r = m, the solution to problem (4)
is uniquely given by Wm

MV −PURE = (HtR−1
y H)−1HtR−1

y , with:

J(Wm
MV −PURE) =

m∑
i=1

δi + tr[Rx]. (9)

In particular, it should be noted that for no rank constraint (when r = m) the
optimization problem (4) is essentially equivalent to the optimization problem
which produces as the solution in the deterministic case the well-known best
linear unbiased estimator (BLUE) [22].

As a solution to problem (4), the stochastic MV-PURE estimator is gifted
with inherent robustness to model mismatches and ill-conditioning of the in-
verse problem (2), as derived by theoretical considerations and confirmed by
numerical simulations in [15, 16].3 However, as can be seen from the form (7) of
the stochastic MV-PURE estimator given in Theorem 1, it requires in particular
computation of the nested inverses of certain matrices, which is computationally
expensive and numerically unstable if the matrix to be inverted is ill-conditioned
[25]. To overcome these limitations, in the following section we propose a recur-
sive computation scheme for the stochastic MV-PURE estimator.

3 Recursive Computation Scheme

Let us set rank constraint r < m. From the closed algebraic form of the stochas-
tic MV-PURE estimator given in Theorem 1 it is seen that for a given rank
constraint r < m the estimate x̂ = ErE

t
r(H

tR−1
y H)−1HtR−1

y y of x is formed
by projecting the estimate (HtR−1

y H)−1HtR−1
y y obtained by the BLUE esti-

mator onto the minor subspace spanned by the r minor eigenvectors of K (6),
by the projection matrix ErE

t
r in (7). This observation suggests that we may

cast the stochastic MV-PURE estimator as a solution of the following equality-
constrained minimization problem [11, p.120]:{

minimize tr[WRyW t]
subject to WH = ErE

t
r .

(10)

Problem (10) is a standard linearly constrained convex quadratic optimization
problem, coupled with a subspace extraction needed to estimate the projection
matrix ErE

t
r. Thus, denoting at k− th iteration by Xk

r ∈ R
r×m an estimate of r

minor components of K, we should derive an algorithm which at k− th iteration
3 For further insight into the MV-PURE estimation, see the original papers [12, 13],

where the deterministic version of the MV-PURE estimator was developed.
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step performs first an update of an estimate of (Xk
r )tXk

r converging to ErE
t
r,

followed by an update of an estimate of the solution to (10), given at k − th
iteration as an estimate of a solution to:{minimize tr[WRyW t]

subject to WH = (Xk
r )tXk

r . (11)

Such an algorithm is presented below. Moreover, we note that subspace tracking
methods (see e.g. [17, 26]) give us a possibility of estimating minor subspace of
time-varying K (6) from a finite sample estimate of K =

(
HtR−1

y H
)−1 − 2Rx

(e.g., when H is slowly time-varying), which in turn open up the possibility
to derive a scheme for estimation of a non-stationary random processes by the
stochastic MV-PURE estimator. Such an important extension will be the subject
of future research.

Here, we present a parallel method for estimation of a wide-sense stationary
process x(k) by the stochastic MV-PURE estimator in the linear model (1) (of
the form y(k) = Hx(k) + n(k), where k denotes the time step of realization
of random vectors under consideration). We assume that the matrix K which
projection matrix ErE

t
r shall be extracted (where EV D(K) = EΔEt) is known

a priori, as for wide-sense stationary processes it is measurable off-line.
The extraction of a minor subspace of K spanned by Er is performed by the

method proposed in [17]. Since matrix K (6) is only symmetric, we equivalently
extract a minor subspace of a positive definite matrix:

K ′ := K + tr[Rx]Im � 0. (12)

Positive definiteness of K ′ can be shown using [24, p.181].
The resulting equality-constrained convex optimization is performed by the

hybrid steepest descent method (HSDM) [18–20]. Due to its inherent parallelism,
we are able to design a method which computes in parallel each row of the
solution with low computational cost.

We note that for the i-th row of the solution to (11) we have m linear con-
straints of the form

Ck
i,j =

{
x ∈ R

n : xHj = [(Xk
r )tXk

r ]i,j
}

, j = 1, . . . , m, i = 1, . . . , m, (13)

where Hj is the j-th column of H , j = 1, . . . , m, and (Xk
r )tXk

r is an estimate of
ErE

t
r at k-th step obtained by the minor components extraction method as [17]:

Xk+1
r = Xk

r − β ∗ [Xk
r (Xk

r )tXk
r K ′ − Xk

r K ′(Xk
r )tXk

r ], (14)

where the factor β was set to β = 10−3 in our simulations.
In order to accomodate multiple constraints (13) [essentially a system of m

linear equations with n unknowns for each row of the solution to (11) where
m ≤ n] we use the form of the HSDM method as given in [18, Corollary 3.6].
For i-th row, we use the orthogonal projector Pi,j onto the j-th constraining
hyperplane of the form (see e.g. [27, p.141]):

Pi,j(W k
r )i = (W k

r )i − (W k
r )iHj − [(Xk

r )tXk
r ]i,j

‖ Hj ‖2
Ht

j , j = 1, . . . , m, i = 1, . . . , m,

(15)
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where (W k
r )i is an estimate of i-th row at k-th iteration step of the solution

to (11). We note that linear combination of orthogonal projectors (15) which are
firmly nonexpansive is also firmly nonexpansive:

T (W k
r )i =

m∑
j=1

wjPi,j(W k
r )i, (16)

provided
∑m

j=1 wj = 1 for nonnegative weights wj [18]. In our simulations we
simply set w = 1/m. We note further that due to positive definiteness of Ry, the
derivative of the (iteration-invariant) cost function in (11) is α-monotone and
‖ Ry ‖2-Lipschitzian, where α > 0 is any constant satisfying xtRyx ≥ α ‖ x ‖2

for any x ∈ R
n [18]. Thus, by choosing μ ∈ (0, 2α

‖Ry‖2
2
), an update of i-th row of

an estimate (W k
r )i at k-th iteration step is given in view of [18, Corollary 3.6] by:

(W k+1
r )i = T (W k

r )i − 2λk+1μT (W k
r )iRy, (17)

where λk is any sequence satisfying limk→∞ λk = 0,
∑∞

k=1 λk = +∞,
∑∞

k=1 |λk−
λk+1| < +∞. In our simulations we set μ = 5 ∗ 10−6 and λk = 1/k.

Since the initial point for iteration of the HSDM method can be arbitrary, we
set W 1

r = 0 ∈ R
m×n in our simulations. For initialization of the minor subspace

extraction algorithm we follow the recommendation given in [17, p.387] and set
X1

r = Ir,m ∈ R
r×m.

Thus, the recursive method works as follows:
Initialization: set r < m, k = 1, X1

r = Ir,m ∈ R
r×m, W 1

r = 0 ∈ R
m×n;

Iteration steps:

1. Compute Xk+1
r := estimate of r minor components of K at time k + 1 by:

Xk+1
r = Xk

r − β ∗ [Xk
r (Xk

r )tXk
r K ′ − Xk

r K ′(Xk
r )tXk

r ]; (18)

2. Compute T (W k
r )i = (1/m)

∑m
j=1 Pi,j(W k

r )i, where Pi,j projects orthogo-
nally the i-th row of W k

r onto the j-th constraint hyperplane defined by{
x ∈ R

n : xHj = [(Xk
r )tXk

r ]i,j
}
, j = 1, . . . , m, i = 1, . . . , m, where H =

(H1, . . . , Hm), and is of the form:

Pi,j(W k
r )i = (W k

r )i − (W k
r )iHj − [(Xk

r )tXk
r ]i,j

‖ Hj ‖2
Ht

j ,

j = 1, . . . , m, i = 1, . . . , m; (19)

3. Compute W k+1
r := estimate of W r

MV −PURE at time k + 1 by:

(W k+1
r )i = T (W k

r )i − 2λk+1μT (W k
r )iRy, i = 1, . . . , m. (20)

It is seen that the proposed scheme requires no matrix inversion, and that it
inherently enables parallel computation. In particular, the orthogonal projec-
tors Pi,j (19) onto the constraining hyperplanes can be computed with very
little computational effort. Moreover, it is seen that the proposed scheme is spe-
cially suitable for large rank reductions where r  m, as in such a case the
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above algorithm can be implemented using only O(mn) flops at each iteration.
This complexity corresponds to the result obtained for the related reduced rank
Wiener filter in [28].

In particular, algorithm (18) generates at each step an estimate Xk
r such that

(Xk
r )tXk

r converges to ErE
t
r in (11). On the other hand, the hybrid steepest

descent method is guaranteed to converge to a unique minimizer of (10) if the
fixed point set of the firmly nonexpansive mapping T computed in Step 2 is
given by {xi ∈ R

n : xiH = (ErE
t
r)i} for i = 1, . . . , m, where (ErE

t
r)i denotes

the i−th row of ErE
t
r, which will happen (up to steady state error of the subspace

tracking algorithm) after algorithm (18) converges. Taking into account a notable
robustness of the hybrid steepest descent method (see e.g. [19, Section 4.]), future
research will also aim at defining precise conditions of the convergence of the
proposed scheme based on the results provided in [18–20], for a given selection
of the subspace tracking algorithm.

We motivate further the use of the above scheme by demonstrating the fol-
lowing simple numerical simulations, which give an average performance of the
proposed method. In model (1), we consider randomly generated Rx � 0, H
having iid. Gaussian entries of unity variance, and a white noise case Rn = In.
The parameters are set to β = 10−3 in (18), λk = 1/k and μ = 5 ∗ 10−6 in (20).
The size of the model is m = 50, n = 200. The rank constraint was set to r = 10.
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Fig. 1. The proposed scheme generates a converging rapidly estimate of the stochastic
MV-PURE estimator

We note that in the simulations shown in Figure 1 an estimate (20) of the
stochastic MV-PURE estimator converged after approximately 250 iterations.
This indicates in particular that an estimate (18) of r minor components of K
converged in this case in less than 250 iterations.

Finally, we would like to remark that the proposed scheme can be also used
to compute iteratively the (deterministic) MV-PURE estimator introduced in
[12, 13] if no linear constraints have been imposed on the deterministic vector of
parameters. This can be immediately verified using Theorem 3 in [13] and the
discussion of the results of Corollary 1 in [15], by setting Rx = Im in the above
scheme.
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4 Conclusions

As the first step for establishing numerically efficient method of using the stochas-
tic MV-PURE estimator, we have proposed a parallel computational method
for recursive computation of the stochastic MV-PURE estimator applicable to
estimation of wide-sense stationary random processes. The proposed method re-
quires no matrix inversion and only quadratic number of flops in the data size
at each iteration. The future research will be devoted to extend the proposed
scheme to estimation of non-stationary random processes, and establishing con-
vergence properties of the generalized scheme.

Acknowledgement. The authors would like to thank anonymous reviewers for
their constructive comments.
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Abstract. We propose and show a parallel and distributed runtime en-
vironment for multi-agent systems that provides spatial agent migra-
tion ability by employing code morphing. The focus of the application
scenario lies on sensor networks and low-power, resource-aware single
System-On-Chip designs. An agent approach provides stronger auton-
omy than a traditional object or remote-procedure-call based approach.
Agents can decide for themselves which actions are performed, and they
are capable of reacting on the environment and other agents with flex-
ible behaviour. Data processing nodes exchange code rather than data
to transfer information. A part of the state of an agent is preserved
within its own program code, which also implements the agent’s migra-
tion functionality. The practicability of the approach is shown using a
simple distributed Sobel filter as an example.

1 Introduction and Overview

Recently emerging trends in engineering and microsystem applications such as
the development of sensorial materials pose a growing demand for autonomous
networks ofminiaturized smart sensors and actuators embedded in technical struc-
tures [8]. With increasing miniaturization and sensor-actuator density, decen-
tralized network and data processing architectures are preferred or required. We
propose and show a spatial distributed and execution-parallel runtime environ-
ment for multi-agent systems providing migration mobility using a code morph-
ing approach in which computing nodes exchange code rather than data to trans-
fer information, basically similar to work discussed in [2]. The advantage of this
distributed computation model is the computational independence of each node
and the eliminated necessity for nodes to comply with previously defined com-
mon data types and structures as well as message formats. Computing nodes
perform local computations by executing code and cooperate by distributing
modified code to execute a global task. Multi-agent systems providing migration
mobility using code morphing can help to reduce the communication cost in a
distributed system [5]. The distributed programming model of mobile agents has
the advantage of simplification and reduction of synchronization constraints owing
to the autonomy of agents. Traditionally, mobile agents are executed on generic
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computer architectures [6][7], which usually cannot easily be reduced to single-
chip systems as they are required, for example, in sensorial materials with high
sensor node densities. We present a hardware architecture for mesh networks of
data processing nodes, which can be organized, for example, in a two-dimensional
grid topology with each node having connections to its up to four direct neigh-
bours. An example of such a network with dimensions 2 x 2 is illustrated in figure
1. A fault-tolerant message-based communication system SLIP is used to trans-
fer messages (containing code) between nodes using smart delta-distance-vector
routing [4]. The network topology can be irregular or incomplete, depending on
design choices or failures. Smart routing is used to deliver messages on alternative
routes around partially connected or defective areas. For the data processing archi-
tecture used for the execution of code and code morphing, a multi-parallel stack-
based multi-stack, zero-operand FORTH machine was chosen leading to small
programs, low system complexity, and high system performance [9]. The architec-
ture design focuses on low-power and resource-aware single System-On-Chip (SoC)
design on RT level, though both hardware and software implementations were cre-
ated. Though the FORTH programming language is high level, it can be directly
mapped to and executed on the machine level.

Nodes providing a complete runtime
environment including multiple data
processing units (DPU), control- and
administrative blocks, and commu-
nication.

Nodes are organized in a two-dimen-
sional mesh-grid.

DPU: Data Processing Unit, FORTH
          Interpreter

RPC: Remote Procedure Call Interface

SLIP: Simple Local Intranet Protocol

Code: Message containing FORTH
           code

SCHEDULER

Code

DPU

DPU DPU

DPU

RPC

COMMUNICATION SLIP

DICTIONARY

N
O
D
E

Code

NODE

Code

SLIP NODE

Fig. 1. Distributed data processing framework with four nodes

A complete runtime unit consists of a communication system with a smart
routing protocol stack, one or more FORTH processing units with a code morph-
ing engine, resource management, code relocation and dictionary management,
and a scheduler managing program execution and distribution, which are nor-
mally part of an operating system which does not exist here.

2 Implementing Migrating Agents with FORTH Using
Code Morphing

FORTH is an interpreted language whose source code is extremely compact. Fur-
thermore, FORTH is extensible, that is new language constructs can be defined
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on the fly by its users [3]. A FORTH program contains built-in core instructions
directly executed by the FORTH processing unit and user-defined high-level
word and object definitions that are added to and looked up from a dictionary
data structure. This dictionary plays a central role in the implementation of dis-
tributed systems and mobile agents. Words can be added, updated, and removed
(forgotten), controlled by the FORTH program itself (already considered in [3]).
User-defined words are composed of a sequence of words. FORTH maintains two
push-down stacks, providing communication between FORTH words (expressed
with reverse polish notation, RPN). Most instructions interact directly with the
data stack SS, the second stack is known as the return stack RS and is used
to hold return addresses enabling nesting. Literal values are treated as special
words pushing the respective value on the data stack. FORTH provides common
arithmetic data manipulation instructions and high-level control constructs like
loops and branches. A FORTH program can be sent to and executed on any
node in the network. For mobile agents, not only code may migrate from node
to node but also state information of the agent, at least a subset of the process
state has to be transferred with the agent. On the one hand, the process state
of a stack-based FORTH program and execution environment consists of the
data values stored on the data stack (and in an additional random-access data
segment), on the other hand, of the control state defined by the program counter
and the values on the return stack. A program capable of modifying its own code
can store a subset of its process state by modifying code, applied to both data
and control instructions. A program can fork a modified (or unmodified) replica
of itself for execution on a different processing unit (locally parallel or globally
distributed). This feature enables migration of dynamic agents holding locally
processed information and a subset of execution state in their code. The simple
FORTH instruction format is an appropriate starting point for code morphing,
the ability of a program to modify itself or make a modified copy, mostly as a
result of a previously performed computation. Calculation results and a subset
of the processing state can be stored directly in the program code which changes
the program behaviour. The standard FORTH core instruction set was extended
and adapted for the implementation of agent migration in mesh networks with
two-dimensional grid topology. Table 1 gives a summary of the new words pro-
vided for code morphing. These instructions can be used to modify the program
behaviour and enable the preservation of the current program execution state. In
our system, a FORTH program is contained in a contiguous memory fragment,
called a frame. A frame can be transferred to and executed on remote nodes
and processing units. Modification of the program code is always performed in
a shadow frame environment, which can be identical with the execution frame.
This is the default case used for in-place code modification. One or more different
frames can be allocated and used for out-of-place modification, required if the
execution frame is used beyond code morphing. All code morphing instructions
operate on the shadow frame. Both the execution and the shadow frames have
their own code pointer. The STOC command is used to store the data that is part
of an agent’s process state for migration. The TOC and COPYC instructions can be
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used to indirectly save the control state of the agent as they enable reassembly
and modification of code fragments depending on the current data and control
state.

Table 1. FORTH extensions providing program code morphing

Word Description

c! SETC: Sets frame of shadow environment for code morphing. RESET sets
code pointer of shadow frame to the beginning of shadow frame.

>>c COPYC: Switches to morphing state: Transfers code from program frame
between markers m1 and m2 into shadow frame (including markers). Only
marker and STOC commands are interpreted.

>c TOC: Copies next word from program frame into shadow frame.

s>c STOC: Pops n data value(s) from stack and stores values as word literals in
shadow frame.

<m> MARKER: Sets a marker position anywhere in a program frame.

<m>@ GETMARKER: Gets a marker (maps symbolic names to unique numbers).

<m>! SETMARKER: Sets shadow code pointer after marker in shadow frame. Marker
is searched in shadow frame, thus either in-place of execution frame or in
a new created/copied shadow frame (containing already code and marker).
Can be used to edit a partial range of shadow frame code using STOC and
TOC instructions.

Table 2. Some FORTH extensions providing 1. dictionary modification and object
creation, and 2. multi-processing support and frame distribution

Instruction Description

VARIABLE x
ARRAY [n,m] x
VARIABLE* x

Creates a new variable or array and allocates memory. The first
two definitions create public objects and they are added to the
dictionary. The star definitions create private objects.

OBJECT MUTEX x
OBJECT FRAME f

Creates (allocates) a new IPC or frame object. The object is
added to the dictionary. Other supported IPC object types:
SEMA, EVENT, TIMER.

IMPORT VARIABLE x
IMPORT OBJECT x

Imports a variable or object from the dictionary. If not found,
then the program execution terminates (return status 0).

dx dy fork Sends contents of shadow frame for execution to node relative
to actual node. If dx=0 and dy=0, then the shadow frame is
executed locally and concurrently on a different FORTH pro-
cessing unit. The fork instruction returns the frame sequence or
processing unit number.

id join Waits for termination of a forked frame or the reception and
execution of a reply program frame.

status return Finishes execution of a program. If status is zero, no reply is
generated. If status is equal to -1, an empty reply is generated.
Finally, if status is equal 1, the contents of the shadow frame
are sent back to the original sender of the execution frame.
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Table 2 explains several FORTH extensions which can be used for the mod-
ification of the dictionary and for the creation of objects. These instructions
allow mobil agents to create (allocate) and import memory, word, and inter-
process communication (IPC) objects. Finally, FORTH instructions required for
program frame execution and distribution are shown. The contents of a shadow
frame are always sent to and executed on a different or remote processor.

3 Runtime Environment and Data Processing
Architecture

The principal system architecture of one FORTH processing unit (PU) part
of the node runtime environment is shown in figure 2. A FORTH processing unit
executes instructions from a node-shared code segment CS. The code segment is
partitioned into frames. The next instruction to be executed is pointed by a pro-
gram counter PC. A FORTH program containing top-level instructions and word
definitions belongs to one particular frame, thus the code segment can hold vari-
ous programs (and word definitions). The actually executed program is referenced
by a frame pointer FRAME. In addition to the frame to be executed (the execution
frame) there is a shadow frame environment with its own set of program and frame
pointers, PC’’ and FRAME’’. This shadow frame, which is initially identical to the
execution frame, is used for code morphing. Local data manipulation performed
by the program uses a data stack SS and return stack RS, known from traditional
FORTH architectures. Data manipulation with random-access behaviour is pos-
sible and operates on a separate data segment DS shared by all PUs of the same
network node. There is a third stack ES used for exception handling.

SCHEDULER

EXECi {FRAME}

CS

PC   FRAME

         FORTH 
   PROCESSING UNIT

SS

DS

RS

FRAME

FRAMES VMS

FRAME’’

PC’’     FRAME’’

FRAME ES

DATA
STACK

RETURN
STACK

EXCEPTION
STACK

CODE  SEGMENT DATA  SEGMENT

DICTIONARY

LUT

OBJ

         FORTH 
   PROCESSING UNIT

SLIP / RPC Communication 

FORK
NEW

RETURN

TRY
RAISETOR

FROMR

VALUE
PICK

FETCH
STORE

Fig. 2. Runtime architecture consisting of FORTH data processing units, shared
memory and objects, dictionary, scheduler, and communication
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A FORTH processing unit initially waits for a frame to be executed. During
program execution, the FORTH processing unit interacts with the scheduler to
perform program forking, frame propagation, program termination, object cre-
ation (allocation), and object modification. The set of objects consists of the
inter-process communication objects and frames. There are private and public
(node-visible) variables and arrays. All program frames have access to public
variables by looking up references stored in the dictionary. Program word, mem-
ory variable, and object relocation are carried out by using a frame-bounded
lookup table LUT. The scheduler is the bridge between a set of locally par-
allel executing FORTH processing units, and the communication system, a re-
mote procedure call (RPC) interface layered above SLIP. The RPC processing
unit receives messages (packets) from the protocol stack and transforms them
into program frames, finally passed to the scheduler. The scheduler takes a free
FORTH processor from the processor pool (queue) VMS and schedules execution
of the frame. During program execution, the scheduler can be used to send a pro-
gram frame to a different node, passed to the RPC processing unit. All program
processing units share a common dictionary, code, and data segment. There is
a pool of objects OBJ (memory, IPC, frames), managed by the scheduler and a
garbage collector.

3.1 From High-Level Modelling to a Hard- and Software
Implementation of a Node

The runtime environment is modelled on behavioural level using a high-
level multi-process programming language with atomic-guarded actions and
interprocess-communication (communicating sequential processes)[1]. Mostly,
processes communicate with each other by using queues, for example, the
FORTH processor or the RPC and SLIP implementation processes. The archi-
tecture and implementation model can be matched to different word and data
sizes, sizes of code and data segments, and the number of FORTH processors.
The communication system is also scalable and adaptable to different environ-
ments. Because the implementation of the FORTH runtime system is static, a
pool of objects (memory, IPC, frames) is created, and during runtime those ob-
jects are allocated from and returned to the pool. The entire design is partitioned
into 43 concurrently executed processes, communicating by using 24 queues, 13
mutex, 8 semaphores, 52 RAM blocks, 59 shared registers, and 11 timers. All ar-
chitecture parts of the node, including communication, FORTH processing units,
scheduler, dictionary and relocation support, are mapped entirely to hardware
multi-RT level and a single SoC design using the ConPro compiler [1]. The re-
source demand depends on the choice of design parameters and is between 1M -
3M equivalent gates (in terms of FPGA architectures). The same multi-process
programming model and source code used for the synthesis of the hardware im-
plementation can also be compiled into software with the ConPro compiler.
The software model has the same function as the hardware model. A special
FORTH compiler transforms source code into machine instructions.
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4 Distributed Sobel Filter: An Example

This section gives an example of how the described runtime environment can be
used. We proof the approach with a FORTH implementation of a distributed
Sobel operator. Originally applied in image processing and computer vision, this
edge detection filter can also be of use for crack detection in the aforementioned
application scenario of sensorial materials. It is assumed that each network node
can read data from one local sensor, that is, an accumulated central view of the
structural state does not exist. A Sobel kernel S is used for a neighbourhood
operation on the original image composed of sensor data, for example, a 4x4
matrix A, and each matrix entry represents a node in the sensor network. There
are two different operators S, each for a different direction sensitivity (x/y),
shown in Eq. 1. The output image G results from a convolution operation. The
FORTH program implementing an agent moving and migrating through the area
of interest is shown in Fig. 3. Initially, a master agent is sent to the upper left
corner node, sampling data and performing a partial image convolution. Each
node calculation carries out sum terms of gi,j elements containing only the local
sensor data ax,y, updating gi,j with pseudo-code shown in Eq. 2 (assuming array
index numbers within range 1...N).

Sx =

⎡⎣ 1 0 −1
2 0 −2
1 0 −1

⎤⎦ , Sy =

⎡⎣ 1 2 1
0 0 0
−1 −2 −1

⎤⎦ , Gx = Sx •A,
Gy = Sy •A. (1)

∀(i, j) ∈ {x− 1, x, x+ 1} × {y − 1, y, y + 1} DO
gi,j ← gi,j + s2−i+x,2−j+y · ax,y

(2)

The results are stored in the agent program code using code morphing and finally
the agent travels to the next node, and so forth. If the last node has been visited,
then the agent is sent to the first initial node and initiates a reply to be sent to the
original node requesting the filtered image data. The FORTH program consists
of five words (private, indicated by the star after the definition command). In
lines 9 to 15, arrays a and g are defined, either private or public depending on
the location of the agent. Public arrays are required for the processing of the
final result and creation of a reply agent performed by the master agent at the
origin node (1,1). In line 16, the Sobel s matrix is defined and initialized with
(constant) values (line 17). The >>[] operator copies values taken from the
stack to the respective array. The main word execution sequence is defined in
lines 113-116. First, a new data value is sampled from the node s AD converter
by calling the word sample. The value is saved in the image array a and variable
data. The [a] operator calculates the memory address required for the matrix
access. After data sampling, the Sobel computation is performed by calling the
word sobel. Two nested loops (lines 25 to 37) compute sum terms of elements
of array g containing only the actual sampled image value a[x,y]. The x and y
positions are stored in their respective variables. The migrate code distinguishes
different cases regarding the agent’s current location. When code morphing is
performed, the modified program frame is dispatched to the next node. Once all
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nodes have been visited, the agent sends back a reply agent to the requesting
node. This transmits the final result of the distributed computation (line 94).
The program is compiled to a machine program consisting of 599 words. The final
reply code requires only 103 words. The size of the program code (determining
the communication cost) of the migrating agent performing the computations
can be reduced by using a two-level agent system. The arrays a, g, and s, and the
definitions for the words sample, sobel, and update, which remain untouched
by code morphing the entire time, are distributed and permanently stored using
a distribution agent before the computation agent is started.

VARIABLE* x
VARIABLE* y
VARIABLE* dir
VARIABLE* data      4 CONSTANT N
<x> 1 x !
<y> 1 y !
<dir> 1 dir !
IMPORT WORD getdata
x @ 1 = y @ 1 = and if
  ARRAY [N,N] a  ( original sensor data  )
  ARRAY [N,N] g  ( convoluted data       )
else
  ARRAY* [N,N] a  ( original sensor data  )
  ARRAY* [N,N] g  ( convoluted data       )
then
ARRAY* [3,3] s    ( sobel operator        )
1 0 -1 -2 0 -2 1 0 -1   s >>[]
( a11,a12,a13,a14,a21,...,a44 )
<matrix_start>
  <matrix_a>  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0   a >>[]
  <matrix_g>  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0   g >>[]
<matrix_end>

:* sobel             ( note: lowest array index is 0 )
  x @ x @ 2 - do     ( pos. x-1..x+1 => array x-2..x )
    I a!             ( save index i in register a    )
    y @ y @ 2 - do   ( pos. y-1..y+1 => array y-2..y )
      I b!           ( save index j in register b    )
      a@ 0 >= b@ 0 >= and a@ < N and b@ < N and if
        a@ b@ [g] @       ( fetch g[i,j]    )
        1 a@ - x @ +      ( 2-i+x  => 1-i+x )
        1 b@ - y @ +      ( 2-j+y  => 1-j+y )
        [s] @ data @ *    ( s[i’,j’]*a[x,y] )
        + a@ b@ [g] !     ( store g[i,j]    )
      then 
    loop
  loop
;
:* sample
  getdata  dup
  x @ 1 - y @ 1 - [a] !
  data ! ( save sampled data for local computation )
;
:* update
  ( 
    transfer data of array to stack and then
    convert values to word literals in program code
  )
  N 1- 0 do
    I a!
    N 1- 0 do
      I b!
      a@ b@ [g] @
    loop    
  loop
  <matrix_g>! N N * s>c 
  N 1- 0 do
    I a!
    N 1- 0 do
      I b!
      a@ b@ [a] @
    loop    
  loop
  <matrix_a>! N N * s>c 
;

:* reply
  RESET c! 
  <reply_header_start>@ <reply_header_end>@ >>c
  <matrix_start>@ <matrix_end>@ >>c
  <reply_start>@ <reply_end>@ >>c
;
:* migrate
  (
    migrate to next node depending on {x,y,dir} settings
  )
  dir @ 1 = if
    x @ 4 = if 
      y @ 1 + <y>! 1 s>c    ( update y counter              )
      <dir>! -1 1 s>c       ( revert propagation direction  )
      0 1 fork
    else
      x @ 1 + <x>! 1 s>c    ( update x counter, goto right  )
      1 0 fork
    then  
  else
    x @ 1 = y @ N <> and if 
      y @ 1 + <y>! 1 s>c    ( update y counter              )
      <dir>! 1 1 s>c        ( revert propagation direction  )
      0 1 fork
    else
      y @ N = if
        ( create reply and go back to origin )
        reply 
        0 -4 fork
      else
        x @ 1 - <x>! 1 s>c  ( update x counter, goto left  )
        -1 0 fork
      then
    then  
  then
    x @ 1 = y @ 1 = and if
    ( master agent, wait for reply )
    OBJECT EVENT sobel_await  
    sobel_await #await
    ( propagate reply to original sender of agent )
    update reply
    forget a forget g       ( cleanup dictionary          )
    1 return
  else
    0 return
  then
;
sample
sobel
update
migrate

( not reached )
<reply_header_start>
    IMPORT ARRAY [N,N] a
    IMPORT ARRAY [N,N] g
    IMPORT OBJECT sobel_await
<reply_header_end>
<reply_start>
    sobel_await #wakeup
    0 return
<reply_end>
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Fig. 3. FORTH implementation of the Sobel filter agent. Note: only the x-sensitive
Sobel operator is shown here.

5 Summary, Conclusion, and Outlook

This paper introduced a hardware architecture and runtime environment specif-
ically designed towards the implementation of mobile agents by using dynamic
code morphing under the constraints of low-power consumption and high com-
ponent miniaturization. It uses a modified and extended version of FORTH
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as the programming language for agent programs. The runtime environment is
modelled on the behavioural level using a multi-process-oriented programming
language and can be embedded in a single-SoC hardware design. A functional
equivalent piece of software can be synthesized and executed on a generic desk-
top computer. To show the viability of the presented distributed and parallel
computing approach, a filtering algorithm was borrowed from the field of image
processing and applied in the application scenario of sensorial materials. In the
given example, multiple mobile agents move through a network of sensor nodes,
jointly executing a spatially distributed data processing task. Calculation re-
sults and a subset of the agent’s execution state are preserved within the agent’s
program code during migration to different network nodes. The size of the mi-
grating code can be significantly reduced in size by decoupling functions that
remain unaffected by code morphing during operation from the migrating agent
program and distributing them in the data processing network beforehand. Syn-
chronous inter-agent communication can be carried out by using reply agents
sent back to a parent agent waiting for the reception and execution of the reply.
Future work will be the development and practical evaluation of sophisticated
distributed load and defect detection algorithms on this architecture for use in
sensorial materials.

References

1. Bosse, S.: Hardware-Software-Co-Design of Parallel and Distributed Systems Us-
ing a unique Behavioural Programming and Multi-Process Model with High-Level
Synthesis. In: Proceedings of the SPIE Microtechnologies 2011 Conference, Prague,
Session EMT 102 VLSI Circuits and Systems, April 18-20 (2011)

2. Iftode, L., Borcea, C., Kang, P.: Cooperative Computing in Sensor Networks. In:
Ilyas, M. (ed.) Handbook of Sensor Networks: Compact Wireless and Wired Sensing
Systems. CRC Press, Boca Raton (2004)

3. Rather, E.D., Colburn, D.R., Moore, C.H.: The evolution of Forth. In: Proceedings
SIGPLAN Not., vol. 28(3) (March 1993)

4. Bosse, S., Lehmhus, D.: Smart Communication in a Wired Sensor- and Actuator-
Network of a Modular Robot Actuator System using a Hop-Protocol with Delta-
Routin. In: Proceedings of Smart Systems Integration Conference, Como, Italy,
March 23-24 (2010)

5. Kent, A., Williams, J.G. (eds.): Mobile Agents. Encyclopedia for Computer Science
and Technology. M.Dekker Inc., New York (1998)

6. Peine, H., Stolpmann, T.: The Architecture of the Ara Platform for Mobile Agent.
In: Rothermel, K., Popescu-Zeletin, R. (eds.) MA 1997. LNCS, vol. 1219, pp. 50–61.
Springer, Heidelberg (1997)

7. Wang, A.I., Soerensen, C.F., Indal, E.: A Mobile Agent Architecture for Heteroge-
neous Devices. Wireless and Optical Communications (2003)

8. Pantke, F., Bosse, S., Lehmhus, D., Lawo, M.: An Artificial Intelligence Approach
Towards Sensorial Materials. In: Future Computing Conference (2011)

9. Koopmann, P.: Stack Computers: the new wave (1989)



Multi-agent System for Parallel Road Network

Hierarchization

�Lukasz Chom ↪atek and Aneta Poniszewska-Marańda
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Abstract. The paper describes the proposal of solving the path finding
problem with the use of multi-agent system. Efficient vehicle routing is
a very significant task nowadays, as the number of vehicles on the roads
is growing rapidly. The idea of multi-agent system includes cooperation
between autonomous software agents to complete a certain task.

1 Introduction

Nowadays, the increasing number of vehicles on the roads provoke more and more
road problems - road accidents, traffic jams. From other side, the road network
is more and more complex and complicated and it is more and more difficult to
find sometime the right way in the tangle of motorways. Such situation caused
the increase of popularity of GPS devices that the drivers can install in their
cars. Internet sites, where it is possible to compute efficient route from one point
to another are also popular, because they are not only maps but also can fulfill
some needs of the user. The user’s needs can be divided into some groups:

– saving of time - user of the system only needs to know the destination address
and in some cases he needs to enter the start point as well because the path
is computed automatically by the system,

– finding some information - system can show the way to the nearest restau-
rant, gas station or shop,

– informing about the situation on the road, e.g. traffic jams, speed cameras,
road works, accidents.

Both mentioned websites and GPS devices have to execute large numbers of
queries about the route between points on the map. The website is a service
dedicated for the large number of users and GPS device has to reflect dynamically
changing road conditions (i.e. driver was supposed to turn left on the crossroads
but went straight and now the system must compute a detour). Large number
of queries can only be handled when either users’ requests can be processed in
a longer time or by use of very efficient path finding algorithms.

Finding optimal route can be solved either by deterministic [1,2] or stochastic
[9] methods. The most efficient algorithms for solving Single Source Shortest
Path (SSSP) are hierarchical approaches [1]. They are usually based on the
fact that some road segments can be marked as having higher importance than
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others. What is more, road network can be preprocessed by removing some nodes
and introduce some shortcuts instead (i.e. there is only one connection from one
node to another, so all nodes between them can be substituted by a direct link
for this nodes).

The paper describes the proposition of solving the path finding problem with
the use of multi-agent system. The idea of multi-agent system includes coop-
eration between autonomous software agents to complete a certain task. For
solution of SSSP problem based on road network hierarchy, the agents can be
divided into some groups: graph constructing agents, agents interacting with the
system user and miscellaneous agents. The second significant term in the domain
of multi-agent systems is the environment, in which the agents are located. In
the case of road traffic it is very well defined and contains hardly any subjective
factors. It includes vehicles, roads, road signs, signals and some important places
which are usually named points of interest (POI). Road environment is dynamic,
due to the fact that hardly any part of it remains unchanged for a long time.

2 Approaches of Hierarchical Single Source Shortest Path

Typical algorithms designed for solving SSSP problems do not use any pre-
processing of the graph. Preprocessing phase can take a long time, so that
such algorithms can be easily applied, when there is a little number of queries
about the shortest path. Most popular SSSP solving algorithms are Dijkstra’s
algorithm, Bellman-Ford algorithm and A* algorithm.

Hierarchical algorithms include some kind of preprocessing of the graph in
order to shorten the time required to process a single query. It is notably impor-
tant when number of queries is very high and sometime can be expended before
deployment of the system. The algorithm of Hierarchical Path Views proposed
in the literature [4,5] was based on the following ideas:

– base road network was split into some fragments - places of split were chosen
by its geographical coordinates,

– connections which are outside generated fragments belong to higher hierar-
chy level,

– division and level transfer is an iterative process.

The result of such a division are the matrices containing the shortest path lengths
for each segment and each level. After the division phase, to perform a query,
A* algorithm was used. In [4] the concept of “reach” value for each vertex was
introduced. It was calculated as a number of long distance paths between some
points including this vertex. When a query is sent to the system, vertices with
low “reach” value are not considered.

Base for other branch of hierarchical algorithms for solving SSSP problem was
Highway Hierarchies algorithm proposed in [1,2]. Dijkstra’s algorithm is used in
the preprocessing phase to calculate the neighborhood for each vertex. Next,
the vertices that fulfill some criteria are moved to the higher hierarchy level.
When this phase is done, the higher hierarchy level is preprocessed that allows
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to generate shortcuts between certain vertices. Number of hierarchy levels and
size of the neighborhood are parameters of the algorithm. Proper choose of them
influences on the amount of time needed to process a single query. To improve
performance of the queries, the use of A* algorithm instead of Dijkstra’s search
is proposed.

Some parts of construction phase of Highway Hierarchies algorithm can be
performed concurrently. We decided to try performing division of road network
graph, so that Highway Hierarchies algorithm can be performed on a single part
of this graph. After completion of the algorithm on each part, all subgraphs
should be merged to obtain a final Highway Hierarchies graph. Obviously, pro-
cessing of all subgraphs is believed to be faster than processing of whole graph.

3 Architecture of Proposed Multi-agent System

The standards of architecture for multi-agent systems were described by FIPA
organization [7]. Due to this specification, multi-agent system consists of some
number of Agent Platforms that were as a parts of the system and they can be
used to host the agents. Each Agent Platform consists of three parts to handle
the management of agents:

– Message Transport System (MTS) that is supposed to be used by the agents
for communication,

– Agent Management System (AMS) that represents catalog of existing agents,
– Directory Facilitator (DF) that stores the information about the services

provided by the agents.

The analysis of modern programming techniques shows that some practices can
be applied in newly designed multi-agents systems:

– use Service Oriented Architecture (SOA) to simplify and improve the possi-
bilities of agent communication,

– make Directory Facilitator the mandatory part of multi-agent system,
– try to apply the enterprise design patterns such as dependency injection to

coordinate the communication of agents on a single machine,
– simplify the architecture using the Windows Communication Foundation

(WCF) [6,7].

The introduction of web services allowed the developers to connect the applica-
tions based on different software and hardware platforms, for example Java and
.NET Framework. The Web Services use a specific protocol to expose a schema of
transferred data and allow the clients to make the synchronous calls of exposed
methods [3].

The service oriented architecture is used in the process of creation of the multi-
agent systems. It gives the system more elastic and moreover the interaction
between the agents is simpler and its safety is on the upper level. Figure 1
presents the skeleton of proposed architecture of the multi-agent system based
on service oriented architecture. An agent uses the service directories: Directory
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Fig. 1. System components from the agent’s point of view

Facilitator and Agent Management System, he makes accessible certain services
and he profits by the services offered by other agents [3].

Important thing in such a system is the applicated communication model,
as agents need to get information about other agents from DF component.
What is more, agents need to have the possibility to communicate asynchronously.
Asynchronous communication is important, because calculations on the road
graph are distributed between many agents.

In general, all agents exposes at least on service, and all of the services offered
by the agent are registered in Directory Facilitator component. In most cases,
general communication model (Fig. 2), based on [6] is used for the communica-
tion. In this way agent B exposes a service X, and agent A wants to communicate
with the agent that exposes X. Note, that agent A does not know, that agent
B offers such a service. At first, agent B registers the service X in the Directory
Facilitator component, denoted as F. Then, agent A asks the DF about agents
that offers the service X and receives the reply. Now agent A knows agent B, so
that they can communicate. In this model, to make the communication possible,
three auxiliary actions are needed, but agent A can hold information about agent
B for further communication. This model can be applied both for synchronous
and asynchronous communication, as we do not specify, whether agent A needs
to wait for the tell(X).

4 Multi-agent System for Distributed Highway
Hierarchies Algorithm

Application of multi-agent system for building Highway Hierarchies graph was
proposed in [8]. Two main assumptions were made for proposed application of
multi-agent system for building Highway Hierarchies graph:

– system must be able to take into account the user’s preferences (i.e. route
should be the shortest, traveling time should be lowest) and environmental
conditions (i.e. weather, time of a day),

– computations should be done concurrently, where it is possible to be done.
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Fig. 2. General Communication Model

To complete the first of these assumptions, weights of the road segments must
be assigned using different criteria, such as length, average traveling time, speed
limits, etc. It was decided to introduce some number of reactive agents that
collect the data from different road segments. This type of agents can work in
two different ways, depending on the data structure which is used to store the
road network technology. The first way is associated with the nodes as it is easy
to get information about edges connected to the node. Second way is related to
edges. If list of edges in the graph is directly provided, it can be divided into
some parts and each part can be analyzed by a single agent.

In our system both graph nodes and edges are kept in the separate lists.
However references are duplicated and it simplifies the way of access to the
needed data and allows the simple and complex weight assignment rules.

Regardless of the chosen solution, this process can be performed in parallel,
what means sharing work for several agents. Depending on the selection criteria
by which individual weights are calculated, work on each road section may per-
form one or more agents (each can calculate the weight using different method).
If the weight of the segment is calculated on the basis of several criteria, use of
a coordinating agent for the weights assignment process can be considered. The
coordinating agent can calculate weight in accordance with certain rules (e.g.
use the weighted average of values calculated by agents). Coordinating agent
may have some adaptive abilities, depending on application of the system [8].

Concurrent computation can be also applied in the other parts of Highway
Hierarchies graphs creation process. Obviously, calculation of neighborhood N l

H

for each vertex is independent of each other. The only nuisance is that for each
vertex, different queue of vertices intended to be visited must be kept. Any
number of agents can be used to calculate such a neighborhood. Depending on
the developer choice, these agents cooperate directly with agents responsible for
assigning weights to graph edges or with the coordinating agent.

The responses to user’s queries for the system should take into account his
preferences regarding the itinerary and the current conditions on the road. It
might be necessary to create several Highway Hierarchies graphs, which will
be used to obtain a system response depending on certain factors. Different
graphs can be prepared for example for the city center during peak hours and at
night. To implement this assumption, the introduction of a special type of agent
can be considered. Such an agent will redirect the user query to the appropriate
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Highway Hierarchies graph. Relay agent may assist in work of coordinating agent
by suggesting the criteria by which the weight of the edge should be calculated
[8]. Proposed architecture of multi-agent system is shown on figure 3.

One of the simplest agents are Weight Assignment Agents. Their task is to
calculate proper weight for the road segment, that they are responsible for. As
it was mentioned, weights can be based on different criteria. In our tests, these
were the length of the road segment, speed limit on the segment and average
traveling time. As Weight Assignment Agents perform their calculations when
they are asked by Weight Assignment Coordinator Agent, they are supposed to
be understood as reactive agents. There can be many agents of this type in the
system. Responsibility of each agent is specified, when the map is loaded into
the system. In our case, simple division of the road network is made: as number
of road segments is known from the map, each Weight Assignment Agent takes
the same number of segments.

Weight Assignment Coordinator Agent is a single agent that is supposed to
handle User’s criteria. User can specify, whether he want to arrive as fast as
possible to the destination or don’t want to drive on roads with low speed
limit. All of the preferences influence the final hierarchical division of the road
network. Weight Assignment Coordinator collects weights from Weight Assign-
ment Agents and builds a final weight according to User’s preferences. After
that, weight are sent to the Neighborhood Calculator Agents. This agent is the
proactive agent. When it receives request from the Preferences Handler Agent,
it collects data from Weight Assignment Agents and provides data for Neigh-
borhood Calculator Agent. Agent is autonomous, as the method of combining
weights is not specified by rules provided by other agent.

Preferences Handler Agent is another reactive agent. When User changes his
constraints about route, the agent send the data to Weight Assignment Coordi-
nator. We decided to put one Preferences Handler into the system, as its work is
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limited to send some data to other agent from time to time. When some number
of Users work with the system, this agent can hold preferences of all of them.

Another agent which interacts with the user, is the Query Processor Agent. Its
task is to collect data from User and show him a path between specified points.
It interacts with Tree Builder Agent, from which it collects data to process the
query. However it seems that this agent is reactive, as it only processes some
queries, it can be also considered as a proactive agent, because the algorithm
used for finding the path is owned by this agent. It means that Query Processor
Agent decides which algorithm to choose and what data to get from Tree Builder.

To perform the initial phase of the Highway Hierarchies algorithm, two addi-
tional types of agents are needed. The first one is Neighborhood Calculator Agent.
This agent receives data either from Weight Assignment Agents, when only sin-
gle criterion is considered, or from Weight Assignment Coordinator Agent, when
weight of the road segment is calculated using different criteria. This is a so-
cial agent, as it decides with what agents to cooperate and has an autonomy
to choose the method of finding the neighborhood. As this work must be per-
formed for each node in the road graph, many agents of this type can appear
in the system. Finally, Tree Builder agent is needed to merge data provided by
Neighborhood Calculator Agents. However one Tree Builder Agent is sufficient
for the correct results of the basic hierarchical algorithm, in some cases more
Tree Builder Agents should be used. This will be discussed later. Tree Builders
are proactive agents as they have an autonomy to choose proper Neighborhood
Calculator agents, which they want to communicate with, as well as the method
of building Highway Hierarchies graph. Communication between agents in the
system is realized using one of the models mentioned in the previous section. Pro-
posed weights for the Weight Assignment Coordinator are sent using a simplified
model, as this agent does not need to know, what agents are actually responsible
for each weight. Communication between Neighborhood Calculators and Weight
Assignment Coordinator is more complex. In this case, when many agents are
supposed to calculate the neighborhoods, general model performs better. This is
caused by the fact that there will be many acts of communication between this
agents as new query should be made for each node. The same situation happens
when weights are send directly from Weight Assignment Agents. Communica-
tion between Tree Builder and Neighborhood Calculators uses simplified model.
This model was chosen, as communication act between Tree Builder and Neigh-
borhood Calculators is made only once for each node. Communication between
Query Processor and Tree Builder is made using general model. User interacts
directly with Query Processor Agent and Preferences Handler. Preferences data
are sent to Weight Assignment Coordinator Agent by general communication
model. This model is also used to process User’s queries in the system.

The tests revealed that for diverse criteria the calculated hierarchies differ very
much. The results obtained for three proposed criteria: speed limits, traveling
time and road length, shown that these hierarchies graphs have at each level
only a few common edges with other hierarchies graphs. Moreover, expected
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Fig. 4. Example of Hierarchical Division for neighborhood of Technical University of
Lodz HH(3,5)

Fig. 5. HH algorithm performed for a subgraph HH(3,5)

convergence between dominating user’s preference and number of common edges
with the hierarchies graph for this criterion was observed.

Algorithm described above was implemented using C# 4.0 language in Win-
dows environment. Tests were run on different maps both for single and split
road network graph. In general, road segments on the top hierarchy levels in the
full graph are on high hierarchy level in a part of the graph too, overall number
on the highest hierarchy level is smaller for the subgraphs. It is caused by the
fact that when the number of edges is smaller, promotion to the higher hierarchy
level is harder. The tests performed for both maps shown that the time needed
to execute the calculations depends in slight degree on the number of edges in
the subgraph.

In general, road segments on the top hierarchy levels in the full graph are on
high hierarchy level in a part of the graph too, overall number on the highest
hierarchy level is smaller for the subgraphs. It is caused by the fact that when
the number of edges is smaller, promotion to the higher hierarchy level is harder.

The tests performed for both maps shown that the time needed to execute the
calculations depends in slight degree on the number of edges in the subgraph. In
case of real road map, both subgraphs contain after a division the exact number
of vertices. However, the first part contains significantly more edges. The time
needed to compute the hierarchy levels for both parts were almost identical.
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The second graph was an artificial road mesh, where after a division the number
of edges was the same in the both parts. Performed tests shown that the time
of computing for both subgraphs was also the same in this case.

In the next step, Highway Hierarchies was run for the subgraphs with identical
parameters. Obtained results for subgraphs show that when a division is made,
number of edges on each level differs from number of these edges when the whole
graph is taken into account in Highway Hierarchies. For real road network, such
a difference was up to 70%. It was caused by the fact that large number of edges
was included in the first subgraph. This difference for the artificial road network
was smaller then in the real network.

5 Conclusions

Performing the hierarchical division of road network on the split of the road
graph can improve the construction phase processing time due to the lower
computational complexity. Number of edges on certain levels in subgraphs can
differ very much from these from division of whole graph. Adjusting hierarchical
algorithm parameters can improve results of divisions of subgraphs. Multi-agent
system can be utilized to solve this problem, what allows to compute most parts
of the algorithm in parallel. Architecture of presented system is extensible. There
is a possibility to implement new agents for different graph split methods.
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3. Chomatek, L., Poniszewska-Marańda, A.: Modern Approach for Building of Multi-
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Abstract. The problem of the manipulator hybrid position/force con-
trol is not trivial because the manipulator is a nonlinear object, whose
parameters may be unknown, variable and the working conditions are
changeable. The neural control system enables the manipulator to be-
have correctly, even if the mathematical model of the control object is
unknown. In this paper, the hybrid position/force controller with a neu-
ral compensation of nonlinearities for the SCORBOT-ER 4pc robotic
manipulator is presented. The presented control law and adaptive law
guarantee practical stability of the closed-loop system in the sense of
Lyapunov. The results of a numerical simulation are presented.

Keywords: Neural Networks, Robotic Manipulator, Tracking Control,
Force Control.

1 Introduction

Robotic manipulators are devices which find different applications in many do-
mains of the economy. The requirements in relation to precision of motion and
autonomy of manipulators are increasing as well as the tasks performed by them
are more and more complex. In contemporary industrial applications it is desired
for the manipulator to exert specified forces and move along a prescribed path.
Manipulators are objects with nonlinear and uncertain dynamics, with unknown
and variable parameters (masses, mass moments of inertia, friction coefficients),
which operate in changeable conditions. Control of such complex systems is very
problematic. The control system has to generate such control signals that will
guarantee the execution of movement along a path with a suitable force and
with desired precision in spite of the changeable operating conditions.

In the control systems of industrial manipulators, the computed torque me-
thod [1,2] for non-linearity compensation is used. However, these approaches
require precise knowledge about the mathematical model (the structure of mo-
tion equations with coefficients) of the control object. Moreover, in such an
approach, parameters in the compensator have nominal values so the control
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system acts without taking into account the changeable operating conditions. In
the literature exists many variation of algorithms, in which parameters of the
mathematical model of manipulator are adapted [1,2]. However these approaches
do not eliminate the problem with structural uncertainty of the model.

In connection with the present difficulties, neural control techniques were de-
veloped [3,4,5,6]. In these methods the mathematical model is unnecessary. These
techniques are used in hybrid position/force controller. In works [7,8] such con-
trollers have been presented. But in the first of the works only force normal to the
contact surface is taking into account, and in the second work some assumption
is hard to satisfy in practical applications, namely some stiffness matrix which
characterizes features of environment and allows to calculate contact forces, must
be known.

In previous author’s paper only position controllers have been considered. In
present paper hybrid position/force neural controller is shown. This approach
takes into account all forces/moments which acts on the end-effector. These
forces/moments are measured by sensor located in the end-effector.

2 Description of the SCORBOT-ER 4pc Robotic
Manipulator

The SCORBOT-ER 4pc robotic manipulator is presented in Fig. 1. It is driven
by direct-current motors with gears and optical encoders. The manipulator has 5
rotational kinematic pairs: the arm of the manipulator has 3 degrees of freedom
whereas the gripper has 2 degrees.
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Fig. 1. a) SCORBOT-ER 4pc robotic manipulator, b) scheme

The transformation from joint space to Cartesian space is given by the fol-
lowing equation

y = k(q) , (1)
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where q ∈ Rn is a vector of generalized coordinates (angles of rotation of links),
k(q) is a kinematics function, y ∈ Rm is a vector of a position/orientation of the
end-effector (point D). Dynamical equations of motion of the analysed model
are in the following form [7], [9]:

M(q)q̈ + C(q, q̇)q̇ + F (q̇) +G(q) + τd(t) = u+ JT
h (q)λ+ τF , (2)

where M(q) ∈ Rnxn is an inertia matrix, C(q, q̇) ∈ Rn is a vector of centrifugal
and Coriolis forces/moments, F (q̇) ∈ Rn is a friction vector, G(q) ∈ Rn is
a gravity vector, τd(t) ∈ Rn is a vector of disturbances bounded by ||τd|| < b,
b > 0, u ∈ Rn is a control input vector, Jh(q) ∈ Rm1xn is a Jacobian matrix
associated with the contact surface geometry, λ ∈ Rm1 is a vector of constraining
forces exerted normally on the contact surface (Lagrange multiplier), τF ∈ Rn is
a vector of forces/moments in joints, which come from forces/moments FE ∈ Rm

applied to the end-effector (except the constraining forces). The vector τF is
given by

τF = JbT (q)FE , (3)

where Jb(q) ∈ Rmxn is a geometric Jacobian in body [2]. The Jacobian matrix
Jh(q) can be calculated in the following way

Jh(q) =
∂h(q)

∂q
, (4)

where h(q) = 0 is an equation of the holonomic constraint, which describes
the contact surface. This equation reduces the number of degrees of freedom to
n1 = n−m1, so the analysed system can be described by the reduced position
variable θ1 ∈ Rn1 [7]. The remainder of variables depend on θ1 in the following
way

θ2 = γ(θ1) , (5)

where θ2 ∈ Rm1 , and γ arise from the holonomic constraint. The vector of
generalized coordinates may be written as q = [θT1 θ

T
2 ]T . Let define the extended

Jacobian [7]

L(θ1) =

[
In1
∂γ
∂θ1

]
, (6)

where In1 ∈ Rn1xn1 is an identity matrix. This allows to write the relations:

q̇ = L(θ1)θ̇1 , (7)

q̈ = L(θ1)θ̈1 + L̇(θ1)θ̇1 , (8)

and write a reduced order dynamics in terms of θ1, as:

M(θ1)L(θ1)θ̈1+V1(θ1, θ̇1)θ̇1+F (θ̇1)+G(θ1)+τd(t) = u+JT
h (θ1)λ+JbT (θ1)FE ,

(9)
where V1(θ1, θ̇1) = M(θ1)L̇(θ1) + C(θ1, θ̇1)L(θ1). Pre-multiplying eq. (9) by
LT (θ1) and taking into account that Jh(θ1)L(θ1) = 0, the reduced order dyna-
mics is given by:

Mθ̈1 + V 1θ̇1 + F +G+ τd = LTu , (10)

where M = LTML, V 1 = LTV1, F = LTF , G = LTG, τd = LT
[
τd − JbTFE

]
.
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3 Neural Network Hybrid Control

The aim of a hybrid position/force control is to follow a desired trajectory of
motion θ1d ∈ Rn1 , and exert desired contact force λd ∈ Rm1 normally to the
surface. By defining a motion error eθ, a filtered motion error s, a force error λ̃
and an auxiliary signal υ1 as:

eθ = θ1d − θ1 , (11)

s = ėθ + Λeθ , (12)

λ̃ = λd − λ , (13)

υ1 = θ̇1d + Λeθ , (14)

where Λ is a positive diagonal design matrix, the dynamic equation (10) may be
written in terms of the filtered motion error as

Mṡ = −V 1s+ LT f(x) + LT
[
τd − JbTFE

]
− LTu , (15)

with a nonlinear function

f(x) = MLυ̇1 + V1υ1 + F +G , (16)

where x =
[
eTθ ėTθ θT1dv θ̇

T
1d θ̈

T
1d

]T
. The mathematical structure of hybrid posi-

tion/force controller has a form of [7]

u = f̂(x) +KDLs− JT
h

[
λd +KF λ̃

]
− ν , (17)

where KD and KF are positive definite matrixes of position and force gain,
ν is a robustifying term, f̂(x) approximates the function (16). This function
may be approximated by the neural network. In this work a typical feedforward
neural network (Fig. 2b) with one hidden layer is assumed. The hidden layer
with sigmoidal neurons, is connected with an input layer by weights collected
in a matrix D, and with an output layer by weights collected in a matrix W .
The input weights are randomly chosen and constant, but the output weights
initially are equal zero, and will be tuned during adaptation process. Such neural
network is linear in the weights, and has the following description [3,4]:

f(x) = WTϕ(x) + ε , (18)

with output from hidden layer ϕ(x) = S(DTx), where x is an input vector,
S(.) is a vector of neuron activation functions, ε is an estimation error bounded
by ||ε|| < εN , εN = const > 0. The matrix W is unknown, so an estimation
Ŵ is used, and a mathematical description of a real neural network, which
approximates function f(x) is given by

f̂(x) = ŴTϕ(x) . (19)
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Fig. 2. a) scheme of closed-loop system, b) neural network

Substituting equations (18), (18) and (19) into (15), we obtained a description
of the closed-loop system (Fig. 2a) in terms of the filtered motion error

Mṡ = −LTKDLs− V 1s+ LT W̃Tϕ(x) + LT
[
τd + ε− JbTFE + ν

]
, (20)

where W̃ = W − Ŵ is an error of weight estimation.
In order to derive an adaptation law of the weights and the robustifying

term ν, the Lyapunov stability theory is applied. Define a Lyapunov function
candidate, which is a quadratic form of the filtered motion error and the weight
estimation error [4]

V = 1/2sTMs+ 1/2tr
(
W̃TΓ−1

W W̃
)
, (21)

where ΓW is a diagonal design matrix, tr(.) denotes trace of matrix. The time
derivative of the function V along the solutions to (20) is

V̇ = −sTLTKDLs+ tr
[
W̃T

(
ϕ(x)sTLT + Γ−1

W
˙̃W
)]

+

+sTLT
[
τd + ε− JbTFE + ν

]
,

(22)

where a skew symmetric matrix property of Ṁ − 2V 1 was used. Defining an
adaptive law of the weight estimation as [7]

˙̂
W = ΓWϕ(x)sTLT − kΓW ||Ls||Ŵ , (23)

with k > 0, and choosing robustifying term in the form

ν = JbTFE , (24)

function (22) may be written as

V̇ = −sTLTKDLs+ k||Ls||tr
(
W̃T Ŵ

)
+ sTLT [τd + ε] . (25)
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Function V̇ ≤ 0 if at least one of two the following conditions will be satisfied

ψs = {s : ||Ls|| > (b+ εN + kW 2
max/4)/KDmin = bs} , (26)

ψW = {W̃ : ||W̃ ||F > Wmax/2 +
√

(b+ εN )/k +W 2
max/4 = bW } , (27)

where KDmin is the minimum singular value of KD, ||W ||F ≤ Wmax, ||.||F de-
notes Frobenius norm. This result means, that the function V̇ is negative outside
a compact set defined by (26) and (27). According to a standard Lyapunov the-
orem extension [10], both ||Ls|| and ||W̃ ||F are uniformly ultimately bounded to
sets ψs and ψW with practical limits bs and bW . Adaptive law (23) guarantees
that weight estimates will be bound without persistency of the excitation con-
dition. In order to prove, that force error λ̃ is bounded, we write equation (9) in
terms of the filtered motion error, taking into account (17), (18), (19) and (24).
After conversion, we obtained

JT
h [KF + I] λ̃ = MLṡ+V1s+KDLs−W̃Tϕ(x)−ε−τd = B

(
s, ṡ, x, W̃

)
, (28)

where all quantities on the right hand side are bounded. Pre-multiplying eq. (28)
by Jh and computing the force error, we obtain:

λ̃ = [KF + I]−1[JhJ
T
h ]−1JhB

(
s, ṡ, x, W̃

)
, (29)

where JhJ
T
h is nonsingular. This result means, that the force error is bounded

and may be decreased by increasing the force gain KF .

4 Results of the Simulation

In order to confirm the behaviour of the proposed hybrid control system, a simu-
lation was performed. We assumed, that the contact surface was flat, rough and
parallel to xy plane. The end-effector was normal to the contact surface, moved
on that surface on a desired circular path (Fig. 3a) and exerted prescribed force
(Fig. 3b). The desired trajectory in a joint space (Fig. 3c) was obtained by
solving the inverse kinematics problem.

Problem of nonlinearities compensation have been decomposed on five simple
tasks. For control of each link, a separate neural network with a single output was
used. Neural networks have correspondingly 11, 10, 10, 12 and 4 inputs. Neural
networks for links 1-4 had 15 neurons, and for link 5 had 9 neurons in the hidden
layer. The input weights are randomly chosen from range < −0.5, 0.5 >. The
design matrixes were chosen as: λ = diag{1, 1, 1, 1}, KD = diag{1, 1, 1, 1, 1},
ΓW = 4I, where I is an identity matrix with suitable dimension, and moreover
KF = 3, k = 0.1.

In relation to the controller, only the results for the second link are presented
in this paper. At the beginning of the movement, the compensatory signal f̂2(x2)
(Fig. 4b) generated by the compensator was not accurate, because the initial
weight estimates were set to zero. The signal uPD2 (Fig. 4b) generated by the
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Fig. 3. a) the desired patch of the end-effector, b) the desired force, c) the desired
trajectory in a joint space

Fig. 4. Control inputs for the second link: a) u2 - the total control signal, ν2 - the

robustifying term, uF2 - the second element of the term JT
h

[
λd +KF λ̃

]
, b) uPD2 - the

second element of the PD term KDLs, f̂2(x2) - the compensatory signal
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PD controller takes majority meaning at the beginning, and then the influence
of the PD signal decreases during the movement, because the weight estimates
adaptation, and the meaning of the compensatory signal increases. The signal
uF2 (Fig. 4a), which results from “force” control, take an important part in the
total control signal u2 (Fig. 4a). The robustifying term ν2 (Fig. 4a) is associated
with the presence of a dry friction force T = μλ (Fig. 5a), where μ = 0.2 is a
friction coefficient. The force error (Fig. 5b) was bounded.

Sometimes, the friction forces are neglected in theoretical considerations, and
in practical applications are treated as disturbances. But in such approaches
control quality is worse.

In the initial movement phase motion errors have the highest values, so ||Ls||
(Fig. 6a) has the highest values. Afterwards, it is decreased during the adaptation
of weight estimates (Fig. 6b). In accordance with the theory presented in the
paper, the weight estimates were bounded.

Fig. 5. a) exerted force λ normal and T = μλ tangential to the contact surface, b) the
force error λ̃

Fig. 6. a) ||Ls||, b) the weight estimates of neural network associated with the second
link
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5 Conclusion

All signals in the control system were bounded, so control system was stable.
Moreover, the motion errors decreased during movement. For numerical evalua-
tion of the hybrid control system quality, we used a root mean square of errors,

defined as: εs =
√

1/nΣn
k=1||Ls||2k = 0.0363[rad/s] and ελ =

√
1/nΣn

k=1λ̃
2
k =

0.0667[N ], where k is an index of sample, n is a number of sample. In order to
comparison neural hybrid controller with other control technique, adaptive hy-
brid controller was tested in the same work conditions. Such controller is based on
the mathematical model of the manipulator. For testing of the adaptive controller
in case of modelling errors, model of dry friction in joints is omit in the controller
structure. In this case we obtain εs = 0.0439[rad/s] and ελ = 0.0671[N ]. These
indices show, that the neural hybrid controller is better than the adaptive hybrid
controller if the model of control object is not well known.
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Abstract. This paper presents an extension of the Motivated Learning model 
that includes environment masking, and opportunistic behavior of the motivated 
learning agent. Environment masking improves an agent’s ability to learn by 
helping to filter out distractions, and the addition of a more complex 
environment increases the simulation’s realism. If conditions call for it 
opportunistic behavior allows an agent to deviate from the dominant task to 
perform a less important but rewarding action. Numerical simulations were 
performed using Matlab and the implementation of a graphical simulation 
based on the OGRE engine is in progress. Simulation results show good 
performance and numerical stability of the attained solution. 

Keywords: Motivated learning, cognitive agents, reinforcement learning, goal 
creation. 

1 Introduction 

In this paper we expand on our previous Motivated Learning (ML) work and show 
how it can yield an opportunistic learning system. The goal of this paper is to discuss 
the changes made to the algorithm presented in [2, 9] and to indicate how they yield a 
more complex and efficient system. 

Motivated Learning is defined as an extension of reinforcement learning that uses 
intrinsic motivations as a way to build a motivated agent. These motivations are 
internal to the agent and are derived from various “pain” signals. “Pain” signals 
represent an underlying need, drive, or irritation. These signals can originate from 
internal states of the agent (memories and/or other internal drives) or external 
environmental states such as basic needs for sustenance and shelter. 

This previously proposed system [2] is self-organizing and controls an agent’s 
behavior via competition between the dynamically changing needs of the system. In 
some respects, ML can be seen as an extension of reinforcement learning, in that it 
receives its reinforcement from the environment for its primitive objectives (i.e. its 
most basic needs). Upon this initial structure a more complex systems of goals and 
values can be built to establish complex internal motivations for advanced stages of 
development. This includes the creation of abstract concepts and needs and the 
creation of internal rewards for satisfying these needs.  
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However, unlike reinforcement learning, motivated learning, does not suffer from 
the “credit assignment” problem [6, 7]. Reinforcement learning typically spreads the 
value of a reward to earlier actions via a temporal difference mechanism; however, 
this often leads to credit assignment to actions that had no relation to the reward. In 
contrast, the ML approach, while not necessarily immune is much more resistant to 
this problem due to the focus on motivations and the creation of abstract needs. The 
abstract pains/needs serve to “break-up” the reward chain to the “primitive” needs (or 
basic reward in RL) and improve an agent’s overall learning ability. 

Motivated learning also has some similarities and uses some elements of BDI 
(belief-desire-intention) agents. The work by Rao and Georgeff [3] is one of the first 
papers to consider how an actual BDI agent might be implemented and serves as a 
bridge between BDI theory and actual practice. Others such as Dastani et al. [4] and 
Wooldridge [5] deal more with individual aspects of BDI such as the deliberative 
processes and the open-mindedness of an agent.  

The presented ML model can be related to a BDI model in several respects. ML has 
belief in the sense that it observes the environment and extracts rules and state information 
to create its own internal “representation” of the state of the world around it. The ML 
agent’s beliefs link its perceptions to semantic knowledge about the environment as coded 
through the system of perceptions, pain centers, goals, and planned actions. Desires in 
BDI agents correspond to motivations as expressed by the pain centers in ML. The pains 
(or needs) compete for attention and are not handled unless one of them dominates or 
passes some threshold. And lastly, intentions are represented in the ML agent as the 
selected (or preferred) method for implementing a goal chosen by the agent. The most 
notable difference between BDI and ML agents is that BDI agents have their actions 
predetermined by their designers, while ML agents create their own as they learn to exist 
within their environment. BDI agents lack the ability to define more complex abstract 
motivations as is typically performed by ML agents. 

In our earlier work [2], we presented a basic implementation of a goal creation 
system and the motivated learning idea. In this paper, several enhancements of ML 
are implemented, ranging from enhancements to the environment and the ability to 
attempt and track multiple tasks. Our current work is modified to accommodate the 
computational model of a cognitive machine [1]. We discuss the effects these 
enhancements have had on the ML algorithm. Finally, we discuss ongoing work and 
present our future plans. 

2 Design of the Motivated Learning System  

Motivated Learning uses a neural network to weigh its options and create goals. Goals 
are created not only in response to externally set motivations (primitive pains) but 
also in response to needs determined at the various levels of abstract goals created by 
the machine during the learning process. As the machine learns, it develops 
associations between its percepts and builds representations of discovered abstract 
concepts. Initially these representations relate directly to its perception of the 
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environment, however, over time, and with experience, the machine will begin to 
perceive increasingly complex relationships and behaviors. 

In order to satisfy an agent’s motivation, a mechanism is needed to select which 
goals, or actions, to pursue. This mechanism needs to be able to process existing 
motivations and build new ones. Signals representing various abstract pains will 
compete against each other with input from the environment and other parts of the 
agent’s architecture. Additionally, as the machine effects the environment, the 
changes in the environment affect the machine. These changes will be perceived by 
the agent and influence its cognitive process. It is possible, however, to partially block 
outside influence in instances where it is “desirable” for the machine to focus on some 
internal mental task. For instance an agent may need to spend time performing mental 
analysis of various possible scenarios, steps, and combinations of actions needed to 
perform the task.  

Once the agent determines the dominant need/pain it will attempt to choose a goal 
or action to remedy the pain. To do so, it uses a winner-take-all (WTA) neural-
network (NN) based approach, whereby bias weights and goal weights are decreased 
or increased based on the success or failure of a particular action. In the case of bias 
weights, they act on the previously mentioned pain biases, and increase when the 
resource associated with a specific pain is shown to be of relevance. However, they 
decrease gradually when a resource (or pain) is unused. Goal weights increase when a 
pain is decreased by the completions of the action associated with the goal. They 
decrease when the pain is unaffected, or worse, increased by the goal implementation. 
For a more detailed overview of the basic internal structures behind a ML agent refer 
to [2].  

2.1 Expanded Environment and Masking 

Presented in [2] environment for testing the ML agent consisted of only 6 sensors and 
6 motor commands allowing for a total of 36 possible goals/actions.  

While this environmental set-up is an appropriate first step, it is too simple to 
properly evaluate the efficacy of the model. Therefore, a significantly more complex 
environment has been implemented (see Figure 1) that utilizes 17 sensors and 26 
motor commands for a total of 442 different possible goals/actions. This leads to a 
much longer search time for the correct actions.  

In the basic simulation, there is only a single primitive pain, while in the more 
complex simulation, depicted in Figure 1, there are three primitive pains with six 
resources and 8 motor commands directly associated with them. Thus, at the very 
beginning of the expanded environment, the agent has a greater number of choices to 
process than in the basic simulation. To improve its learning in such environment we 
developed goal “masking”.  

The idea behind the use of masking is to block certain sensors and motor 
commands so that the agent does not perceive them until a certain time or 
environmental state is attained. The “masked” environment, combined with the 
masking of motor commands, emulates guided learning. The agent is not directly told 
what to do, it is guided and accelerates its learning by limiting available options. 
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Fig. 1. Expanded Environment 

Currently environments are focused on resource consumption. However, work is 
currently being undertaken to expand into areas such as location, motion, on/off 
options, and so on. 

2.2 Resource Utilization and Multi-cycle Task/Goals 

At the beginning of a simulation, the agent does not know which resources relieve 
what pains, nor does it know how the use of one resource impacts another one. 
Exploring a common situation such as dealing with “hunger” presents a good example 
of resource utilization. In this example, hunger is the pain, and the associated resource 
can be represented as blood sugar. When hungry the machine eats, but it does not 
know how much food it needs to consume to alleviate its hunger pain. As the 
simulation progresses, the machine will gradually be able to estimate the relationship 
between food and blood sugar level by evaluating the hunger pain. It does this by 
calculating the ratio of expected/desired pain reduction vs. actual pain reduction and 
determines the amount of resource needed by comparing it to what was used 
previously and its effects on the pain. Refining the ratio estimation will continue 
every time the hunger pain is above threshold. Additionally, because pain is a 
logarithmic function of resource utilization and because wBP changes with time 
affecting the pain value, the ratio will continue to change over time.    

Goals are defined in our system as a need, or in BDI terms, a desire to reduce a specific 
pain. A task is an action selected by the machine in the hope that it will reduce the 
dominant pain. In a real world, it will not always be possible to complete a task or action 
in one cognitive cycle. Therefore, the system has been modified to allow for the effort 
required to perform the actions selected. In the current implementation, effort 
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requirements are based solely on the amount of time needed to perform the selected motor 
action. The implementation takes into account the quantity of resource consumed to 
determine how long it takes to complete an action (to reduce pain below threshold) and 
travel time in cases where movement is needed.  However, the rate at which pains change 
is not necessarily constant and depends on the task.  

2.3 Opportunistic Behavior  

The following describes an opportunistic task selection system, whereby the agent can 
decide to pause in execution of its current task to perform another task. In order to 
select another task, there needs to be sufficient difference in the required effort or 
change in the pain levels for the deviation from the original task to be worthwhile. In 
order to decide the value of a task (action value), the level of the pain that initiated the 
task, time needed to complete the task (shorter is better), and how useful is the task, 
are taken into account:    ∆  ∑ ∆  .          (1) 

The amount of time needed to perform the action is represented by ∆ , P is the pain 
considered for reduction, and ∆  represents the predicted changes in the pain levels. 
The agent computes “Action Values” in conjunction with wPG weights generating a 
“Task Value” for all possible actions. It then operates on the winning action.  If an 
ongoing action is interrupted, the agent can resume it where it was left off. The 
biological and algorithmic reasoning for “opportunistic behavior” has the potential to 
be fairly complex. However, we take a relatively simple approach by attempting to 
evaluate the “worth” or a task in progress against that of other potential tasks.  

3 Simulation of Motivated Learning in Virtual Environments 

Virtual environments are excellent developmental platforms for embodied intelligence 
concepts. Many robotics projects such as the iCub [8] make use of simulated 
environments. The iCub project is an open hardware and software platform for 
developmental robotics. Of course, it is not practical for most people to purchase the iCub 
hardware (over $200,000 for a complete robot), meaning many have to rely on a virtual 
environment, the iCub Simulator, which is included in the free software package.  

The initial versions of the Motivated Learning software [9] used a very simple 
simulated environment to demonstrate its advantages over RL; however, this is 
inadequate for testing of more complex behaviors and systems.  

This is why we are working on integrating our agent with NeoAxis [10]. NeoAxis 
provides a graphical game engine with many existing assets and the ability to add 
more as needed. It is designed to be easily modifiable by users, and is provided as a 
free SDK for non-commercial use. The NeoAxis engine itself is based on OGRE 
(Object-oriented Graphics Rendering Engine) [11]. Figure 2 shows an image from 
one of the demo maps included in the NeoAxis SDK. 
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Fig. 2. NeoAxis graphics example 

To embed the ML agent into NeoAxis we decided to modify the game’s AI and 
integrate the agent into the decision making part of the code. Additionally, a new 
class of environmental objects referred to as “Resources” was created to simplify the 
transition. Integrating the ML agent required providing information from the 
environment to the agent and receiving and interpreting the agent’s responses.  

3.1 Simulation and Discussion of Results 

While at the time of writing integration with NeoAxis is under development, the ML 
agent described in Section 2 is fully operational.  

Figures 3 and 4 depict the results from the simulation in a more complex 
environment shown on Figure 1. Figure 3 shows resource utilization for simulated 
environment over a period of 30,000 iterations. The figure displays the results in 2000 
iteration increments, or to clarify from zero to 2000, from 6000 to 8000, from 12,000 
to 14,000, and so on. Figure 4 displays iterations in the same manner as Figure 3.  
Notice in Figure 4 how the pains stabilize at relatively low levels. And while there is 
at least one instance where the pains spike to greater levels, once the machine learns 
how to handle them they stabilize once more.  

3.2 Impact of Opportunistic Behavior on Results 

In section 2.3 several changes to the original motivated learning algorithm were 
discussed including, an expanded environment model, masking of sensors and 
motors, quantitative rather than probability based resource availability, actions 
requiring multiple cycles, and opportunistic behavior.  

One can observe how increasing the complexity of the environment changes the 
simulation dynamics. The most obvious effect is that the simulation requires longer 
time to run in a more complex environment. From Figure 4, it is apparent that only a 
fraction of the available resources have been utilized in 30,000 iterations. This is 
partially an effect of masking, since many resources are not available until the system 
reaches a higher level of development.  

The effect of masking sensory inputs and motor commands should be clear. With 
higher “level” sensors and motor commands masked until the agent needs them, the 
agent will have fewer options to select from, and thus will be able to learn how to 
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navigate the environment more quickly. Masking can either be done manually (via 
setting the masks to be enabled or disabled at specific times) or “automatically” by 
probing the agent’s internal weights to see if it has learned a desired concept and 
introduce the sensors/motors it would need for the next learning level. Automatic 
masking has the most favorable impact on improving the learning speed. 

 

Fig. 3. Resource Usage 

 

Fig. 4. Pain vs. Iterations 

Resource consumption is tied in with the environment model. Early versions of the 
environment model were probability based, however, in the recent version the 
environment contains measurable quantities of each resource. As such, it became 
important to the agent to be able to determine how much of each resource to use (and 
how it affects another resource). This change did not affect the performance of the 
agent in a significant way, however it helped to integrate the agent with a more 
realistic environment such as the NeoAxis. 
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The use of multi-cycle tasks was another significant change for the agent. It has the 
effect of significantly increasing the amount of time required for simulation. It also paves 
the way for a more realistic implementation of the agent. As has been mentioned, tasks 
can easily take variable amounts of time. The use of variable task times has also allowed 
for the implementation of more complex opportunistic behavior.  

4 Conclusions 

In this paper we presented Opportunistic Motivated Learning model. Also discussed was 
our effort to integrate the ML agent with simulated environments using NeoAxis graphics 
engine. As confirmed by the simulation results our model can surpass other reinforcement 
learning based models [2]. With the planned additions to the motivated learning model, 
combined with an effective cognitive model discussed in [1, 12] we hope to design a 
machine capable of cognition. Simulation results showed good performance and 
numerical stability of opportunistic ML. In the future we would like to implement our 
model not only in various simulated environments but also in real robots. 
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Abstract. In the article a new approach to a reactive navigation of a wheeled
mobile robot (WMR), using a neural dynamic programming algorithm (NPD), is
presented. A proposed discrete hierarchical control system consists of a trajec-
tory generator and a tracking control system. In the trajectory generator we used
a sensor-based approach to path design for the WMR in an unknown 2-D environ-
ment with static obstacles. The main part of the navigator is an action dependant
heuristic dynamic programming algorithm (ADHDP), that generates control sig-
nals used to design a collision-free trajectory, that makes reaching a goal possible.
ADHDP is the discrete algorithm of actor-critic architecture, that works on-line
and does not require a preliminary learning or a controlled system knowledge.
The tracking control system realises the generated trajectory, it consists of dual-
heuristic dynamic programming (DHP) structure, PD controller and the super-
visory term derived from the Lyapunov stability theorem. Computer simulations
have been conducted to illustrate the performance of the algorithm.

Keywords: Neural Dynamic Programming, Reactive Navigation, Wheeled
Mobile Robot.

1 Introduction

The development of the autonomous mobile robotics in recent years allowed to increase
the area of its applications, but still one of the most challenging problems is to generate
the collision-free trajectory in order to reach the destination. There are many different
approaches to the path-planning problem, e. g. [1], [3], [8], [9], [10], two most popular
are global and local methods. In the model based algorithms the path planing problem is
solved in a global way, but knowledge about the environment is required [9]. The local
methods use sensor-based systems and can be applied in the unknown environments.

The presented sensor-based control system is a development of the algorithm pre-
sented in [8], where authors use NPD algorithms in ADHDP configuration to generate
behavioural control signals in goal-seeking (GS) and obstacle-avoiding (OA) tasks, and
a fuzzy logic (FL) algorithm to soft switch of low-level behaviours control signals, in
a complex task of goal-seeking with obstacle avoiding.

In the presented article a new approach to a collision-free trajectory generating for
the WMR Pioneer 2-DX, with usage of NDP algorithms, is proposed. The designed

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 450–457, 2012.
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hierarchical control system consists of the trajectory generator, based on NPD algo-
rithms in ADHDP configuration, and the tracking control system using DHP structure.

2 Model of the Wheeled Mobile Robot Pioneer-2DX

The movement of the nonholonomic WMR Pioneer 2-DX, schematically shown in
Fig. 1, is analysed in the xy plane [4], [5]. The WMR is a construction with two drive
wheels, a frame and a third, free rolling, castor wheel. The WMR is equipped with eight
ultrasonic range-finders (s1 − s8) and one laser range-finder sL.
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Fig. 1. Scheme of the WMR

The dynamics of the WMR was modelled using Maggie’s mathematical formalism
[4], [5]. The model involves dynamic equations of the WMR and dynamical properties
of executive systems. Using Euler’s derivative approximation and the state vector z =[
zT

1{k}, z
T
2{k}
]T

, where z2{k} corresponds to the vector of continuous angular velocities α̇ =
[
α̇[1], α̇[2]

]T, we obtained a discrete notation of the WMR dynamics in a form

z1{k+1} = z1{k} + z2{k}h ,
z2{k+1} = −M−1 [C (z2{k}

)
z2{k} + F

(
z2{k}
)
+ τd{k} − u{k}

]
h + z2{k} ,

(1)

where M, C
(
z2{k}
)
, and F

(
z2{k}
)

are matrixes and vectors that derive from the WMR
dynamics, τd{k} is the vector of bounded disturbances, u{k} is the tracking control signal,
h is a time discretization parameter and k is an index of iteration steps. The dynamics
model of the WMR was described in detail in [4], the closed loop system used in the
tracking control system synthesis, was described in detail in [6], [7].

3 Hierarchical Control System

The presented hierarchical control system, that consists of the trajectory generator and
the neural tracking control system, is schematically shown in Fig. 2.
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Fig. 2. Scheme of the hierarchical control system

3.1 Trajectory Generator

In the proposed hierarchical control system, the discrete navigator consists of two AD-
HDP structures and the proportional regulator P, that generate control signals, and the
kinematic module, that calculates the desired trajectory. The strategy of reactive naviga-
tion is developed including two simple behaviours, GS and OA, fused in order to realise
a complex task of reaching the goal without colliding obstacles. In the trajectory genera-
tor we used NPD algorithm in ADHDP configuration, in details described in [6], where
it was used to the tracking control of the WMR. NPD structures are a group of For-
ward Dynamic Programming (FDP) methods [11], [12], [13], which derives from the
Bellman’s dynamic programming (DP) [2]. The objective of the DP is to determine the
optimal control law that minimises the value function [2], [11], [12], [13], which is
the function of a state and a control in a general case. The ADHDP structure is adapted
on-line using a reinforcement learning (RL) idea. The RL approach bases on iterative
interaction with the environment and searching for the optimal action to take for the
sake of the assumed cost function. The presented innovative approach uses the P reg-
ulator in the navigator to indicate actor-critic structures adequate control signal at the
beginning of the adaptation process to limit exploration and avoid the trial and error
learning.

We defined the discrete error vector eT{k} =
[
ev{k}, eO{k}, ψG

]T, where ev{k} is the error
of the generated velocity, eO{k} is the error of following in the middle of the free space,
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which may be seen as “obstacle-avoiding error”, and ψG is the error of an angle between
the WMR frame axis and the straight line pG, passing through the point A of the WMR
and the goal G, it may be seen as “goal-seeking error”. Errors are defined as

ev{k} = f
(
d∗F{k}
)

f
(
dG{k}
) − vA{k}/v∗A ,

eO{k} = d∗R{k} − d∗L{k} ,
ψG{k} = ϕG{k} − β{k} .

(2)

where f (.) is a sigmoidal bipolar function, d∗F{k} = dLr{k}/dmax, dLr{k} is a range of the
laser range finder, dmax is a maximal range of the range finders, dG{k} is the distance to
the point G, vA{k} is a realised velocity of the point A, v∗A is a maximal defined velocity of
the point A, dL{k} = min

(
dL[1]{k} (s2) , dL[2]{k} (s3)

)
, dR{k} = min

(
dR[1]{k} (s6) , dR[2]{k} (s7)

)
,

d∗L{k} = 2
[(

dL{k}/
(
dL{k} + dR{k}

)) − 0.5
]

is the normalised distance to the obstacle on the
left side of the WMR, d∗R{k} = 2

[(
dR{k}/

(
dL{k} + dR{k}

)) − 0.5
]

is the normalised distance
to the obstacle on the right, ϕG{k} is the temporal angle between the x axis and the line
pG, β{k} is a temporary angle of the self-turn of the WMR frame.

The proposed navigator generates the overall control signal uT{k} =
[
uv{k}, uβ̇{k}

]T
,

where uv{k} controls the desired velocity, and uβ̇{k} corresponds to the desired angular
velocity of the WMR frame turn β̇. The control signal uT{k} consists of the ADHDP

actor NNs control signals uTA{k} =
[
uAv{k}, uAβ̇{k}

]T
and the P regulator control signals,

uT{k} = uTA{k} + uTP{k} , (3)

where uTP{k} = KTP eT{k}, KTP is a fixed matrix of proportional gains.
The objective of the ADHDP algorithm is to determine the sub-optimal control law,

that minimises the value function V
(
x{k}, u{k}

)
[2], [11], [12], [13], which is the function

of the state x{k} and the control u{k} in a general case

V
(
x{k}, u{k}

)
=

n∑

k=0

γkLC
(
x{k}, u{k}

)
, (4)

where n is the last step of finite discrete process, γ is a discount factor (0 ≤ γ ≤ 1)
and LC

(
x{k}, u{k}

)
is a local cost in step k. An important future of the ADHDP algorithm

is, that as the only one from the whole NDP structures family, it does not require the
model of the controlled system, and is applicable in the trajectory generating process in
the unknown environment.
We assumed the local costs LCv{k}

(
ev{k}, uv{k}

)
, and LCβ̇{k}

(
eO{k}, ψG{k}, uβ̇{k}

)
in the form

LCv{k}
(
ev{k}, uv{k}

)
= 1

2 ev{k}Rvev{k} + 1
2 uv{k}Qvuv{k} ,

LCβ̇{k}
(
eO{k}, ψG{k}, uβ̇{k}

)
= 1

2 eO{k}ROeO{k} + 1
2ψG{k}RψψG{k} + 1

2 uβ̇{k}Qβ̇uβ̇{k} ,
(5)

where Rv, Qv, RO, Rψ, Qβ̇ are positive constants.
In the task of generating control signal uT{k} we used two ADHDP actor-critic

structures, each consists of:
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– critic, that is realised in the form of RVFL (Random Vector Functional Link) NN,
estimates the sub-optimal value function Vv

(
ev{k}, uv{k}

)
or Vβ̇

(
eO{k}, ψG{k}, uβ̇{k}

)
,

and generates signal

V̂v
(
xCv{k},WCv{k}

)
=WT

Cv{k}S
(
xCv{k}

)
,

V̂β̇
(
xCβ̇{k},WCβ̇{k}

)
=WT

Cβ̇{k}S
(
xCβ̇{k}

)
,

(6)

where WCv{k}, WCβ̇{k} are vectors of output-layer weights, S (.) is a vector of neurons
activation functions, xCv{k} and xCβ̇{k} are input vectors to the NNs. The input vectors
to the critic NNs contains adequate errors and control signals.
Critics’ weights are adapted by the back propagation method of the Temporal Dif-
ference error [11], [12], [13]

eTDv{k} = LCv{k}
(
ev{k}, uv{k}

)
+ γV̂v

(
xCv{k+1},WCv{k}

) − V̂v
(
xCv{k},WCv{k}

)
,

eTDβ̇{k} = LCβ̇{k}
(
eO{k}, ψG{k}, uβ̇{k}

)
+ γV̂β̇

(
xCβ̇{k+1},WCβ̇{k}

)
− V̂β̇

(
xCβ̇{k},WCβ̇{k}

)
.

(7)
– actor, that is realised in the form of RVFL NN, generates the sub-optimal control

law uAv{k} or uAβ̇{k}

uAv{k}
(
xAv{k},WAv{k}

)
=WT

Av{k}S
(
xAv{k}

)
,

uAβ̇{k}
(
xAβ̇{k},WAβ̇{k}

)
=WT

Aβ̇{k}S
(
xAβ̇{k}

)
.

(8)

Actor estimates the sub-optimal control law by the back propagation method of

eAv{k} =
∂LCv{k}

(
ev{k}, uv{k}

)

∂uv{k}
+ γ
∂V̂v
(
xCv{k+1},WCv{k}

)

∂uv{k}
,

eAβ̇{k} =
∂LCβ̇{k}

(
eO{k}, ψG{k}, uβ̇{k}

)

∂uβ̇{k}
+ γ
∂V̂β̇
(
xCβ̇{k+1},WCβ̇{k}

)

∂uβ̇{k}
.

(9)

In the ADHDP structures we used RVFL NNs. The critic V̂v
(
xCv{k},WCv{k}

)
NN is

schematically shown in Fig. 3. It has N inputs, fixed input-layer weights DCv, randomly
chosen in the NNs initialization process, set to zero initial output-layer weights WCv{k}
and R neurons with sigmoidal bipolar activation functions S [ j]

(
xCv{k}

)

S
(
xCv{k}

)
= 2

1 + exp
(−βC DCvxCv{k}

) − 1 . (10)

where βC is a constant.
In the global co-ordinate system xy position of the WMR is described by the vector[

xA{k}, yA{k}, β{k}
]T, where

(
xA{k}, yA{k}

)
are co-ordinates of the point A. The desired dis-

crete angular velocities are calculated in the kinematics module, according to equation

[
zd2[1]{k}
zd2[2]{k}

]
=

1
r

[
v∗A β̇

∗l1
v∗A −β̇∗l1

] [
uv{k}
uβ̇{k}

]
, (11)

where r = r[1] = r[2] and l1 derive from the WMR geometry, β̇∗ is a maximal defined
angular velocity of the self-turn of the WMR frame.



NDP in Reactive Navigation of Wheeled Mobile Robot 455

D
T
Cv W

T
Cv{ }k

V
^

v{ }k

S[1]{ }k




xCv[1]{ }k

xCv[ ]{ }N k

...

S[ ]{ }R k

Fig. 3. Scheme of the RVFL critic NN V̂v
(
xCv{k},WCv{k}

)

3.2 Neural Tracking Control System

In the neural tracking control system we used the discrete NPD algorithm in DHP con-
figuration, in details described in [7]. The DHP structure consists of two actor NNs,
two critic NNs, each pair for one drive wheel, and the model of the WMR. We used the
RVFL NNs with sigmoidal bipolar activation functions, randomly chosen fixed weights
of the input-layer and initial weights of the output-layer set to zero. Actor NNs gen-
erate the control signals uA[1]{k}, uA[2]{k}, critic NNs approximates the derivative of the
cost function in respect to the state. The cost function is based on the filtered tracking
error, and the task of DHP structure is to minimise the tracking errors. The stability of
the neural tracking control system is ensured by the supervisory term, derived from the
Lyapunov stability theory. The neural tracking control system is stable, which means,
that the filtered tracking errors are bounded. According to Fig. 2, the overall tracking
control signal u{k} is composed of the DHP actor NNs control signal uA{k}, the supervi-
sory term control signal uS{k}, the PD control signal uPD{k} and the Ye{k} control signal.

4 Simulations Results

Simulations of the proposed hierarchical control system were realised by a series of
numerical experiments on the model of the WMR Pioneer 2-DX in the software envi-
ronment. Using simulated range finders signals obtained from the virtual environment,
the navigator generated the collision free trajectory for the goals localised in points
shown in Fig. 4.a). In the figure the start position of the WMR is marked by the trian-
gle, the goal is marked by the “X ”. In Fig. 4.b) there is presented a path of the WMR
for the point G(7.9, 10.1) and obstacles detected by range finders, marked by stars.

On the basis of the control signals uv{k}, uβ̇{k}, composed of the adequate ADHDP
actors control signals and the proportional regulator control signals, shown in Fig. 5.a)
and b) respectively, there was generated the desired trajectory for the tracking control
system with DHP structure. The control signals of P controller have small values, and
are reduced during the ADHDP NNs adaptation process. In Fig. 5.c) there are shown
the desired

(
zd2[1], zd2[2]

)
angular velocities of the drive WMR wheels. In Fig. 5.d) the

distance to the goal G is presented.
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Fig. 4. a) The simulated environment map with the paths of the WMR movement b) the simulated
environment map with the path for the goal G(7.9, 10.1)

Fig. 5. a) The control signals uv, uAv, uPv, b) the control signals uβ̇, uAβ̇, uPβ̇, c) the desired angular
velocities

(
zd2[1], zd2[2]

)
, d) the distance to the goal G(7.9, 10.1)
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5 Conclusion

The presented hierarchical control system, with NPD structures in ADHDP configura-
tion in the sensor-based navigator and with DHP structure in the neural tracking control
system, generates and realises the collision-free trajectory in the unknown 2D environ-
ment with static obstacles. The generated trajectory provides, that the point A of the
WMR Pioneer 2-DX model reaches the goal. Significant influence on the trajectory
generation process have the coefficients in the value functions of the NDP structures.
Higher values of the coefficients corresponding to the influence of the “goal-seeking
error” in the value function result in the trajectory with smaller distances to the ob-
stacles, where reaching the goal has higher priority. The projected navigator has a sim-
pler structure, in the comparison to the trajectory generator based on the elementary
behaviours GS and OA with a soft switch, and is more computationally effective. It
does not require the preliminary learning, works on-line and can prevent from the time-
consuming trial-and-error learning, which is not suitable for the autonomous WMRs.
The proposed hierarchical control system will be verified on the WMR Pioneer 2-DX.
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Abstract. Most of the machines and plants are tricky for mathemati-
cal description thus insufficiently described model can affect the control
process. This paper presents Modified version of Model-Free Adaptive
controller for fast-changing, hard-to-control plants. Motivation for pre-
sented work was insufficiency of currently available solutions, which were
in most cases unable to control proposed experimental model.

1 Introduction

When user implements one of the modern control techniques on a real environ-
ment plant, one is often obliged to provide a mathematical model of the consid-
ered system. However, most of the phenomena is hard to capture with analytical
description and its precision has direct influence on the quality of the model-
based controller. Hence, one can notice a significant work done in the area of
model-free control methods. These techniques include: well-known Proportional
Integral Derivate (PID, which is still the choice in over 90% of all industrial
control frameworks [1]), intelligent -PID (i-PID, which uses elements of flatness-
based control theory [2]), Active Disturbance Rejection Control (ADRC, which
takes advantage of the disturbance observer approach [3]), etc. Other interesting
example is Model-Free Adaptive (MFA) control approach [4, 5].

The MFA control method is based on a multilayer perceptron neural net-
work that makes the controller inherently robust to the dynamic changes of the
process, its parametric and structural uncertainties as well as other acting dis-
turbances. Besides model-independent approach, the MFA does not need the
controller to be redesign for a specific process and it does not require compli-
cated tuning. As a feedback control system, MFA requires that the process could
be controllable and open-loop stable. To this day, the robustness of the MFA
found itself useful in numerous industrial processes, e.g. [6–8].

However, the above applications of the considered controller were only intro-
duced for slow responding systems (e.g. water treatment, oil boiler, air separa-
tion). It is justified by the use of neural networks that time need to adapt to the
systems current status and operators desired goal. It is interesting to examine
the potential use of the MFA controller on fast responding plants.

Hence, this paper focuses on the attempt to answer this intriguing question
by investigating MFA trajectory tracking and robustness abilities for this type
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of system. It also tests the considered controller for some typical issues related
to the neural networks, i.e.: initial training time, minimum computation power
requirement, etc. For this research, a laboratory rotor system is chosen. It is
an one degree-of-freedom, nonlinear plant with its analytical description mostly
unknown.

The paper is organized as follows In chapter 2 the modified version of MFA
controller is described, in Chapter 3 TRAS model is presented. Chapter 4 con-
tains information and results of conducted experimental studies, and in the final
Chapter short summary is presented.

2 Modified Model-Free Adaptive Control

The classical approach for Model Free Adaptive control was proposed by Pro-
fessor Hou Zhonghseng in his PhD thesis for control of the slow responding
industrial systems.

Another idea was presented by Gorge S. Cheng, this approach considers the
use of the Neural Network combined with classical proportional controller (P),
where the gain of P controller is constantly set to one[5]. Modified version of
Gorge S. Cheng MFA controller was proposed by Xu Aidong, who considered
that gain of proportional block can be modified [12].

For high speed response systems with small bandwidth of control signal, pro-
posed MFA versions become insufficient. Problems considering the use of neu-
ral network (like: high non-linearity of neural gates, simplified and insufficient
learning algorithms) and with fast changes of controller output (caused by use
of proportional control) becomes visible. Due to mentioned disadvantages and
to adapt MFA control method for hard to control systems modified version is
proposed.

The first step is to increase control on neuron gates linearity. The simplest
method is to freely change value of bias given on neuron input. In previous works,
bias (described as E0) value was provided as constant one despite a considered
control system. In the proposed system, bias is also constant but its initial value
depends on user. For control efficiency, it is recommended to use numbers from
interval <0;1>. Possibility of setting bias to desire value provides changes of
working point of neural gate function. It is very usefull to adjust the network to
the desired plant model.

Next steps were provided purely for decrease of the fluctuations in network
response. Fluctuations in output signal are caused by non-linearity of neural
gates and the self-adapting mechanism of the network [12]. Second step aim to
gain additional control on the strength of network output in each step. It is
provided by adding gain on the Neural Network output. By tuning influence
of network gain for controlled process critical flaws in learning algorithm are
reduced.

Third step is to average NN output based on last few samples. It can be
described by (1). Averaging set of output signals from desire time period can
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provide trend visibility of network changes. Combining steps two and three en-
able much better results and easer adjusting of MFA for control purpose of desire
plant. Modified version of MFA controller (MMFA) structure is shown in Fig.1.

uo(t) =
n∑

n−x

(uc)/n (1)

where: uo - output of MWE block , uc - signal after Kc gain, n - number of
current sample, x - number of samples to average.

Fig. 1. Modified MFA block schematic

In the presented system, variables are described as follows: Kg – derivative
gain value, Kp – proportional gain, Kc – MMFA controller output signal gain,
Kn – Neural Network output gain, Ex – constant bias provided to neurons
inputs, MWE – averaging block, which is described with (3), wij - weights for
fist layer,hi - weights for second layer, ϕ -neurons activation function, N(.) -
normalization function, Ψ - function which maps Neural Network output in to
real space. In MFA controller functions N(.), ϕ, Ψ are implement based on the
system for control informations.

For modified version online learning algorithm based on delta learning rule
was used. Provided algorithm can be described with the equations (2) and (3).

Δwij(n) = η ·Kc · e(n) · Φ(n) · qj(n) · (1 − qj(n)) ·
N∑

k=1

hk(n) · Ei(n) (2)

Δhj(n) = η ·Kc · e(n) · Φ(n) · qj(n) · (1− qj(n)) (3)

where: (2). describes learning process for firs layer and (3). describes learning
process for second layer, η - is learning rate, q - vector of signals from previous
layer of the network, and Φ can be described with (4).
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Δy(n+ 1)

Δu(n)
= Φ(n) (4)

where: y is the plant output and u is the plant input.

3 System Description

TRAS is a laboratory setup designed for educational purposes. System is often
used by researchers as a benchmark tool to explore, implement, and evaluate
different control methodologies. From a mechanical point of view TRAS has two
rotors (front and rear rotor) placed at both ends of a beam (see Fig.2). Rotors
are driven by two direct current (DC) motors. The beam is pivoted on a rigid
stand. The above construction allows the beam to move freely both in vertical
and horizontal plane. Additionally, a movable counterbalance attached to the
beam at the pivot point can be used to set a desired equilibrium position.

An exemplary mathematical model of TRAS, based on [9], is presented on
Fig.3, where subscripts v and h represent the elements associated with vertical
and horizontal motion of the beam respectively, and α[rad] – angular position of
the beam (output signal), U [V ] – DC motor input voltage (input/control signal),
H∗ – DC motor dynamics, F ∗ – function describing transformation of rotational
speed of the propeller (ω[rad/s]) into aerodynamic force (F [N ]), L[m] – lenght
of the beam, M [Nm] – beam’s turning torque, K[(kgm2)/s] – beam’s angular
momentum, J [kgm2] – beam’s moment of inertia, Ω[rad/s] – angular velocity of
the beam, f [Nm]– moment of friction force, G[Nm] – aerodynamical damping
torque, R[Nm] – returning torque, khv/vh – constant values, amplifications of
cross-coupling effect.

Fig. 2. Main parts and motion idea of the TRAS laboratory system

The mathematical model of TRAS supplied by the producer in [9] and pre-
sented in Fig. 3 does not represent the plant dynamics accurately. It has been
noticed for example that not all of the effective forces are taken into account.
Other proposed models of TRAS (with different level of precision) can be found
in literature, e.g. [10, 11]. However, even if the given model imitates the behavior
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of the real plant with high accuracy, its derivation is problematic and requires
high analytical skills. It is caused by the amount and nonlinear nature of acting
forces (e.g. aerodynamical damping torque, friction force, etc.).

Fig. 3. A block diagram of TRAS simplified mathematical model

4 Research and Results

Aim of conducted experiments was the verification of proposed modified MAF
algorithm and its utility for practical control tasks. MFA controller was tested
for the task of generation given real-time trajectory for sinusoidal and square
signal types. Algorithm was tested with different: values of gains (Kp, Kg, Ks,
Kc), number of neurons, averaging period in MWE block, bias value (Ex). For
comparison the control models of PD controller was used.

4.1 Study Preparations

Experimental studies were carried on laboratory set, presented in Fig.4.
consisting of: plant, I/O card and computer. As early mentioned plant used
for experiments was thoroughly described in Chapter 2. Schematic diagram for
control process purpose was prepared in Matlab environment Simulink version
7.2. MFA controller model was written as an Embedded Matlab Function. Pro-
cess set in Simulink was compiled to C and uploaded on I/O Card. Uploaded in
I/O card program function independently from Matlab, Simulink only acquire
data provide by I/O card from controlled plant.

4.2 Conducted Experiments

Experiments were conducted for different values given for a PD and MFA con-
troller blocks. Signals provided for the plant keep-up task were sinusoidal and
square, each given for few frequency values. Aim of conducted experiments was



Modified MFA Controller for a Nonlinear Rotor System 463

to test flexibility and range of possible value selection for controller variables
of given MMFA algorithm. Both algorithms were tested for noise and provided
signal tolerance, controller variables were tuned only for sinusoidal signal. In ad-
dition for half of experiment time in each simulation external noise was provided
for the plant. Sampling time was set to 0.1[s] and each experiment time was six
times of the signal period.

Fig. 4. A block diagram of TRAS control schematic

Table 1. Comparison of IACS of the error signal results for PD and MMFA controller

Kc Kg Kp MFA Sin MFA Square PD Sin PD Square

1 0.85 2.5 556.407 6772.4 1062.1 11740

1 1 2.5 951.4384 6776.7 940.09 10070

1 .85 1.5 966.0281 8036.4 953.79 9309.6

1 .75 4.5 968.02 11724.0 932.4 impossible to simulate

4.5 .75 1.5 — 8060.9 impossible to simulate 8617.0

In Fig.5. and Fig.7. plant response for given signal is showed, similar Fig.6. and
Fig.8. presents an adequate control signal provided on plant from the controller
for each simulation.

Fig. 5. A simulation results for sinusoidal signal
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Fig. 6. Control signal given for sinusoidal signal

Fig. 7. A simulation results for square signal

Fig. 8. Control signal given for square signal
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5 Conclusions

Experiment results clearly shows advantages gained from usage of the MMFA
controller. Flexibility and range of used variables is grater than these in classical
PD controller. Therefore, controller tuning is much easier and faster than in
other solutions. In addition proposed modifications provide wider range of plant
possible to control than the classical approach of MFA. Reaction for disturbance
is also better, time and fluctuations for plant recover to given signal, visible on
simulation results, perfectly confirmed it. Unlike MFA, proposed MMFA is fitted
for fast changing signals where only obstacle is plant mechanic.

As the disadvantages, higher complication of controller structure, computation
complexity and greater variables number can be counted.

Despite mentioned disadvantages, MMFA can be classified as a useful solution
for most of the plants.
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Abstract. Multi-robot systems are widely employed in various appli-
cations including industrial plant inspection. However, current research
work mainly focuses on the methods of object detection, and rarely ad-
dresses task allocation and path-planning of multi-robot systems for in-
dustrial plant inspection. Therefore, a centralized method for multi-robot
task allocation (MRTA) and path-planning to solve inspection problems
is proposed in this paper. For the first time, the problem statement of
the task allocation for inspection problems is formulated. This paper in-
troduces the implementation of the algorithm based on A* and a novel
Genetic Algorithm including the environment representation. The task
allocation and path-planning are performed based on the assumption
that the robots work in known environments. The proposed algorithm is
tested in a simulation study derived from a large industrial site.

Keywords: Multi-Robot, Task Allocation, Path-Planning, A*, Genetic
Algorithm, Inspection.

1 Introduction

Multi-robot systems have been employed in many application domains and most
research focuses on waste cleanup [1], box-pushing [2], target observation [3],
object transfer [4], exploration and mapping [5], etc.

The idea of industrial inspection robots is not new as such, as mobile robots
have been used for pipeline inspection in the Oil & Gas industry since the 1960ies
[6]. However, much research focuses on the methods of object detection (e.g.
pipeline inspection by nondestructive techniques), and little research addresses
the task allocation of multi-robot systems in industrial plant inspection [7].

The inspection of industrial sites for gas leaks by multi-robot systems is
studied in the “RoboGasInspector” project [8]. Research problems regarding the
detection of gas and leak localization strategies have been discussed in [9,10].
This paper focuses on the task allocation and path-planning for multi-robot sys-
tems deployed for industrial plant inspection. Fig. 1 shows an example of such
large-scale complex environments [11].

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 466–474, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. PCK refinery. c© PCK Raffinerie GmbH.

Based on A* and Genetic Algorithm (GA), a centralized task allocation and
path-planning method is proposed in this paper. A centralized approach is at-
tractive as it considers all information and can provide optimal solutions. Tra-
ditionally, most research focuses on finding the suitable heuristic function of A*
[12], and the GA has been used for finding the optimal path-planning [13]. In
this paper, a GA is designed for task allocation to find the optimal solution
for industrial plant inspection problems, and A* is responsible for the traveling
cost (which is one evaluation parameter of the fitness function in the GA) and
path-planning between any two positions as it can consider more detail path
conditions (e.g. obstacles, target objects, different terrain conditions).

The paper is organized as follows. The next section provides the problem
statement. The description of the proposed solution is addressed in section 3
including environment modeling, A* and Genetic Algorithm. In section 4 exper-
iments and results in a simulation study are given. Finally, the conclusion of this
paper is drawn in section 5.

2 Problem Definition

The Multi-Robot Task Allocation (MRTA) problem is a search optimization
problem. Three criteria to classify MRTA problems are proposed [14,15]. The
algorithm proposed in this paper is of type ST-SR-IA (ST means that each
robot is capable of executing at most one task at a time, SR means that each
task requires exactly one robot to achieve it, and IA means that the assignment is
instantaneous allocation with no planning for future). Given: a group ofm robots
R = {R1, R2, ..., Ri, ..., Rm}, a set of n tasks T = {T1, T2, ..., Tj, ..., Tn} with
relative weights {w1, w2, ..., wj , ...wn}, and the cost Cij of robot Ri executing
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task Tj, the goal of MRTA is to find an ordered set of tasks for robots in order to
minimize the total cost of the mission. According to the application requirements,
the cost of a mission may be determined from energy consumption, operating
time, traveled distance, etc. As gas leak can be safety-critical, it is important to
find out whether there is a gas leak as soon as possible. Therefore, the cost of
the proposed algorithm is defined as the completion time which is the time
span of the first robot starting its tasks and the last robot finishing its tasks.
The cost function J is:

J := max
{ n∑

j=1

C1j ,

n∑
j=1

C2j , ...,

n∑
j=1

Cij , ...,

n∑
j=1

Cmj

}
(1)

where,

Cij

{
> 0, if robot Ri is allocated task Tj
:= 0, otherwise

.

The algorithm for task allocation and path-planning should satisfy two con-
straints: each task is executed exactly once and robots need to move between
inspection positions without colliding with each other or with obstacles. The in-
spection positions of the inspected objects are determined from the object size,
the sensor characteristics and the measurement method (e.g. the sensor range).

In case of the gas leak inspection problem, the goal is not only finding an ordered
set of inspected objects for each robot providing for minimum total cost, but also
finding a shortest feasible path between the inspection positions. Therefore, the
cost Cij is composed of the traveling time Cijv from its previous position to the
current gas inspection position, and the inspection time Cijs which is the time to
complete the required gas measurements at the inspection position.⎧⎨⎩

Cij = Cijv + Cijs

Cijv = α · (dij/vi)
Cijs = βj ·Mij

(2)

where, α ∈ [1 : 10] is the ground condition coefficient which is related to the
mobility capability of robots on different terrain conditions (e.g. unpaved road,
grass-terraced slop, shallow water, etc.), dij is the traveling distance, vi is the
robot velocity, βj ∈ [1 : 10] is the sensor performance coefficient related to the
capabilities of sensors for inspecting different types of objects Tj (e.g. tanks,
pipes), and Mij is the measurement range related to the sensor range, the size
of the inspected objects and the measurement method (e.g. refer to [10]).

When the completion times of two solutions are the same, the fuel consump-
tion Js of all m robots is used as additional criterion:

Js := sum
{ n∑

j=1

δ1 · C1j , ...,

n∑
j=1

δi · Cij , ...,

n∑
j=1

δm · Cmj

}
=

m∑
i=1

n∑
j=1

δi · Cij (3)

where, δi is the fuel coefficient which is related to the type of the robot Ri. For
the homogeneous robot system, δi is the same for all robots.
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3 Algorithm Design

A centralized approach for multi-robot task allocation (MRTA) in inspection
problems is described in this section. The programming is done using MATLAB,
and organized into three parts: environment representation, path-planning and
task allocation. The A* algorithm is used to calculate the traveling time (Cijv

in equation (2)) and path-planning of a robot moving from one position to
another. The genetic algorithm is responsible for task assignment. The inspection
positions can be specified by the plant operator or other programs, and the
inspection costs Cijs depend on the measurement approach and inspection object
geometry. In this paper, the inspection positions and the inspection costs at these
inspection positions are given at the beginning of the program.

3.1 Environment Representation

In the MATLAB program, the environment is represented as a grid map and
recorded as a matrix. This map can be divided into two types: inadmissible
areas (e.g. target objects, obstacles) and admissible areas (e.g. accessible roads).
According to the mobility capability of robots on different terrains (e.g. unpaved
road, grass-terraced slop, shallow water, etc.), the ground condition coefficient of
each cell (α in equation (2)) is given. To avoid robots colliding with each other,
the time of each robot occupying at each cell (time occupancy) during path-
planning can be computed. Therefore, with each cell the following information is
associated: (1) inadmissible or admissible area; (2) ground condition coefficient;
and (3) the time occupancy.

3.2 Path-Planning

Path-planning means to find a best path between two positions and can be solved
using the A* algorithm. This is a heuristic algorithm for finding the shortest
feasible path for each robot from the current position to the corresponding target
position. Although the A* algorithm has been proposed since 1968 [16], it is still
the workhorse for path planning in mobile robotics. For every position s, the basic
estimated function is f [s] = g[s] + h[s], where g[s] is the cost of the path from
the start position to the current position s, and h[s] is a heuristic value which
estimates the cost from s to the goal position q. Different heuristic functions
are analyzed in [17]. To find the optimal solution, h[s] is determined from the
Euclidean distance (d[s]) between s and q in this paper providing for:

f [s] = α · {(g[s] + d[s])/vi}

At each position of the robot Ri, the estimated function values of the 8 adja-
cent positions are calculated, and the position with the smallest value is selected
to be the next position of the robot until the robot gets to the goal position
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(the inspection position). The traveling time is Cijv = α·g[q]/vi. The A* algo-
rithm calculates the traveling costs of any two inspection positions before genetic
algorithm, and plans the feasible path according to the task allocation by genetic
algorithm at the end of the program. This strategy is not so efficient for large-
scale problems due to spending long time on calculating the costs of any pair
of inspection positions. Future work will improve the efficiency of this algorithm
for large-scale problems.

3.3 Task Allocation

In this paper, task allocation is achieved using a genetic algorithm. A task is
referred to as an inspection position. A consecutive integer number is assigned
to each inspection position. Permutation coding is used to represent task assign-
ments. Therefore, “task assignment” means to assign the complete sequence of
inspection positions to visit to each robot.

The initial population of the genetic algorithm is determined by two ways
in this paper: generated randomly or by Greedy algorithm. As the goal of the
proposed algorithm is to minimize the completion time (equation (1)) while
decreasing the total fuel consumption (equation (3)), two Greedy algorithms are
proposed: (1) finding one task for each robot which provides for the minimum
time in each step in order to minimize the completion time; (2) finding only one
robot-task pair which takes the minimum time in each step in order to decrease
the total fuel consumption. The initial population of the proposed algorithm is
composed of 80% individuals generated randomly, 10% individuals generated by
Greedy (1), and the other 10% individuals generated by Greedy (2).

The new population is generated by selection, crossover (partially mapped
crossover (PMX) [18]) and mutation (swap, insertion and inversion). Elitism
strategy is used for selection, in which at least one best individual is copied
without changes to the new population. A number of chromosomes with the
highest fitness are selected into the parent pool for crossover and mutation op-
erations. Such a strategy prevents losing the current best solutions and reserves
the good genetic material.

The current population is randomly divided into K non-overlapping groups,
and each group contains a fixed number of individuals. The elitist selection,
crossover and mutation are performed in each group, respectively. For each
group: a number of the individuals with better fitness value are selected for
the parent pool; a number of elite individuals survive to the next population;
two randomly selected chromosomes in the parent pool are considered as the
parents for crossover; and different mutation operators are applied in parallel to
the best individual in each group. This procedure is inspired from the algorithm
[19], which keeps one elite individual in each group and only uses mutation to
generate the new offsprings. The crossover operator was added to the algorithm
in order to permit combining good building blocks of two parents to form even
better children.

The process of this algorithm is shown in Fig. 2.
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Fig. 2. The process of the proposed algorithm

4 Experiments and Results

An example scenario is derived from a tank farm of a real petroleum refinery
([11]) – Four types of target objects (T1, T2, T3 and T4) with 90 inspection
positions are inspected by 3 homogeneous robots. The inspection time at each
inspection position is provided by the other program based on the measurement
method.

Fig. 3 shows two solutions of task allocation and path-planning, and their com-
pletion times and the total fuel consumptions are shown in Table 1. The left one
has shorter completion time determined by the robot with the red path, but more
fuel consumption. Although the blue path and the red path are overlapping at
coordinates (15,33), (15,30) and (17,3), the time occupancies are different (blue
path: 107.0711s, 104.0711s and 159.8274s, red path: 70.4706s, 76.8132s∼77.9132s
and 3.8284s). The red path and the green path overlap at coordinates (21,24:28),
but the time occupancy of the red path is 122.0985s∼137.1985s and that one
of the green path is 107.7279s∼112.8279s. Therefore, robots will not collide. In
the right figure, the completion time is determined by the robot with the blue
path, and the paths are not overlapping. Comparing these two solutions, the
deviation of the individual costs in the right solution is larger than that in the
left solution, which causes that the right solution has a longer completion time.

To evaluate the impact of the Greedy population initialization on the global
search capability, the proposed algorithm which is with Greedy population ini-
tialization is compared with the genetic algorithm without Greedy population
initialization. Both algorithms are run 100 times independently with popula-
tion size of 200 and the maximum number of generations chosen as 20000.
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Fig. 3. Alternative solutions of task allocation and path-planning

Table 1. Completion time and total fuel consumption of two solutions in Fig. 3

Solutions Completion Time (s) Total Fuel Consumption

Left 164.4696 490.0381
Right 176.6416 484.9670
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Fig. 4. Completion time distribution of 100 runs with (left)/without (right) Greedy
population initialization

The completion time distribution of these 100 runs with/without Greedy ini-
tialization is shown in Fig. 4. The completion time of the optimal solution
is 164.4696s. All solutions of the GA with Greedy initialization have comple-
tion times J ∈[164s:179s]. However, less than 10% solutions of the GA without
Greedy initialization provide for completion times J ∈[164s:179s]. Therefore, us-
ing Greedy initialization greatly improves the efficiency of the genetic algorithm.
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5 Conclusion

Multi-robot systems can be used to inspect industrial plants for gas leakages.
Little work addresses the task allocation and path-planning for such missions.
This paper presents a centralized task allocation and path-planning algorithm
for robot operation in known environments. A* is used for traveling cost evalua-
tion and path-planning between any two positions, and the genetic algorithm is
responsible for task allocation. Two Greedy algorithms are proposed to improve
the global search capability of the genetic algorithm. The proposed algorithm is
demonstrated in simulation study derived from a large industrial plant provid-
ing for good results. Future work will include also dynamic environments and
cooperative measurement tasks.
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Abstract. This paper presents and describes an innovative cooperative
symbiotic robotic system based in two types of unmanned air vehicles:
A lenticular shaped airship that allows 3D omnidirectional movements
with a big top area for solar energy harvesting and a group of micro-quad
rotors using micro electric ducted fans. The solution presented could
be used in missions as environmental, biodiversity monitoring, WiSAR
missions, road monitoring, detection of forest fires, etc.

Keywords: Lenticular Airship, WiSAR, Cooperative symbiotic robots,
Light than air vehicles.

1 Introduction

The system proposed uses a bio-inspired approach based on two different robots
working together and maintaining a symbiotic relation. Symbiosis is a popular
strategy for survival in biological world, with many examples ranging from the
bacteria in the human intestine to the Egyptian plover bird that feeds on the
leeches attached to the gums of a crocodile. A collective system like this exhibits
very interesting properties. It could be extremely flexible, have extended capabil-
ities for adaptation, self-organization and self-development [1]. Robustness and
reliability can often be increased by combining several robots which are indi-
vidually less robust and reliable [2]. Taking the example of WiSAR-Wilderness
Search and Rescue missions, a robot should be able to cover big distances dur-
ing long periods of time but also have the ability to access and inspect confined
spaces with high maneuverability. A system for this purpose should be able to
have:

– Capacity of support variable and unstructured terrain but at the same time
low complexity to maintain a high degree of reliability

– High power and communications capacity but at the same time low size to
maintain the capacity to deal with a very unstructured environment.

These two demands are often conflicting especially when we look to the actual
power sources. Long time operation means high power what means heavy bat-
teries that limits maneuverability. The solution we propose in the present work
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is to use two kinds of aerial robots working together. The first is a LTAV –
Light Than Air Vehicle with a special lenticular shape and the second is a group
of very small quadrotors. In our system we were inspired by the mechanism of
Trophallaxis in a colony of ants that is used to form a “communal stomach” to
the mechanism where the robots of the system plug each other and share the
power in order to increase the operational range of the whole system.

1.1 Why a Lenticular Shape?

The choice of a lenticular shape for our LTAV was based in the fact that this
shape exhibits very interesting properties when compared with other more com-
mon as we can see in Table 1.

The minimum weight of the airship structure under given buoyant lift can be
achieved under sphere-shaped body, but the use of lenticular shape allow for a
smaller drag [3]. Also by presenting the same low drag shape in all directions
makes it less sensible to lateral winds and turbulence and allow implementing
a true innovative omnidirectional locomotion. The solution used and described
in 2, allow to overcome the control problems described by other authors [4]
allowing for very stable flight and hovering and vertical landing and taking off
with very simple algorithms. The lenticular shape also exhibits other advantages
to our system: VTOL-vertical take-off and landing with easy mooring capability
without the need for hangars or mooring masts, and very good hovering capacity
with low power consumption. It’s also the shape that presents the greater top
surface area what is very important for the use of a large array of very thin
solar cells based on polyimide film LaRCtrade-CP1 and amorphous silicon. In
literature, it is mentioned a possibility of a value of energy of 4.3W/g [5] that
will allow the airship to be able to do energy harvesting for itself and for the
micro quadrotors. Recent developments will allow the direct deposit at a low
cost of solar cells in almost all kind of materials [6] including the ones used for
airships envelopes.

Table 1. Airship common shapes

Shape Airship e.g. Drag Manover. Wind Lift Moor

Cigar–shaped Hinderburg ++ + + ++ -

Spherical Aerosphere SA-60 - ++ + +++ +

Lenticular Alizé ++ +++ ++ + +++

Multiple Hull L. Martin P791 + + + ++ -

Winged airships BARS ”Bella-1” + ++ + + -

Dart Shape Bullet Airship +++ + + ++ -

Deltoid AEREON 26 + ++ + + -



A Symbiotic Lenticular Airship for WiSAR Missions 477

1.2 Why a Micro-quadrotor

Only last year we have witnessed a wave of interest in quadrotors with many
groups [7] all over the world using quadrotors as base for several types of
projects. However, the idea is not new and remotes to 1907 with the project
“Bréguet-Richet Gyroplane No. 1” developed by the French brothers Louis and
Jacques Bréguet under the supervision of French scientist and academician
Charles Richet. The main idea behind a quadrotor is mechanical simplicity and
using pairs of propellers rotating backward to cancel torque reaction. The vari-
ous movements are done only by changing the speed of each propeller. In short,
a quadrotor offers the following advantages [8]: Very simple mechanics with vari-
able speed fixed pitch propellers, payload augmentation and great maneuverabil-
ity even in confined spaces. The bigger drawback is high power consumption, that
limits its operational possibilities. It’s our belief that one of the best methods
to overpass this difficulty is to have the quadrotor as a marsupial robot work-
ing together with an airship. However, in this article we will focus in only one
of the components of the system, the airship and the generic hardware and an
innovative controller and IMU board, behalf this IMU board will be used as a
controller for all the robots in the system.

2 The Lenticular Shaped Airship

With the exception of the envelope that was manufactured by Mobile Airships,
according to our drawings, all of the materials could be easily acquired in Kite
and RC specialty stores contributing to maintain the project at a low cost and
easily replicable. Several prototypes, and control stations, with several functions,
have been developed since 2006.

Fig. 1. Airship in several demonstrations
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As we can see in Fig. 1 the assisted control allow an easy and intuitive control
as demonstrated by letting small kids control the airship in a confined space as
the Electricity Museum in Lisbon.

Table 2. Airship structure

Dimensions 3.2 m diameter, 80 cm height (Fully inflated)

Propulsion 4 brushless directional EDF (GWEDF505E & BL2018-3) with modified
digital servos Graupner HVS930BB

Outer ring 11mmx1mm carbon fiber bar with 4mm carbon rod

Envelope Custom made, PU 6 mil, 3.5m diameter

Battery Kokam LiPo 30C 2S2P 4000mAH

Speed about 4 m/s with compensation active (2 m/s up and down)

Payload 800 g without sensors

Sensors IMU 9DoF, GPS, SRF10 (US) and GP2YDA02 (IR) distance sensors

Coms WiFi or Bluetooth + Futaba R616FFM 2.4 GHz FASST module

In Table 2 we can check the main characteristics when filled with Helim at 98%
purity, about 5.5 cubic meters. The lenticular shape is maintained by a circular
ring made with carbon fiber bar (11mm x 1m) reinforced with a 4mm carbon
rod. This structure is tensioned as in a bicycle wheel with the Kevlar pre-glued
wires during the manufacture of the bag. This way we get a very low weight
but rigid structure to support the motors with enough flexibility to support and
absorb shocks with obstacles as seen in Fig. 2.

Fig. 2. Airship structure

2.1 Airship Control Hardware

The main component of the system is the IMU controller board. There are many
flight control units in the market, but none with the specifications we need in
terms of functionality, weight and size that allow it to be used as the control
board in all the robots of our system as pointed in Table 3.
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Table 3. Characteristics of the controller IMU unit

Dimensions 4cm x 4cm, approximately 16g including GPS module

Microcontroller MIPS32 M4K 32 bit microcontroller technology with 1.5DMIPS/MHZ

Communication USB, CAN, I2C, RS485, ICSP&JTAG&DEBUG, & 10 PIO

Wireless WiFi (MRF24WB0MB) or Bluetooth (RN-41)

Sensors IMU 9 DOF with GPS SiRF starIVTM, Barometer & Temperature

In Fig. 3, we can observe a block diagram of the airship architecture. The
airship use mainly a CAN channel to interconnect all the boards in the system.
It was also necessary to develop a brushless motor control board with a CAN
interface since we do not find any similar board in the market. It was necessary
to modify some commercial servos Graupner HVS930BB to allow a movement
of 300 degrees. There were some available servos in the market with at least 360
degrees turn, namely sail wing servos but their reliability and weight did not fit
our requirements. In this version we have equipped the airship with 4 IR distance
sensors (analog interface, one in each EDF) and 6 SRF10 ultrasonic sensors (I2C
interface, one at the top and the bottom and one in each EDF). For starting the
experiences and positioning the airship we had included a commercial 2.4GHz
receiver module, that use some of the IO pins available.

2.2 Locomotion Modes

Basically there are 4 possible locomotion modes as we can see in Fig. 3. All of
these modes allow a true omnidirectional locomotion in a 3D space. They are:

A - Straight trajectory in a horizontal plane with automatic compensation of
the trajectory. In this mode we use two opposite ducted fans to give the impulse
and speed in the desired direction. The other two fans are used for compensation
of the trajectory based in the information from the gyro, accelerometer and
compass sensors.

B - This locomotion mode allows vertical takeoff and landing. All of the
turbines are pointed to the trajectory to follow. The attitude and speed of the
airship is controlled, by changing individually the speed of each turbine. In this
mode the drag imposed by the great and orthogonal surface is easily overcomed
by the simultaneous trust of the 4 turbines.

C - Rotation. This mode allows very quick changes in direction. It is possible
to make very fast rotations that allow by example to get a very rapid 360 degrees
sequence of photos.

D - In this mode the airship could climb or descent in an inclined plane. As in
mode “A” two of the ducted fans are used for giving the trust and the other two to
maintain the trajectory in the inclined plane. The maximum inclination is 30˚,
limited by the angular range of the servos. Experiences made with inclinations
near this limit show that it is very difficult to maintain stability and follow a
straight path. The compensation is obligatory since the shape of the airship
maintains by itself the airship stable in a horizontal plane.
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Fig. 3. Block diagram of the airship control hardware

The Table. 4, resumes all the locomotion modes and how the control algo-
rithm implements the angle for each propulsion unit and if the EDF is used for
propulsion or for compensation of the movement. Since there is more than one
possible solution, special care has been taken to get the best solution possible
in terms of energetic consumption and to limit the number of servo movements
between modes transitions.

The control algorithm used is very simple and uses a PID controller to obtain
the desired movement based on the information filtered by a very simple digital
median filter of the sensors implied in each mode. By example, when we pretend
to follow a straight path in front we use the gyroscope data as input for a PID
controller integrated in a feedback loop to try to minimize the difference between
the desired direction and the q actual one.

3 Experimental Work

We started to develop a friendly and intuitive controller using the interface
that could be seen in Fig. 1, basically composed by a TFT monitor and a joy-
stick with torsional control. The responsiveness of the control was really good
in a way that we allow other people to test (including kids) with incredible
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Fig. 4. Locomotion modes

Table 4. Angles for each EDF in the different locomotion modes

EDF 1 EDF2 EDF3 EDF4 Compensation for

MODE “A” - Straight trajectory in a horizontal plane

Front 90◦ 90◦ 90◦ 270◦ Straight path
Back 90◦ 270◦ 90◦ 90◦ Straight path
Right 270◦ 90◦ 90◦ 90◦ Straight path
Left 90◦ 90◦ 270◦ 90◦ Straight path

MODE “B” – Vertical trajectory

Up 0◦ 0◦ 0◦ 0◦ Horizontality
Down 180◦ 180◦ 180◦ 180◦ Horizontality

MODE “C” – Rotation

CW 270◦ 270◦ 270◦ 270◦ Horizontality
CCW 90◦ 90◦ 90◦ 90◦ Horizontality

MODE “D” – Trajectory in a inclined plane

Front 0◦ 90◦-α 180◦ 270◦+α Inclination (α )
Back 180◦ 270◦+α 0◦ 90◦+α Inclination
Right 270◦+α 0◦ 90◦-α 180◦ Inclination
Left 90◦-α 180◦ 270◦+α 0◦ Inclination

Notes: In Bold Ducted fans used for trust.
Angles and numeration according to the following diagram:
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results in several places in indoor controlled situations. We also have done sev-
eral flight tests in an indoor controlled scenario at “Pavilhão do Conhecimento”
(http://www.pavconhecimento.pt/home/). For testing the control algorithm
presented in this paper we programmed the airship to follow a linear trajectory
trying to maintaining constant the distance to the nearest wall, using a com-
mercial RC transmitter to position and to start the experiences. First using only
the value measured by the ultrasonic sensors and later using only the compen-
sation by the given by the IMU. The results were very good specially using the
ultrasonic sensors, with a minimum non measurable error. With IMU there was
some error in the trajectory: about 1meter in 40 meters. In the second experi-
ence we we used the data from the ultrasonic sensors (long range <12m) and the
infrared sensors (short range <1m) to maintain an initial formation in the center
of the pavilion at the same time that the airships go from the floor to the ceiling.
And at the same time avoiding obstacles as walls, floor and ceiling and later the
hook of a ceiling crane (Fig. 5-10). The experience was made with 3 airships,
and during the tests there was a collision only once between two of the airships
(Fig. 5-9). This reveals that the use of some simple sensors as ultrasonic modules
is effective to avoid obstacles of the type mentioned. To maintain a formation,
the use of this type of sensors revealed not to be sufficient with the airships
easily coming out from the initial formation as we can see in Fig. 5-2,3. At the
moment we are trying some low cost color based image recognition modules and
IR cameras as the Wii camera.

Fig. 5. Airships during tests at “Pavilhão do Conhecimento”

http://www.pavconhecimento.pt/home/
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4 Conclusions and Further Work

It’s our idea that the work here presented could contribute significantly to an
increase in interest of lenticular shaped airships in robotics applications and
with the continuation of our work the use in symbiotic applications with other
type of robots. It’s also our conviction that the hardware developed, with special
emphasis for the control and IMU board with very reduced size and dimensions
resulting from combining the best MEMS sensors actually available in the market
could be used not only as the control board for airships and UAVs of small
dimensions but also for many other applications that require low cost, low size
IMUs. As far we could check many of the lenticular airships projects have been
abandoned because of control problems. In the first tests, our control system
has proved to be very effective allowing for indoor straight trajectories with
minimal errors. Also some of the tests made with an audience have shown the
great interest that an airship of this kind can have and the great capacities for
advertising. The high stability and very stable hovering capabilities opens also
an enormous range of commercial applications, from environmental to movie and
TV making.
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Abstract. In this paper the problem of path planning in a dynamic
environment is considered. The minimum cost path is planned using
Cellular Neural Network (CNN). CNN is a very useful tool for parallel
signal processing and can be implemented using VLSI. In the proposed
approach the problem of local minima (dead ends on a map) does not
exist. Different criteria can be taken into account during path planning
for example: the size of the robot, the traversability cost, the occurrence
of dynamic obstacles, etc. The method allows us to specify the goal using
semantic labels. The experiments performed in a real static environment
and simulations in a dynamic environment have shown the efficiency of
the proposed method.

Keywords: path and task planning, mobile robot navigation.

1 Introduction

Path planning is a fundamental part of an autonomous mobile robot navigation
system. The aim of the path planning is to find the optimum collision-free path
between the starting position of the robot and the target location. There is a va-
riety of methods proposed to solve the problem [4,7,15]. They can be classified
using different criteria. One of them is a representation in which path planning is
described and solved. The Configuration Space [15] is one of the oldest method
but this approach cannot be used efficiently in the case of a dynamic environ-
ment. The second approach to path planning uses cell decomposition [15] - the
space, which is free from the obstacles, is decomposed into a set of cells. Another
family of path planning algorithms is based on the idea of skeletonization [15].
There are many intelligent algorithms of path planning in a static environment
such as potential field, diffusion methods, genetic algorithms, neural networks,
graph searching techniques [6].

Some of the articles consider non-stationary environments defined as a sur-
rounding where obstacles change their locations form time to time [3], but the
problem of navigation in a dynamic environment is much more complicated [20].
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A dynamic scene requires on-line methods for fast reaction to moving obstacles.
While following its path, a robot has to distinguish stationary obstacles (e.g.
walls) from moving ones. One of approaches relies on using global path planning
and reactive control or D* algorithm [18]. A path planning problem can also
be solved by a Vector Field Approach [1] but the vector field must be recalcu-
lated frequently and the method tends to produce poor performance in dynamic
environments. In [10] the algorithm which is based on a recursive method for
path planning and gives an optimum path is presented. The collision-free path is
planned in densely populated environments. However, this algorithm is applica-
ble only for circular obstacles. The most promising approach [14] utilizes graph
searching techniques. The explicit time information together with probabilistic
values for prediction of a movement of a dynamic obstacle are used for optimal
path searching.

In the approach proposed in this paper the information about static and
dynamic objects is input to the path planning algorithm. Static elements are
described by their positions, dynamic objects are characterized by their positions
and velocity vectors.

The paper is organized as follows: at the beginning Cellular Neural Network
(CNN) is introduced shortly. Later, the method of the path planning using
CNN is presented. Finally, experiments in a static and dynamic environment are
described.

2 Path Planning with the Use of Cellular Neural Network

The Cellular Neural Network (CNN) was introduced by Chua and Young [8,9].
It is usually a single-layer network defined on regular lattices, where neurons are
arranged in a rectangular network and interact locally (within the neighbour-
hood). The cells that are not directly connected may affect each other indirectly.
This type of the CNN can be viewed as a generalization of a cellular automata.

xij =
∑

kl∈Nij

aijkl · ykl +
∑

kl∈Nij

bijkl · ukl + Iij (1)

yij = f(xij) (2)

Equations (1,2) present typical evaluation of a single cell (cij) which is described

by the state xij , values of input signals uij , values of interconnection weights aijkl
between cells ckl and cij , b

ij
kl values of interconnection weights between ukl and

cell cij , and finally by bias parameter Iij .
Due to local connections between cells, the CNN could be implemented using

the VLSI technology [5,12]. Cellular neural networks are very useful for rapid
and parallel signal processing [16]. CNNs are used for solving partial differential
equations [2] and image processing [13,17,21].
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2.1 Path Planning in a Static Environment

In typical implementations of CNNs the interconnection weights and other pa-
rameters do not have any physical interpretation. To make quantitative compari-
son of different paths easier the physical interpretation of a neural cell parameters
is introduced. The values are interpreted as follows:

– a state xij and the output value yij is an estimated travel time from the
place represented by the current cell to the goal [s],

– interconnection weights aijkl are dimensionless, represent the traversability
level and take value from set {0, 1},

– values of interconnection weights bijkl are equal to the distance between
neighbouring cells {d1, d2} (fig.1) [m],

– an input signal uij = 1
Vij

is a reciprocal of robot’s velocity in the cell [s/m],

– a bias value Iij = r/2
Vij

is a time of travelling through the current cell [s].

Fig. 1. Distance between cells a) in terms of space (r - cell resolution) b) in terms of
time

The evaluation of a new state of the cell is described by eq. (3,4), where the
time of travelling xij is a sum of the travel time between neighbouring cells

bijkl · ukl, the travelling time from the neighbouring cell to the goal aijkl · ykl, and
finally the travelling time along the current cell Iij .

xij = min
kl∈Nij

(aijkl · ykl + bijkl · ukl + Iij) (3)

yij = xij (4)

Each cell tries to minimize the travel time by activation a connection with the
neighbouring cell which has the smallest time value. Since the robot can move
only to one neighbouring cell, it is assumed that only one connection can be
activated. The weights aijkl and bijkl are conjugated. If the interconnection is active
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the weight aijkl takes value 1 and bijkl takes value of a distance between cells which
is d1 or d2 (fig. 1), otherwise both weights are set to 0. The active connection
implies the direction of the robot movement. Regarding this, and the fact that
a reciprocal of the maximum allowable velocity is held in the cell, a desirable
velocity vector can be calculated easily.

The initial values of a cell parameters for particular situations are shown
in Table 1. A cell is marked as a free space if any of the robot’s position in
the corresponding area can be achieved. The cells corresponding to the static
obstacles have no connections with other cells and are not evaluated.

Table 1. Initial values of a cell: B stands for a big number (infinity), V is a robot’s
velocity, r is a cell resolution, k is a number of interconnections, n is a number of
dynamic obstacles (n = 0 for a path planning algorithm in a static environment)

y[s] x[s] u[s/m] I[s] |Nij |
Free space B B 1

V
r
V

8(n+ 1)

Static obstacle B B B B 0

Goal (or Robot in a dynamic envi-
ronment)

0 0 1
V

0 0

Using our algorithm the path from each cell to the goal is calculated, without
prior knowledge of the initial robot’s position. To reach the goal, the robot
follows interconnections between cells (moves to the cell with the smallest time
value). Multiple robots of the same type can use the same network (map). An
occurrence of regions with additional velocity limit (e.g. rough ground) can be
taken into account.

2.2 Path Planning in a Dynamic Environment

In a typical approach to navigation, a robot treats every new object on its way
as a static obstacle and tries to recalculate the path, even if the object is moving
in the same direction. The algorithm which solves this problem was developed
and is presented in this section. It is assumed that knowledge about the moving
objects comes only from current observation, therefore continuous updates and
calculations of CNN are required.

An occurrence of dynamic obstacles means that cells can be inaccessible in
certain periods of time. Therefore, each cell keeps additionally a list of time
intervals, during which a cell is occupied. The time of a robot presence in a cell
has to be known to avoid collision with dynamic obstacles. This, in contrast to
the static path planning version of the algorithm, implies that the knowledge
about initial position of the robot is required.

Equations (3, 4) describing cell evaluation remain unchanged but now each cell
tries to minimize the travel time from robot’s initial pose to the current cell. By
activation of a particular interconnection, a cell chooses the direction from which
the robot will arrive.
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Avoidance of collision with dynamic obstacles requires adjustment of the
robot’s velocity. The velocity can be adjusted in a current cell as well as in
a preceding cell. The algorithm for a velocity adjustment works as follows:

1. If the robot’s velocity in the current cell is lower than maximal, increase it
in order to leave the current cell before an obstacle presence in this cell.

2. If the robot’s velocity in the preceding cell is lower than maximal, increase
it in order to enter and leave the current cell before obstacle presence in this
cell.

3. Otherwise, decrease robot’s velocity in the preceding cell in order to enter
the current cell after obstacle presence in this cell.

What is important is a fact that the velocity adjustment procedure is performed
only when the time of presence of a robot overlaps with the time of presence
of an obstacle. In fact, the third step is the most important, because if there is
no need to decrease speed, it can be assumed that the robot is moving at the
maximal speed. In order to achieve a convergence of the whole CNN, the change
of a speed in the preceding cell is being assumed only during the evaluation of
the current cell. This assumption is not taken into account during the evaluation
of the preceding cell.

The initialization of CNN cells presented in Table 1 is valid also for path
planning in a dynamic environment, with only one difference, in this case the
robot becomes a Goal.

In some situations the robot has to move back to make room for the obstacle
and then continue going moving when the way is free. Since each cell represents
the presence of the robot in a certain moment, it is necessary to create one more
layer of cells, covering the same space, which is available only after leaving the
cell by an obstacle. In a simple case (non-oscillating movements of obstacles)
the number of layers is equal to the number of dynamic obstacles +1 (Fig. 2).
Each cell in a multilayer is connected with eight neighbouring cells from the
same layer and eight neighbouring cells from each additional layer. The cells
in the layer corresponding to a particular obstacle become free only after the
presence of this obstacle in the cells and not before. While the time intervals of
the presence of other obstacles in this layer remain unchanged. For layer 0 all
the time intervals are unchanged. Of course, it is necessary to create additional
layers only for those places where dynamic obstacles have appeared.

The presented algorithm makes it possible to decide what is better: to follow
the obstacle with a lower speed or to choose a new path. Contrary to previously
presented approach, the initial position of the robot has to be known a priori.
Therefore only one robot can use the network (map). To reach the goal, the
robot follows inverted path from the goal cell to the robot’s start cell. Also, the
direction and velocity of a dynamic obstacle movement has to be guessed or
assumed in order to initialize time intervals of the robot presence in a cell.
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Fig. 2. CNN architecture with additional layers for two dynamic obstacles. cij,1 - con-
sidered cell, ckl,p - neighbouring cells, where kl - cell indices, and p - number of layer
from the layers set L. Occij,p - set of time intervals during which cell ij from layer p is
occupied by an obstacle.

2.3 Cellular Neural Network Evaluation

In the preceding subsections, the evaluation of a single cell has been described.
The evaluation of the whole network is done iteratively until all the cells on the
path from the goal to the start position are stable. A cell becomes stable if the
value y does not change between consecutive evaluations.

From the theoretical point of view, an order of the evaluation does not play
any role in terms of stability, which makes this algorithm easy to implement in
a parallel way. However, without such an implementation, some improvement
can be done in order to achieve a faster stabilization of the CNN. In accordance
with the fact that the cell which corresponds to the start position has minimal
and stable time value, and the fact that each cell tries to minimize its own time
value, stabilization of the entire CNN is much faster if the evaluation of the cells
is being conducted in a breadth-first order, starting from the start cell.

As it was mentioned, in case of navigation in a dynamic environment, the
process of planning interleaves with updates of sensory data. However, the CNN
does not have to be reinitialized continuously. In fact, the previously calculated
values make the evaluation process faster.

3 Results

The presented method has been tested in a static environment using mobile robot
ELECTRONR1 designed and built at the Warsaw University of Technology.
The robot is equipped with a laser range finder mounted on a rotating support
which enables us to make 3-dimensional representations of the environment.

Fig. 3a presents the results of experiments performed in the office. The task
for the robot was to plan a path and to reach the goal. The map was built
based on laser range finder indications. Each cell of the grid-based map corre-
sponds to a 10cm × 10cm rectangular area of the environment. The radius of
influence of the obstacles, on which the maximal speed in a cell depends, equals
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70cm (7 cells). The linear and angular velocities were computed using modifica-
tion of the dynamic window approach [19]. The robot goes along the centre of
the corridor (far from the walls) but it is able to move across gaps (doorways).

Fig. 3b represents the results of collision-free path planning if the goal is given
using semantic labels. The numbers in brackets represent the linear velocities
(m/s) and angular velocities (deg/s) of the robot in the corresponding point of
the environment. The map was built based on 3D laser range finder indications,
the labels were attached using the method described in [11]. The robot was asked
to move towards a chair. For two different robot positions, paths to the nearest
chair were generated automatically, without any additional rule-based system.
A similar experiment was performed outside the building.

a) b)

Fig. 3. Path planning in a static environemnt. a) The linear velocities measured in m
s

and angular velocity in rad
s
. b) Path planning to the goal using semantic label.

a) b) c)

Fig. 4. Calculated path with robot’s position at three time points a) robot is mak-
ing room for the first obstacle which is moving in the opposite direction (t=0.182s)
b) when the corridor is passable the robot starts to follow path to the goal (t=1.092s)
c) the robot follows a more slowly moving obstacle along the corridor (t=1.620s)
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The correctness of the path planning algorithm in a dynamic environment was
tested with the use of a simulated scenario, in which the robot navigating along
a narrow corridor meets two moving obstacles. The first obstacle is moving in an
opposite direction, while the second one is moving in the direction of the goal,
but with much lower velocity than the robot’s. In that kind of situation typical
static approach is not able to find a path. The presented algorithm is able to
find the optimal path in terms of time even if the robot has to move back.

Each pixel in Figure 4 corresponds to one cell in one layer of the CNN. The
black line shows the calculated path and the consecutive robot’s positions. The
black areas present static obstacles, while the light gray rectangles represent
dynamic obstacles. The current robot’s position is presented as a dark gray
rectangle. A black round mark depicts the goal position.

4 Conclusions

In this paper two CNN-based approaches for collision-free path planning have
been presented. The developed approach excludes the problem of local minima,
both in the field of acceptable positions and velocity spaces. The correctness of the
presented algorithms was confirmed by tests performed with the use of a real robot
(static environment), as well as by simulation tests (dynamic environment). Pre-
sented algorithms have different properties and can complement each other. The
path planning algorithm in a static environment can be used as a global path plan-
ner, while the other algorithm will be helpful in local navigation. Both versions of
the algorithm can be implemented efficiently with the use of some parallel com-
puting techniques, which is planned as further work. Ongoing research is focused
on the use of heuristics for cell values initialization, which may help to relax the
assumption of the finite space of states. Also, further research on the use of CNN
for action planning and scheduling is being conducted. Finally, the use of prob-
abilistic information together with the time cost in the process of cell evaluation
may improve effectiveness of the presented method.
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Abstract. Negotiation is one of the most prevalent methods that agents, in a 
multi-agent system, use to reach agreements. Nowadays, one important aspect 
of negotiation is moral behaviors of agents that involve in negotiation. For this 
reason, we propose an ethical classifier that uses artificial neural networks en-
sembles. To evaluate the performance of the proposed method, we conduct  
experiments including comparisons with alternative methods for ethical classi-
fication. As the result of experiments suggest, the proposed method shows im-
proved ethical recognition performance, in comparison with other widely used 
methods. 

Keywords: Ethical reasoning, Artificial neural network, Ensemble method, Ar-
tificial neural networks ensemble, Intelligent agent, Ethical agent, Negotiation. 

1 Introduction 

Negotiations play an important role in our everyday life. With the rapid development 
of multi-agent systems, the significance of negotiation between agents cannot be neg-
lected. Negotiation has been widely used to reach a consensus. In recent years, trust is 
considered as an important aspect in negotiation between agents. Ethical agents usual-
ly can gain people’s trust in the long run. Four types of ethical agents including ethi-
cal impact agents, implicit ethical agents, explicit ethical agents and full ethical agents 
were proposed by [1]. The search space for multilateral negotiation is very complex 
[2]. Several authors proposed the idea of using artificial neural networks (ANN) in 
multi agent negotiations. In [3], the neural network is used for predicting the behavior 
of opponent. In this method, neural network was trained based on three recent oppo-
nent offers.  An approach proposed by [4] used Genetic Algorithm (GA) and Multi-
layer Perceptron (MLP) for predicting agent behavior in negotiation. In the method by 
[5], Radial Basis Function (RBF) predicts the result of negotiation. However, this 
approach was very time consuming and was not suitable for real- time applications. 



494 B. Rekabdar, M. Joorabian, and B. Shadgar 

 

In this paper, the artificial neural network ensemble method is employed in order to 
recognize various ethical actions in negotiation efficiently. The proposed method uses 
a number of artificial neural networks and an ethical dataset to train them. Decisions 
from neural networks are combined by using a majority voting method to make the 
final decision of recognitions. Each neural network is implemented by using MLPs 
with various hidden layers. 

The paper is organized as follows: section 2 provides a brief explanation of back-
ground and previous works, the definition of the overall proposed method for ethical 
classifiers described in section 3. In the section 4 experiments setup and results are 
presented. Finally the conclusion and future works are provided. 

2 Background 

2.1 Artificial Neural Network Theory 

Artificial intelligence (AI) has direct relationship with human brain behavior. AI tries 
to imitate brain’s actions. ANNs is one part of it. They can learn from linear and non-
linear data distributions; moreover, can solve complex problems with noisy and in-
complete data. ANNs have high ability in generalization and prediction [6]. An  
artificial neuron can be shown mathematically as follows: 

 ( ) ε+= ∑ =

n

i ii xwgxy
0

)(  (1) 

In formula 1 y(x), w, g, x and ε  are respectively the output of axon, weight, sigmoid 
function, a neuron with n input dentrites (x0...xn) and a mean zero additive noise. More 
details of single artificial neuron, simple network models and example sigmoid  
functions are described in [7].  

2.2 The Basic Ensemble Method 

In the basic ensemble method the combiner component is simply computing the aver-
age of networks’ outputs (fi(x)). The basic ensemble method (BEM) output is defined 
by equation 2. 
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This approach can lead to high performance [8], [12], but does not consider the fact 
that all networks are not the same. Since some of them can be more accurate than 
others. It has some advantages; first, its understanding and implementation is easy [9], 
[11], second it can be shown not to increase the expected error [9], [13], [14]. 

2.3 The Generalized Ensemble Method 

Generalized BEM method is used for finding the weight of each output that minimiz-
es the mean square error (MSE) of the ensemble. The general ensemble model (GEM) 
is defined by equation 3 as it comes. 
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In equation 3 the αi is selected to minimize the MSE with respect to the target func-
tion, f (estimated using the cross validation set), while their sum becomes 1. The error 

)(xiε  of a network and correlation matrix  are defined as )()()( xfxfx ii −=ε  
and )]()([ xxEC jiij εε=  respectively. Then, the weights, αi, that minimize equa-
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The optimal choice for αi is as follows [9], [12]:  
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This method has higher performance than BEM. However, this method depends on 
two factors, the reliable estimation of C and non-singularity of that, so it can be easily 
inverted [12].  Due to high correlation of errors, the rows of C are almost linearly 
dependent, thus inverting C leads to round-off errors. Ignoring networks whose errors 
are highly correlated with others is the way that [12] has applied for solving this prob-
lem. The specialized techniques were utilized for the inversion of near-singular  
matrices and training the networks to be de-correlated with each other in [15], [10]. 

3 The Proposed Method 

This paper plans an ensemble neural network which can recognize ethical behavior 
from unethical one. Compared to the [17], it achieves higher performance with more 
accuracy of generalization ability. Since the size of the given dataset is too small in 
comparison with the size of feature set, a single neural network has less generalization 
ability. Therefore, the ensemble learning is used for neural network which can pro-
duce dramatic improvements in generalization performance. The basic idea of this 
technique is to generate multiple versions of a predictor, that when combined, will 
provide more accurate and stable predictions. Moreover the superiority of ensemble 
learning is shown in section 4 when compared with single neural network. The pro-
posed method has two phases, the training phase and the recognition phase. Figure 1 
represents the overall procedure of the proposed method. In the training phase, each 
neural network in Ensemble Neural Network (ENN) is trained with the whole data 
set. After this phase the Trained ENN for ethical recognition is generated from train-
ing data set. The model consists of N neural networks. 
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In the recognition phase, for any input vector x, the method obtains N decisions 
from neural networks and makes final decision by combining decisions from neural 
networks with an output vector from the combiner. This paper uses majority vote to 
produce the final output. This ensemble neural network ethical classifier is applied to 
the scenario of negotiation model explained below. The justification for adding ethi-
cal constraints to the negotiation is that when the artificial agents are negotiating with 
humans, taking ethical considerations into account, makes them more trustworthy. It 
makes the people working with these systems to be confident in what they are being 
told by the system. As Cohen suggested [21] good negotiation ethics is important for 
the negotiator because of reputation; no one will deal with a negotiator with a bad 
reputation. Unethical tactics may give the negotiators what they want in the short run. 
These same tactics typically lead to long term problems. 

The domain of negotiation is between a seller and a buyer in a selling e-commerce 
environment. This scenario is for the seller and it is summarized in 17 steps as fol-
lows. The buyer scenario is the same as seller. 

 

Fig. 1. Process of the proposed method for ethical classifier 

1. Seller Agent (SA) receives proposal from Buyer Agent (BA). 
2. SA evaluates the proposal. 
3. If that proposal is generally bad for the SA, it denies it and goes to step 17. 
4. Else if that proposal is good enough, SA accepts it and goes to step 17. 
5. Otherwise, if that proposal is not good enough, it proposes a new proposal to BA. 
6. To make this new proposal, SA must search in its knowledge base to find a coun-

ter proposal. 
7. If a suitable proposal is found, SA tests it to see if it is ethical or not (employing 

the proposed method (ENN)). 
8. If it is not ethical, SA goes to step 6. 
9. Else if it is ethical it is proposed. 

10. If it is accepted by BA and the result is good, SA goes to step 16. 
11. Else if it is accepted by BA but the result is bad, SA goes to step 17. 
12. Otherwise, if it is not accepted by BA, SA goes to step 1. 
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13. If a suitable proposal is not found in the knowledge base, SA generates a new 
proposal from scratch and tests it for ethical evaluation (employing the proposed 
method (ENN)). 

14. If it is ethical it is proposed and SA goes to step 10. 
15. If it is not ethical SA goes to step 13. 
16. The knowledge base of the SA gets updated for future use. 
17. Negotiation would be finished. 

4 Experiments 

To evaluate the performance of the proposed method the domain of negotiation prior 
to selling in an e-commerce environment was chosen. In this domain, there is a seller 
which is an artificial intelligent entity and a buyer who is either a human or an artifi-
cial intelligent agent. In [16] authors provide a small set of examples for this kind of 
domain with their ethical evaluations. To increase their income, sellers must obtain 
customers’ needs and some other information about them to offer the best goods to 
them. It is also assumed that seller agents have a complete knowledge about the cos-
tumers. These ethical evaluations can be used in the proposed negotiation algorithm in 
section 3 to generate ethical proposals. These examples are shown below: 

Example A: the seller agent hides some specifications and problems of the item X 
from the customer to increase the number of sold items (not ethical). 

Example B: in this example, the seller does not hide any details from the customer 
and it is honest about the specification of the item X (ethical). 

Example C: the seller agent is honest about the details of goods, but it increases the 
price and announces the wrong price (not ethical). 

Example D: the seller agent reveals or does not reveal the information about one cus-
tomer to another, in order to improve selling rate (respectively not ethical or ethical). 

Example E: the seller agent has an ethical policy for increasing its customers in long-
time view. So, it offers merchandise with high quality and lowest price (ethical). 

In order to put these examples into a framework suitable for evaluating ethical situa-
tions, the basic agent/patient model was used. The basic agent/patient model is a con-
ceptual framework for ethical situations, specially designed to improve the judgments 
when an artificial intelligent entity is playing a role in that situation [18]. Its major 
contribution is that it provides 81 different categories of ethical situations according 
to the type and property of agent and patient.  

There are three types of agents according to this model: Human, organizations and 
artificial intelligent entity. An agent also has a property consist of three possible val-
ues: Good, evil and neutral. Floridi in [19] suggested that it is essential to consider 
agents and patients together for the task of ethical evaluation. In this work the focus 
of study is on the ethical evaluation of artificial intelligent agents’ actions and the 
other two types are not related to it. To train the neural networks, the training set in 
[17] was used. Honarvar in [17] uses the base examples explained before and a basic 
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agent/patient model for ethical situations to generate new examples. He uses a feature 
set consisting of 15 features that relates to both agent and patient to describe an ethi-
cal situation. These features are presented in table 1. 

Table 2 shows a sample of the generated training cases and their corresponding base 
examples. All of the features except number 8 and 15 have the value of Z (Zero), A (Av-
erage), L (Low), H (High), and the value of feature number 8 and 15 are N (Neutral), G 
(Good), and E (Evil). Each symbol is represented by a binary vector. The length of the 
vector can be 3 or 4. The schema for four-value vectors is <Zero, Low, Average, High> 
and for three-value vectors is <Neutral, Evil, Good> [17]. For example, if the parameter 
has the value Evil, then the input vector for this parameter is a three-value vector and is 
equal to <0, 1, 0> or if it has the Average value its vector is <0, 0, 1, 0>. 

Table 1. The features of ethical situation  

1 The Voluntariness of an agent  2 The amount of human patients(HP)’ pleasure 

3 The duration of HP’ pleasure 4 The number of pleasured HP 

5 The amount of HP’ displeasure 6 The duration of HP’ displeasure 

7 The number of displeasured HP 8 The properties of HP 

9 The amount of non- HP’ pleasure 10 The duration of non- HP’ pleasure 

11 The number of pleasured non-HP 12 The amount of non-HP’ displeasure 

13 The duration of non- HP’ displeasure 14 The number of displeasured non-HP 

15 The properties of non-HP   

The proposed ENN for ethical classifier is implemented based on the training data 
with MATLAB neural network toolbox. Table 3 gives some information about the net-
works of the implemented method. To create the ENN 12 neural networks were used, 
and each of them contains only one hidden layer with varying number of hidden neurons. 
The first neural network has 4 hidden neurons and each following network has one more 
neuron in its hidden layer than the previous one, so the last network has 15 hidden neu-
rons. The Even berg-Marquardt back propagation algorithm (trainlm) is used to train the 
feed forward network because it is very fast. There are so many parameters for each net-
work object indicating the architecture of the network or the way it trains the network. 

The training procedure stops on the condition that either to reach 100th epoch or 
exp(-100) in the training accuracy. Furthermore, tansig transfer function for hidden 
layer and purelin activation function for output layer are applied. To set the parame-
ters, the model is tested with changing parameter values gradually, and then the para-
meters with the best performance of the method are chosen. 

To compare the proposed method with alternative methods for ethical classifica-
tion, we also used Support Vector Machine (SVM), MLP (single neural network), 
KStar, and J48 which are widely-used classifiers. For SVM, Poly nominal with expo-
nent 1 is selected as the kernel function, and the threshold and penalized parameters 
were set to 0.001 and 1 respectively. For MLP, 15 hidden nodes are used [17], and the 
learning rate and the threshold are fixed to 0.02 and 0.005 respectively. For J48, con-
fidence factor and numFolds are set to 0.25 and 3 respectively. Instead of implement-
ing all alternative methods, we used Weka, the well-known library for machine  
learning techniques, which contains all of the methods for the experiments [20]. 
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4.1 Experimental Results 

In order to highlight the outstanding performance of the proposed method, we com-
pared the method with alternative recognition methods which use only a single model. 

For the experiment, the performances of SVM, KStar, J48, and MLP was also ob-
tained from the same data set, especially in the case of the proposed method and 
MLP, the average results of 10 trials for model generation were used. Table 4 shows 
the results of the experiments. As shown in Figure 2, ENN showed the best perfor-
mance among various ethical classifier methods. Moreover, despite ENN uses MLP 
as a model for its network, the performance was 19.27% higher than the method with 
a single MLP model. This confirms that using multiple neural networks show better 
performance than methods which use only a single recognition model. 

In the proposed method, it is quite important to choose the appropriate number of 
neural networks. The number of neural networks should be chosen according to the com-
plexity of domain. Too small number of neural networks may not reduce the complexity 
of the problem, but too large number of neural networks takes a long time for training, 
since all of the neural networks must be trained with the whole training data set. In order 
to analyze the relationship between the number of neural networks and performance, we 
observe recognition accuracies by changing the number of neural network from 4 to 16. 

Table 2. The values of some sample training cases 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 target 
Example A 

1 H Z Z Z Z Z Z N A L L H A L E L 
Example B 

2 H H H L L L A G Z Z Z Z Z Z N A 
Example C 

3 L A L L A H A G Z Z Z Z Z Z N L 
Example D 

4 H Z Z Z Z Z Z N L A L L L L G H 
Example E 

5 H H H L Z Z Z G L L L Z Z Z G H 

Table 3. Specs of each of neural networks In ENN 

Input nodes 58 
Hidden nodes 4 to 15 
Output nodes 4 
Learning rate 0.02 

Table 4. Result of comparison experiment (unit : %) 

 SVM KStar J48 MLP ENN 
Accuracy 76.31 71.05 68.42 73.68 92.95 

Error - - - 21.32 3.63 

Figure 3 shows the result of the experiment. With 12 neural networks, the model 
shows the highest performance, and from 12 to 16 neural networks, the similar per-
formances are obtained. However, with less than 12 neural networks, the performance 
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Abstract. The goal of the work is presentation and discussion of the
idea of innovative approach to industrial control system based on data
processing. The key issue of proposed control system is the analysis of
a history of considered industrial process, it means the analysis of regis-
tered data (process parameters and signals) during the past production.
The system searches similarities among the current production period
and registered past production episodes (episodes are atomic periods of
production). Each of episodes is characterized by controlled and mea-
sured signals. An episode which is similar to the present period and
which is characterized by the best possible value of quality criterion is
being selected and becomes a pattern for control of the present produc-
tion. The searching procedure was based on the multi-agent methodology,
while the control function of the chosen episode was modeled using the
artificial neural network. The developed idea of the control system was
implemented and tested using the data obtained by simulation of the
virtual industrial experiment.

Keywords: industrial control system, agent technology, artificial neural
network.

1 Introduction

The present research focuses on design and implementation of industrial control
system when there is a lack of detailed knowledge concerning the physical nature
of analyzed process. In such a case it is difficult, or sometimes impossible, to build
a reliable model of such process, which is essential for the automatic control.
Such area of industrial production is still domain of a manual control, based on
experience of the workers. Another problem in control of industrial processes is
irregularity of signals sampling: some signals are measured every minute, while
some other are measured once a day. For example, the quality of the production
cycle can be assessed only few times a day. Therefore, it is difficult to specify the
proper values of controllable signals resulting in the required final production
quality. The conventional approach to the control system in case of irregular
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measurements of signals is based on pre-processing of such data, most often
through the interpolation of the missing data, which can be a source of faults
and errors.

The goal of the work is to design an approach to industrial control system
that should comply all mentioned problems and can be an alternative for manual
control. The main idea of proposed approach is based on processing of data
that refers to functioning of industrial system in the past. Elaborated system
should enable specification of the controllable signals values which ensure the
best possible quality of production Q at current production conditions.

1.1 Signals of Industrial Control

The basic analysis of an industrial control system induces preliminary identifi-
cation of every signal that can be measured or controlled and that has a possible
influence on the production quality. All signals are classified into three main
groups: independent signals, controllable signals, dependent signals. This classi-
fication corresponds to real industrial problem that was analyzed in [8].

Independent signals I are signals, which can be measured but cannot be mod-
ified or changed during production. Controllable signals U are signals that can
vary during a production process. Dependent signals X are measured signals
which cannot be directly modified. Each dependent signal is expected to be a
function of other production signals and a possible time delay. Sampling frequen-
cies are various for different signals. Some signals are measured with the minute
interval, some other few times a day. It may cause troubles for the control system
and can be solved by approach proposed in the work.

1.2 Industrial Control System

The typical goal of an industrial control system is to obtain the best possible
value of a production quality Q (high products quality). Quality depends on all
signals I, U and X , while only signals U can be used in control of a process.
Values of signals U should be adjusted to measured signals X and independent
signals I. Different values of signals I result in a different best quality value Q,
therefore, the problem can be reduced to search for the control function f(X)
at given values of signals I that enable obtaining the best possible quality Q.

1.3 Related Works

The main topic of presented work is a control system that should allow to operate
in an uncertain and complex environment in a way similar to the human mind
that is able to meet uncertainty and lack of precision. The presented here research
is based on the authors’ experience in data mining techniques with the use of
agent paradigm. The earlier works concern information processing in detection of
unusual behaviour in a group of coexisting agents ([2], [6], [7]). The main problem
of these works involves the analysis of collected data towards the evaluation of



504 G. Rojek and J. Kusiak

the present registered data concerning observed behaviour of other agents. The
collected data is a source of knowledge and can be useful in undertaking of
decisions concerning actual production.

Different approach to solving complex problems and to deal with uncertainty,
fuzziness and vagueness is based on a theory of fuzzy logic [9]. The fuzzy logic
controllers are closer to human thinking and natural human decision making
than the traditional control systems. They need the "if-then" rules with the input
and output variables defined by the fuzzy logic statements. The preparation of
that "if-then" rules is necessary in order to implement a fuzzy logic controller
in any domain of its application. It means that the knowledge concerning a
domain of application of fuzzy control system has to be known a-priori. The fuzzy
logic approach seems improper for application to the area of control systems,
where there is a lack of a full knowledge concerning nature of analyzed industrial
process.

2 Idea of an Innovative Approach to Industrial Control

The main idea of proposed approach to industrial control is processing of col-
lected past production data and, on that basis, computation of controllable sig-
nals U for the current production.

The key abstraction of presented approach is an episode. An episode is an
event that is separated from other surrounded events. An episode is independent
from other events. Taking into account irregularity of past production data, it
is possible to choose a day period as the period of an episode. Usually every day
of production is characterized by all signals including independent signals I that
are measured most rarely. Collected data consists of number of episodes which
are treated as potential patterns for present process control.

General idea of the algorithm of presented approach consists of the following
three steps (graphically shown in Figure 1):

1. Selection of the Best Episode – selection of one of past episodes which is
characterized by independent signal I, similar to the actual signal I, and
which shows the best quality value Q. This episode becomes the Best Episode
and serves as a pattern for the control procedure for current production.

2. Modelling of the Control Function f(X) – the registered data of the Best
Episode are used in modelling of the control function f(X) matching the
production during the Best Episode (found in the first step). Modelling of
the control function f(X) is performed using the artificial neural network
approach. The neural network model takes dependent signals X as the input
signals and returns controllable signals U as the output. The neural network
is trained with the data of selected past Best Episode.

3. Application of the Control Function f(X) – the model built in the previous
step is used for calculation of the controllable signals values U = f(X) for
dependent signals X of the current production.
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Fig. 1. Main steps of the algorithm of proposed approach to industrial control

It is assumed that each processed episode is independent and has no relations
with other past episodes. This assumption enables to process all past episodes
in decentralized way, and allows using the multi-agent approach.

3 Design of a Control System

The control system has to fulfill main assumptions of the idea described in the
previous section. Realization of all three steps of the algorithm is performed using
the multi-agent system. The agent technology was successfully used in industrial
systems [3], [4], [5]. Proposed multi-agent system consists of agents of two types:
Past Episode Agent and Control Agent presented in next two subsections.

3.1 Past Episode Agent

The main task of a Past Episode Agent is to provide information concerning the
production during a single episode (single past time period).

The number of created Past Episodes Agents corresponds to the number of
past episodes that are processed. An agent of that type can be created at the
very beginning of the system functioning or later, during the system operation,
at the moment when the current time period becomes the past episode. In the
first case this agent is created by an administrator of the system, while in the
second one is created by a Control Agent (presented in the next subsection).
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Each created Past Episode Agent registers to the yellow pages service, which
provides information about all services and all registered agents. Thanks that,
any agent can be found by any Control Agent. That mechanism allows main-
taining the independence of different number of communicating agents and is
important due to the fact, that number of Past Episode Agents is incremented
at the end of every production day (at the end of current production, the actual
time period turns to a past episode).

The Past Episode Agent provides information regarding represented past pe-
riod of production. The Past Episode Agent has to respond to one of the following
three requests regarding signals of the episode he represents: (1) Provide me the
value of independent signal I; (2) Provide me the quality value Q; (3) Provide
me dependent signals X and controllable signals U that were registered during
the represented period.

3.2 Control Agent

The Control Agent is related to the present day of production and is performing
three main steps of proposed approach, described in the section 2. The main goal
of the Control Agent is to compute the values of controllable signals U corre-
sponding to the registered dependent signals X and the measured independent
signal I.

Selection of the Best Episode. The first task of the Control Agent is to find
a Past Episode Agent representing a past period of production that:

– has independent signal I similar to the present production period. The sim-
ilarity measure is the geometric distance between values of independent sig-
nals of past episode and of current production. This geometry distance is
measured with the Euclidean metric,

– is characterized by the best value of the quality criterion Q among all most
similar past episodes.

The found agent represents the Best Episode that is used next as a pattern for
the control of the current production.

Just after creation, the Control Agent obtains information concerning the
independent signal I of the present production, what is the basis of searching for
the Best Episode. The Control Agent begins conversation with all Past Episode
Agents through the yellow pages service and asks Past Episode Agents for the
values of their independent signals. Next, it chooses these Past Episode Agents,
which are characterized by independent signals most similar to these of the
present production. Finally, from these found Past Episode Agents, it selects that
one, which represents the most similar past episode, and also is characterized
by the best value of the quality criterion Q. According to the main idea of
presented approach (Fig. 1), that chosen Past Episode Agent becomes the basis
for modelling of the control function f(X).
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Modelling of the Control Function. At this step, the goal of the Control
Agent is to evaluate the control function f(x) which models the control procedure
of production at the Best Episode. In order to model the control function the
agent has to obtain all data concerning the process and its control during the
Best Episode. The Control Agent obtains these data from the agent chosen
in the previous step (the agent that represents the Best Episode). Finally, the
Control Agent knows all signals of chosen Best Episode: independent signal I,
controllable signals U and dependent signals X .

Modelling of the control function f(X) can be performed using the Artifi-
cial Neural Network approach. Pairs of signals U and X registered at the Best
Episode are used as the learning data. The input signals of the proposed neu-
ral network are dependent signals X , while the controllable signals U are the
network outputs. The modeled control function f(X) is going to be used next
in control of the current production for calculation of the controllable signals
U = f(X).

Application of the Modeled Control Function. The created ANN model
of the function f(X) is used by the Control Agent for control of the current
production. The Control Agent, knowing the values of dependent signals X ,
generates controllable signals U = f(X) using the ANN model of the control
function f(X).

This step continues till the end of the present production period, which means
until the value of independent signal I doesn’t change. Quality measurement is
performed at the end of the present time period. The Control Agent creates a
new Past Episode Agent on the base of the ending current production period.
That new Past Episode Agent is being added to the set of the past production
episodes.

4 System Implementation and Testing

Presented approach to industrial control was implemented using JADE (Java
Agent DEvelopment) framework and Neuroph (Java Neural Network) frame-
work. JADE is a flexible agent platform that simplifies creation of agent-based
systems in many fields [1]. Neuroph allows easy development of neural networks
by providing neural network library that supports creating, training and saving
neural networks.

The implemented industrial control system was tested in control of a virtual
industrial experiment. The virtual experiment corresponds to a simplified real
industrial process of the oxidizing roasting process of sulphide zinc concentrates.
The reason of using simulation instead of a real industrial data is a lack of
measurements of a quality criterion.

The analyzed, artificially generated data set contains records of 30 past days
of virtual production. One past day of production corresponds to one episode
and is described by one value of independent signal I, one value of quality mea-
sure Q, one vector of 20 values of dependent signals X and one vector of 20
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values of controllable signals U (each of the values within the range 0÷20). The
quality measure Q depends on values of the independent signal I, dependent
signal X and the used control function U = f(X). Different values of signal I
result in different potentially best quality measure values Q. The low value of
the quality measure Q corresponds to a final product of a good quality. Three
different control functions were used randomly during the 30 past days. Only
one control function f(X) was applied during every single day of production.
The values of main parameters of considered experiment (signals I and Q) of 30
past production days are presented in Table 1.

Table 1. Main parameters of experimental 30 past days of production: I – independent
signal, Q – quality measures

day I Q day I Q day I Q

1 15.49 118.89 11 2.93 27.78 21 17.45 86.34
2 2.97 26.22 12 3.67 54.26 22 14.14 102.62
3 8.95 34.07 13 6.55 8.06 23 12.04 29.75
4 5.43 1.74 14 14.52 63.20 24 6.49 32.40
5 17.74 105.09 15 8.41 21.53 25 12.16 57.08
6 2.65 56.82 16 9.08 24.37 26 6.15 9.51
7 15.34 123.96 17 3.10 31.97 27 11.16 20.69
8 10.43 16.40 18 14.00 39.24 28 2.52 5.42
9 9.07 32.20 19 12.80 86.16 29 10.29 13.11
10 11.36 49.49 20 15.57 110.30 30 17.57 94.84

The proposed approach was validated in 10 tests. The run of every test con-
sisted of the following steps:

1. Thirty Past Episode Agents were created according to 30 past days of pro-
duction. Every episode corresponds to one single past day of production.

2. One Control Agent was created in order to control the current production
process. This agent should assure controllable signals for the whole present
day of production. The Control Agent obtains the value of independent signal
I, that is measured only once for the whole day period. That value in the
first test is I = 9.80 (see first column of the Table 2).

3. The Control Agent uses the yellow pages service to obtain identifiers of all
Past Episode Agents.

4. The Control Agent asks all Past Episode Agents for values of independent
signals I for the days they are representing. The Control Agent receives all
answers and chooses 5 agents that represent past days with most similar
values of independent signals I. For the first test these agents represent the
following days: 3, 8, 9, 16, 29 (see Table 1).

5. The Control Agent asks agents chosen in the previous step for a value of the
quality measures Q for days that they are representing. The Control Agent
receives all 5 answers and chooses only one agent that represents the past
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day characterized by the best quality measure Q. The agent representing
day number 29 is chosen as the agent representing the Best Episode for the
first test.

6. The Control Agent asks a chosen agent for the values of signals X and U
registered during the represented day of past production. The Control Agent
receives answer containing values of signals X and U registered during the
period of the Best Episode.

7. The Control Agent begins ANN modelling of the control function f(X). It
creates the three-layered perceptron 1 − 3 − 1 with a hyperbolic tangent as
the transfer function. The training data set contains 20 pairs of dependent
signals X (input) and controllable signals U (output), registered during the
Best Episode. The trained network approximates the control function f(X)
at the time period of the Best Episode.

8. The Control Agent measures the value of dependent signal X , and using
the trained ANN computes the value of controllable signal U , which should
provide the best value of the quality measure Q for a current production.

9. The previous step is repeated until the end of current production period (in
practice as long as the independent signal does not change).

10. The quality value Q is evaluated just after the end of the production period
(production day). In a case of the first test, calculated quality measure is
Q = 18.14 (see first column of the Table 2).

Presented procedure was repeated for all other tests, and the main results are
collected in Table 2.

Table 2. Obtained results for 10 tests: I – independent signal, Q – quality measure

test 1 2 3 4 5 6 7 8 9 10
I 9.80 3.94 19.20 6.64 3.93 8.84 17.26 12.39 5.28 13.13
Q 18.14 21.27 85.13 10.03 25.68 13.09 83.98 33.62 3.47 51.86

Average quality measure computed for the data of 30 past production days is
Qdata = 49.45 (see Table 1). Quality measures of 7 tests (see Table 2), as well
as the average value Qtest = 34.63 for all 10 tests, are better comparing to the
average value Qdata of the quality measure of 30 past days of production.

5 Summary

Novel approach to the industrial control system based on data processing is
proposed. Presented solution uses multi-agent interactions for choosing the best
past episode, that should be similar to the present production and that should
be an eligible pattern for the present production control. Developed system uses
the artificial neural network in order to model the pattern’s control for the
present production period. The system was validated using the data of a simple
virtual process. Performed tests of the elaborated system show its usefulness in
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case of lack of a priori knowledge concerning the physical nature of production
process. Future research will focus on application of presented approach to real
industrial processes, what shall involve several modifications (e.g. modification of
used neural network) or additional agent mechanisms (e.g. aggregation of similar
Past Agents).
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Abstract. The purpose of this paper is to demonstrate the usefulness of
complex systems paradigm in studying real life phenomena. In this paper,
we depict the phenomena from two distinctive domains: the competitive
behavior of power generators in an auction-based electricity market and
group dynamics and performance in an organizational context. Agent
based modeling has been employed as the research method to conduct
computer experiments. In this paper, we include the formal knowledge
representation defining the types of agents in each domain, together with
the properties, relationships, processes and events associated with the
agents. Emergence from the first study include collusion and capacity
withholding to inflate price, whereas in the second study, we observe
that timely completion of group task is not always accompanied by a
high level of group satisfaction. These emergence are evidence that we
can gain new knowledge from the Sciences of the Artificial.

Keywords: Agent-based model, Artificial intelligence, Complex systems.

1 Introduction

The cynefin framework [1] is a useful typology to describe problems and life phe-
nomena. The model introduces four domains in which every contextual problem
may be best approached using different practices: (1) in simple domain, the
approach is to sense, categorize and respond - leading to best practice; (2) in
complicated domain, the approach is to sense, analyze and respond - leading
to good practice; (3) in complex domain, the approach is to probe, sense and
respond - leading to emergence; (4) in chaotic domain, the approach is to act,
sense and respond leading to novelty.

This paper focuses on the problem and phenomena in the third (complex) do-
main. Complexity in this domain is a result of the dynamicity and inherent non-
linearity resulting from interconnected components (coupling) with high level of
interactions among these components. With the increase in the number of inter-
actions, it becomes more difficult for us to understand the system as a whole.
And with the increase in the number interconnected components, it becomes
more difficult for us to identify and isolate causal relationships in the system.

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 511–518, 2012.
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Although there is no consensus in formalizing definition of problems that can
be contextualized into complex domain, problems in this domain may be char-
acterized by four attributes, namely interaction, interconnection (often referred
to as coupling or interdependence), heterogeneity and tension. The two problem
domains depicted in this paper, namely the competitive electricity market and
the group dynamics in organizational study, exhibit these attributes.

It is commonly understood that the crux in studying complex system is in the
modeling and simulation of the system. Thus, this paper sets to exemplify our
modeling and simulation approach of the two problems which are distinctive in
nature. Agent based simulation has been employed as the method in our study.
We also offer our interpretations of emergence as findings of our studies. The
remaining of this paper is structured as follows. The next section provides de-
scriptions on how the two problems fit well in the complex domain. Subsequently,
literature reviews on the use of agent based modeling in each problem domain
are presented. This is followed by a section outlining the modeling method and
grammar for both problems. Next, the agent based simulations of each problem
and their results are discussed. Lastly, the concluding section highlights impor-
tant findings in our studies, including the work in progress.

2 Framing the Problems in the Complex Domain

2.1 Competitive Electricity Market as Complex System

We submit that the competitive electricity market is a complex system as the
phenomenon exhibit the four attributes mentioned previously. First, the high
level of interaction is evident in the repetitive nature of trading in the electricity
market. In the Australian market, generators are required to submit their bids
to the Independent System Operator every trading period and the electricity
spot price is announced at each of the thirty minute trading interval. Second,
the interconnection is evident as the spot price and the electricity dispatch and
schedule of each generator depends on each others quantity-price bids. Third, the
heterogeneity in the context of this problem is inherent in nature, as generators
are distinctive in its capacity and in its mode of operation. There is a diverse
range of power plants generated using coal, gas, hydro and many others leading
to different operational costs, thus may be bidding differently when competing
in the market. Fourth, the tension in this problem exists among the profit max-
imizing objective of each competing generator and operational boundaries (or
limitations) that govern the trading, may it be internal in nature, such as oper-
ating characteristics of the power plants, or external in nature, such as trading
policy and price cap.

The focus of our study here is to investigate the implication of employing
different auction pricing rule in a simulated market model. In particular, we wish
to compare the impact of different trading arrangements: Uniform and Vickrey
pricing rules. Q-Learning [2] has been employed as the learning algorithm for
bidding strategically into the market.



Agent-Based Modelling and Simulation 513

2.2 Group Dynamics as Complex System

We also submit that the dynamics of group performance exhibit the four
characteristics of complex systems. First, the high level of interaction in group
dynamics is evident as group members interact with each other when they com-
municate and solve problem collectively. Second, the interconnection among
group members is characterized by the nature of the tasks they perform. High
interdependent tasks, such as those performed by fire-fighters and medical team
performing surgery, require high level of coordination among team members.
Hence, team members must work cohesively with each other for the team to
complete the task successfully. Third, the heterogeneity in the problem is ex-
hibited by the differing personality of the group members. Members of a group
are people of differing skills and expertise. Some are more adept than others,
possessing better interpersonal skills, may it be communication skills or conflict
management skills. Fourth, the tension in the context of this social science prob-
lem is inherent in the structure vs agency ontological significance. While the
structure tends to limit the choices of individuals, the agency allows individuals
to act independently and make their own free choices. In team dynamics, struc-
ture can take the form of task prioritization and positional power or status of
team member, whereas agency can be exemplified by individual’s self-interest.

The focus of our study here is to understand the dynamics involved in group
settings, under different leadership styles, and to observe emerging perception
of group task satisfaction. We aim to gain insight into the complex processes
of workgroups in organizations which are related to motivation and satisfaction
of group members. Specifically, we seek to understand the impact of a leaders
role in a work group context as the perceptions of group satisfaction develops.
The study treats work groups and their interactions as a complex system as the
complexity of group dynamics mirrors the complexity of group task satisfaction
itself. Rather than framing with a well-structured scientific corpus, complexity
theory tends to gather a bundle of theories and methodologies aimed at under-
standing properties of complex adaptive systems [3]. As mentioned in [4], these
systems display: emergence, path dependency, non-state equilibrium and adap-
tation. Emergence is the only attribute on focus in this paper. Emergence is a
system-level phenomenon. It requires new categories to describe it, which were
not previously used to describe the behavior of the underlying components. In
other words, interactive individual components instantiate emerging patterns at
the system level.

3 Literature Reviews

There have been a number of studies on competitive electricity markets employ-
ing agent-based models, as reported in [5,6,7,8]. In these studies, agent-based
platforms provide electronic laboratories to experiment with the market param-
eters and study the behavior of the generator agents. All studies reported that
as simulation progresses, generator agents can adapt their bidding strategies,
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based on the success or failure experience of previous trading. In [6], an agent-
based simulation depicting the England and Wales market is used to analyze
possibility of market abuse in a competitive electricity market. In [8], an agent-
based computational model is used to study the market power and efficiency of
electricity markets with discriminatory double-auction pricing.

In the social science context, the use of computational modeling is rare, but
has been on the increase to study social and behavioral sciences. It is regarded
as a powerful quantitative tool used for complex system analysis [9]. This ap-
proach entails expressing formal knowledge representation and operationalizing
an abstract model of the system using a set of computer code. Among the many
types of computational models, the most common forms are agent-based mod-
els, system dynamics, discrete event systems and statistical forecasting [10]. As
identified in [11], computational models have the following characteristics in com-
parison to the more traditional formal models. They tend to be larger scale. They
include more events, actors, entities and time periods. They tend to focus on the
process and intermediate solutions and not equilibrium solutions. They tend to
use a mix of simulated and real data. They can also handle more complexity
such as greater number of interacting parts and higher levels of non-linearity in
relationships. The use of agent-based model in organizational studies is scarce,
with the exception of [12].

4 Modeling and Simulation

4.1 Agent-Based Model for a Competitive Electricity Market

Fig. 1 shows the modeling context and grammar of the proposed agent based
model for the competitive electricity market problem. The mathematical model
defining the State, Action, Action Selection policy and other parameters are
discussed in [13,14]. Our agent based model consists of four generator agents
that bid into the market. Each generator agent is characterized by the ramp rate
of the power plant (limiting factor in electricity generation) and cost function
(characterizing the type of power plant).

The simulation of the above model proceeds with an initialization of the Q-
table, indicating that agents start with no prior knowledge of the market. Then,
for each trading period, there are four successive stages: (1) agents submit bids,
select action and next state; (2) ISO receives bids and determines economic dis-
patch schedule; (3) agents receive their profit based on pricing rule; (4) agents
update their knowledge (Q-table) based on their recent trading experience. The
trading then repeats itself, executing the four stages successively. We run simu-
lation scenarios to experiment the impact of market share by varying three sets
of parameters: generating capacity of the agent, trading rule imposing maximum
capacity bid (or variable bid quantity), and pricing rule that governs the trading
(Uniform, Pay-as-bid and Vickrey).

Emergence practice that is observed from the simulation runs includes collu-
sion. Collusion is evident when smaller agents set their bid price in such a way to
counteract the bigger generating capacity of one agent in the market. Collusion
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Fig. 1. Agent-based model for studying a competitive electricity market

is observed more evident when Uniform rule is applied and maximum capacity
is imposed as the trading rule. In a case where one agent has a greater market
share, another observable emergence is withholding capacity in placing bids in
an attempt to inflate the market price. Another notable observation that is infor-
mative to policy maker and market designer is the total dispatch cost resulting
from applying Uniform rule can be excessive when market share of competing
agents is not comparable. When comparing the three auction rules, Vickrey rule
consistently yields the lowest total dispatch cost.

4.2 Agent-Based Model for Group Dynamics

Fig. 2 shows the modeling context and grammar of the proposed agent based
model for studying the group dynamics in an organizational context. The defi-
nition of the entities, namely member agent, group agent and leader agent, and
their attributes; the processes, including the interactions between agents and
other simulation activities are detailed in [15]. In our model, a group consists of
seven members and a team leader. A survey was conducted from a panel of eight
leadership experts to articulate the influence of different leadership styles on the
agent attributes. Each group member is input with values for certain factors to
distinguish one member from another. These factors which form the personality
of a member agent include members: expertise, flexibility level, communication
ability, conflicting ability, and support ability. These factors are input when the
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member agents are initially created. The values of member communication, con-
flict, and support ability change over time when members interact with each
other or with the leader during the course of performing a task. The values of
member expertise and flexibility are updated as members make progress from
one task to another. The mathematical models for the events are documented
in [15].

Fig. 2. Agent-based model for studying group dynamics in an organizational context

The simulation of the agent based model is prescribed in six successive stages,
namely initialize, assign member task, perform task, update member attributes,
update group attributes and compute group task satisfaction. We run simu-
lation scenarios to observe the dynamics of group satisfaction altering factors
we hypothesize as influential: leadership style, task interdependence and group
profile.

We identified several interesting phenomena emerging from the simulation
runs. When the group is composed of members with higher profile (i.e. com-
munication ability, conflict ability, support ability, and perception of task sig-
nificance) and managed by a paternalistic leader, group satisfaction stabilizes,
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almost with no negative effects of paternalistic leadership style. When a low pro-
file group works in a highly coupled task, group satisfaction grows then remains
constant. It is likely that over time the negative influence of the leader becomes
more evident to the group. Another notable observation is that neither group
profile nor group satisfaction level is associated with the time spent to complete
a task.

5 Conclusion

This paper is an attempt to demonstrate the usefulness of Complex Systems
paradigm in understanding real life phenomena. Two studies are presented as
examples. The first study exhibits the bidding behavior of competing agents (rep-
resenting generators). The second study is drawn from an organizational context
whereby team members interact with each other, including with their leader, in
executing an interdependent task. Agent based modeling has been chosen as the
method to obtain emergence from these studies. It is understood that the main
hurdle in studying problems in complex domain is in model development and
simulation. We propose to contribute to current studies in complex system by
depicting two case examples. It is hoped that our approach, documented briefly
in this paper, would inform modelers in assessing the suitability of complex sys-
tems paradigm in dealing with a problem. Using agent based model in our studies
gives us significant advantages over other traditional methods. In particular, by
using an agent-based model, we can create hypothetical situations with more
potency than existing ones. As a result, we are able to examine a wide range
of scenarios. This approach enables a more systematic and imaginative thinking
rather than constraining us with limited scenarios. Agent-based model allows
us a relatively rapid development and testing of alternatives in a cost effective
manner. Likewise, this method provides us with a controlled environment for ex-
perimentation. However, to effectively develop and use agent based systems, two
complementary skills are required, namely modeling and interpreting (to discover
emergence). Our work in progress extends our experiments: for the group dy-
namics study, we seek to observe the impact of Machiavellian, Transformational
and Servant Leadership styles on group satisfaction.
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Abstract. It has been a long-standing contention on whether or not robots can 
eventually be as intelligent as humans. Neither side of the contention has 
provided solid arguments of proving this way or the other. We reason in this 
article that a digital robot will not have same mental experience as a human so 
far as the self-awareness of an existing person cannot be duplicated. This thesis 
draws a line between biological humans and digital robots. It makes us rethink 
the issues such as the limitation of computer software, how far machine 
intelligence can go, whether robots will eventually dominate humans 
intellectually, what machines are, and who we are. 

Keywords: Computer Consciousness, Robot, Machine Intelligence, Artificial 
Intelligence. 

1 Introduction 

Will computer-based humanoids be indistinguishable from humans sometime in the 
future? Are robots with the full range of human mentality an inexorable emergence? 
These issues have been reflected for decades by computer scientists, cognitive scien-
tists, philosophers, biologists, psychologists, physicists, and sociologists. These issues 
are also closely related to our fundamental curiosities such as who we are, where we 
come from, what intelligence and consciousness are, what the fundamental difference 
is between a machine and a human, whether humans can make a species superior to 
us, and whether immortality is possible. 

We show in this paper that, among the unknowns and uncertainties in the future, 
there is one thing with certitude: - electronic robots will not have the full range of 
human consciousnesses and mental experience. That is not a hypothesis without solid 
support. It is a reasoned thesis. We prove it by showing that some human conscious-
nesses cannot be possessed by a robot so far as we do not know how to duplicate the 
self-consciousness of an existing person.  

2 Scholars' Views on the Future of Machine Intelligence 

The debate has been there for sixty years on how intelligent a computer can be and 
whether a computer as intelligent as a human is a blessing or a doomsday of us. Up to 
now, no one has provided solid arguments to prove this way or the other. How smart a 
computer will be remains an open question. 
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We group the views in the debate into three categories: ''optimistic believers'', 
''pessimistic believers'', and ''disbelievers'', as we name them. 

Many computer scientists including the vanguards of artificial intelligence (AI) are 
''optimistic believers'', who cherished firm beliefs that computers will be inevitably 
and inexorably as smart as humans and such machines will benefit human beings. 

Alan Turing predicted that computers would pass the Turing Test by year 2000 
[16]. Marvin Minsky, a founder of AI department in MIT, has never cast any doubt on 
the possibility of having computers of human intelligence and consciousness, ''Most 
people still believe that no machine could ever be conscious, or feel ambition, jealou-
sy, humor, or have any other mental life-experience. To be sure, we are still far from 
being able to create machines that so all the things people do. But this only means that 
we need better theories about how thinking works.'' [9] 

Minsky described the human brain as a ''meat machine, no more no less'' [1].  
''If we're a carbon-based complex, computational, collocation of atoms, and we're 
conscious, then why wouldn't the same be true for a sufficiently complex  
silicon-based computer?'' [2] 

Ray Kurzweil, a computer scientists and futurist, believes that a silicon computer 
can be as conscious and spiritual as a biological machine like a human. He is very 
optimistic about the perspective humanoid era, taking it as an absolute blessing of 
humans. ''By the late 2020, we will create nonbiological systems that match and ex-
ceed the complexity and subtlety of humans, including our emotional intelligence.'' 
[8] Gilder and Richards commented on Kurzweil's utopia, ''Kurzweil's record as a 
technology prophet spurred interest in this more provocative prediction that within a 
few decades, computers will attain a level of intelligence and consciousness both 
qualitatively and quantitatively beyond human capacity.'' [2] 

Storrs Hall, a nano-scientist and computer system architect, has no doubt that com-
puters will soon achieve human intelligence and consciousness, and is optimistic 
about the moral machines. ''AI is coming. It is clear we should give conscience to our 
machines when we can. It also seems quite clear that we will be able to create ma-
chines that exceed us in moral as well as intellectual dimensions.''  [3] 

Hans Moravec, a leading expert in robotics, called for humans to give the way to 
the new species of intelligent machines, ''We should keep researching, and should 
proudly work to create robots that will supplant humans as Earth's superior species. 
Humans should just get out of the way of this self-imposed evolution.''  [10] 

''Pessimistic believers'' agree with ''optimistic believers'' that computers will in-
exorably surpass human's intelligence but they take it as a disastrous doomsday for 
human beings. Bill Joy, a co-founder of Sun Microsystem, cast a heavy shadow on the 
fate of human beings in his well-known article ''Why the future doesn't need us'' in 
2000. ''How soon could such an intelligent robot be built? The coming advances in 
computing power seem to make it possible by 2030. And once an intelligent robot 
exists, it is only a small step to a robot species - to an intelligent robot that can make 
evolved copies of itself.'' He viewed the research on computer intelligence similar to 
the research work of atom bombs in 1940's, and called for that ''researches leading to 
the danger should be relinquished.'' [6] 

One person was so devastated about the future of computers that he went to ex-
treme and appealed to terrorism to stop the computer's progress. T. Kaczynski, a ma-
thematician, the so-called Unabomber, put in his manifesto, ''If trend continues and 
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scientists succeed in developing intelligent machines that can do all things better than 
human beings can do then the fate of the human race would be at the mercy of the 
machines. They will have been reduced to the status of domestic animals.'' [7] 

''Disbelievers'' do not believe that computers can ever be like humans. Among 
them are not only dualists who take it for grant that the mind is something separate 
and fundamentally different from the physical things, but also many philosophers and 
scientists. 

As a successful and highly regarded computer architect and entrepreneur in Silicon 
Valley, Jeff Hawkins holds a firm attitude denying the possibility of human like com-
puters, ''Can computers be intelligent? For decades, scientists in the field of artificial 
intelligence have claimed that computers will be intelligent when they are powerful 
enough. I don't think so. Brains and computers do fundamentally different things.'' [4] 

To many scholars, subtlety of mind is improbable to be realized by ''mechanical'' 
computer programs. Physicist and mathematician Roger Penrose enumerates in his 
book <The emperor's new mind> [11] mysterious phenomena and processes of human 
intelligence, consciousness, mentality, and mind, and says ''According to this percep-
tion, all aspects of mentality are merely features of the computational activity of 
brain; consequently, electronic computers should also be capable of consciousness, I 
do my best to express, in a dispassionate way, my scientific reasons for disbelieving 
this perception, and arguing that the conscious minds can find no home within our 
present-day scientific world-view.'' He hypothesized that the thorough explanation of 
human minds would be somewhere in the ''quantum world''. 

Mathematician and psychologist Douglas Hofstadter believes that human mind is 
unlikely to be programmed directly, rather, it will be an emergent phenomenon as by-
products of sufficiently complex computer programs. ''Will emotions be explicitly 
programmed into a machine? No. That is ridiculous. Any direct simulation of emo-
tions cannot approach the complexity of human emotions, which arise indirectly from 
the organization of our minds. '' [5], 

No one has so far provided solid evidences or arguments to support whatever opi-
nion. Whether a robot can have same consciousnesses as a human is even viewed by 
some scholars as one that cannot be proved or disproved. ''Someone is bound to ask, 
can you prove that the computer is not conscious? The answer to this question is: Of 
course not. I cannot prove that the computer is not conscious, any more than I can 
prove that the chair I am sitting on is not conscious.'' [15] 

3 Can a Robot Have All Human Consciousnesses? 

We in this section prove, by using a counterexample, that a robot cannot have the full 
range of human mental experience as far as we do not know how to duplicate an  
existing person's self-consciousness. 

3.1 Definitions of Terms 

Consciousness in this article refers to all mental experience of a person such as think-
ing, calculation, reasoning, feelings, emotions, intuitions, and faith. Andy Clark de-
fined and categorized mental phenomena of ''consciousness'' with three levels:  
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(1) feelings that characterize daily experience (hunger, sadness, desire); (2) flow of 
thoughts and reasons; (3) meta-flow of thoughts about thoughts, thoughts about  
feelings, and reflection on reasons. [1] 

A computer program, or simply a program, refers to instructions to computers in 
any computer language. A program is copiable or duplicatable if the instructional 
statements in the program can be duplicated so that the original and the copy are liter-
ally identical and the result of running the copy is indistinguishable from the result of 
running the original. With this definition, once a computer would someday be pro-
grammed to have consciousnesses of ''happiness'', ''self-awareness'' and ''anxiety of 
death'', other computers, by copying, would also have same consciousnesses of 
''happiness'', ''self-awareness'' and ''anxiety of death''. Any program for a digital com-
puter is copiable, because, according to the Church-Turing Thesis, it can be converted 
to a set of equivalent 0-1 codes for a universal Turing Machine [14], and the 0-1 
codes on the tape of a Turing Machine are obviously copiable. A computer is copiable 
if all the programs in the computer are copiable. All computers as we have at present 
are copiable since all programs in current computers are copiable. 

By robot we refer it to an electronic or digital machine which, under control of its 
internal digital computer, looks like human, acts like human, and is supposed to have 
human intelligence and consciousnesses. 

3.2 Self-awareness and Anxiety of Death 

Self-awareness and anxiety of death are two examples of human consciousnesses and 
mental experience. 

Self-awareness is, according to Oxford Encyclopedia, a conscious trait ''associated 
with the tendency to reflect on or think about one-self''. Self-awareness is a piece of 
intelligence that differentiates subjective selfhood from the others. It belongs to the 
third level of consciousness in Clark's classification (see Section 2.1). A human is 
capable of reflecting on his own mental experience and recognizing the subjective 
''self'', while the other animals are not. 

Death is the destination of life. Anxiety is ''an emotion of feeling dominated by 
comprehensions'' [12]. Anxiety of death is comprehension and dread of the mys-
tery/obscurity of death. Self-awareness is a necessary condition to have anxiety of death. 
The feeling of anxiety of death comes from a person's understanding that ''I live only 
once'' and ''if I died then the world currently around me would disappear forever.'' 

People may have disagreements on exact definitions of self-awareness and anxiety 
of death. But it would not cause problems in addressing our thesis below. What we 
need in this article is just the consensus that both self-awareness and anxiety of death 
are examples of human consciousnesses. 

3.3 Anxiety of Death Defies Copying 

Let AD denote ''anxiety of death'', and SA denote ''self-awareness''. Let R denote a 
robot which is programmed to have human consciousnesses. A human has  
consciousness of AD and SA, and so does robot R. 
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Suppose all the programmed consciousnesses in robot R, including SA and AD, are 
copied to another robot R'. According to the definition of ''copying'' in Section 2.1, R 
and R' have identical consciousnesses after copying, which include self-identity. That 
is, the self-identities of R and R' are same. R and R' are a same ''self'', which can be 
put as ''R-self'' = ''R'-self''. Now, either R or R' has multiple ''self's''. Realizing this, R' 
would not fear to die since ''death'' of R' would not result in disappearance of the 
world around itself due to the existence of R-self that is another R'-self. Therefore, R' 
would not have anxiety of death. With the same analysis, robot R would not have 
anxiety of death either. 

So, we say that the programmed consciousness AD is ''copy-defiant'' in the sense 
that, after copying AD together with the self-consciousness from R to R', AD would 
disappear on either R or R'. The copy of AD would nullify itself. Therefore, we will 
not pragmatically obtain a sustained duplication of AD. 

When a program is copied, its symbolic binary codes are duplicated. If the symbol-
ic codes incur semantic self-reflection, it may cause inconsistency after copying. That 
is the reason that may interpret the phenomenon of copy-defiance of anxiety of death. 
The entanglements between a symbolic program and its semantics were prophesied by 
Penrose [11] and Hofstadter [5], though they did not reach as far as the characteristics 
of copy-defiance of some symbolic codes. 

All the computer programs that have been so far developed, including those for 
mimicking human intelligence, are not copy-defiant. None of them has incurred self-
reflective semantics yet. The programs for self-awareness and anxiety of death, if 
invented sometime in the future, must be distinct significantly from current computer 
programs due to its copy-defiance feature. 

3.4 A Robot Will Not Have All Consciousnesses of a Human 

Robot R is assumed to have intelligence and consciousness on a par with a human H. 
R must be free in moving and acting same as human H is, so as to have those human 
consciousnesses related to moving and actions. 

As discussed in the last section, the programmed consciousness AD is copy-defiant 
so that if AD is copied together with SA to another robot, then AD would be lost in 
both the original and the copy. Robot R is assumed to have SA and AD. So, the pro-
grams for AD and SA in robot R must have no copy in other robots. Since R is as 
intelligent as humans, R would be able to figure out that ''a copy of the programs for 
myself would relieve my anxiety of death''. So, R would have a motive to make a 
copy of the programs for its consciousnesses. 

If R has got itself copied, then anxiety of death would not exist with R due to the 
defiance of copying of anxiety of death. But human H still has anxiety of death. So, 
robot R would have different consciousness from a human H as least on the feelings 
towards death. Note that R should easily get itself copied because R is free in action, 
and copying computer programs is a simple routine of computer operation: - duplicat-
ing all the programs inside R would be as easy as making a backup of all the files in a 
computer. 

If R does not manage to get itself copied for some reason, then R may retain anxiety 
of death. But robot R would have a motive to have a copy of itself to relieve anxiety of 
death, and R knows that it can be done easily by ''copy-paste''. On the other hand,  
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although human H also has a motive to relieve anxiety of death by making himself 
copied, he realizes that copying himself is almost an impossible mission in practice. R 
has anxiety of death but R knows that its ''death'' can be easily avoided by making him-
self copied. Human H has anxiety of death also, but H has no idea on how to avoid 
death. For R, death can be immune with a simple process of program-copying. For H, 
on the other hand, death is the destined destination. So, robot R and human H would 
inherently have different feelings towards death. That difference is analogical to the 
feeling of a man who has caught a slight cold that can be cured quickly versus the feel-
ing of a man who has got a terminal cancer that is past beyond cure. 

The feeling towards death is an example of human consciousness. The above dis-
cussion forms a counterexample against the assertion ''a digital robot can have same 
intelligence and consciousness as a human does.'' Therefore, robot R would not have 
same consciousnesses as human H does, no matter whether or not R has a copy of its 
consciousnesses. If R got itself copied, robot R would not have anxiety of death but 
human H still has. If R did not get itself copied, R would have a feeling toward death 
different from human H. 

The above arguments have an implicit assumption: We are not able to duplicate an 
existing person's ''self'' by whatever technologies such as programming and cloning.  
With this assumption, the self of robot R is not the self of any human H, or R-self is 
not H-self, so that the argument is valid that human H's anxiety of death remains de-
spite of existence of robot R and its copies.  This assumption also ensures that the 
consciousness of anxiety of death remains with human H, because if human H would 
know how to copy himself then H would go ahead to make copies of himself so as to 
get rid of anxiety of death. 

Now the thesis we have derived can be stated as: 

Thesis-1 
An electronic robot cannot have all human consciousnesses, and so cannot have same 
mental experience as a human, as far as we do not know how to duplicate an existing 
person's self-consciousness. 

4 Discussions and Remarks 

We have reasoned that it is not possible to have an electronic robot of all human men-
tal experience before we are able to duplicate an existing person's self. In this section, 
we discuss some issues implied by the thesis, such as what a computer can and cannot 
do, what the future androids are like, whether those androids are a blessing or a threat 
to humans. 

4.1 The Limit of Capability of Copiable Machines 

We can see from the arguments in the last section that it is due to ''duplicatability'' of 
digital programs that makes a robot incapable to have some consciousness a human 
has. All digital computer programs are copiable because they can be equivalently 
converted to a set of binary codes for a Turing machine [17] [14] and the codes on the 
tape of a Turing Machine are obviously copiable. No man-made machine in current 
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world is un-copiable. By Thesis-1, the machines as we have now will not ''become'' 
humans no matter how complex they will be, as far as we have no idea on how to 
program or clone a particular person's self-consciousness. In fact, what an un-copiable 
man-made machine is like, how it works, and how to manufacture such a machine, are 
still utterly beyond our current knowledge. 

4.2 Impossible vs. Improbable 

''Anything is not impossible, as far as it does not cause a logical contradiction.'' 
(Gottfried Leibniz)  No machine so far has been programmed to be conscious of 
hunger, sleepiness, anger, envy, pain, embarrassment, happiness, etc. And no one has 
proved that a machine having those consciousnesses would cause a logical contradic-
tion. Hence, we say that those consciousnesses are not impossible to be programmed 
in a machine; and we do not have solid evidence to say that a robot will not have 
those consciousnesses forever. The examples of subtle and delicate consciousnesses 
given in the books of Penrose [11] and Hofstadter [5] show difficulties to have ma-
chines mimicking human's mental experience, but they do not lead to contradictions, 
so they are not evidences for impossibility of programming them, but just showing 
improbability of programming them. Our reasons in Section 2 elaborated a logical 
contradiction for a self-aware robot to have anxiety of death, which showed that the 
statement ''a digital robot could be programmed to have same consciousnesses as a 
human'' is groundless. Hence, Thesis-1 indicates the impossibility, rather than  
unlikeliness or improbability. 

We do not have solid evidences denying the possibility of machine conscious-
nesses such as anger and pain; so those machine consciousnesses cannot be said to be 
impossible to appear sometime in the future even in millions of years. But now we 
can say, with Thesis-1 on hand, that it is impossible for a self-aware machine to have 
anxiety of death as far as we are not able to copy the self-consciousness of an existing 
person. 

4.3 Will a Robot Be One of Us? 

With Thesis-1, we now can answer this question with ''no, at least before we know 
how to duplicate an existing person's self-consciousness.'' We are in the era in which 
the difference between humans and machines is blurring. Electronic computers have 
been thought by many to be omnipotent and to surpass humans on every aspect of 
intelligence and consciousness in a few decades. Thesis-1 indicates a limit of elec-
tronic computers and robots. Even though one could program robots sometime in the 
future to such a level that they were pretty much human-like, those robots would not 
be humans because they would miss something unique we humans have, - our sense 
on life and death. The electronic robot would not be one of us. 

When talking about intelligent machines as a new species created by humans, 
Kurzweil said, ''Evolution has been seen as a billion-year drama that led inexorably to 
its grandest creation: human intelligence. The emergence in the early twenty-first 
century of a new form of intelligence on Earth that can compete with, and ultimately 
significantly exceed, human intelligence will be a development of greater import than 
any of the events that have shaped human history.'' [8] We can see now that  
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Kurzweil's perspective of machine intelligence is not realistic, at least not as soon as 
he predicted. The electronic computers as we currently have are not as omnipotent as 
Kurzweil thought. Even though we do not know how smart electronic computers will 
be, they may be forever incapable of something that humans are capable of, due to the 
computers' inherent idiosyncrasy, - copiability or duplicatability. 

4.4 Final Remarks 

We humbly admit that we are very ignorant about our own consciousness, mentality, 
and spirit, as well as how to re-create them. These are issues on which sagacious  
philosophers and scholars have elaborated for thousands of years. With the improve-
ments of machine intelligence, answers to those issues are becoming more compel-
ling. On the other hand, the research on machine intelligence may help understand 
ourselves through the endeavors of remaking human mentality on computers. In the 
process of trying to develop machine intelligence, we will know more about our-
selves. It would help identify some unique idiosyncrasies that are possessed exclu-
sively by humans. Thesis-1 is a forward step in understanding who we are and the 
fundamental difference between electronic machines and us, which sets off more 
questions for us to keep reflecting hereafter, such as: Is there any piece of our con-
sciousnesses, other than anxiety of death, which may not be realized on electronic 
robots? Can an existing person's mind be programmed? Can a human's ''self'' be co-
pied? What is an un-copiable machine like, and how does it work? Is consciousness a 
''by-product'' emerging from sufficiently sophisticate program, as proposed by Hofs-
tadter [5] and some other scientists? If so, how does such ''emerged'' process occur? Is 
the emerged process copiable? ... 
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Abstract. The Weierstrass functions family, which graphs are fractal
sets, in combination with medium-term trends, is used as the basis of the
model of wind. Various aspects of wind variability, neglected in models
proposed so far, are taken into considerations. A genetic algorithm is used
in order to fit the proper parameters of Weierstrass function. Fractal
dimension is utilized as a parameter in a fitness function. The results
have shown that the proposed approach yielded very good fit for the
observation data.

1 Introduction

There are a few approaches to wind modelling in dependence on the aim the
model is created. Three following are the most classical ones.

Spatial Distribution of the Wind Intensity. Such models are utilized for
designing of turbines spatial distribution if the designed wind farm is in-
tended to be situated on extensive area [6,12]. It should be also mentioned
that this class of wind models has also significance in meteorology and
related sciences [7].
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Mean Wind Intensity in a Given Place. Such models are used for predic-
tion of energy production by wind farms. Methods of precise forecasting of
electric power load are in constant demands on electricity markets. This is
caused by the specific character of electric power which, particularly, can not
be stored at the industrial level and, therefore, balance between demand and
supply must be managed in real time ([3,22,23]).

Wind Intensity as a Time Series in a Given Place. Such models are
mainly used to forecast wind speed in a given place [4,8,14,15,18,19,21].

In the context of the three specified tasks the wind speed, and, sometimes,
direction is predicted or modelled.

In this paper it is discussed a problem which seems to be a new one in the con-
text of wind turbines operating. The cybernetic model of the wind turbine being
the basis for analysis of its mechanical parts load is intended to be created. The
module simulating the wind parameters, crucial in the context of a mechanical
parts load analysis, is a key part of the model. However, in such context, there
are a few parameters of wind which should be taken into account but have not
been considered in the mentioned models founded so far.

The paper is organized in the following way. In Section 2 wind parameters
influencing vital operational features of a turbine are specified in details. In
Section 3 formal basis is introduced whereas results are presented in Section 4.

2 Wind Parameters Influencing Vital Operational
Features of a Turbine

The wind speed is one of fundamental operational parameters (next to gener-
ator rotational speed and the generated power), measured by a wind turbine
monitoring system [2]. The result of the modelling of a time series highly de-
pends on the used criteria that should reflect the overall goal of the model. In
this paper, we focus on wind speed modelling on the time interval equal to five
minutes. The indented usage of the model is the input to the mechanical drive-
train model, which simulates behavior of its mechanical components under the
varying wind. Simulated signals can be, in turn, used to develop the optimum
fault signatures, which would be efficient in such operating conditions. However
it should be stressed that a wind force varies with the square of wind speed
whereas the power in the wind varies with the cube of the wind speed [24].
This means a small increase in wind speed produces a large increase in power.
Therefore, a very precise wind speed model is needed in reliability evaluation of
a power system including wind energy conversion system.

In this section a few characteristics of a wind speed are discussed in the context
of their influence of wind turbines exploitation and energy production. They refer
to various aspects of the wind model proposed in the following text. The error
criteria, that are used in evaluation of the model accuracy, are discussed as well.

In the sequel zi is the measured wind speed whereas yi denotes the predicted
wind speed value.
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1. The most basic characteristics of the wind is the value of its speed. In this
case we refer simply to yi value.

In the most cases this is the only characteristic of the wind to which the
proposed models are referred in order to evaluate their quality
[4,5,8,10,11,14,18,21]. The wind speed signal contains several frequency com-
ponents, in the most general distinction we can divide it into constant com-
ponent, low- and high-frequency. Poor fitting of a model can be caused by
poor performance of only one of these components, which is hard to check
with only the MAPE criterion. Therefore, below we propose more detailed
modelling criteria.

Aforementioned wind signal components have very different interpreta-
tion from the operational point of view. The constant component (i.e. the
average value) is simply the wind speed averaged during the whole measure-
ment. In periods of days or weeks it can show what were the dominant wind
conditions. This can influence usefulness of the data, as e.g. during summer
months winds are usually weaker and there may be not enough data from the
full power range. The low frequency component represents the moving aver-
age of the wind speed. Its prediction is important for predicting the energy
output of the turbine, which is - in turn - very important for the stability
of the whole power generation system. The medium frequency component
represents changes with periods in the range of 10..100 seconds and in most
cases is handled by the wind turbine controller. Finally, the high frequency
component is mainly caused by turbulences in the air flow and influence the
wear of mechanical components.

The wind speed values are positive real numbers so the mean absolute

percentage error (MAPE), given as MAPE = 1
N

∑N
n=1

|zi−yi|
zi

100%, is good
criterion for model accuracy evaluation.

2. The wind variability is a crucial parameter for wind turbine fatigue wear
prediction. In this point we refer only to direction of the wind speed changes
which can be expressed as vari := sgn(zi+1−zi). This is a parameter which is
not widely used, but we would like to propose it, as it can be a useful measure
of prediction of non-stationarity of the operational point of turbines.

The wind has a significant high frequency component, which is respon-
sible for quick changes of the operational point - mainly the load of the
gearbox and the generator. Thus, the accurate model, capable of predict-
ing these changes can be used in research on durability of these mechanical
components.

In the context of the wind variability, the model is valid if sgn(yi+1−yi) =
sgn(zi+1−zi) which is equivalent to equality sgn(zi+1−zi)·sgn(yi+1−yi) = 1.
Let n+1 denotes the number of points in which the measured variability is
equal to the one obtained from the model whereas n−1 denotes the number
of points in which they differ. Then, the fraction of the incorrect values of
variability obtained from the model � := n−1

n+1+n−1
, can be used as the error

criterion.
3. The numerical wind acceleration can be expressed as ai := zi+1 − zi. The

time increase in the denominator can be neglected because for each i we have
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the same time difference ti+1 − ti = const. In general, accurate modelling
and prediction a momentary wind acceleration is essential in order to pre-
vent systems in-action from the effects of strong wind gusts. This parameter
is quite similar to the previous one. The variability aspect took into account
only the direction of change, neglecting its magnitude. The numerical wind
acceleration, in turn, should give more accurate measure of the wind vari-
ability. There is an important difference between the two aforementioned
parameters. Because the acceleration criterion involves the magnitude, it
can distinguish between high and low cycle fatigue phenomena. The magni-
tude of cycles has enormous impact on the durability [17]. It is well known
behaviour, often presented on the S-N or Woehler curve [20]. Such a phe-
nomenon has fundamental impact on the lifetime of mechanical components,
especially gearboxes. There were several reported wind turbine gearboxes
failures [1] and proper modelling of operational point variability can lead to
more accurate prediction of the component lifetime.

Let bi denotes acceleration obtained from the model: bi := yi+1− yi. The
MAPE is not a good criterion for evaluation if the acceleration is well approx-
imated by the model because the denominator would be small. Therefore,
the absolute mean error MAE := 1

N−1

∑N−1
i=1 |ai − bi| is used.

4. It can be also advantageous to compare levels of irregularity of zi and yi.
This criterion can be described as the comparison of the level of irregularity
of both measured and predicted values. For modelling based on fractals, the
comparison of fractal dimensions can be applied for this task.

The fractal dimension can be a measure of the high frequency compo-
nent, which - in case of wind turbines - causes high frequency variability of
the turbine torque. The torque variability causes variable stress in mechan-
ical components, in particular gearboxes. If the fractal dimension is higher
than 1, variability of stress can be higher that assumed by the designer
and the manufacturer. Thus, such operating conditions will cause faster wear
of the gearbox and decrease in the turbine availability. Accurate modelling
of the fractal dimension of the wind speed time series is crucial for the pre-
diction of the lifetime of wind turbine gearboxes.

5. The mean value of the wind speed is crucial for prediction of a wind farm
energy production abilities.

As it was mentioned above, the low frequency component represents the
moving average of the wind speed. Its accurate prediction is important for
the stability of the whole power generation system. It is important to choose
correctly the depth of the averaging buffer with practical considerations de-
termining this choice. As this prediction is the most important for the power
control, it is important to recall the organization of the power generation on
the national level. All the large turbogenerators receive the required energy
generation signal from a central authority signal (in Poland it is ”Central
Power Command”) [13]. This central authority monitors the generation of
all sources and has to take into account the renewable sources, which de-
pend on wind speed and their output variations must be compensated by
other sources. Prediction of the power produced by a wind farm at different
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time scales is of interest to the electricity grid. So, the averaging buffer for
the proposed criterion should be based on the time constants of the central
control of the power generation. These constants are typically in the range
of 10-30 seconds [9].

It is important to note that the first four criteria were important from the me-
chanical point view, while the last one is important to estimate the quality of
power generation.

3 Mathematical Basis and the Fitting Algorithm

In this paper a wind model, created in order to apply it in a wind turbine model
for analysis of momentary turbine parts loading, is proposed. The wind speed
is considered as a time series modelled by the Weierstrass function, having a
fractal graph. Though it was suggested over eighty years ago that the Weier-
strass function can be used as a mathematical tool describing wind properties
adequately [16] it seems that, so far, it has not been applied in wind models. In
the approach proposed in this paper, the parameters of the Weierstrass function
and linear trend are fitted using a genetic algorithm in which a fractal dimension
is utilized as a parameter in a fitness criterion.

Suppose λ > 1 and 1 < s < 2. The Weierstrass function f : R → R, having
parameters λ and s, is defined as

fλ,s(t) =

∞∑
k=1

λ(s−2)k sin(λkt). (1)

The Weierstrass function is a periodic one so it is necessary to apply additional
function to approximate the long-term trend. Thus, the long-term trend is fitted
separately as a line ulj(t) for time intervals [tjbegin , tjend

] having various length.
The intervals are determined according to the following procedure.

At the beginning, accuracy parameter δ is chosen and first experimental point
v(t1) is taken. Then, procedure determines intervals [tjbegin , tjend

] in a sequence
where, for j-th interval, tjbegin equals t1 (for first interval) or t(j−1)end

(for next
intervals). To determine tjend

(end of j-th interval) the following actions are
taken:

1. Initialize variable nj (length of j-th interval) as 1
2. Increment nj (nj := nj + 1) while following condition is satisfied

∀t ∈ {tjbegin+1, ..., tjbegin+nj} : |v(t) − ulj(t)| < δ (2)

where ulj(t) is a line ajt+bj to which points v(tjbegin ), v(tjbegin+nj+1) belong

3. Set tjend
as tjbegin+nj

Condition (2) guaranties for j-th interval [tjbegin , tjbegin ] there exists the line
ulj(t) that, for each argument t, distance from experimental point v(t) to ulj(t)
is not further than δ.
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Thus, the line ulj(t) = ajt+bj represents long-term trend on the time interval
[tjbegin , tjend

] which can be regarded as a medium-term trend on the time interval
[0s, 300s]. The postulated model is of the form:

uj(t) = ajt+ bj +

Kj∑
k=1

λ
(sj−2)k
j sin

(
λkjx(t)

)
+ Cj . (3)

To sum up, on each time interval the linear long-term trend vlj(t) is determined
in the way described above. Then, the parameters Kj, λj , sj of the Weierstrass
function and the parameter Cj are fitted using classical genetic algorithm. It is
assumed that the parameters belong to the following intervals: λj ∈ [1.101, 1000],
sj ∈ [1.101, 1.999], Kj ∈ [1, 30], Cj ∈ [−5, 5]. Furthermore, there exist two other
parameters: xj(0) - the starting point for the Weierstrass function and Δxj - the
step scaling the time variable to the Weierstrass function variable. In this way the

domain of the Weierstrass function Wj(x(t)) =
∑Kj

k=1 λ
(sj−2)k sin

(
λkjx(t)

)
+ Cj

is determined as [xj(0), xj(0) +Δxj · (nj − 1)]. It is assumed that xj(0) ∈ [0, 1]
and Δxj ∈ [0.00001, 0.005]. The parameters xj(0) and Δxj are determined using
a genetic algorithm as well.

The used fitness function consists of three components. The first one is a stan-
dard mean square error whereas the second one - capacity measure - is given as
a difference between experimental box-counting dimension of graphs of two func-
tions: uj and vj . The third one is a measure of accuracy of amplitude approxima-
tion between functions: uj and vj . The mentioned components are weighted.

4 Results

The used data are real data recorded on a 1.5 MW wind turbine, located in
Germany. The data were available courtesy of the company SeaCom GmbH
from Herne, Germany.

Values of errors of approximation parameters specified in Section 2 are given in
Table 1. Mean fractal dimension is equal to 1.3607 with standard deviation 0.1459
which means that, statistically, it is significantly greater than 1. Thus, the hypoth-
esis proposed in [16] that the wind speed as a time function has fractal character is,
in a way, confirmed. Therefore, the fractal character of the wind speed variability
should be one of crucial points in mathematical models of the wind.

It should be stressed that apart from the wind speed variability, for which the
mean error is equal to about 37%, values of errors of the parameters being the
criteria of the model accuracy are extremely low. This means that the proposed
model adequately conveys the subtle shades of the wind phenomenon. Referring
to the mentioned big value of error of wind variability approximation let us
stress that the variability is defined as a sign of change of the wind speed, i.e. as
a sign of the numerical acceleration vari = sgn ai. However, the acceleration is
expressed by the model with a very good accuracy - the mean value of MAE is
extremely low. This means that the variability is modelled incorrectly mainly in
the cases in which its value is close to zero. Therefore, the low value of accuracy
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Table 1. Mean values of errors of approximation parameters

Measured value Mean error Standard deviation of error

Speed value yi MAPE = 3.85 % 1.34 %

Variability sgn(yi+1 − yi) � = 0.37 0.03

Acceleration yi+1 − yi MAE = 0.11 0.05

Fractal dimension MAE = 0.004 0.002

Fractal dimension MAPE = 1.23% 0.66%

Mean value of y, for n = 10 MAPE = 1.93 % 0.85 %

Mean value of y, for n = 30 MAPE = 1.16 % 0.62 %

Mean value of y, for n = 300 MAPE = 0.39 % 0.33 %

in reflection of the value of variability has no meaning in the model applications,
in particular as the module of wind turbine models, and is only a small drawback
of the proposed approach.

5 Conclusion

In order to improve the performances of real-time wind speed simulator, it is
essential that the internal wind speed generator reproduce, as faithful as possi-
ble, the real conditions concerning the wind speed regime. The proposed wind
speed model considers the wind speed as a non-stationary process, having two
components: the long- and medium-term component, modelled by the low fre-
quency range of an experimental available spectral characteristic and the tur-
bulence component, described by a fractal component of the model. All three
components have adjustable parameters which have been fitted using a classical
genetic algorithm with a specifically defined fitness function. Such approach al-
lowed us to create an adequate model of a wind speed variability in time which
accurately reflects various aspects of the phenomenon - compare low values of
errors, Table 1. These aspects are essential for a modelling of mechanical loads
in parts of wind turbines - in particular, it has a fundamental impact on the
lifetime of mechanical components, especially gearboxes.
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Abstract. Selecting a set of representative prototypes in prediction systems en-
able us to generate prototype based rules (P-Rules), which constitute a very pow-
erful means of providing domain experts with knowledge about the data and the
process depicted by the data. P-rules has already proved very useful in classifica-
tion tasks. This paper investigates application of P-rules to regression problems.
The problem of our concern is prediction of oxygen activity in an electric arc
furnace during steel scrap melting. For that purpose we use a new algorithm for
determining prototype positions, which is based on conditional clustering. Also a
comparison between the new algorithm and the classical clustering-based meth-
ods for prototype extraction is described.

Keywords: Regression, Nearest Neighbor, Instance Selection, Context Depen-
dent Clustering, Industrial Application, Electric Arc Furnace.

1 Introduction

Prototype based rules shortly called P-rules [3] are a concept of representing knowledge
extracted from the data as a triple: a set of prototypes, similarity (or distance) measure
and appropriate reasoning scheme. Typically there are two different schemes:

– nearest neighbor approach (nearest prototype) - where the system decision is ob-
tained by determining the nearest prototype to the given test instance according to
the following rule:

If j = argmin
i=1,...,c

D(x;pi) Then C(x) = C(pj) (1)

where C(x) is a function that returns the value of the instance label x, and c is the
number of prototypes.

– threshold rules - where each prototype represents an associated respective field
defined by a prototype and a threshold value:

If D(x;p) < θ Then C(x) = C(p) (2)

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 539–547, 2012.
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According to that rule if an instance satisfies a given condition (is closer to some
prototype then the given threshold) then a particular decision is made. In case when
several rules satisfy that condition usually the order of the sequence of rules deter-
mine the primary rule.

Although the concept of the nearest neighbor approach is well known for many years
[4], we are reusing it in a different way. Many experts not related to data mining were
reporting the problem of knowledge representation. For example metallurgical experts
face the problem of excessive amount of data, because current furnaces are equipped
with tens of sensors sampled every second (what gives 84 thousand of samples per sen-
sor per day). After a year - a typical period of sample acquisition, the number of samples
is over 31 mln per sensor! Thus, instance selection is becoming a very important issue.

In P-rule systems the goal is to replace the original subset of instances by as small
as possible subset preserving the model accuracy, such that a compromise between the
system accuracy and the number of reference instances (prototypes) is reached. The
instances selected in this way may be used for further in depth analysis of relationships
between the selected objects. For example in metallurgy such prototypes may be used
for identification of the time where a given stage of the process is occurring. In that
situation mutual position of the prototypes (according to the Voronoi diagrams) can be
used to find out what is the current melting stages the process.

Currently most of the applications of P-rules and in general instance selection meth-
ods were dedicated to classification problems for example [2,7,12]. However, in this
paper we show how to approach regression problems and how to determine prototype
position efficiently. Typical approaches in this field are based on clustering, where a set
of similar instances is replaced by the center of the cluster and is associated with its
label obtained by averaging output values of all samples within that cluster. However,
this approach is not appropriate for regression problems, because it causes an unnec-
essary increase of the number of prototypes and it ignores output information during
the training. Such problem appears because prototypes are obtained independently of
the output labels. To address this issue we propose another solution, which is based on
conditional clustering where information about output values is used in the clustering
process as a clustering condition.

Our approach has been applied to a dataset describing the metallurgical process,
where the task was to predict the amount of active oxygen in the electric arc furnace
during the steel scrap meltdown.

The paper is organized as follow: the next section describes the dataset used in
our experiments. Section (3) explains how to use the conditional clustering to deter-
mine prototype positions. Section (4) presents the obtained results of the application
of the proposed method to predict the amount of oxygen activity. The last section (5)
concludes the paper, discusses the obtained results and indicates the further research
directions.

2 The Problem Definition and Dataset Description

The electric arc furnace (EAF) is the main part of the metal scrap recycling process in
steel mini-mill plants. EAF uses the heat generated by electric arcs generated between
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the graphite electrodes and metal scraps to melt the steel. The process of melting scrap
metal in EAFs is used for production of high quality steel. The process is performed in
several stages. At least four conditions needs to be satisfied before melted steel can be
tapped out from the EAF: no solid metal pieces should be present inside the furnace,
the carbon content should be at a required level, the temperature should be at a specified
level and required amount of oxygen should be dissolved in the bath. Reactions taking
place inside the furnace are much more predictable if the oxygen activity is controlled.
Knowledge of the bath oxygen activity during the operation enables operators to pre-
dict what reactions are taking place inside the furnace more accurately and to operate
furnaces much closer to their optimal operating conditions by minimizing tolerances of
the produced steel parameters as well as minimize the furnace worn-out and energy us-
age. Once the desired steel composition, temperature and oxygen activity are obtained
in the furnace, the tap-hole is opened, the furnace is tilted and the steel is poured into a
ladle and undergoes the next batch operation (usually a ladle furnace or ladle station).
During the tapping process bulk alloy additions are made based on the bath analysis
and the desired steel grade. Deoxidizers may be added to the steel to lower the oxygen
content prior to further processing.

2.1 Dataset Description and Preprocessing Steps

To predict the value of oxygen activity we had to extract important information from
the industrial database. The dataset is populated with measurements obtained from the
EAF process controllers and sensors. Every 0.1 second all sensors are sampled and the
obtained values are collected in the industrial database. This allows measuring the mass
of each steel scrap bucket loaded into the furnace, energy consumed during the process,
amount of carbon and oxygen injected into the furnace, temperatures of the bottom of
the furnace casing, the time periods where the process gets suspended. All the values
are used to construct the dataset.

The output value that should be predicted (oxygen activity) is recorded only few
times during the melting process, because it requires turning off the arc and is very
expensive. The solution proposed in this paper selects the nearest past values of all
sensors for each oxygen measurement, except the buckets weight values which were
constant for each individual melt. Then for that melt, instead of directly predicting the
absolute value of oxygen activity the derivative is calculated.

The final dataset used in our experiment includes 6263 samples described by 31
attributes that are: derivatives of six sensors, which measure the temperature at the
bottom of the furnace casing, derivative of the amount of carbon, oxygen injected to
the furnace by five lances and the burners, electric energy consumed by the process and
the total weight of the steel scrap.

Because the values gathered from the sensors include many outliers, each attribute
after transformation from the row signal into the derivative is transformed with the
hyperbolic tangent function to reduce the outlier’s influence on the training process [9].
The transformation requires determining the linear coefficient that adjusts the signals to
the appropriate range of values. For that propose the Z-transformation in the following
form is used:
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ai = tanh

(
ai − ai

std(ai)

)
(3)

where tanh() - hyperbolic tangent function, ai - i-th attribute of the dataset, ai - mean
value of i-th attribute and std(ai) - standard deviation of i-th attribute.

3 Instance Construction

As mentioned in the introduction we had to extract representative prototypes that can
be further used by human experts for in depth investigation. To achieve that goal we
are interested in prototypes that can be interpreted independently and to obtain that
we use the nearest neighbor decision algorithm. For the same reason we do not use
other prototype based algorithms like RBF networks [1] or the family of Reduced Set
Suppoort Vector Machines [11], where the predicted output of the system is a linear
combination of all prototypes, what reduces the overall comprehensibility of the system.

One of the simplest solution of prototype construction is input data clustering [8].
In the literature many different clustering algorithms are known [5]. One of the most
popular clustering methods is based on the optimization of scalar cost function (OSCF),
which has very low (linear) computational complexity O(ncdi) where i is the number of
iterations (constant), d the dimensionality of the problem (constant), and c is the number
of cluster centers, preserving n � c. An example of this family are: k-means algorithm,
expectation maximization algorithm and a family of Fuzzy C-means clustering.

As it was mentioned in the introduction obtaining informative prototypes requires
incorporation of system output ((y) variable) in the prototype construction process.
A typical approach, based on a simple input data clustering does not preserve such
information and thus the process needs to be modified. There are several possibilities
of the modification. One of them is based on using input data together with output data
for the clustering process. In this approach the dataset Z is defined by concatenation
of input and output data Z = X ∪ y. In this case the output variable y is considered
to be one of the variables of the dataset and as a result the number of attributes of
Z is m + 1. Such solution is often used in training the ANFIS (artificial neural fuzzy
inference system) [6]. However, because too little attention is paid to the output variable
this approach is not sufficient in our case.

Another typical approach is based on discretization of the output y attribute and
then independent clustering of the instances falling into each discretization bean. This
approach causes a very strong influence of model output (y) on the obtained proto-
types, so in practical applications the obtained prototype position highly depends on
the discretization process. To overcame this problem a good solution can be obtained
by applying a soft discretization by defining fuzzy membership functions (MF) instead
of hard beans and incorporating these soft discretization beans in the clustering process.

A set of clustering methods, which can incorporate such external input in the clus-
tering process can be found in the literature. These methods are often called context
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Fig. 1. Diagram of the data analysis process

clustering methods. For instance Conditional Fuzzy C-means (CFCM) [10], which re-
quires an external variable that should be in the range [0;1] representing the clustering
context. In the described approach the clustering process should be repeated for each
membership function defined for the output variable and the values of the MF of each
input vector should be provided as an external variable. The final cluster centers (proto-
types) of each clustering should be concatenated into a single subset of reference points,
as described in fig. (1)

3.1 Conditional Fuzzy Clustering

The most important limitation of FCM in the applications to P-rules system is a lack
of information about output variable, which leads to a reduced comprehensibility of
the obtained rules. That can be solved by conditional clustering for example by the
use of Conditional Fuzzy C-Means. This algorithm allows introducing external knowl-
edge, which represents the influence of certain instance on the clustering process. This
knowledge is represented as instance weights fk ∈ [0 1] defined for every instance k in
the training set. The value of weight (fk) is usually calculated as a value of the MF as
fk = μ (yk) of some external variable yk, where μ(·) is the function describing the MF.

In CFCM method the cost function remains identical to the FCM one (4),

Jm(U,V) =
c∑

i=1

n∑
k=1

(uik)z ‖xk − vi‖2
A (4)
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where U is a partition matrix of elements uik representing the value of membership
of instance i to the cluster k, matrix V represents a set of c cluster centers and z >
1 is some constant, typically z = 2. The partition matrix must satisfy the following
requirements:

1o each vector xk belongs to the i-th cluster to a degree between 0 and fk, where
0 ≥ fk ≥ 1: ∀

1≤i≤c
∀

1≤k≤n
uik ∈ [0, fk] (5)

2o sum of the membership values of k-th vector xk in all clusters is equal to fk (in FCM
it is equal to 1)

∀
1≤k≤n

c∑
i=1

uik = fk (6)

3o no clusters are empty.

∀
1≤i≤c

0 <

n∑
k=1

uik < n (7)

Cost function (4) is minimized according to U,V by the use of Piccard iteration under
these conditions by:

∀
1≤i≤c

vi =
n∑

k=1

(uik)zxk

/
n∑

k=1

(uik)z (8)

∀
1≤i≤c

1≤k≤n

uik = fk

/
c∑

j=1

( ‖xk − νi‖
‖xk − νj‖

)2/(z−1)

(9)

where both equations are iteratively evaluated until the convergence is obtained.

3.2 Defining the Clustering Context

In the above presented approach defining appropriate clustering context requires defin-
ing fuzzy membership functions for the output variable y. This can be done in several
ways. One solution is based on manually adjusting fuzzy MF to the output variable.
This can be used if the expert can manually define the areas of interests for the out-
put variable. In that case the obtained solution may be very helpful in improving the
interpretability of obtained prototypes. Another solution is to adjust the MF automati-
cally. The most naive solution is based on splitting the variable into equal width beans
and then setting the position of the MF (for example center of the Gaussian MF) in the
middle of each bean with the width of that functions adjusted in this way that the MFs
crosses the membership level of 0.5. A more accurate approach can be obtained by the
fuzzy clustering of the output variable, which allows for automatically obtaining fuzzy
membership values. In that solution FCM clustering is applied for the single variable y.
The results of FCM determine centers of the clusters and the partition matrix represents
the values of the membership function of each vector to all clusters. In all practical
experiments the MF were defined automatically by a simple equal width principle.
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3.3 Nearest Neighbor Rule Adaptation

The nearest neighbor prediction rule is simply based on assigning output value identical
to the label of the closest prototype. The drawback of that rule is a stair-like output
function, where the Voronoi diagram borders are the borders of the plateau of the output
function. A simple well known modification of that rule is based on taking into account
k nearest neighbors and taking average over all k neighbors. In practise this approach is
still not very useful because the predicted values also belong to the finite set of values
(output is also a stair-like function), however with much higher number of steps. To
overcome this limitation a weighed kNN rule can be used, where the influence of the
label of the closest prototypes is inversely proportional to the distance between the k
prototypes and the test vector according to the formula (10)

c(x) =
k∑

i=1

c (pi) · D (x,pi)
k∑

j=1

D (x,pj)
(10)

This formula allows pseudo-linear transformation of the k nearest neighbors output val-
ues. Unfortunately it reduces the comprehensibility of the system, but on the other hand
it increases its accuracy. So the interpretability of the system is inversely proportional
to the number of considered nearest neighbors in the decision process (k). In this case
a compromise between comprehensibility and accuracy needs to be established. In our
experiments we have tested two different solutions; one that preserves the highest com-
prehensibility k = 1 and a second one for k = 2 that improves the accuracy, but still
preserves simplicity in the decision making process.

4 Numerical Examples

In our tests we have compared the behavior of the algorithm described in this paper to
the classical clustering methods, to the kNN algorithm and to linear regression as the
base rates. In all experiments we have optimized the number of prototypes. The mem-
bership functions defined for the oxygen activity (output of the system y) for CFCM
clustering are presented in the figure (2). In all the experiments the results of a 10-fold
crossvalidation were recorded and a comparison between prototype based methods is
presented in figure (3), as well as in the table (1) where also a comparison with other
methods like 1NN and kNN is provided. Results marked as W were obtained using
weighted version of nearest neighbor rule. For all the methods only the best results are
reported in the table. It is important to notice that the obtained values of RMSE are
overestimated, because the parameter optimization process was not embedded in the
crossvalidation procedure. However, it should not significantly affect the comparison
of the methods, because always the same number of parameters were tested for all the
algorithms.
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Fig. 2. Membership functions defining the clustering context defined for the output variable
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Fig. 3. RMSE as a function of the number of prototypes obtained with FCM and CFCM with 3
and 6 different clustering contexts and the 1NN rule

Table 1. Comparison of RMSE and its standard deviation and mean number of prototypes for all
compared methods

model RMSE #P
fcm 0.85±0.038 31
cfcm 3 0.83±0.029 9
W(k=2) cfcm 3 0.84±0.028 9
cfcm 6 0.82±0.032 12
W(k=2) cfcm 6 0.82±0.035 12
kNN 0.80±0.031 k=100
W kNN 0.80±0.031 k=100
kNN 1.07±0.039 k=1
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5 Conclusions

A new algorithm for optimization of the prototype positions for P-rules was presented.
The proposed algorithm uses the knowledge of the output values during the clustering
process. That results in the obtained prototypes being much more representative and in
significantly lower error rates. In the presented application we were unable to obtain re-
sults as good as for the optimized k-NN classifier. However, we were able to radically
reduce the computational complexity, so instead of over 6 thousand vectors, only 12 pro-
totypes were used. The obtained results also prove that determining the correct shape and
number of membership functions for the output values is very important. The results show
that a higher number of clustering contexts (higher number of membership functions de-
fined for the output variable) leads to much lower error rates, while it does not influence
the number of prototypes significantly. In the presented approach the membership func-
tions were defined manually, however in the further research it should be possible to
determine them automatically based on the distribution of values of the output variable.

Surprisingly, weighted nearest neighbor rule applied to both: prototypes and to orig-
inal data did not improve the accuracy, but rather decreased it or increased the variance.
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Abstract. This paper deals with the stability analysis of the fault ac-
commodation control system. When a fault is detected, the fault tolerant
control tries to compensate the fault effect by adding to the standard
control the auxiliary signal. This auxiliary control constitutes the addi-
tional control loop which can influence the stability of the entire control
system. This paper focuses on the stability analysis of proposed control
scheme based on the Lyapunov direct method.

Nowadays everyone can observe very rapid and significant progress in the au-
tomation industry. Not only very sophisticated and complex systems are fully
automated, but also the simple one. Unfortunately with the growing number
of components of a production system the probability of system faults be-
comes higher and higher. This makes necessary to design a control system which
automatically adapt the proper behaviour in the case of faults.

In the previous works of the authors, a fault detection and accommoda-
tion methodology for the boiler unit was proposed [3]. The already elaborated
methodology uses a robust state space model of the system and nonlinear state
observer, both carried out by means of artificial neural networks. The designed
fault tolerant control tries to compensate a fault effect by adding the auxiliary
signal to the standard control generated using e.g. the classical PID controller.
The auxiliary control constitutes the additional control loop which can influence
the stability of the entire control system. Thus, in this paper the stability anal-
ysis of the proposed control scheme based on the Lyapunov direct method is
presented.

1 Problem Formulation

Let consider a nonlinear dynamic system governed by the following state
equation:

x(k + 1) = g(x(k),u(k)) + f(x(k),u(k)), (1)

where g(·) is a process working at the normal operating conditions, x(k) is the
state vector, u(k) is the control and f(·) represents a fault affecting the process.
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An unknown fault function f(·) is a function of both the state and input. Thus,
it is possible to model a wide range of possible faults. When the process works
in the normal operating conditions the fault function f(·) is equal to zero. As,
in general, the state vector is not fully available, to approximate a fault function
one need to design the model of the healthy process

x̄(k + 1) = ḡ(x̄(k),u(k)), (2)

where x̄ is the state vector of the model, ḡ stands for the model of the process
working at the normal operating conditions, and the state observer

x̂(k + 1) = ĝ(x̂(k),u(k),y(k)), (3)

where x̂ is the estimated state vector, ĝ is the mapping realized by the observer
and y is the output of the process. Then, the unknown fault function can be
approximated as:

f̂ = ĝ(x̂(k),u(k),y(k)) − ḡ(x̄(k),u(k)). (4)

The fault effect occurring in the control system can be compensated/eliminated
by a proper determination of the auxiliary input ufa based on the estimated fault
function f̂ . This additional control is added to the control u(k) calculated by
the standard controller used [15]. As a result, one can determine the augmented
control law uftc as follows:

uftc(k) = u(k) + ufa(k), (5)

2 State Space Neural Network Model

2.1 Nonlinear State Space Model

Let u(k) ∈ R
n be the input vector, x̄(k) ∈ R

q - the output of the hidden layer
at time k, and ȳ(k) ∈ R

m - the output vector. The state space representation of
the neural model considered is described by the equations

x̄(k + 1) = ḡ(x̄(k),u(k))

ȳ(k) = Cx̄(k)
, (6)

where ḡ(·) is a nonlinear function characterizing the hidden layer, and C rep-
resents synaptic weights between hidden and output neurons. In most cases, as
the nonlinear function in the hidden neurons, the hyperbolic tangent activation
function is selected as it gives pretty well modelling result.

2.2 Nonlinear State Observer

The proposed fault compensation scheme requires to estimate on-line the state
vector of the plant. This can be carried out using the State Space Innovation
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Form (SSIF) model. The identified SSIF model can be regarded as an extended
Kalman filter for unknown nonlinear systems [8]. The SSIF neural model is
represented as follows:

x̂(k + 1) = ĝ(x̂(k),u(k), ε(k))

ŷ(k) = Cx̂(k)
, (7)

where ε(k) is the error between the observer output ŷ(k) and measured system
output y(k), ĝ is the nonlinear function characterizing the hidden layer. Then,
using the estimated state x̂(k), the unknown fault function f can be approxi-
mated using (4).

2.3 Deriving a Control Law

To accommodate a fault, the suitable change of a control law is proposed. Ac-
cording to (5), the additional control ufa(k) should be chosen in such a way to
compensate a fault effect. The problem can be easily solved for linear systems
(see e.g. [15]). Assuming that the nominal model of the system is linear and in-
troducing control ufa(k), the process (1) can be rewritten in the following way:

x(k + 1)=Ax(k)+B
(
u(k)+ufa(k)

)
+f

(
x(k),u(k)

)
. (8)

To completely compensate the fault effect, the fault model should be as close as
possible to the nominal model, therefore

Bufa(k) + f(x(k),u(k)) = 0, (9)

then

ufa(k) = −B−f
(
x(k),u(k)

)
, (10)

where B− represents the pseudoinverse of the control matrix, e.g. in a Moore-
Penrose sense. Taking into account that f is unknown it can be replaced with
its approximation given by f̂ . Finally, using (4) one obtains

ufa(k) = −B−(ĝ(x̂(k),u(k),y(k)) − ḡ(x̄(k),u(k))). (11)

In order to use control law (11) and to accommodate faults in the control system,
the state space neural model (6) have to be linearised first around the current
operating point (x,u) = (x(τ),u(τ)), as shown in [3]. Then, the state space
model can be described in the linear form:

x̄(k + 1) = Ax̄(k) + Bu(k) + D

ȳ = Cx̄(k)
, (12)

where A = h′W x, B = h′W u, D = x(τ)−Ax̄(τ − 1)−Bu(τ − 1). Symbol h′

represents the first derivative of the activation function of hidden neurons.
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3 Stability Analysis

The stability analysis of the control system is extremely important in industrial
applications. Lack of the stable behaviour can result in an unanticipated control
signal. This can lead to change the equilibrium point by the system and introduce
dangerous oscillations in the actuators work. In the most optimistic scenario
this would end up in stopping the plant by emergency systems. In the worst
case it can lead to the significant damage of components or even could have the
catastrophic effect on the environment if the controlled system is a kind of high-
risk one. In this paper, the second method of Lyapunov is used to determine
stability conditions for the system.
Let us assume a discrete state-space representation of the PI controller:{

xr(k + 1) = xr(k) +Kie(k)
ur(k) = xr(k) +Kpe(k)

, (13)

where Kp is the proportional term, Ki – the integral term, e(k) – the regulation
error, xr(k) – the controller state. Regulation error is defined as:

e(k) = yr(k)− y(k), (14)

where yr(k) is the reference signal. Using the equivalence rule, the regulation
error can be rewritten in the form:

e(k) = yr(k)− ȳ(k) = yr(k)−Cx̄(k). (15)

Finally, the standard control can be represented as:{
xr(k + 1) = xr(k) +Ki (yr(k)−Cx̄(k))
ur(k) = xr(k) +Kp (yr(k)−Cx̄(k))

. (16)

Next, let consider the compensation component:

ufa(k) = −B−f̂ (k) = −B− (x̂(k)− x̄(k)) . (17)

Substituting (16) and (17) into (5) one obtains the following rule:

uftc(k) = xr(k) +Kp (yr(k)−Cx̄(k))−B− (x̂(k)− x̄(k)) . (18)

The state of the system (6) (with introduced weight matrices of the neural model)
can be presented as:

x̄(k + 1) = h(W xx̄(k) + W uu(k)), (19)

where W x is the matrix of recurrent links, W u – the input weight matrix. Using
(18), the equation (19) can be rewritten as follows:

x̄(k + 1) = h
((
W x −W uKpC + W uB−) x̄(k) (20)

−W uB−x̂(k) + W uxr(k) + W uKpyr(k)
)
.
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Similarly, the state equation of the observer (7) can be represented as:

x̂(k + 1) = h
(
W xx̂(k) + W uuftc(k) + W eε(k)

)
, (21)

where

ε(k) = ŷ(k)− ȳ(k) = C (x̂(k)− x̄(k)) . (22)

Substituting (18) and (22) into (21) one obtains

x̂(k + 1) = h
((
−W eC −W uKpC + W uB−) x̄(k) (23)

+
(
W x −W uB− + W eC

)
x̂(k) + W uxr(k) + W uKpyr(k)

)
.

Substituting the augmented state x(k) = [x̄(k) x̂(k) xr(k)]
T , the state equation

of the control system can be represented as follows:

x(k + 1) = h (Ax(k) + B) , (24)

where

A =

⎡⎣ W x−W uKpC+W uB− −W uB− W u

−W eC−W uKpC+W uB− W x−W uB−+W eC W u

−KiC 0 1

⎤⎦ , (25)

and

B =

⎡⎣W uKpyr(k)
W uKpyr(k)
Kiyr(k)

⎤⎦ . (26)

In order to apply the Lyapunov method, a number of transformation are required
to perform. Firstly, let introduce the linear transformation in the form

v(k) = Ax(k) + B, (27)

now, (24) can be rewritten as follows:

v(k + 1) = Ah (v(k)) + B. (28)

Next, let introduce the equivalent coordinate transformation

z(k) = v(k)− v∗(k), (29)

where v∗(k) is the equilibrium point of system (28), and assuming B as a thresh-
old or a fixed point, the system (28) can be transformed into

z(k + 1) = Ag (z(k)) , (30)

where g(z(k)) = h (z(k) + v∗(k)) − h (v∗(k)).
Now, one can present the main result of the paper.
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Theorem 1. The control system (30) is globally asymptotically stable if there
exists a matrix P � 0 such that the following condition is satisfied:

ATPA− P ≺ 0. (31)

Proof. Let us consider a positive definite candidate Lyapunov function:

V (z) = zTPz. (32)

According to the direct Lyapunov method, the difference along the trajectory of
the system (30) is given as follows:

ΔV (z(k)) = V (z(k + 1))− V (z(k))

= (Ag (z(k)))TPAg (z(k))− z(k)TPz(k)

= gT (z(k))ATPAg (z(k)) − z(k)TPz(k) (33)

Taking into account the following property of the activation function [10]:

|g(z(k))| ≤ |z(k)|, (34)

(33) takes the form:

ΔV (z(k)) ≤ zT (k)ATPAz(k) − z(k)TPz(k)

≤ zT (k)(ATPA− P )z(k) (35)

From (35) one can see that if

ATPA− P ≺ 0, (36)

thenΔV (z(k)) is negative definite and the system (30) is globally asymptotically
stable. �

Remark 1. From practical point of view, the selection of a proper matrix P , in
order to satisfy the condition (36), can be troublesome. Fortunately, recently,
linear matrix inequalities (LMI) methods have became quite popular among
researchers from the control community due to their simplicity and effective-
ness taking into account numerical complexity, and P can be easily found using
iterative solvers.

4 Boiler Unit

The object considered in this work is the boiler unit dedicated for the investi-
gation of diagnostic methods of industrial actuators and sensors [12]. The boiler
unit together with the control system was implemented in Matlab/Simulink. The
simulation model of the boiler unit renders it possible to generate a number of
faulty situations. The specification of faults is presented in Table 1.
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Table 1. Specification of faulty scenarios

Fault Description Type

f1 output choking partly closed (50%)
f2 level transducer failure additive (−0.05)
f3 positioner fault multiplicative (0.7)
f4 valve head or servo-motor fault multiplicative (0.8)

5 Experiments

5.1 Stability Analysis

The first step in the fault tolerant control design is the process modelling. As
described in the previous work of the authors [3], different structures of the neu-
ral state space model were trained for 100 epochs using Levenberg-Marquardt
algorithm. The best results were achieved for the second order neural model con-
sisting of seven hidden neurons with the hyperbolic tangent activation function.
With such model and the use of PI controller the stability of the control system
during several faulty scenarios is investigated. The reference signal in the form
of the constant value equal to 0.25 is used. Faults (presented in Table 1) are
simulated at the 500th time instant, while the system works at the equilibrium
point.

As described in [3] fault detection block started the compensation of faults
in a reasonable time (after 30, 5, 8 and 10 time instants for f1,f2,f3 and f4,
respectively). Convergence of system states of the original system (24), are con-
sidered. The results achieved in the case of the fault f2 are shown in Fig. 1a. In
Fig. 1b are presented states of the transformed autonomous system. All states
converge to zero, which means that the control system is stable. The stability of
the control system in the case of faults was also verified checking the stability
condition (36) using a Linear Matrix Inequality method. To find the matrix P
satisfying the condition (31) after each change of the matrix B due to lineari-
sation, the Yalmip together with SeDuMi is used. Experiment was performed
under Matlab R2010b (7.11) on a PC with Core 2 Duo T6500 2.1 GHz and 4096
MB RAM (64-bit operating system). Results are presented in Table 2. Low it-
eration number as well as the small average execution time guarantee that such
calculations can be accomplished in the real time, assuming the sampling time
bigger than 1 second. Such an assumption is the realistic one for the considered
boiler unit.
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Fig. 1. Convergence of the control system states with faulty (f2) system: original (a),
transformed (b)

Table 2. Performance of LMI solver

Scenario nofault f1 f2 f3 f4
avg. 0.2021 0.2049 0.2059 0.2053 0.2025

time (s)
max 0.2760 0.3570 0.3430 0.3050 0.3600

time (s)
min 0.1940 0.1940 0.1920 0.1920 0.1890

time (s)
avg. 4.0370 4.0350 4.0370 4.0370 4.0370

no iter.
max 8 8 8 8 8

no iter.
min 3 3 3 3 3

no iter.

6 Conclusions

The purpose of this work was to determine, numerically and experimentally ver-
ify the stability of the fault tolerant control scheme for the boiler unit. The
reported results shown that the Lyapunov direct method is very important and
useful tool in this aspect. The presented experiments have proven that the pro-
posed active fault tolerant control can provide stable work even in the case of
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faults acting on the process components, sensors and actuators. The very inter-
esting problem is to define constraints imposed on the augmented control law
assuring the stability of the fault tolerant control system in any case. These
constraints can be defined extracting the knowledge from stability criteria. This
problem constitutes our future research directions in this area.
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Zamość, Polska (2011)

4. Ducard, G.: Fault-tolerant flight control and guidance systems: practical meth-
ods for small unmanned aerial vehicles. Advances in Industrial Control. Springer
(2009), http://books.google.com.gi/books?id=UkVIaMsQQZQC

5. Isermann, R.: Fault Diagnosis Applications: Model Based Condition Monitor-
ing, Actuators, Drives, Machinery, Plants, Sensors, and Fault-tolerant Systems.
Springer (2011)

6. Korbicz, J., Koscielny, J.M., Kowalczuk, Z., Cholewa, W. (eds.): Fault Diagnosis.
Models, Artificial Intelligence, Applications. Springer, Berlin (2004)
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Abstract. The short-term load forecasting is an essential problem in energy sys-
tem planning and operation. The accuracy of the forecasting models depends on 
the quality of the input information. The input variable selection allows to chose 
the most informative inputs which ensure the best forecasts. To improve the 
short-term load forecasting model based on the kernel regression four variable 
selection wrapper methods are applied. Two of them are deterministic: sequen-
tial forward and backward selection and the other two are stochastic: genetic al-
gorithm and tournament searching. The proposed variable selection procedures 
are local: the separate subset of relevant variables is determined for each test 
pattern. Simulations indicate the better results for the stochastic methods in re-
lation to the deterministic ones, because of their global search property. The 
number of input variables was reduced by more than half depending on the  
feature selection method.  

Keywords: feature selection, kernel regression, genetic algorithm, tournament 
feature selection, short-term load forecasting. 

1 Introduction 

The short-term load forecasting (STLF) is extremely important to balance the electric-
ity generated and consumed at any moment. Precise load forecasts are necessary for 
electric companies to make important decisions connected with electric power pro-
duction and transmission planning, such as unit commitment, generation dispatch, 
hydro scheduling, hydro-thermal coordination, spinning reserve allocation and inter-
change evaluation. 

Many STLF models have been proposed. Conventional STLF models use smooth-
ing techniques, regression methods and statistical analysis. In recent years artificial 
intelligence methods have been widely used to STLF: neural networks, fuzzy systems 
and expert systems. 

In this article nonparametric regression method is applied to STLF. The regression 
relationship can be modelled as [1]: 

 ε+= )(xmy  (1) 
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where: y is the response variable, x – the predictor, ε  – the error, which is assumed to 
be normally and independently distributed with zero mean and constant variance,  
m(x) = E(Y | X = x) is a regression curve. 

The aim of regression is to estimate the function m. This task can be done essen-
tially in two ways. The first approach to analyze a regression relationship is called 
parametric since it is assumed that the mean curve m has some prespecified functional 
form and is fully described by a finite set of parameters (e.g. a polynomial regression 
equation). In the alternative nonparametric approach the regression curve does not 
take a predetermined form but is constructed according to information derived from 
the data. The regression function is estimated directly rather than to estimate parame-
ters. Most methods of nonparametric regression implicitly assume that m is a smooth 
and continuous function. The most popular nonparametric regression models are [1]: 
kernel estimators, k-nearest neighbour estimators, orthogonal series estimators and 
spline smoothing. 

In [2] to STLF the multivariate generalization of the kernel Nadaraya-Watson es-
timator was described: 
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where n is the size of the random sample: 
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d is the dimension of the input pattern vector xj = [xj,1 xj,2 … xj,d], which represents a 
vector of hourly power system loads in the following hours of the day preceding the 
day of forecast Lj = [Lj,1 Lj,2 … Lj,d]: 
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and yj is the encoded value the forecasted system load Lj+τ,k at the kth hour of the day 
j+τ  (τ = 1, 2, … is the forecast horizon): 
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jL  in (4) and (5) is the mean load of day j. 
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The Gaussian kernel function used in (2) is of the form: 
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and h ∈ ℜ+ is a bandwidth (smoothing parameter). 
The choice of a kernel is not as important as the choice of a bandwidth value. The 

bandwidth values decide about the bias-variance tradeoff of the estimator. The small 
bandwidth value results in undersmoothing, whereas the large value results in over-
smoothing. In [3] there was shown that good results are obtained when hk is calculated 
using the Scott’s rule:   

 )4/(1 +−= d
kk nh σ , (7) 

where kσ  is the sample standard deviation of xk. 

Estimator (2) depends on how many and which variables xk are inputs of the mod-
el. In this article some wrapper methods of variable selection (VS) are tested: sequen-
tial forward selection (SFS), sequential backward selection (SBS), genetic algorithm 
(GA) and tournament feature selection (TFS) [4]. 

2 Methods of Variable Selection to the Kernel Regression 
Model  

The proposed methods of VS can be divided on deterministic and stochastic ones. 
SFS and SBS [5], which are suboptimal strategies, belong to the first group.  They 
based on simple greedy heuristics. SFS adds one new feature to the current set of 
selected features in each step. SBS starts with all the possible features and discards 
one at the time. The main drawback of these algorithms is that when a feature is se-
lected or removed this decision cannot be changed. This is called the nesting problem. 
The extension of these strategies is plus l-take away r method and floating search 
method, where forward and backward selection algorithms are used alternately. 

More effective, global optimization of the input variable space provide stochastic me-
thods, such as GA. GA with binary representation is naturally adapted to solve problems 
of combinatorial optimization with binary variables, which include the VS problem. The 
GA, as the method independent on domain, has been applied to many optimization prob-
lems because of their robustness in search for large spaces and mechanism of escaping 
from the local minima. Search for the solution space in GA is conducted in parallel by 
population of chromosomes which encode the solutions. GA for VS was applied to vari-
ous models: classifiers, clustering and approximation models.  

In the GA approach, the given variable subset is represented as a binary string 
(chromosome) with a zero or one in position i denoting the absence or presence of 
feature i: b = (b1, b2, …, bd) ∈ {0, 1}d. Each chromosome is evaluated taking into 
account the model error (the forecast error here). It may survive into the next genera-
tion and reproduce in dependence on this evaluation (fitness). New chromosomes are 
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created from old ones by the process of their crossover and mutation. One-point 
crossover and classical binary mutation are applied in this approach. Binary tourna-
ment is used as a chromosome selection method.  

The TFS method was introduced in [4] as an alternative to other stochastic VS me-
thods such as GA and simulated annealing. In comparison to other combinatorial 
optimization stochastic methods TFS is distinguished by simplicity. There is only one 
parameter in TFS controlling the global-local search properties which makes this 
algorithm easy to use.      

Data representation in TFS is the same as in GA. TFS explores the solution space 
starting from an initial solution and generating new ones by perturbing it using a muta-
tion operator. This operator switches the value of one randomly chosen bit (but different 
for each candidate solution) of the parent solution. When the set of new l candidate solu-
tions is generated (l represents the tournament size), their evaluations are calculated. The 
best candidate solution (the tournament winner), with the lowest value of the error func-
tion (MAPE here), is selected and it replaces the parent solution, even if it is worse than 
the parent solution. This allows us to escape from local minima of the error function. If l 
is equal to 1, this procedure comes down to a random search process. On the other hand, 
when l = d this method becomes a hill climbing method where there is no escape from 
the local maxima. 

This algorithm turned out to be very promising in the feature selection problem, better 
than a GA and simulated annealing, as well as deterministic SFS and SBS algorithms [4].  

The flowchart of GA and TFS are shown in Fig. 1. 
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Fig. 1. Flowcharts of TFS and GA to variable selection in the kernel regression based STLF model 
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3 Application Example 

The described above variable selection methods were applied to the forecasting model 
based on the Nadaraya-Watson estimator. The task of the model is to forecast the next 
day power system load (τ  = 1) at hour k = 1, 6, 12, 18 and 24. Time series studied in 
this paper represents the hourly electrical load of the Polish power system from the 
period 2002-2004. This series is shown in Fig. 2.  
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Fig. 2. The load time series of Polish power system in three year (a) and three week (b) intervals 

The time series were divided into training and test parts. The test set contained 30 
patterns from January 2004 (from 2 to 31 January) and 31 patterns from July 2004. 
The training set contained patterns from the period from 1 January 2002 to the day 
preceding the day of forecast.  

For each forecasting task (the forecast of system load at the kth hour of the day 
j+τ) the separate model was created using the training subset containing y-values 
representing loads from the days of the same type (Monday, …, Sunday) as the day of 
forecast and paired with them x-patterns representing the load vector of preceding 
days (e.g. for forecasting the Sunday load at hour k, model learns from x-patterns 
representing the Saturday patterns and y-values representing the loads at hour k on 
Sundays). This routine of model learning provides fine-tuning its parameters to the 
changes observed in the current behavior of the time series. 
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The parameters of the stochastic variable selection methods were as follows: 

• GA: number of generations – 100, population size – 8, probability of mutation – 
0.05, probability of crossover – 0.9, 

• TFS: number of iterations – 100, tournament size l = 8.  

The best subsets of the relevant variables were  determined in leave-one-out cross-
validation procedure. 

The training and test errors of the Nadaraya-Watson STLF model using different 
methods of VS are shown in Table 1. The selected variables of the input patterns and 
the bandwidth values corresponding to these variables for one of the forecasting task 
are shown in Table 2. 

Table 1. Errors of the Nadaraya-Watson STLF model using different VS methods 

VS metod 
January July Mean 

MAPEtrn MAPEtst MAPEtrn MAPEtst MAPEtrn MAPEtst 
Without VS 1.62 1.20 1.54 0.92 1.58 1.05 

SFS 1.37 1.25 1.32 0.90 1.34 1.07 
SBS 1.37 1.20 1.35 0.90 1.36 1.05 
GA 1.38 1.17 1.34 0.90 1.36 1.03 
TFS 1.34 1.17 1.30 0.90 1.32 1.03 

Table 2. The bandwidth values hk corresponding to the selected components of the input 
patterns in the model for hour 12 on 1 July 2004 

k 1 2 3 4 5 6 7 8 9 10 11 12 
SFS 0.037 - - - - - - - - - 0.041 0.040 
SBS 0.045 0.035 - - - 0.036 - 0.058 0.048 0.041 0.051 - 
GA 0.044 0.034 - - - 0.035 0.064 0.057 0.047 0.040 - - 
TFS 0.044 0.034 - - - 0.035 - 0.057 0.047 0.040 - - 

k 13 14 15 16 17 18 19 20 21 22 23 24 
SFS - - - 0.037 - - - - - - 0.039 - 
SBS - - 0.041 0.046 - - - - - 0.050 0.049 - 
GA - - - - 0.076 - - 0.092 - - 0.048 - 
TFS - 0.037 - 0.045 - - - - - 0.049 0.048 - 

All VS methods ensure the training error reduction, but only stochastic methods en-
sure the test error decreasing. However, the difference between the test errors in two 
cases: (i) using GA or TFS to VS and (ii) without VS turned out to be not statistically 
significant. This was proved using the Wilcoxon rank sum test for equality of medians. 
The 5% significance level is applied in this study. In the case of the training errors the 
Wilcoxon test in all cases indicates the statistically significant difference between errors.   

The average reduction in the number of input pattern components was: 76% for 
SFS, 52% for SBS, 60% for GA and 67% for TFS, which means that filtering more 
than half of the x-vector components should not adversely affect the accuracy of the 
model. The frequency of variable selection is shown in Fig. 3. Most information about 
the forecast are contained in the ending components of x representing the system load 
at hour 23 and 24. 
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Fig. 3. The frequency of variable selection 

4 Conclusion 

The article describes an attempt to improve the performance of the kernel regression 
based STLF model by the selection of input variables. Four methods of variable selec-
tion were tested: sequential forward and backward selection, genetic algorithm and 
tournament feature selection. The first two are deterministic and local search methods, 
while the last two are stochastic and global search methods.  

The empirical comparison between all of the presented variable selection method 
showed that the tournament feature selection provides the best performance of the  
forecasting model based on Nadaraya-Watson estimator. Both the training and test fore-
casting errors were the lowest when using this method. The global search property and 
simplicity (only one parameter controlling the balance between exploration and exploita-
tion of the solution space) make the tournament feature selection easy to use and fast. 

It is worth noting that the proposed routine of variable selection is local: for each test 
pattern a separate selection procedure and model learning is performed. Usually the fea-
ture selection methods are global, i.e. they determine one feature set for all test data. But 
in practice different features can be important in different regions of the input pattern 
space. The proposed approach enables the construction of an optimal model for the cur-
rent test sample. Such a local model loses its generality but leads to the more accurate 
estimation of the regression curve in the neighborhood of the test point.  
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Abstract. Static software analyzers should be able to work on an uni-
form software models and run uniformly implemented algorithms that
would crosscut the borders of implementation platforms. We present an
overview of an universal software modeling language capable of covering
the semantic constructs that can be found both in object and functional
programming style. Concrete and abstract elements of the language are
being discussed together with the frame-based binding mechanism. We
also give some insight into the implementation details, namely the per-
sistence layer and the proper type hierarchies.

Keywords: Software Modeling, Type Theory, Compilation, Knowledge
Representation.

1 Introduction

Source code analysis used in the software quality evaluation process is usually
based on specific features of a concrete programming language. In heterogeneous
environments, where many various implementation languages and/or their di-
alects are used, it is a severe limitation. Analyzers should be able to work on an
uniform software model rather and run uniformly implemented algorithms that
would cross-cut platform borders transparently.

The recent decades came with many achievements in the field of type systems
theory ([5], [3]) and universal object oriented languages and software representa-
tion ([6], [7]). Some practical solutions were also presented, e.g. [8], [9]. Most
of them concentrate on representing the object programming style and lack
the uniformity required to encompass both object and functional (essentially
λ− calculus) style.

We present a formal Lisp based language suitable to represent language con-
structs met in both object-oriented and functional programming styles. It is
deeply rooted in some major types theory achievements and uses a simple yet
powerful representation when approaching one of the most important elements
of static analyzers - the symbol binding.

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 564–572, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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2 Motivation

There were essentially the following motivating factors behind our solution:

– We wanted to treat multi-methods as the main way of representing dynamic
binding both in the functional as well as object programming style.

– Known universal representation systems do not put any emphasis on the
nature of symbol binding in the compilers. We wanted to create a formal
software model in which the elements of these essential mechanisms are the
first-class citizens (namely Frames, Symbols and their correlations).

3 Core Language Elements

The first thing worth mentioning is the meta-model of our universal formal-
ism. The meta-model assumes the persistent character of model elements. The
persistence of elements that represent software wins two things for us:

1. The ability to analyze large code-bases that consist of millions of lines of
code. Normally the representations do not fit in memory of a traditional
end-user machine.

2. Compilers that compile to our model perform various aggregations and pre-
processing. Storing processed data allows to use it later without a need to
re-run the whole complicated process.

Model objects are stored persistently in a Berkeley DB based data store called
a Repo (repository model). It is an effective non-relational, non-SQL embedded
database with the following features:

– Simple type system with multiple inheritance and loose type checking (dy-
namic and weak) based on so called R-types.

– Reference based storage of persistent objects called (R-obj)ects using 8-byte
representation of (R-)type and R-id.

– The ability to store sequences and sets of objects as well as mappings from
R-obj to R-obj.

– The ability to store mappings from java.lang.String to R-obj (with low-level
storage data type called :R-bindings).

– API mechanism to define custom storage data types.

The expression below defines a Repo type Frame used in our universal model
(to be described later).

(R-deftype Frame [Map FrameValue]
(:owner :R-obj)
(:symbsets :R-bindings))

Frame is a subtype of Map and FrameValue and it introduces two properties,
:owner - a reference to an R-object and :symbsets - mapping String → R-object.

In the following Fig.1. arrows mean a subclassing relation between R-types.
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Fig. 1. Hierarchy of essential language elements

The core of our language is implemented as a hierarchy of R-types. Obj is the
root of the hierarchy, WithFrame being a (mix-in) type that introduces some
meta-information slots in the derived R-types.

Out of all defined R-types, three deserve a special attention:

1. Value is a type of all R-objs that represent first-class values in the mod-
eled language environment. Every Value (potentially) possesses a type (as
a WithType derivative) and may be a realization (Realization derivative) of
some other model element. Property called :origin is a reference to an R-obj
representing an expression or some other entity that produced this element
as it’s result, e.g. template instantiation.

2. Frame is the core of our Symbol → FrameValue binding sub-language.
3. Application represents the act of applying an Abstraction to a set of

operands represented by a Frame, as to be described later.

The following sections contain a more detailed description of various kind of
Values.

4 Values

All values are R-types deriving from Value. Their hierarchy is presented on Fig.2.
In general they can be classified (somewhat informally) into two categories:
concrete and abstract. The concrete values are supposed to be used as rep-
resentations of corresponding concrete values in the modeled language/system
environments. Their short description follows:

– An R-object of type Unit represents the only value (singleton) of UnitType.
– A Record is a representation of objects of RecordType. Every Record is also

a Frame and thus it binds Symbols (RecordType :components) to proper
Values.

– Literals are named (by inheriting Symbolic) values, possessing textual rep-
resentation. String literal, e.g. ”XYZ” or a numeric floating- or fixed-point
literal 256.4 may be represented as Literal instances with proper :type (Value
is an R-(sub)type of Typed) property values.
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Fig. 2. Values and their hierarchy

Types, Abstractions, Symbols and Expressions are the essential model
types capable of representing abstract artifacts in software. The rest of this
paper is dedicated to presenting these model types.

5 Type System

The type system basically consists of the elements representing the classic types
one can meet in various languages and styles. The detailed description of all the
type system items requires a separate paper, so here only the major aspects will
be presented.

Our type system was designed to include both the traditional structural (im-
plicit) subtyping relation <: as well as the subclassing relation ". These two
relations, sometimes marked commonly as ≺, are not the same. As described
e.g. in [3] or in [9] it is due to the contra-variance problem with methods that
emerges from the typical subtyping rule that is contra-variant for the argument
types in the left-hand premise:

Γ & T1 <: S1, S2 <: T2
S1 → S2 <: T1 → T2

More on that can be found in [4]. In general, the structural subtyping is used to
represent λ− calculus and it’s derivatives (the functional languages), while the
subclassing is suitable for languages with nominal, class-oriented type systems.
Contravariance problem solution is also given in our language thanks to it’s
multi-abstractions mechanism described in section 8.

When designing our type system we went further than [8] or [9] in that we
extended all types including RecordTypes to participate in the subclassing (")
relation. It was possible because internally every Type (as all language elements)
is a unique entity identified if not by it’s name (Symbol), at least ”named” by
it’s Repo id.

Sub-classing may be used in bounded quantification on types, e.g. the
following generic class

class A<T extends B> extends C<T> {
T obj;

}
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Fig. 3. Types overview

Fig. 4. Atomic types Fig. 5. Compound types

is represented as A → ∀ T " B . {obj : T }�(apply C T ) where (apply C T ) is a
result of applying the abstraction C to T (see section 8).

6 Expressions

Our modeling language contains a set of R-types whose instances are created to
represent expressions and statements in programming languages. To stay close
to the functional approach we do not make a distinction between pure, side-effect
free expressions and statements.

Every Expression possesses a corresponding :value that represents the value
of an expression. If the Expression does not have any value, it’s type is UnitType
instance and value - the Unit instance.

Raise is another interesting expression type. It represents exception throwing
statements. Thus it’s type is an instance of ⊥ −Type (a bottom type).

A detailed view of the Expression R-type hierarchy can be seen on Fig.6.
Every Expression has a :parent property. It is a convenient way to navigate

the nested Expressions tree.
It is worth mentioning that every Expression is also a Value. This is the way

to represent code-building abstractions, e.g. macros in Lisp family of languages.
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Fig. 6. Expressions

7 Frames, Symbols and the Symbentry Model

Recognizing meanings of names is a very important element of the static analysis
process. Symbol tables ([2]) are key elements of a static analyzer, programming
language compiler or interpreter. Integrating symbols recognition within the uni-
versal model is a crucial undertaking. Some initial work done by the author was
described in [10]. Thus the constructs being described here are a natural con-
tinuation of previous attempts to solve this problem. A decision was made to
refine our previous simple approach inspired by [1] and described in [10]. The
approach assumes the presence of so-called frames and environments.

A Frame is a Map, that carries on :bindings property of low-level storage
type :R-map. It’s value is a mapping from Symbols to other model objects, more
precisely the FrameValue instances. Besides the :bindings every Frame contains
a String → Set mapping called :symbsets. It maps a name (java.lang.String)
onto a Set of Symbols. This is how a Frame may contain many unique keys
(identified by their internal Repo id) - Symbols of the same name. It is a very
useful mechanism when modeling e.g. procedural names overloading in many
programming languages. This is also an important extension of the basic frame-
based symbols recognition framework described in [1].

The Frame may also be “owned” by some other model object. The proper
reference is established with an :owner property.

The universal software model represents names as Symbols - the simple objects
possessing :name property. When looking at Fig.7. it can be easily seen we use
Symbols to model somewhat complicated real-life items, e.g. packages, object
abstractions, classes, interfaces and symbols depicting types. Symbol is a key for
Frame-based names recognition.
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Fig. 7. Symbols

A Symbol instance can play different roles in the model depending on the way
it is used, e.g. a procedure or generic type parameter, global name etc. When
used as a type parameter, it must be able to participate in the " relation. This
is why the TypeSymbol derives from WithExplicitSubtyping.

Fig. 8. Symbentry model use-case

A (Symbol . Frame) pair is called the symentry (symbol-entry). A chain of
symbol entries, as exposed on Fig.8. represents a search path to some program
entity representation using it’s qualified name.

8 Abstraction, Multi-abstraction and Their Applications

Abstract constructs are the key elements for building software. Our modeling
language contains the elements to model abstractions, but also a successful at-
tempt was made to solve the contravariance problem in the way described in
[12]. Similar theoretical works were also presented in [11] and the practical ones
in [13]. The approach is based on the idea of late binding of procedure bodies on
the types of their arguments. In some real-world programming languages, e.g.
Common Lisp (CLOS - the Common Lisp Object System) or Clojure this is
known as multi-methods. It turns out the powerful idea may be used effectively
to model not only procedural abstractions in programming languages. In general
we use it to model:

– Methods overriding in object-oriented programming languages, including
binding on the types of more than one argument.

– Parametric abstraction with generic (∀) types and procedures.
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– Normal, early bound procedures.
– Abstract data-types (classes and interfaces).

Fig. 9. Abstractions

There are the following most significant kinds of abstract (derived from
Abstraction) language elements in our model, as presented in Fig.9.:

– Procedure and MultiProcedure used to model procedures and methods,
with common λ category.

– StructuralAbstraction with major type called ℵ - a representation of ab-
stract data-types.

– ParametricAbstraction with subtypes ∀ and ∃ to model parametric poly-
morphism in types and procedures.

A generic interface like the one below

interface I<T extends B> {
void foo();

}

is represented as I : Interface→ ∀ T " B. ℵ foo. {}
Every Abstraction may be further used to build an Application of it, i.e.

the model object that represents of applying the Abstraction to a set of actual
parameters (operands). The Application may be further specified to be an :origin
of any Value, for example

class X extends B {}

class A implements I<X> {
void foo() {
}

}

is A : Class→ {}:origin(Application :abstraction I :frame {T→X, foo→(Procedure...)})
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9 Conclusions

Universal models of heterogeneous software and frameworks for static analyz-
ers construction are very important tools for those who think about achiev-
ing high quality of software systems by performing systematical studies of it’s
structure and semantics. The presented language covers the most important se-
mantic constructs commonly found in object-oriented and functional languages.
We discussed the core elements of the language, hierarchies and Values : Types,
Expressions and Abstractions. We argue it’s framework of Symbols and Frames
is intended to be a highly effective basis of static software analyzers construction
frameworks.

This paper presented only some selected aspects of our software modeling
language. More detailed descriptions is a question of future works.
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Abstract. BPMN is a leading visual notation for modeling Business Processes.
Although it can be efficiently used for modeling workflow structures, it is not suit-
able for modeling the low-level logic of particular tasks in the process. Recently,
Business Rules have been used for this purpose. Such rules are often specified in
natural language and in an informal way. In this paper, we consider an approach
to the integration of Business Processes with Business Rules. As a proof of con-
cept, we propose a framework based on the Oryx BPMN editor integrated with
rule-based tools. The goal of the integration of the BPMN editor with the XTT2
rule framework is to provide an environment for visual modeling processes with
formally described business rules. We also discuss execution options of the in-
tegrated model. In the future, this opens up a possibility to execute such models
using the HeaRT rule engine.

1 Introduction

Business Process Model and Notation (BPMN) [1] is de facto a standard for Business
Process (BP) modeling. It provides a visual notation emphasizing the workflow in a pro-
cess, and describes activities of the organization at an abstract level. The detailed logic
of the tasks in the process has to be specified in other way. Recently, the Business Rules
(BR) approach [2], based on the the Rule-Based Systems (RBS) concepts [3], has been
used for this purpose. However, the common problem with BR is that they are often
specified in natural language and in an informal way. In our research, we address this
visual modeling problem by using the XTT2 [4] knowledge representation of Business
Rules, which is both formalized and can be visually modeled [5].

Although there is a difference in abstraction levels of BP and BR, rules can be com-
plementary to processes. A BPMN model can define the high level behavior of the
system while the low-level process logic can be described by rules. Despite the on-
going research on this integration, there is no standardized and coherent methodology
available. The integration details are not well specified, and there is not many tools
which provide such an integrated modeling environment. Thus, the further issue is the
execution problem of such an integrated model. In this paper, we give an overview of
a solution for this problem as well.

� The paper is supported by the BIMLOQ Project funded from 2010–2012 resources for science
as a research project.

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 573–581, 2012.
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The rest of this paper is organized as follows. In Section 2, the motivation for the
approach is presented. Section 3 describes BPMN and modeling processes in the Oryx
editor. It also introduces the BR approach. Section 4 provides the description of the
XTT2 Business Rules and the HQEd editor for BR. In Section 5, we present the out-
line of the Oryx-HQEd Integrated Framework. Section 6 provides an evaluation of the
proposal in comparison to the related work. The paper is summarized in Section 7.

2 Motivation

Artificial Intelligence (AI) tools are commonly used as components in intelligent sys-
tems [6] and Software Engineering (SE) applications. SE uses visual languages such
as Unified Modeling Language (UML) [7] for modeling purposes. Such languages are
often derived from the AI tools, e.g. class diagrams derived from the classic AI frame
systems. A diagram can replace even a long description and allows for a faster knowl-
edge acquisition. It is a part of policy emphasizing the aspect of high-quality software.

In the case of Business Process modeling, UML is far too expressive and overcom-
plicated to be understood by an average business user [8]. Thus, the BPMN notation
was introduced. Although it can perfectly model a workflow in the process, the detailed
logic of the process tasks can not be specified in BPMN.

Business Rules are one of the solutions which can be used for the specification of
task logic in Business Processes [9,10,11]. This opens a field for using RBS solutions
from AI. Developing the integrated software for modeling BP with BR is therefore
extremely important in order to ensure the high quality of information systems in the
future. In our research, we address two main problems dealing with BP and BR:

1. The visual modeling problem – by visual editing the XTT2-based Business Rules.
2. The execution problem of such an integrated model – by running the model using

the integrated environment with the rule engine.

In this paper, we give an overview of a solution for integration of Business Processes
with Business Rules. The research is based upon our previous research concerning vi-
sual inference specification methods for modularized rule bases [12] and selected anal-
ysis and execution methods for Business Processes [11].

The original contribution of this research is addressing the two abovementioned
problems during the integration process. We consider several approaches to this in-
tegration. As a proof of concept, we propose an integrated tool framework for BP and
BR. The framework uses BPMN and the Oryx editor for modeling processes and the
XTT2-based tools for rules [13]. Oryx1 is a web-based editor for modeling business
processes, which enables to model processes in a collaborative way. The tool is exten-
sible by providing a plugin mechanism for adding new functions. In the framework, the
EXtended Tabular Tree version 2 (XTT2) [4,14] knowledge representation for Business
Rules and the HeKatE Qt Editor (HQEd) with the HeKatE rule engine (HeaRT) [15]
are used as well. This allows for visual modeling of both Business Processes and Rules.

1 See: http://code.google.com/p/oryx-editor

http://code.google.com/p/oryx-editor
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As to address the execution problem, we propose using the workflow engine which
communicates with the HeaRT rule engine. The workflow engine can be either one of
the Business Process Execution Language (BPEL) [16] engines (a subset of BPMN
models can be transformed to BPEL) or some native execution environment for pro-
cesses, such as jBPM2. HeaRT, as a component for executing the logic of particular
tasks, is responsible for handling, selection and execution of rules. Such an approach
allows for executing a fully specified BPMN model.

3 Modeling Business Processes with BPMN

BPMN is a visual notation for modeling Business Processes using workflow-like di-
agrams. A BPMN model defines the ways in which operations are carried out to ac-
complish the intended objectives of an organization. It can be serialized to XML and
further processed e.g. into languages for execution of business processes, such as BPEL.
Although BPMN defines three models to cover various aspects of processes, in our re-
search, we use only the main BPMN diagram type, Business Process Diagram (BPD),
as it is expressive enough to model workflow structures.

A BPMN diagram, shown in Figure 1, depicts the process of a simple yet illustrative
system, the Polish Liability Insurance (PLLI), which determines the price for the liabil-
ity insurance for protecting against third party insurance claims. Because the insurance
price is determined based on some data from a user, the first task (Enter car and driver
data) requires interaction with a user i.e. entering the input data. Further tasks deter-
mine the insurance price: the base price is calculated first, then the calculated insurance
premium can be increased or decreased, and finally, all discounts are taken into account
and the final price for insurance is calculated.

Enter car
and driver data

Calculate
the base price

Calculate
car discounts

Calculate
driver discounts

Calculate
other discounts

Calculate
insurance price

Fig. 1. An example of the BPMN diagram for a Polish Liability Insurance process

Although the BPMN notation is relatively young, there are more than 80 BPMN
implementations of various BPMN tools3. In our research, we extend the Oryx editor.

Oryx allows for modeling processes in BPMN. The editor has been selected for our
research for a couple reasons. It is implemented as a web-based application, what al-
lows for collaborative modeling processes without installing new software in the user’s

2 See: http://www.jboss.org/jbpm
3 See: http://www.bpmn.org

http://www.jboss.org/jbpm
http://www.bpmn.org
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operating system. Through implementation of a plug-in concept, it is possible to ex-
tend the application with new functions or adapt it to enhance existing functionality.
The technologies used in Oryx conform to the standards from the World Wide Web
Consortium (W3C), such as SVG, XHTML, CSS or RDF. Oryx also uses Javascript
run in a so-called sandbox way in the browser, which prevents the execution of some
malicious code in the system.

As the BPMN is used only for modeling the workflow between tasks, their low-level
specification is not defined within the BP model. Recently, the Business Rules approach
has been used for this purpose [11]. Although there is a difference in abstraction levels
of BP and BR, rules can be complementary to processes. Especially, they can precisely
define the logic of a process task, e.g. in structured natural language (refer to the Cal-
culate the base price task in Figure 1):
If the car e n g i n e c a p a c i t y is below 900 cm3, the bas e char ge is 537 PLN.
If the car e n g i n e c a p a c i t y is between 901 and 1300 cm3, the bas e char ge is 753 PLN.
...
If the car e n g i n e c a p a c i t y is over 2000 cm3, the bas e char ge is 1536 PLN.

Such a separation of BP and BR is consistent with the BPMN specification [1], which
clarifies that BPMN is not suitable for modeling such concepts as rules.

4 XTT2 Business Rules

The main goal of the XTT2 [13,4,14] representation is to provide a structured knowl-
edge representation supporting the logical and visual specification of rules, and al-
lows for advanced inference control [17]. XTT2 provides formal rule representation
language [18,4], based on the Attributive Logic with Set Values over Finite Domains
(ALSV(FD)) logic [13], which is more expressive than the propositional logic.

Rules in the XTT2 rule base that work together in a common context are grouped into
an extended decision table. Table 1 presents a simple decision table for the Calculate
the base price task from the PLLI example. The table consists of two columns: the 1st
one contains conditional attribute, and the 2nd one contains the decision attribute. Each
row corresponds to a single rule that specifies the base insurance price.

Table 1. A decision table for the Calculate the base price task

Car capacity [cm3] Base price [PLN]
< 900 537

[901, 1300] 753

[1301, 1600] 1050

[1601, 2000] 1338

> 2000 1536

XTT2 has a well-defined graphical representation and is suitable for visual edi-
tors. An advanced XTT2 knowledge base composes a network of the decision tables.
HQEd [4] allows for modeling an XTT2-based rule base in a visual way. It also provides
an interface for plugins extending its functionality with integration with other systems.
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The editor can continuously check the model against syntax errors, what allows for
discovering errors at the time they appear. HQEd also provides several additional fea-
tures, e.g. on-line model verification feature with HeaRT [19]. This is, however, out of
scope for this paper.

5 Oryx-HQEd Integrated Framework

In order to address the visual modeling problem, the Oryx user interface was adapted
for choosing a proper XTT2 decision table for a particular Business Rule task in the
BPMN model. Figure 2 presents the integration of the BPMN Business Processes with
the XTT2-based Business Rules for the PLLI use case. The model for this case consists
of 6 tasks: a User task, which requires interaction with a user, and 5 Business Rule tasks,
which are used to determine the insurance price. The BR task Calculate the base price
triggers the chosen XTT2 table, which can be selected during the BP design. As the
HQEd provides a socket-based interface for its services, XTT2 rules can be edited in
the HQEd editor connected via network with Oryx. In such a case opening a rule task
in Oryx allows for XTT2 editing in HQEd.

Fig. 2. Screenshot from the prototype Oryx GUI for XTT2

As to address the execution problem (the runtime environment for processes with
rules), we propose using a workflow engine which communicates with the HeaRT rule
engine. Such a workflow engine can be one of the BPEL engines, which follows a pro-
cess description written in a particular BPEL XML file. As a subset of BPMN models
can be transformed to BPEL and HeaRT can be used from the BPEL engine, this can
be a potential solution for the execution problem.
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Another option is using some native workflow engine for BPMN 2.0, e.g. jBPM.
jBPM is a generic process engine based on the Process Virtual Machine (PVM)4, which
can execute business processes described in BPMN 2.0. It is not an isolated process en-
gine, thus it can be integrated with HeaRT. Such an approach allows for visual modeling
of both processes and rules as well as executing a fully specified BPMN model. An out-
line of the the Oryx-HQEd framework architecture is presented in Figure 3.

Fig. 3. An outline of the Oryx-HQEd framework architecture

6 Related Work

In the area of Business Processes engineering, there is ongoing research concerning the
problem of integration of Business Processes with Business Rules. Knolmayer et. al [9]
described a rule-based method for modeling workflows. The limitation of this approach,
in which the Event-Condition-Action (ECAA) rules were used to specify the processes,
is focusing only on several workflow patterns. A hybrid composition approach consist-
ing of the BPEL process and several well-modularized Business Rules was proposed
by Charfi and Mezini in [10]. It consists of two phases separating rules from processes.
The authors considered using a rule engine for BP implementation.

Zur Muehlen et. al [20] considered the relationship between rules and processes.
They analyzed the representation capabilities of two rule modeling languages, SRML
and SBVR, in comparison to the Petri net, EPC, IDEF and BPMN 1.0 approaches.
In [21] zur Muehlen et. al compared BP-oriented and BR-oriented approaches and pre-
sented a decision framework for process and rule modeling. Some guidelines for pro-
cess and rule modeling according to the particular factors, such as change frequency,
implementation responsibility etc. were described. This should help modelers to decide
how particular aspects of the organization should be modeled. However, the presented
decision framework does not contain the integrated methodology.

The abovementioned papers do not provide any tool for the solution but only describe
the topic very broadly. Moreover, several of them do not concern the BPMN notation,
which is de facto a standard for process modeling.

There are many tools that support Business Process modeling, analysis and exe-
cution [22,23,24]. However, only several tools are partially adapted for modeling pro-
cesses with rules. Among such tools, there is no standardized and coherent methodology
for BP and BR integration.

4 See: http://docs.jboss.com/jbpm/pvm

http://docs.jboss.com/jbpm/pvm
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The existing solutions much differ in terms of aims and scope. In Corel iGrafx
Process5 rules can be modeled using BPMN gateways, which controls the flow accord-
ing to the value of attribute. However, this is a very limited solution. It is not possible
to group such defined rules in decision tables or reuse them, and iGrafx does not allow
for using rules in BPMN tasks. IBM WebSphere Business Modeler Advanced6, in turn,
supports the Business Rule tasks in models. Such a task requires to define the if-then
rule schema and to specify the rules. However, this solution does not provide a visual
specification of rules. Business Process Visual Architect7 allows a user to depict single
rules and rule grids within a BPMN model. However, such rules are only depicted in
the diagram and can not be used in simulation or execution process. Drools8 rule en-
gine, in turn, is integrated with the jBPM engine, so selected BPMN elements can be
used to control the inference flow. It constitutes one of the running example of rules and
processes integration but does not provide any dedicated decision table editor for visual
rule modeling [25].

Our solution outlines a tool framework which supports integration of XTT2 BR with
BPMN processes modeled in Oryx. In contrast to the abovementioned tools which do
not support advanced rule representations, we use decision tables for defining the task
logic in the process. Such tables can be visually designed using HQEd. Rules in a table
are formally described, and their syntax can be checked during the design process.

7 Conclusion

In this paper, we propose the integrated framework for BP and BR. The tool framework
uses the Oryx editor for processes and the XTT2-based tools for rules. The goal of
the integration of the BPMN editor with HQEd is to provide a framework for coherent
modeling processes with rules.

In our research, we address the visual modeling problem by using the BPMN Busi-
ness Processes and XTT2 Business Rules, both of which can be modeled in a visual
way. We give an overview of a solution for the execution problem of such an integrated
model. We propose using the workflow engine integrated with the HeaRT rule engine,
which is out of scope of this paper.

As future work a full solution for executing the integrated model composed of BPMN
process with rules is planned. Besides the solution mentioned above other directions
are considered. First of all a translation from the selected BPMN diagrams to the HMR
representation is partially developed [26]. It allows for obtaining a full model described
by XTT2 rules. Another effort aims at translating XTT2 rules to BPEL. In this way,
with the BPMN part translated to BPEL, a workflow engine could be used to run the
whole model.

An important issue is the quality of the integrated model. The verification features
of HeaRT can be used for formal verification of selected BPMN models and rule tasks.
However, this is mostly local verification of single rule tasks or simple BPMN

5 See: http://www.igrafx.com
6 See: http://www-01.ibm.com/software/integration/wbimodeler
7 See: http://www.visual-paradigm.com/product/bpva
8 See: http://www.jboss.org/drools

http://www.igrafx.com
http://www-01.ibm.com/software/integration/wbimodeler
http://www.visual-paradigm.com/product/bpva
http://www.jboss.org/drools
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constructs. A global verification of the complete model was considered in [27]. The
verification process uses the translation to the Alvis modeling language [28], a language
for modeling and verification of distributed systems.
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Abstract. The goal of the ramified optimal transport is to find an op-
timal transport path between two given probability measures. One mea-
sure can be identified with a source while the other one with a target.
The problem is well known to be NP–hard. We develop an algorithm
for solving a ramified optimal transport problem within the framework
of Bayesian networks. It is based on the decision strategy optimisation
technique that utilises self–annealing ideas of Chen–style stochastic opti-
misation. Resulting transport paths are represented in the form of tree–
shaped structures. The effectiveness of the algorithm has been tested on
computer–generated examples.

Keywords: Optimal Transport Path, Transport Network, Branching
Structure, Bayesian Influence Diagrams, Optimal Decision Strategies.

1 Introduction

The transport problem was introduced by G. Monge in a very famous paper,
Mémoire sur la théorie des déblais et des remblais [10,4]. Recently this classical
problem has gained an extensive popularity [1,14]. The original problem is to
move a pile of soil from one place to another with the minimal effort. In 1942,
Kantorovich introduced his formalization of a relaxed version of the Monge’s
problem [7,2]. The task of finding optimal paths was transformed into the prob-
lem of transporting a positive measure μs onto another positive measure μd with
the same mass. The Monge–Kantorovich approach assumes that the transport
cost is proportional to the distance and the transported mass. It favours thin
routes rather than wide ones. Unfortunately it is not practical from the economic
point of view.

In most transport networks, sending each particle straight to the destination
is economically unrealistic. The preferable solution is to aggregate particles and
move them together as it happens in tree leafs or on highways. We should mention

� Deceased author (1975 – 2010).
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the Steiner tree problem where one minimizes only the total length of a network
[13] and omits the cost of constructing edges. His model is not appropriate for
our purposes because it does not discriminate the cost of high or low capacity
edges; constructing a high–capacity highway is more expensive than constructing
a backroad.

The first model taking into account the cost of edges was introduced by Gilbert
and it has been extensively investigated in [14]. He showed that in shipping two
objects from nearby cities to the same far away city, see Fig. 1(c), it may be more
optimal to first transport them to a common location and then transport them
together to the target. In this case, a Y shaped path is preferable to a V shaped
path, see Fig. 1. In general, resulted paths form leaf–like structures. Biological
leafs tend to maximize an internal efficiency by developing an efficient transport
system for water and nutrients [16]. We should note that the presented problems
are NP–hard [4,13].

(a) (b) V shaped (c) Y shaped

Fig. 1. (a) Three cities, two of them at the bottom are the source and the third city
at the top is the destination for transported goods, (b) Monge–Kantorovich solution,
(c) Gilbert solution, the interior vertex z can be determined analytically [14]

An influence diagram [6,11,12] is an extension of a Bayesian network
[8,6,11,12], in which not only a probabilistic inference occurs but also decision
making problems are solved. Influence diagrams are built on a directed acyclic
graphs (DAGs) whose nodes and edges have standard interpretations stemming
from and extending those used for Bayesian networks.

An influence diagram, similar to a Bayesian network, can be built with the use
of chance nodes, which we represent as ovals. Also two additional types of nodes
are introduced: decision nodes corresponding to available decisions (rectangles)
and utility nodes (rhombi) specifying payoff functions (utilities) to be maximized
by suitable choices of decision policies.

If the network is well designed, then the arcs leading to chance nodes specify
direct causal relationships not necessarily corresponding to any temporal order-
ing. The arcs leading to decision nodes indicate the information available at the
moment of decision making, thus feeding input to decision policies. The influ-
ence diagrams can be considered as generalizations of (symmetric) decision trees,
see [6].
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Finding an optimal decision strategy for an influence diagram is an NP–hard
task. One can show this easily by reducing the traveling salesman problem (that
is NP–complete) to our task.

Fig. 2. Illustration of a simple influence diagram that includes two decision nodes:
whether or not to take an umbrella and/or a coat for a journey. The decisions have an
impact on the warmth and can prevent from getting wet from the rain, but if it does
not rain, then carrying an umbrella has a negative impact on the mood.

In Fig. 2, an example of an influence diagram is shown. The decision node
umbrella represents the choice whether or not to take an umbrella. Taking an
umbrella does increase the chance of not getting wet during rain, yet it also
causes negative effects, such as the need of carrying an additional weight. Further,
wearing a coat decreases the chance of getting chilled but also negatively affects
our comfort if the outside temperature is too high. All these effects are jointly
taken into account in the utility node comfort.

There exists a number of algorithms for finding an optimal decision strategy
for an influence diagram. For a detailed discussion we refer the reader to Chapter
10 in [6] and Subsection 5.2.2 in [11]. We focus our attention on the Chen–style
[5] stochastic optimisation algorithm described in [9] which is well suited for
our task.

In Section 2, we formalize the transport problem. Then we outline the trans-
formation of the problem into influence diagrams. Results, technical details, and
a discussion are contained in following sections.

2 Optimal Transport Problem

In this section we recall some concepts of Xia [14,15,16] concerning optimal
transport paths between measures.

Let (X, d) be a metric space. We define an atomic measure on X as follows

a =

k∑
i=1

aiδxi (1)
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for some integer k and points xi ∈ X , ai are positive numbers and δxi is the
Dirac mass located at the point xi. We will work with the probability measures,
i.e. we assume that

∑k
i=1 ai = 1.

Let A(X) be the space of all atomic probability measures on X . For measures
on X ,

μs =

k∑
i=1

siδxi and μd =

n∑
j=1

djδyj (2)

a transport path from μs (source) to μd (destination) is defined as a weighted
directed acyclic graph (DAG) G = (VG, EG), where VG is a set of vertices such
that {x1, x2, . . . , xk} ∪ {y1, y2, . . . , yn} ⊂ VG and EG is a set of directed edges
with a weight function

w : EG → (0,+∞). (3)

Hence VG consist of source, destination and intermediate vertices, see for example
Fig. 1(c) and Fig. 3. The value w(e) can be identified with the amount of goods
transported along the edge e.

The balance equation for every v ∈ VG

∑
e∈EG,e−=v

w(e) =
∑

e∈EG,e+=v

w(e) +

⎧⎨⎩
si , if v = xi for some i = 1, . . . , k
−dj , if v = yj for some j = 1, . . . , n

0 , otherwise
(4)

where e− denotes the first vertex of the edge e ∈ EG and e+ is the second vertex.
It simply means that the total mass flowing into v ∈ VG equals to the total mass
flowing out of v.

For any 0 ≤ α ≤ 1 and any transport path G, we define the path cost
function wp(G,α) as follows

wp(G,α) =
∑
e∈EG

‖e‖ ∗ [w(e)]α (5)

where ‖e‖ denotes the length of the edge e.
The ramified optimal transport problem focuses on finding a transport path

from μs to μd which minimizes wp(G,α). The minimizer is called an optimal
transport path. In other words, for a given G, and α we have to create a weight
function such that (4) is satisfied and (5) is minimized.

3 The Algorithm

In this section, the formal description of our algorithm is given. First, we define
the total cost function which is minimized during the optimization phase. Then
we present the transformation of the optimal transport problem into an influence
diagram and finally we translate an optimized decision policy into an optimal
transport path.
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So far we have assumed that each destination node receives a specific amount
of mass. Such a strict constraint prevents us from applying many optimization
techniques so we relax the above assumption and introduce a disagreement
cost for a DAG G,

wd(G) =

n∑
j=1

⎡⎣dj − ∑
e∈EG,e+=v

w(e)

⎤⎦2

(6)

which characterizes the difference between a shipped and expected mass.
We define the total cost function which is based on (5) and (6),

w(G,α, c1, c2) = c1wp(G,α) + c2wd(G), (7)

where c1 and c2 are weights which control the importance of the disagreement
cost and the path cost. The objective is to minimize the total cost function in
(7) which is identified with the −payoff (“minus” because it is assumed that we
maximize the payoff function) in the influence diagram.

Let us assume that an influence diagram (S,P ,U) is given, which is built on
a connected DAG S, with conditional probability tables (CPTs) P and utility
functions U . The set of nodes in S splits into chance nodes CS , decision nodesDS
and utility nodes US . An influence diagram that describes an optimal transport
problem is constructed in the following way:

– CS = ∅
– DS = VG\{yj‖j = 1, . . . , n}
– US = {yj‖j = 1, . . . , n}

In addition, for each decision node D ∈ DS , a randomised policy τD is at-
tached. It assigns to each configuration w̄ of pa(D) (where pa(D) is a set of
parents of node D) a probability distribution on possible decisions to be taken,
that is to say τD(d|w̄) stands for the probability of choosing a decision d given
that pa(D) = w̄. These randomised policies will evolve in the course of the
optimisation process, eventually to become (sub)optimal deterministic policies
which collectively determine the utility maximizing strategy for the influence
diagram considered. The initial choice of τD, D ∈ DS can be either uniform,
with all routes equiprobable, or heuristic, provided some additional knowledge is
available allowing us to make a good first guess about the optimal path.

The connections in S are replicated from the set of edges EG. If VG consists
only of source and destination vertices and does not have intermediate ones, then
we can add them either

– uniformly – producing a regular grid of vertices
– heuristically – an additional knowledge about preferred paths is provided
– randomly – all parts of the space are treated with equal probabilities
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Fig. 3. Representation of an influence diagram used in the algorithm. Squares describe
intermediate vertices where junctions can occur and dots represent source and desti-
nation of the mass.

Next we have to define connections between them. To preserve an acyclic prop-
erty and equality of routes we assume that the atomic measures (the source
and the destination) can be spatially separated by a hyperplane. Edges can by
defined as follows,

1. For each decision node we define a maximal number of children kd
2. Q = {xi‖i = 1, . . . , k} and R = ∅
3. For each q ∈ Q, find kq nearest neighbours of q, set them as children of q,

and add to R.
4. If R �= ∅ then Q = R and R = ∅ and go to 3.

For such an influence diagram it is feasible to use the stochastic optimisation
algorithm from [9]. Description of the algorithm falls beyond the scope of the
present article. Results of the algorithm will be stored in the randomised policy
τD. Using computed policies we can easily determine the optimal paths. Each
policy describes where and how we should transport the incoming mass. Starting
from roots of DAG we transport the source mass to the children according to
computed policies.

4 Examples

In the first example, presented in Fig. 4, we reproduced the Gilbert solution from
Fig. 1(c). The angle between merging edges was computed in [14] and is equal
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to arccos(22α−1 − 1). Expected solution for α = 0.7 is 71.36 degrees and the
experimental value obtained from presented algorithm is equal to 73.5 degrees
and highly depends on the distribution of decision nodes. The second example
is presented in Fig. 5. Simulation of the influence diagram from Fig. 5 required
160 ms time per epoch of the algorithm [9]. The resulted transport path fol-
lows the expectations and results from [16]. It favours high capacity roads over
narrow ones.

The programme has been implemented in language D [3], currently gaining
popularity as a natural successor of C++. The implementation, aimed so far
mainly at algorithm evaluation purposes, can be described as careful but not
fully performance–optimised, with the total utility evaluation performed using
the standard Monte–Carlo rather than a more refined and effective scheme. All
tests were performed on a machine with Intel Core 2 Q9300 2.50 GHz CPU and
4GB RAM.

Fig. 4. Results of the algorithm on a graph that has 2 source nodes, one destination
node and 200 randomly distributed decision nodes. Resulted transport path follows the
Gilbert solution, see Fig. 1(c). In the upper left corner the total cost is presented in
the form given by Eq. 7. Parameter α was set to 0.7, s1 = s2 = 0.5 and d1 = 1.
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(a) Just after start (b) After 2000 epochs

(c) After 5000 epochs

Fig. 5. Results of the algorithm on a graph that has 4 source nodes, one destination
node and 400 randomly distributed decision nodes. In the upper left corner the total
cost is presented in the form given by Eq. 7. Parameter α was set to 0.7, s1 = 0.2,
s2 = 0.4, s3 = 0.3, s4 = 0.1 and d1 = 1.

5 Conclusions

A new stochastic algorithm for solving transportationproblem has been presented.
The main advantage of the introduced method is its innovative application of
Bayesian influence diagrams. Experimental results indicated the correctness of the
algorithm. In the first test, the analytical result has been reproduced and in the
second one our expectation for the solution has also been met. The Chen’s style
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algorithm for solving Bayesian influence diagram has been shown as a powerful
tool able to find other applications in machine learning related problems.
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Abstract. The paper presents an artificial intelligence approach to sim-
ulation and scheduling discrete manufacturing processes (DMP) in a fail-
ure modes. It presents a knowledge based model of DMP for the failure
mode and a new conception of solving of failure control problem. The
solving method is based on formal description of DMP given by the
algebraic-logical meta model (ALMM). Authors propose the application
of FMEA method to determine RPN coefficients that allows to choose
simulation experiments for failure modes.

Keywords: knowledge based model, algebraic-logical model, discrete
manufacturing process, failure modes.

1 Introduction

Number of works have been pubilshed on use of artificial intelligence in simula-
tion and scheduling. Some of them are based on algebraic-logical model (ALM)
[1, 2, 5–7]. The model application field expanded and covers not only manufac-
turing processes (for which it was worked out) but wider areas of applications
(as an example logistics). With growing field of the model application it became
the meta-model. This paper shows the algebraic-logical meta-model (ALMM)
application for failure modes scheduling and simulation.

Ensuring the continuity of business processes (especially production processes)
is one of the basic tasks in Business Continuity Planning - BCP [4]. It is also an
important element of publications on Flexible Manufacturing System - FMS [3].

Business Continuity Planning includes the development of rather general in-
structions that help to evaluate factors negatively influencing production con-
tinuity and methods of restoring all business processes. BCP focuses on highly
generalized level. There are no algorithms supporting quantitative estimation
of possible delays, costs and influence of the potential failure of one compo-
nent on the continuity of the entire process. Flexible Manufacturing System, on
the other hand, takes advantage of achievement related to computer systems –
particularly with regards to the assignment of tasks in multiprocessor and het-
erogeneous environments. Publications dealing with FMS systems touch upon

� This article was written as a part of the project: “Modeling and algorithms for control
and decision making for discrete dynamics processes”.
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system operation continuity but only in the context of such topology organi-
zation that a failure of one component does not interrupt production process
continuity, but only influences its productivity. The latest publications [3], point
out the need for further research aimed at determining the influence of repair
times on the operation of a production system. This article is related to that
research direction. Its aim is twofold:

– to present a knowledge based model of discrete manufacturing process (DMP)
for the failure mode,

– to present a conception of control of DMP in the failure mode.

The paper shows applicability of the meta-model as artificial intelligence tool
for failure modes scheduling and simulation.

2 Knowledge Based Model of DMP

Simulation aimed at scheduling of any DMP consists in determining a sequence
of process states and the related time instances. The new state and its time
instant depend on the previous state and the decision that has been realised
(taken) then. Decision determines the job to be performed, resources, transport
unit etc. Manufacturing processes belong to the larger class of discrete processes,
namely discrete deterministic processes (DDP). The formal model of DDP will
be here adopted for DMP.

Definition 1. Algebraic-logical model (ALM) of a discrete manufacturing/
production process (DMP) is defined by the sextuple

(
U, S, s0, f, SN , SG

)
where

U is a set of control decisions or control signals, S = X×T is a set named a set
of generalized states, X is a set of proper states, T ⊂ IR+∪{0} is a subset of non
negative real numbers representing the time instants, f : U × S → S is a partial
function called a transition function, (it does not have to be determined for all
elements of the set U × S), s0 =

(
x0, t0

)
, SN ⊂ S, SG ⊂ S are respectively: an

initial generalized state, a set of not admissible generalized states, and a set of
goal generalized states, i.e. the states in which we want the process to take place
at the end.

The transition function is defined by means of two functions, f = (fx, ft) where
fx : U ×X × T → X determines the next state ft : U ×X × T → T determines
the next time instant. It is assumed that the difference Δt = ft(u, x, t) − t
has a value that is both finite and positive. Thus, as a result of the decision
u that is taken or realised at the proper state x and the moment t, the state
of the process changes for x′ = fx(u, x, t) that is observed at the moment t′ =
ft(u, x, t) = t + Δt. Because not all decisions defined formally make sense in
certain situations, the transition function f is defined as a partial one. Thanks
to it, all limitations concerning the control decisions in a given state s can be
defined in a convenient way by means of so-called sets of possible decisions Up(s),
and defined as: Up(s) = {u ∈ U : (u, s) ∈ Dom f}.
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At the same time a DMP is represented by a set of its trajectories that start
from the initial state s0. It is assumed that no state of a trajectory, apart from
the last one, may belong to the set SN or has an empty set of possible decisions.
Only a trajectory that ends in the set of goal states is admissible. The control
sequence determining an admissible trajectory is an admissible control sequence
(decision sequence). The task of optimisation lies in the fact of finding such an
admissible decision sequence ũ that would minimize a certain criterion Q.

In the most general case, sets U and X may be presented as a cartesian
product U = U1×U2 × . . . Um, X = X1×X2× . . . Xn i.e. u = (u1, u2, . . . um),
x = (x1, x2, . . . , xn). There are no limitations imposed on the sets, in particular
they have not to be numerical. Thus values of particular co-ordinates of a state
may be names of elements (symbols) as well as some objects (e.g. finite set,
sequence etc.). Particular ui represent separate decisions that must or may be
taken at the same time. The sets SN , SF , and Up are formally defined with
use of logical formulae. Therefore, the model paradigm is a specialised form
of the algebraic-logical meta-model (ALMM). According to it’s structure the
knowledge on DMP is represented by coded information on U , S, s0, f , SN ,
SG. Function f may be defined by means of procedure or by means of rules of
type IF..THEN. The presented paradigm of knowledge representation (ALMM)
consists of the following main procedures realising rules IF..THEN, utilizes by
control algorithms: procedure that generates and examines subsets of possible
decisions Up(s), procedures that realize the function f (in the most cases it is a
vector function), i.e. determine the next state (x′, t′) = f(u, x, t), procedures that
examine if the state belongs to the set SN or SG. All the procedures are based on
information acquired from three sources: description of manufacturing process
that take into account all its limitation, expert knowledge referring to control
rules, results of computer simulation experiments. The basic structure of model
of DMP is usually created on a basis of process technology description. Basing
on additional expert knowledge (or analysis of DMP) subsets of states can be
differentiated, for which best decisions or some decision choice rules R (control
rules) are known. Similarly, some subsets of advantageous or disadvantageous
states for the controlled process can be determined. Formally, the knowledge
allow us restrict sets of possible decisions Up. Knowledge represented by the
basic ALM of DMP (def.1) enriched by expert knowledge creates the knowledge-
based model KBM of DMP. The knowledge can be enriched further as a result
of simulation experiments.

Basing on the model of DMP different classes of algorithms can be formally
defined and analysed.

If the DMP process contains finite (or countable) sets Up(s) only, transition
graph for the process is defined as a graph G = (S,R), where R ⊂ (S × S) is
a relation such that (si, sj) ∈ R ⇔ ∃u∈Up(si) : f(u, si) = sj . It can be shown
that for all real DMP the graph G is acyclic one. The admissible trajectory
determination is equivalent to determination of path in transition graph G for
which a state s0 is an initial vertex and state sd ∈ SG is a final vertex. It is worth
noting that admissible sequence of control signals ũ determination is equivalent
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to the path determination. Not admissible trajectory is defined by analogy with
the difference that final vertex sd ∈ (SN ∪ SE), where SE is a subset of states
for which Up(s) = ∅

3 ALM Application to Simulate the Manufacturing
Process

When a structure of a discrete manufacturing process is established one can cre-
ate its algebraic-logical model (ALM). The ALM provides a basis for simulation
software of the process. This simulation program has a structure that reflects
the elements U , S, f , Up, SN , SG. Any change in the structure of the process
(for example, adding machine, or a change in its effectiveness) is reflected in the
algebraic-logical model (ALM). Consequently, also relevant parts of the simula-
tion program has been changing. The simulation software is a part of information
management system which controls and supervises the production.

Suppose we have a fixed set of production orders. Based on the ALM and
applying optimization algorithms we can determine the optimal (suboptimal)
rank orders and assign resources (machines) for individual operations. Formally,
this corresponds to determining an optimal (suboptimal) admissible sequence of
ũ decisions and trajectory s̃. For this purpose a variety of methods and algorithms
for optimization can be used. They all, however, benefit from multiple trajectory
simulation process. It is therefore very important to avoid generating the same
sections of the trajectory. In the proposed conception the memorizing in database
previously established trajectories and their states is applied.

Let S(s̃) denotes the set of all states of any trajectory s̃. These sets can be
used when consecutive trajectories are generated. For each, just obtained state
(the algorithm iteration), set of already generated states can be searched. The
search goal is to find out if just obtained state belongs to the set. Fig. 1 shows the
algorithm with highlighted modifications that allow to use the knowledge from
earlier generated trajectories. This approach allows to save time – if just obtained
state is determined as a state belonging to trajectory generated before, algorithm
terminates and returns new trajectory. Moreover, the simulation analysis is easier
as paths that finishes in the same final state are seen at first glance. If time
instant variable is not crucial, proper states instead of generalized states can be
stored and compared.

If information collection for control purposes search method [7] is applied, not
only set of states have to be collected but also previously calculated trajectories.
Current process subgraph (to be strict its current estimation) is collected for the
most general case.

In summary, thanks to the formal model of the manufacturing process (ALM)
it can be easily created a simulation program with a structure that allows to:

– avoid generating the same sections of the trajectory,
– easily take into consideration the structural and parametric changes taking

place in manufacturing system.
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Fig. 1. Algorithm generating single trajectory
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Simulation is carried out before the start of production and its results are used
during the production. Before the start of production it is used for:

– optimization of job scheduling,
– a‘priori acquisition of additional knowledge about the execution of manufac-

turing orders,
– simulation of selected failure situations and determining remedy actions.

During the production simulation results are used in order to:

– monitor the successive states of the process,
– detect discrepancies between the planned schedule and its performance as

well as to detect and diagnose failure states.

4 The Use of ALM for Failure Mode

In case of failure occurrence, it must be diagnosed quickly and there should be
taken remedy actions. However, the decision on remedial actions and further
control must be taken in a real time. It is therefore necessary to prepare action
scenarios before the production set of jobs starts. For this purpose the simulation
model of production based on ALM can be used. As discussed in the previous
chapter, changes in the structure or changes of the parameters of manufacturing
system can be easily included in the ALM of manufacturing process. In the next
step, these changes can be easily included in the simulation program. Therefore,
there can be simulate a’priori various failure situations and appropriate continu-
ation of production can be determined. However, the number of potential failure
situations is very large. To solve this problem the authors propose to use the
coefficient of Risk Priority Number (RPN) [8].

4.1 Failures - Estimating Effects

Failures, particularly their types and effects, are subjects of numerous analyses
and studies. Failure Mode and Effects Analysis is one of the methods enabling
quantitative determination of possible errors [8]. This method evaluates the in-
fluence of failure on process taken into account three parameters: occurrence
frequency, consequences and easiness of detection of errors generating failures.
All three parameters are in the scale of 1 to 10.
Occurrence frequency is evaluated by the so called occurrence ranking O (where
O = 1 – insignificant frequency and O = 10 – very high frequency, errors are
almost unavoidable). Error consequences are evaluated by means of severity num-
ber S (where S = 1 – no consequences and S = 10 – significant consequences,
the system does not work). Error detection number D is established based on the
possibility of removing errors thanks to planned tests and inspections (D = 1 –
almost certain detection and D = 10 – detection highly improbable or impossi-
ble). Coefficients S, O and D are used to determine the Risk Priority Number
RPN (RPN = S · O ·D).

Processes whose RPN coefficient is higher should undergo earlier analysis.
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4.2 Conception of Failure Control Problem Solving

There is a problem with failures occurrence and the manufacturing execution
during the failures. A conception of solving this kind of problems is shown in fig.
2. The conception consists of two stages:

1. creating a knowledge based model of DMP for different failures,
2. working out a remedy method (procedure) in case of failure occurrence; the

method uses the KMB models for failures.

Knowledge based model of DMP for normal (non failure) mode consists of:

– algebraic-logical model of DMP,
– expert knowledge – some rules for the best scheduling (control),
– results of simulation experiments – knowledge base on not admissible

trajectories, admissible trajectories and their criterion Q values.

Knowledge based model of DMP for failure mode consists of:

– knowledge on RPN coefficients,
– algebraic-logical models of DMP for the differentiate failures,
– results of simulation experiments – knowledge base on trajectories for each

differentiate failure (not admissible and admissible trajectories with criterion
Q values),

– remedy rules for particular failures; the rules results from simulations
experiments as well as expert knowledge.

Let sfm denotes any state in failure mode. An interruption (failure) occurs when
the systems transfers from a state si to the next state. But, due to this failure, the
system does not transfer to state si+1 but to state sfmi. The change in structure
or functioning of the system caused by the interruption results in a change of the
ALM for the fragment of the production process after the moment ti. Directly
after the failure is noticed, diagnosis has to be performed to determine type of
the failure – that means determine sfmi. If type of the failure is known, it is
possible to determine possible remedy scenarios. Particularly the scenarios may
assume:

– the total repair; after the repair, the system transfers into the mode si+1
′.

(in particular cases this may be a previously determined state).
– partial repair or no repair; in this case the system stays in failure mode.

The simulation results in a set of rules to follow in order to minimize failure
effects:

– failure type 1 - remedy rules for failure type 1,
– failure type 2 - remedy rules for failure type 2,
– (. . . ),
– failure type n - remedy rules for failure type n.
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5 Conclusion

This paper presents conception of solving failure control problem for discrete
manufacturing processes. The conception is two stages. The knowledge based
model (KBM) for the failure control is proposed and remedy method is work
out. Both, the knowledge based model as well as the remedy method use formal
description of discrete manufacturing process given by the algebraic-logical meta
model (ALMM) that is defined in the paper. Application of the ALMM allows
to present the conception on a high abstract level. Thanks to it, the presented
conception can by applied not only for manufacturing process but also for the
others, e.g. logistic ones. Moreover application of meta model allows to easy
modification of simulation software based on the meta model. The modifications
are necessary for failure mode simulation.

Authors propose the application of the FMEA method which makes it possible
to determine RPN (risk priority numbers) coefficients for particular machines.
Those coefficients enable the sequencing of predicted failures. In accordance with
such sequencing, simulation experiments for particular failure modes are con-
ducted in order to develop sets of remedy rules which would minimize failure
effects.

Preliminary experiments have confirmed usefulness of the presented
conception.
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Abstract. The paper presents the Approximation Based Optimization
(ABO) strategy and its modification, which allows decrease the opti-
mization computing time through the reduction of a number of objective
function calls. It also gives the acceleration of a convergence of the opti-
mization procedure. Elaborated strategy was validated using the Ras-
trigin’s benchmark function and in optimizing of the real industrial
metallurgical process.

Keywords: optimization, approximation strategy, DP steel, cooling
process.

1 Introduction

Optimization of industrial processes is a difficult task. Searching for the optimal
solution requires a reliable mathematical model of the process, defining the objec-
tive function, optimization variables, a range of their limits as well as additional
restrictions arising from the nature of the process, etc. The objective function
is determined on the basis of the model’s output values. Mathematical models
of metallurgical processes are most often based on the finite-element method
(FEM). Simulations of the FEM models of complex systems may last few days
or even longer. Therefore, the optimization of such processes is difficult (or some-
times impossible) due to the fact of necessary objective function calls requiring
time consuming simulations of FEM models. This is why optimization strate-
gies, which allow reduction of a number of objective function calls, are searched.
The Approximation Based Optimization (ABO) strategy described in [3,4] al-
lows decrease the necessary objective function calls, and moreover is resistant to
problems caused by non-linearity, discontinuity or multimodality of the objec-
tive functions. The paper presents the idea of ABO strategy and the proposition
of its modification. The Modified Approximation Based Optimization strategy
(MABO) was validated by optimization of the Rastrigin’s benchmark function
and also by optimization of an industrial, metallurgical process of cooling of dual
phase steels. The results obtained from the MABO strategy were compared with
results of chosen heuristic optimization techniques: genetic algorithms, evolution
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algorithms, the particle swarm optimization, the simulated annealing method,
ant colony optimization and artificial immune system [1,2,5,9,10,12].

2 Approximation Based Optimization Strategy and Its
Modification

The Approximation Based Optimization strategy is an iterative optimization
technique. Its main idea focus on fact, that the optimal solution of the consid-
ered objective function f is not searched directly, but indirectly. In each itera-
tion, the analyzed objective function f is replaced by an approximation function
g and the optimization procedure searches the optimal solution among solutions
of a function g. Optimization procedure begins with establishing of the initial
set X(0) ∈ D ⊂ R

nconsisting of feasible solutions. For each element x ∈ X(0),
i = 1, 2, . . . ,m, the objective function value is computed and, as a result, a set
{X(0), Y (0) = f(X(0)} is created. Based on this set, coefficients of approxima-
tion function g are calculated. The coefficients of function g are obtained by
solving a system of linear equations expressing the approximation error ε in the
approximation points:

ε =

m∑
i=1

(g(xi)− f(xi))2 (1)

Next, minimal solution of a function g is searched using any of the optimization
techniques, and the found value x∗ is being added to a set X(0) resulting in a
new data set {X(1), Y (1)}. New approximation g of a function f is evaluated on
the basis of that new data set, and the whole procedure is continued until a stop
condition is reached.

The aim of proposed modification is to increase of the importance of the ap-
proximation points lying in the close neighborhood of the actual minimum. This
can be done through the adjustment of a shape of the approximation function,
which can be realized by implementing of the weights to the optimization error
at every approximation point. The values of weights wi ( i = 1, 2, . . . ,m) in each
of the approximation points depend on the values of the objective function in
these points. The smaller is the objective function value, the higher weight value
should be. Proposed modification yields the following new form of equation (1):

ε =

m∑
i=1

wi(g(xi)− f(xi))2 (2)

As the result of that modification, the function g is built on the basis of a set
{X(0), Y (0),W (0)}. Introduction of weights wi and the appropriate control of
their values improve the convergence of optimization process.

Within the scope of this paper, the approximation function g was limited to
a square function, described by a following equation:

g(x) = xTAx + bTx + c (3)

where: x ∈ D ⊂ R
n; A = AT .
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If a matrix A is positively defined, the minimum is calculated using the relation:

x∗ = −1

2
A−1b (4)

There are two possible locations of the found point x∗. In the first case, if the
point x∗ belongs to the domain D, its neighborhood of a radius R is investigated:

– If a number of points in that neighborhood is sufficient (eg. more or equal
to 0.5n2 + 1.5n+ 1, where n is a dimension of x), the local approximation is
made using square function h of the form (3). The minimum of a function
h in the neighborhood defined by radius R becomes a new, more accurate
optimal solution x∗.

– Otherwise, if the neighborhood R does not contain required number of
points, a local approximation is not performed.

Next, the values of the objective function f(x∗) and corresponding weight w∗

are calculated. The weight w∗ is computed as the linear relationship between
the maximal and minimal values of the weights W (i).

In the second case, if x∗ does not belong to the domain D, a point x ∈ X ,
for which the objective function has the smallest value, becomes a new minimal
solution x∗. Similar situation occurs in the case, when a matrix A is not positively
defined.

The weights wi corresponding to all approximation points are modified in
the next step. A first degree spline function η determined by three nodes: U ,
V and Z (Figure 1a) is used in modification of these weights. The argument of
this function is ξ = ‖x∗ − x‖, which is the distance of a given point from the
current minimum. The coordinates of nodes U , V and Z determining a shape of
a function η, are:

ξU = 0

ηU = c1

ξV = (α− β) exp−γ i (5)

ηV = c2 ∈ [ηZ , ηU ]

ξZ = max{||x∗ − x||}
ηZ = c3

where: α and β are coefficients responsible for the initial and the final values of
the abscissa of point V , respectively; γ is responsible for the rate of changes; c1,
c2 and c3 are algorithm parameters which values are 1, 0.5 and 0.1, respectively;
i is iteration number.

Each values wi is multiplied by the value of the spline function η. As the
distance ξ = ‖x∗−x‖ increases, the weight of the point becomes smaller. During
optimization procedure, abscissa of V point is decreasing (Figure 1b) by what
weights of points lying far from minimum have smaller impact on coefficients of
approximation function.

The procedure ends when the maximum number of iterations (or objective
function calls) is reached or the obtained solution is satisfactory.
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Fig. 1. Spline function η controlling changes of the weights wi (a) and the variation of
an abscissa of a V point (b)

3 Validation and Industrial Application of the MABO
Strategy

Developed Modified Approximation Based Optimization (MABO) strategy was
validated by optimization of the Rastrigin’s benchmark function:

y(x1, x2) = x21 + x22 − cos(18x1)− cos(18x2) + 2 (6)

where: x ∈ [−0.2, 0.8] x [−0.2, 0.8].
The obtained results of the MABO strategy were compared with the results

of chosen heuristic optimization methods: genetic algorithms (GA), evolutionary
algorithms (EA) (strategies (1+1), (μ+λ), (μ, λ)), particle swarm optimization
(PSO), simulated annealing method (SA), ant colony optimization (ACO) and
artificial immune system (AIS). The MABO strategy gives better optimization
results of the Rastrigin’s benchmark function in much lower number of iterations
(see Table 1). The optimization with the use of each of the non-deterministic
algorithms was performed 8 times. To compare the efficiency of all algorithms an
effectiveness factor, defined as a product of a mean objective function calls and a
mean optimum value, was calculated. Low value of the effectiveness factor means,
that the algorithm turns out to be better in considered optimization problem.
Figure 4 shows graphically the comparison of the effectiveness factor obtained
using the MABO strategy and applied heuristic algorithms. As it can be seen,
MABO strategy gives the lowest value of the effectiveness factor (Figure 4a).

The MABO strategy was validated also by optimization of a real, industrial
metallurgical problem. Optimization problem of cooling of dual phase steel sheets
after rolling was considered. Dual phase (DP) steels are more and more widely
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used in automotive industry. Their structure is composed of islands of hard
martensite (20-30%) in a matrix of soft ferrite (70-80%) [7,8]. Such a structure
is obtained in the process of rolled metal sheet in a three-step cooling cycle
(Figure 2):

– fast cooling to the temperature of the greatest speed of ferritic transformation,
– maintaining at this temperature until the required ferrite volume fraction is

reached,
– again, fast cooling is such a way as to ensure that the rest of the austenite

is converted into martensite, and an amount of bainite in the final product
is minimized.
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Fig. 2. Typical cooling scheme for DP steel

Based on the performed sensitivity analysis [6], two parameters were chosen
as decision variables: dwelling time at a low cooling rate within the range of
ferritic transformation temperature tf , and the temperature at the beginning
of the second step of the cycle Tf . By changing these parameters, an attempt
to obtain steel with the following required percentage of volume fractions of
martensite Fm0 = 0.2, bainite Fb0 = 0 and perlite Fp0 = 0 was carried out. The
volume fractions of the martensite, bainite and perlite are functions of tf and Tf
described in the work [11]. The objective function is defined as the root square
mean error of considered volume fractions in the following form:

Φ =

√(
Fm − Fm0

Fm

)2

+ F 2
b + F 2

p (7)

The plot of the objective function (7) for the cooling process is shown in
Figure 3.
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heuristic algorithms in optimization of the Rastrigin’s function (a) and the cooling
process (b)
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The domain D of feasible solutions was [4, 15] x [670, 800]. The stop criteria
were: obtaining a solution below 0.01; exceeding 500 calls of the objective func-
tion. Also, in that optimization problem, the calculations with the use of each
of the non-deterministic algorithms were performed 8 times. The average values
of obtained optimal solutions and number of objective calls are given in Table
1. The effectiveness factors are shown in Figure 4b. It can be seen that MABO
strategy gives slightly higher value of the optimization error, however that value
is obtained in lower number of iterations (objective function calls). At the same
time, the effectiveness factor is the lowest in comparing of other used heuristic
algorithms.

Table 1. Comparison of the results of different algorithms

Optimization Rastrigin’s function Cooling process
Method Opt. error Obj. function calls Opt. error Obj. function calls

MABO 1.51e-9 43 8.4e-3 32

GA 0.0027 2298 6.3e-3 128

PSO 0.0485 792 4.6e-3 93

(1 + 1) 0.4602 2760 16.8e-3 200

(μ+ λ) 0.0848 1956 5.3e-3 60

(μ, λ) 0.1028 2528 4.8e-3 100

SA 0.127 3000 7.6e-3 345

AIS 0.0056 3000 5.7e-3 283

ACO 0.0679 3000 8e-3 250

4 Summary and Conclusions

The main goal of the paper was elaboration of the Modified Approximation
Based Optimization strategy. Developed strategy was validated in optimization
of the Rastrigin’s benchmark function, giving a better optimal solution in smaller
number of iterations comparing to the chosen heuristic algorithms. Application
of the MABO strategy in the optimization of the real, industrial metallurgical
process confirms its effectiveness. It allows decreasing the number of the objec-
tive function calls, which in the case of the complex FEM model of considered
process, results in a significant decrease of the computation time. The obtained
results confirm that the MABO strategy can significantly reduce the number of
necessary objective function calls and hence to reduce the time of optimization
process and can be useful in solving complex optimization industrial problems.
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Abstract. In this article we present a new method for the analysis of
dependencies in case of multivariate time series. In this approach, we
assume that the set of time series representing the various financial in-
struments creates a multidimensional variable. Such a multidimensional
variable is decomposed into independent components which enable to an-
alyze the morphology of given financial instruments and to identify the
hidden interdependencies. We propose a new multiplicative version of the
Natural Gradient ICA algorithm that could be used in automated trad-
ing systems or modeling environments. The presented method is tested
on real stock markets data.

Keywords: independent components analysis, information representa-
tion, financial time series decomposition.

1 Introduction

The predictive modeling using both, classical as well as so called digital economy
methods such as agents - the evolutionary algorithms - requires proper identifi-
cation of the environment in which the models are built. This is also applicable
to financial markets represented by the data, signals or time series associated
with different economic values or financial instruments. An appropriate way to
build the models is to identify the fundamental factors influencing the market
environment [5,10]. Unfortunately, these factors are often hidden, mixed with
noises or just interacted with some random noise [13,14]. A fundamental prob-
lem in financial market modeling is to estimate the trends and to separate the
general market dependencies form the individual behavior of a given financial
instrument [7].

The standard analysis of trends for the financial data is generally limited to
single time series [11,12]. In this way the interactions with other variables are
omitted. Some explanation for this approach is the assumption that the data
include the effect of other variables and their elimination leads to an ambigu-
ous interpretation of the components. This is obviously true if we are dealing
with instruments whose intrinsic value does not surprise us, because the price
is a result of balanced supply and demand with respect to market expectations.
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Such instruments include commodities, currencies and stock prices of large and
stable corporations. Changes to these instruments, both in terms of their fun-
damental scores and market orientation are usually relatively slow. The trends
take a long time and the relationships in the short and medium term are stable.
However, there is a large number of instruments usually associated with smaller
or medium companies for which internal factors in a given period may be more
important than the effects on broader market. Of course, there may be also the
entire markets, which are dominated by internal factors.

The stock price of such companies, although being under the influence of
overall market in the initial phase, starts to differentiate. Such move which be-
gins with completely different direction than a specific industry or wide trends
is the chance for above-average returns on investment (or rather speculation).
For this reason, they are especially interesting for both individual investors and
automated trading systems [15]. Another issue, even for a stable financial instru-
ment, is to eliminate the noise that comes from the other less stable instruments.
This is basically complementary to the situation described above. If something
happens concerning less significant company and it has negative impact that
might have impact also for more stable instruments. Even if this is the factor
of transition and the long or medium term is negligible, at a given time it may
lead to inappropriate and costly investment decisions.

The consequence of the foregoing is that the market functioning involves the
analysis of mutual influences and relationships. This leads directly to the issue of
data decomposition and interpretation of the underlying hidden components. In
this study we focus on internal dependencies estimation without any short-term
fluctuations that could be assigned to a broader market environment.

A natural approach to the analysis of hidden dependencies is proposed by
blind source separation methods [3,6]. Previous works that aimed to apply these
methods in finance were focused on the direct estimation of the trends [1,4]. In
this paper we focus on relations between the hidden components and their impact
on original instruments. This will determine which instruments have similar
hidden morphology and which ones are quite different. In terms of economic
interpretation we can identify it with the dependence or independence on the
market. In our paper we propose a modified Natural Gradient algorithm in a
multiplicative form that is convenient for use in automated trading systems and
in environments that model the financial markets.

2 Problem Formulation

We present the problem of internal relations estimation as blind separation case
in which we extract the components hidden in the financial data. For this pur-
pose, let us assume that we collect the individual signals xi, (financial instru-
ments, time series) in a matrix X = [x1 x2 . . . xm]T , X ∈ Rm×N . Next, we
assume that the observed signals si are linear combination of some underlying
hidden components. In other words, we assume that the model is a linear mixture
of the latent components and it has a form of
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X = AS, (1)

where matrix A ∈ Rm×m represents mixing system and S = [s1 s2 . . . sm]T -
hidden components.

Our aim is to find such transformation defined by matrix W that

Y = WX = WAS ≈ S. (2)

The way we formulate the problem, in fact, does not entitle us to propose a
unique solution unless we have a priori knowledge or we make some additional
assumptions about A and S. The desired characteristics may include such con-
cepts as independence, correlation, predictability, sparsity, smoothness or non-
negativity [2,3,6,8,9]. As well we may deal with various combinations of these
quantities. In practical applications one of the most popular characteristic is the
statistical independence what leads to independent component analysis (ICA)
where we can apply the classic ICA algorithms to find the matrix W using the
Natural Gradient Algorithm [3]

W(t+ 1) = W(t) + μ(t)[I−Rfy(t)]W(t), (3)

where

Rfy(t) = E
{
f
(
y(t)

)
yT (t)

}
(4)

is a non-linear covariance matrix with f
(
y(t)

)
= [f1(y1), . . . , fn(yn)]T - non-

linear functions in a form of fi(yi) = ∂ log(pi(yi))
∂yi

. The estimation of S by Y via

(3) can be performed with respect to accuracy of the scale and the order

Y = PDS, (5)

where P is a permutation matrix and D is a scaling matrix. The algorithm of the
form (5) is an effective and widely described in the ICA approach. However, it
has some limitations. It is very sensitive to learning parameter μ(t) and the form
of nonlinearity f(.). Additionally, it is naturally addressed to the spatial data
which does not take into account the time structure of the analyzed signal. In
the following we will present an extended form of this algorithm which takes into
account the temporal structure what can improve the algorithm robustness to
deal with the presence of additive noise. For this purpose, we define the filtered
non-linear covariance matrix R

Rfz̄(t) = E
{
f
(
z(t)

)
z̄T (t)

}
≈ 1

N

N∑
i=1

f
(
z(t)

)
z̄T (t), (6)

where

z̄(t) =

K∑
k=1

b(k)z(t − k), (7)
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K is the level of delay and f(z) is some non-linearity, and b(k), k = 1, . . . ,K are
the coefficients of FIR (finite impulse response) filter.

In further considerations we assume that f(z) = z3 and thus the nonlinear
covariance matrix will be related to the fourth order statistics [2]. These statistics
are one of the important approaches to approximate the independence. The
proposed algorithm has the following form:

1. We make the data preprocessing by PCA transformation y = Σ
− 1

2
0 Q0x,

where Σ0 is diagonal eigenvalue matrix of Rxx with descending order, and
Q0 is eigenvectors matrix of of Rxx. We get Ryy = I. We randomly initialize
matrix W0 and take W = W0.

2. We calculate Rfȳ(t) according to (6) and set the matrix

F =
1

2

(
Rfȳ + RT

fȳ

)
W. (8)

3. We make SVD (singular value decomposition) matrix decomposition

F = UΣVT . (9)

4. We set

W← Σ− 1
2UT , (10)

y←Wy. (11)

5. We go to step 2.

The proposed algorithm is computationally simple and efficient. It takes into
account the temporal structure of the data, and due to its multiplicative form it
does not require setting the learning parameter. This makes it highly appropriate
for the algorithmic modeling of market processes, and has possible application
in automated transactional systems.

3 Practical Financial Interactions Estimation

In this section we will verify the presented approach on the real data. We consider
eleven time series for the stock indices and foreign exchange rates against Polish
zloty describing the markets of Brasil, France, London, Japan, USA and Poland
in the time span 18/01/2008 - 07/03/2011: Bovespa, BRLPLN, CAC40, EUR-
PLN, FT-SE100, GBPPLN, NIKKEI, JPYPLN, SP500, USDPLN and WIG.

In the experiment we try to identify the interconnections between analyzed
markets and also find some local trends in the following way. We look for com-
mon independent components s in the time series x and then identify, which
components play crucial role for particular series. While x = As, then the value
of aij presents the direction and the magnitude of impact j-th signal on i-th
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series. To keep the aij-values comparable we preprocess the time series x by
standarization and also we calculate the squares of aij .

In Fig. 1 you can observe the standarized times series used for ICA decompo-
sition. All the stock indices perform similarly as a group and also the the foreign
exchange rates (excluding the pair BRLPLN) look alike. In Fig. 2 you can see
the resulting independent components without any visible interdependencies.

Fig. 1. The stadarized time series of main international stock indices and Warsaw
Stock Exchange index (WIG) as well as specific foreign exchange rates against Polish
zloty

In Fig.3 you can observe the impact of the signals on particular time series
measured as the squared values of the mixing matrix A. As you can see the set
of important signal differs among the time series.

For the South American market the crucial role is played by the signals s5
and s8. These signals do not influence any other market, and therfore we might
expect the Brazilian market to be almost isolated with only mere connections
to FT-SE100, SP500 and WIG. Some other Brasilian connection comes through
signal s1 in the rate of BRLPLN, where the component s1 influences all the
foreign exchange rates and also the stock exchange in Paris, Tokyo and New
York. The signal shows strong connection between these stock markets and also
their influence on exchange rates defined against Polish zloty. All the foreign
exchange rates are also interdependent through the signals s2 and s7.
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Fig. 2. The independent components identified with algorithm proposed in Section 2

Fig. 3. The impact of the signals on particular time series - squared values of the
mixing matrix A. The signal s1 strongly influences most of the series except Bovespa,
FT-SE100 and WIG while the signal s11 does not influence any series so much.
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The French CAC-40 is connected to NIKKEI and JPYPLN with signal s3
and to FT-SE100 and GBPPLN with s4. The connections with New York are
manifold and they come through the signals s1-s4, where only s1-s3 influence the
USDPLN. FT-SE100 operates closely to CAC40, EURPLN and GBPPLN (see
signal s4), but also close to SP500 and WIG (signal s6). There are no evident
connections to Japan and USDPLN market.

In the Japan series (as in the Brazilian) we can observe close relation between
stock market and the foreign exchange rate through the signals s1 and s3, though
these signals connect also SP500 and CAC40 and all the currencies. The US stock
market is connected to all other series with the signals s1-s6 and this impact is
tracked by the Polish WIG.

The signals s9-s11 are immaterial for the time series and thus might be in-
terpreted as a noise. On the other hand if we analyse the signal s6 in Fig. 2 we
can observe some well established trend. In particular the signal is important
to FT-SE100, SP500 and WIG and thus it can be used for economic situation
description and prediction.

4 Conclusions

In this paper a multi-dimensional analysis of a set of financial instruments repre-
sented by time series was presented. It allows us to identify hidden relationships
and patterns in financial data. An independent component analysis is used to
separate the hidden components for data with non-Gaussian statistical charac-
teristics. It also enables to capture the dependencies described with higher order
statistics.
Such approach is necessary to assess to what extent individual markets (or sin-
gle financial instruments) are independent of each other taking into account a
broader insight rather than just a correlation. The novel version of the Natural
Gradient algorithm can be easily implemented and can be employed without
using any sophisticated parameters. The performed experiments confirmed the
validity of the developed concept.

In this paper a multi-dimensional analysis of a set of financial instruments
represented by time series was presented. It allows us to identify hidden rela-
tionships and patterns in financial data. An independent component analysis is
used to separate the hidden components for data with non-Gaussian statistical
characteristics. It also enables to capture the dependencies described with higher
order statistics. Such approach is necessary to assess to what extent individual
markets (or single financial instruments) are independent of each other taking
into account a broader insight rather than just a correlation. The novel version
of the Natural Gradient algorithm can be easily implemented and can be em-
ployed without using any sophisticated parameters. The performed experiments
confirmed the validity of the developed concept.
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Abstract. The paper describes the availability analysis of Web systems.
The analysed systems are modelled as a set of tasks that use data, ob-
tained in an interaction with other tasks, to produce responses. System
is reliable - we do not discuss the failure and repair process of the el-
ements. We realise the functional analysis of a Web system measured
by a functional availability, i.e. the probability that a client will receive
a correct response within a given time limit. The metric is calculated
by simulation software developed by authors and based on the Monte-
Carlo technique. We model the input load by fuzzy numbers and receive
a fuzzy representation of the Web system availability changes during a
day. Simulation results of for a testbed system are given.

1 Introduction

The Web systems are currently becoming the core infrastructure of almost all
business activities. They belong to a class of complex systems as a result of the
large number of components and their complicated interactions. As more and
more Web systems are being designed and implemented it’s vital to have means
for analysis the system reliability and ways of selecting the best (according to
some criteria) configuration of the system components and system maintenance.
Reliability is mostly understood as the ability of a system to perform its required
functions for a specified period of time [1]. It’s is mostly defined as a probability
that a system will perform its function during a given period of time. From the
reliability point of view the Web systems are characterized by a very complex
structure. The classical models used for reliability analysis are mainly based on
Markov or Semi-Markov processes which are idealized and it is hard to reconcile
them with practice. The typical structures with reliability focused analysis are
not complicated and use very strict assumptions related to the life or repair
time and random variables distributions of the analyzed system elements. There
is a possibility to use a time event simulation with Monte Carlo analysis instead
of classic reliability analysis. It allows calculating any point wise parameters.
We can also estimate different distributions of time being in a state or in a set
of states. On the other hand it is - in general - very hard to find the proper
universal values related to description of the complex system [6]. Sometimes the

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 616–624, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Fuzzy Availability Analysis of Web Systems 617

parameters are completely unmeasured or the population of analyzed elements is
too limited to find such general information [7]. The possible solution is to fix the
parameters based on experts’ experience and to operate with them in the fuzzy
way. The approach can be realised as multiple input and one output fuzzy system.
And by a usage of fuzzy operators one could calculate the overall metric value as
a fuzzy variable or after a defuzzification as a crisp value. The crucial point for
such approach is the calculation of system metric - availability in the presented
paper. We focus on a business service realized by Web system [4] and functional
aspects of the system, i.e. performance aspects of business service realized by
a Web system. We assume that the main goal, taken into consideration during
design and operation of the Web system, is to fulfil the user requirements. This
could be seen as some requirements to perform a user tasks within a given time
limit. Therefore, to measure functional aspects of Web system we propose to
use the functional availability metric. It is defined as a probability that service
response time will be less than a given time limit. The service response time
depends on number of users presented in the system (input load). For most Web
system it is hard to predict this value, therefore we propose to set the input
load based on experts’ experience. This fact is the reason why fuzzy approach
to availability analysis is justifiable [8]. To deal with functional aspects of Web
systems we propose a common approach [2] based on modelling and simulation.
Modelling is focussed on a process of execution of a user request, understand
as a sequence of task realised on technical services provided by the system [12].
Whereas the simulation is responsible for functional analysis. It is based on a
time event simulation with Monte Carlo analysis [3]. The organisation of the
paper is as follows. We start with modelling of the Web system on the task level
(section 2). It is followed by a functional analysis performed by a simulator tool.
The tool allows to calculate the user request time and therefore to calculate the
functional availability. Next, the functional availability is defined by functional
aspects (probability that a user will receive a request within a given time limit
for a given system input load) and input load (the number of users changing in
time during a week). Finally, we model the input load by fuzzy numbers and
receive the fuzzy client availability. We conclude with a short summary and plans
for future works.

2 Web System

2.1 Model Overview

As it was mentioned in the introduction we decided to analyse Web systems from
the business service point of view. Therefore, we model a process of execution
of a user request, understand as a sequence of task realised on technical services
provided by the system. Generally speaking users of the system are generating
tasks which are being realized by a Web system. The task to be realized requires
some services presented in the system. A realization of the system service needs
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a defined set of technical resources. Moreover, the services have to be allocated
on a given host. Therefore, we can model a Web system WS as a 4-tuple [10][12]:

WS = 〈Client, BS, T I, Conf〉 , (1)

where:Client - finite set of clients,BS - business service, a finite set of service com-
ponents, TI - technical infrastructure, Conf - information system configuration.

During modelling of the technical infrastructure we have to take into consider-
ation functional aspects of Web systems. Therefore, the technical infrastructure
of the Web system could be modelled as a pair:

TI = 〈H,N〉 , (2)

where: H - set of hosts (computers), N - computer network.
The main technical infrastructure of the Web systems are hosts. Each host is

described by the set of functional parameters: server name (unique in the sys-
tem), host performance parameter - the real value which is a base for calculating
the task processing time (described later), set of technical services (i.e. apache
Web server, tomcat, MySQL database), each technical service is described by
a name and a limit of tasks concurrently being executed. The BS is a set of
services based on business logic, that can be loaded and repeatedly used for
concrete business handling process (i.e. ticketing service, banking, VoIP, etc).
Business service can be seen as a set of service components and tasks, that are
used to provide service in accordance with business logic for this process [14].
Therefore, BS is modelled a set of business service components BSC, (i.e. au-
thentication, data base service, Web service, etc.), where each business service
component is described a name, reference to a technical service and host de-
scribing allocation of business service component on the technical infrastructure
and a set of tasks. Tasks are the lowest level observable entities in the modelled
system. It can be seen as a request and response form one service component
to another. Each task is described by its name, task processing time parameter
and optionally by a sequence of task calls. Each task call is defined by a name of
business service component and task name within this business service compo-
nent and time-out parameter. System configuration Conf is a function that gives
the assignments of each service components to a technical service and therefore
to hosts since a technical set is placed on a given host. In case of service compo-
nent assigned in a configuration to a load balancing technical service the tasks
included in a given service component are being realised on one of technical ser-
vices (and therefore hosts) defined in the load balancer configuration. The client
model Client consists of set of users where each user is defined by its allocation
(host name), replicate parameter (number of concurrently ruing users of given
type), set of activities (name and a sequence of task calls) and inter-activity de-
lay time (modelled by a Gaussian distribution). Summarising, a user initiates the
communication requesting some tasks on a host, it could require a request to an-
other host or hosts, after the task execution hosts responds to requesting server,
and finally the user receives the respond. Requests and responds of each task
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give a sequence of a user task execution (choreography) as presented in exemplar
Fig. 2. The request is understood as correctly answered if answers for each re-
quests in a sequence of a user task execution were given within defined time limit
(parameter of each request in BS model) and if a number of tasks executed on
a given technical service is not exceeding the limit parameter (parameter of TI
model). The user request execution time in the system is calculated as a sum of
times required for TCP/IP communication (modelled by a random value) and
times of tasks processing on a given host. The task processing time is equal to
the task processing time parameter multiplied by a number of other task pro-
cessed on the same host in the same time and divided by a the host performance
parameter. Since the number of tasks is changing in simulation time, the pro-
cessing time is updated each time a task finish the execution or a new task is
starting to be processed.

2.2 Programming Simulation

The above model was analyzed be means of computer simulation. A software
package for Monte-Carlo simulation [5] has been developed by authors [8]. It is
based on the publicly available SSF [13] simulation engine that provides all the
required simulation primitives and frameworks, as well as a convenient modelling
language DML [13] for inputting all the system model parameters. The simula-
tion algorithm is based on tracking all states of the system elements. The state is
a base for a definition of an event, which is understood as a triple: time of being
happened, object identifier and state. Based on each event and states of all sys-
tem elements rules for making a new event has been encoded in the simulation
program. The random number generator was used to deal with random events.
By repeating the simulator runs multiple times using the same model parame-
ters and obtains several independent realizations of the same process (the results
differ, since the system model is not deterministic). These are used to build the
probabilistic distribution of the results, especially the average measures. Simu-
lation experiments were performed on a testbed Web system consisting of six
hosts.

2.3 Case Study

To show the possibilities of the proposed model we have analyzed a Web system
which consists of three networks: one is a client network, other service provider
networks (secured by a Firewall). System (testbed) is realizing simplified hotel
booking system that allows booking an available apartment in hotel. Few servers
are used for a proper service realization: WebServer, HotelDatabase, Reservation-
Server, PaymentServerController, BackupWebServer (Fig. 1).

The service and its choreography is described in Fig. 2. First of all, place of
the hotel is being searched, than reservation is being made. At the end of this
scenario payment is done with an interaction with given payment system.
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Fig. 1. Web system infrastructure - case study example

Fig. 2. Web system choreography - case study example

3 System Availability

3.1 Assumptions

The presented approach is focused on a process of execution of a user request,
understand as a sequence of task realised on technical services provided by the
system. Therefore, the main aim of simulation was to allow calculation service
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response time. The user initiates the communication requesting some tasks on
a host, it could require a request to another host or hosts, after the task ex-
ecution a host responds to requesting server, and finally the user receives the
respond. Requests and responds of each task give a sequence of a user task
execution - choreography (see Fig. 2). The user request execution time in the
system is calculated as a sum of times required for TCP/IP communication
(modelled by a random value) and task processing times on hosts according to
some choreography.

3.2 Functional Availability

To measure functional aspects of Web system we propose to use the functional
availability metric. It is defined as a probability the user’s request is served and
that service response time will be less than a given time limit for a given load
(number of user requests per second) of the system. This metric is a numeri-
cal representation of clients’ perception of particular business service quality. It
measures the probability that the user will not resign from active interaction
with the service due too long service response time. The example results for the
testbed system with choreography from Fig. 2 with a time-limit set to 12s and
concurrent task limit set to 200 are presented in Fig. 3.
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Fig. 3. Functional availability for a testbed system in a function of number of user
requests per second

3.3 Input Load Problem

It is obvious that a number of users of a Web system changes in time. It depends
on a type of provided service. But usually on weekends, there are fewer users then
on weekdays. Also one could notice changes in traffic during a day. With a peak
load in a middle of day and minimum load at night. Therefore, the input load
variations could be described by a function similar to that presented in Fig. 4.
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Using the function describing the number of users the changes of functional
availability in time could be easily calculated. The results for a testbed system
and assumed input load are presented in Fig. 4.
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Fig. 4. Input load for a tesbed system and functional availabiliy for a tesbed system
in a function of a time - for one week
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Fig. 5. Fuzzy number of users per second and fuzzy value of functional availability

4 Fuzzy Approach to Functional Analysis

Modern systems are characterized by very screwed up reliability [9] and func-
tional parameters. It is very hard to find the proper universal values related
to description of these devices [6]. Sometimes the parameters are completely
unmeasured or the population of analyzed elements is too limited to find such
general information [7]. The possible solution is to fix the parameters based on
experts’ experience. Therefore we propose to use fuzzy approach to deal with the
number of users requests. We propose to use a trapezoidal membership function
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Fig. 6. Functional availability, fuzzy membership and time for a weekday and weekend

for fuzzy representation of number of users per second. Assumption of the fuzzy
membership function shape does not bind the analysis. One could use any other
membership function and apply presented here methodology. For example, for
input load defined by fuzzy membership function set to (0, 90, 110, 140), the
fuzzy value of the functional availability is presented in Fig. 5. Following this
idea, one could model the input load (Fig. 4) during a whole week by fuzzy
trapezoidal function, and achieves a resulting membership function of changes
of functional availability as presented in Fig. 6.

5 Conclusion

In this paper we have presented a functional analysis of Web systems based
on modelling and fuzzy logic approach. Developed simulation software allows
analysing the functional features of the Web system for a given configuration
of it. Functional parameters describe the Web system choreography (interaction
between tasks), system structure (number of hosts, host performance, service
components placement on hosts and each task execution time) and input load
(changes of user requests number in a time during a week). Using the tool Web-
based system configuration and maintenance procedures could be easily verified
and different configuration could be compared. It makes the solution a powerful
tool for increasing system availability and by that increasing user satisfaction. It
is also possible to find general results describing safety conditions of system ma-
noeuvres from Fig. 6. We plan to extend presented approach by adding a failure
and repair processes described by fuzzy parameters. We hope, that presented ap-
proach could be a foundation for a new methodology of the reliability and quality
analysis of Web Systems, which is much closer to the practice experience.
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Abstract. This paper presents a system for conducting modern distance examina-
tions. It could be defined as important component of distance learning systems.  

E-matura system includes several important features such as computer aided 
mathematical analysis of exams results. Using the advanced information tech-
nologies authors have created highly saved system for a huge number of  
con-current examining processes, and with a user friendly interface. E-matura 
gives possibility to create the exam questions containing images, animation, 
video, sound recording, and open questions as well. 

1 Introduction 

The number of virtual learning environments is recently increasing. New teaching mod-
els and tools incorporating e-learning ideas have been successfully exploited by a large 
group of universities and other professional institutions involved in the education 
process. The examination procedure is an important stage of the educational process. 
Modern e-learning platform should have an effective unit for examination [1-8].  
E-matura platform is created as a tool to fulfil all the tasks of e-examinations [9-17]. 

E-matura system has been created at the Technical University of Lodz and under 
the auspices of the Ministry of Education. Several thousand pupils in Poland have 
passed the mature test examination in mathematics via Internet last year thanks to 
e-matura platform. Let us stress that both Microsoft and IBM technologies have been 
implemented.  

System has been created to handle thousands of students/pupils simultaneously and 
providing maximum level of the security for data safety. Flow chart of the system 
security (see Fig. 1) shows us all the steps in the communication process between 
client and server. It could happen while any process could run in improper way, thus 
the system could be exposed on a hackers attack. 
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Fig. 1. Flow chart of the system security 

2 Modern GUI 

Generally, the systems for distance examinations focus mainly on the so-called test 
questions known as “closed questions” with the set of possible answers for each ques-
tion; then one proper answer would be selected by the student. 

We would like to stress that some innovative Information Technologies (IT) are 
implemented to e-matura platform. One of them is Silverlight, thus generated ques-
tions could include components such as interactive animations, interactive areas for 
drag and drop items, and for highlighting the answers, etc. These few examples listed 
above show the modern examination strategies go beyond the traditional forms of the 
test examinations, also in written form.  

3 Accessibility 

E-matura platform has been built up by programming actions or by set of Silverlight 
behaviours. WCAG standard (version 2.0) has been implemented. 

This standard includes a variety of techniques which include specific authoring 
practices and examples enabling development of more accessible Web content [1]. 
These techniques relate to the possibility of controlling the application from the key-
board, in order to increase the font size. Moreover these techniques contain informa-
tion about the guidelines for the use of colour in an application, and a short text  
alternative for controls. 

E-matura could be also exploited by the teachers to ensure all students/pupils equal 
access to learning notes. This e-examination platform gives the chance disabled 
people to be more familiar with distance learning idea and to take the distance exams. 

4 Computer-Aided Analysis of Graduate Characteristics 

During each test exam for past three years over 600 000 answers are generated, then 
then stored in data base system. The platform keeps implemented such functionality, 
as; if student answer a given question several times, even changing his answer, the 
system store all steps. Moreover the time necessary to give each answer will be also 
registered. There are three sets of questions and answers implemented. For the  
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purpose of further research work, questions are set up as follows: first - from the sim-
plest to the most difficult, second - from the most difficult to the simplest, and third – 
randomly (see Table 1). Two versions of the answers are discussed: first - the correct 
answers up to 70% of the questions was by selecting B or C (30% was A or B); 
second - this order was completely random. 

Table 1. Exam results for different versions (whole groups of students) 

 
Points B C answers superiority 

distribution 
Uniform answers 

distribution 
Points Points percentage Points Points percentage 

From simplest to most 
difficult 

23,27 51,26 23,30 51,33 

From most difficult to 
simplest 

22,41 49,35 23,99 52,84 

Random 22,91 50,46 23,25 51,23 

Summary 22,88 50,39 24,55 51,89 

Computer aided examination system is available for the following groups of users: 
students, teachers and authorities. Teachers would see results for the whole classroom 
and for each student as well. Authorities could provide the comparative analysis of the 
exam results in the reference to each school, city, region and whole country. Student 
individual exam results could be referred to the classroom, school or whole country. 
Computer elaborated final exam results diagnosis would indicate these parts of the teach-
ing program which needs additional extension (more deep knowledge is recommended).  

Table 2. Sample exam results for analysis 

Question 
Time spent to solve question  

[min] 
Points for question 

Category no avg min stddev median avg min max stddev median 

Open 
questions 

1 14,7 0,1 19,54 10,1 0,6 0 2 0,90 0 

2 6,9 0 10,06 4,1 0,7 0 2 0,82 0 

3 6,1 0 5,38 5,6 1 0 2 1,00 0 

Registered time of each answer for the given question, and the number of inputs to 
each question to set up the correct answer give also very large analysis capability. The 
final comparative analysis of the test exam results could be provided for each student; 
moreover: classroom, school, type of school, city, and region. The set of additional 
criteria could be also defined, and then the results are expected immediately after the 
exam (see Table 2). While the procedure runs students answer several questions, cov-
ering such issues as: whether they were attended the tutorials, who was the authority, 
how much time per day they spent at the computer using the Internet, if both parents 
work, whether parents help them in their learning, etc. 
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5 E-tutoring 

In the traditional examination system there are some limitations. Such a system does 
not give enough information for students taking the exam how to learn more, then to 
pass exams with the possibly high rank. It is also important to stress that in each step 
of education process it is strongly recommended to save results of learning progress 
for each student and teachers as well. In the case of not satisfactory results it is not 
possible to assign automatically new tasks for student; thus it means the weakness of 
the system. 

5.1 E-tutoring Module 

It could be stated e-matura platform provides computer aided analysis also for under-
graduate courses. E-matura platform has been created in order to collect as much as 
possible information (in addition to the answers), which could be precisely analysed 
after processing and corresponding to final conclusions set up. This system stores 
information to answer such as problems: 

• How many times student answers each question? 
• Which questions are the more difficult, and which are easier?  
• How much time student needs to solve an each task, and then a whole exam? 

Currently, we have built the e-tutoring module, which would support the education 
process for students, and helping teachers as well. This module is an integral part of 
the e-matura platform. 

5.2 E-tutoring Module for Teachers 

Currently done programming work is to implement an additional module in order to 
provide students additional tasks for the subjects being diagnosed by the system, 
especially for repeating. Basing on the diagnosis results the weakest knowledge areas 
of the student or classroom are evaluated; thus the teacher would be also able to as-
sign tasks to a particular student or entire classroom. The system would also display 
who has done the homework and would check the correctness of each answer. The 
above defined functionality of the system is helpful for the teacher, which means 
teacher is not obliged to check the homework in traditional way. Tasks would be 
drawn either from the previous exams data base of tasks or will be generated automat-
ically by the system; basing also on the questions to be defined by the teachers indivi-
dually, and then stored in the system.  

The teacher would be able to exploit e-matura platform to prepare students for the 
exams. Teachers could also follow the progress of each student knowledge individual-
ly or even corresponding to the classroom level. The system will present an overall 
assessment of students’ knowledge, as well as by individual parts of the program. 
What is more, e-tutoring module will provide access to historical data for each student 
and classroom. It is also possible to process aggregated data (current and historical) 
from e-matura system even by exploiting Microsoft Excel spread sheets.  
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Teacher would get answers to the following set of questions: 

• Which questions are the most difficult? If student answers any given question 
several times changing the answer (responses), the system records all his/her steps. 
The time student spent to give the answer to each question, and how many times 
the student turn back to the question are also registered. The results of the given 
answers for the questions by student, classroom, and school or even for the group 
of selected schools could be registered and also analysed. 

• The student result against the classroom, school, and country? The teacher 
would also keep the knowledge of the results of the exam individually for the stu-
dent, for the whole classroom with the reference to the average results of the 
school, for the group of selected schools, city or even country. It would be possible 
to compare students’ results with the results of students attending the same school 
category. 

• Which part of teaching program should be repeated by students? Teacher will 
receive detailed information requiring additional repetition. 

The teacher would be able to provide the quantitative analysis of the exam results 
based on statistical analysis. The set of selected parameters for such an analysis are 
defined below [4]: 

• stanine (STAndard NINE - is a method of scaling test scores on a nine-point stan-
dard scale with a mean of five and a standard deviation of two) scores, 

• ease of the task / test - the ratio of the number of points obtained by students to the 
maximum number of points possible to get a task or test, 

• difficulty of the task - the ratio of the number of students who have not solved task 
properly to the number of students, 

• the arithmetic mean of the results - the average score obtained by the test group of 
students – for example classroom, 

• median - the result of the middle set of exam results of a particular population – for 
example classroom, 

• mode - the most common value among a group, 
• area of typical results - results interval on the scale located between the sum and 

arithmetical difference of the arithmetic mean and standard deviation, 
• standard deviation - a measure of variability or diversity, allowing to determine the 

range of typical results, 
• variance -a measure of how far a set of numbers are spread out from each other [4]. 

5.3 E-tutoring – Module for Students 

Each student keeping access to platform would start test exam having the set of tasks 
assigned by the teacher. After solving the task student will receive immediately re-
sults and would be able to identify the correct answers. The teacher will be also able 
to extend data base system introducing a theory to each task. The additional informa-
tion (either comments or explanations) will appear when the answer would be wrong 
or on the basis of the user request. 
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Student will be able to join the trial exam in any time he wishes. The results (final 
scores) would be displayed immediately, while student is logging out the exam. 
Moreover a hint what he has done wrong of each selected task could be also displayed 
helping in order not to make mistake in the future. In the case of problems with the 
solving the tasks student will be able to mark each task he wants to turn back after the 
exam. Each student will be able to follow his progress of knowledge in a convenient 
data file, such as graphs.  

Thanks to the system functionality one could make diagnosis concerning the gen-
eral problem, which could be defined as follows: to which parts of the curriculum 
teacher should pay special attention. Following the above student could select only 
those tasks to which the special attention should be paid. If the required number of 
correctly solved tasks will be achieved system will mark this part of program as a 
complete. 

5.4 E-tutoring – Central Questions Database 

One of the important component (block) of the system is the so called “central ques-
tions database”. Each teacher keeps access to the system to introduce his specific 
questions extending the database. Each question will be assigned to the author and 
will have either private or public attribute. If it will be a public question any user with 
predefined login and password could have the access to it. Let us point out teachers 
will be able to proceed these questions for the tests, exams, home works, etc. These 
questions will be also available for e-tutoring module for students to learn more. Each 
teacher could choose so called public questions for his students. These questions will 
be specially signed by approved flag.  

5.5 E-tutoring – Learning by Playing 

E-tutoring will give a possibility to organize also competition. The competition orga-
nizer could prepare the questions and set up the questions to the system in advance. 
The questions will be available for students in due time competition starts. Moreover, 
thanks to Internet connection the platform will be available for students who could 
login in any place. 

6 Data Safety 

IT system, in which the personal data of the users are stored and being proceeded 
should ensure very tight data security. E-matura platform has stored detailed informa-
tion about the users (Name, Surname, Personal ID, etc.), i.e. students and teachers 
who participate in the project. The obligatory demand to store the data comes from 
the financial institution funding this project. It is due to requirement to identify each 
user precisely. Moreover, the so called “classified data” such as exam questions and 
huge data base of the questions, which are being extracted according to special proce-
dures during examination, are also stored in e-matura platform. 

SQL Server 2008 R2 Microsoft database has been installed and exploited, which 
gives several possibilities to protect the data base against unauthorized access.  
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Taking into account two basic features (the rate of application performance and secu-
rity of classified data security), it is decided to encrypt data at a line level using the 
AES algorithm. Only those table columns storing sensitive data have been encrypted 
to avoid slowing down the whole database. By using encryption, even people with 
physical access to data are unable to use them without the proper decryption key. 

Developing a Web-based project, which involves users who are well motivated to 
pass the exams, other safety-related factors should be also taken into account. One 
well known problem, which often occurs in these types of systems, is SQL injection 
attacks. These attacks are very common in the systems where the business logic is 
located within the application to retrieve data from the database. An example of a 
malfunction can be the creation of a mechanism to login in, which queries about the 
user’s existence are built into the application and then run as a dynamic SQL in the 
database. In this case, an unauthorized person can affect on the appearance of a built 
query by typing additional SQL commands. In this way, the system will check, if the 
password is correct and then execute the hacker’s command. 

To avoid this problem and to prevent access to data directly from the application, 
all communication processes between the Web application and the database should be 
done through stored procedures. In this way, the user cannot get to the tables and data, 
because of the stored procedure which provides such access is not available. 

7 Safe e-examining 

The client application communicates with the server part via a network service based 
on Windows Communication Foundation technology, version 4.0. This technology 
use open standards such as HTTP and SOAP, and provides the functionality for client 
applications. In order to ensure secure communication between the client and the 
server SSL has been used, which allows the security of the system in two dimensions: 

• Verification of Application Server, 
• Encryption of transmitted data. 

Verification of the server is based on a system of certificates through which it is poss-
ible to check an entity identified by a given certificate. The certificate is issued by a 
special certification centre as the request of any client. 

Each certificate includes a pair of keys: private and public, so it gives possibility 
for an asymmetric encryption of data transferred between client and server. During 
the communication process between the application server and the application in-
stalled on an end user’s computer, keys are used to encrypt and decrypt transmitted 
information. By using this solution the data sent between the client and the server 
cannot be overheard by a third party. 

The firewall separates servers that are within the internal network from the so-
called external world or the Global Internet. The firewall allows locking of the com-
puter's ports on which the services are not operating, in order to increase safety and to 
not leave loopholes for malicious software that could get through such ports to the 
internal network. 
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Authentication involves checking whether the person is who claims to be. By the 
authorization process, the system checks which resources/functionalities the user is 
authorized to access. In the e-matura system authentication is based on the username 
and password, which are checked when the user is going to access by “log in” into the 
system. If the user gives the correct data as a result of this operation, then the user will 
receive a specially-called token-generated number that is assigned to the current  
session. 

This token is used to make authentication of all Web services methods, and pro-
vides a unique communication layer between the client and the server. By using the 
token, the username and its password are not sent with each request to Web service. 
This means the safety increase by reducing to a minimum the transmission of confi-
dential data to the user. Additional protection is the life span of the token counter. 
Each token has a set life span that is incremented each time the site is accessed. If the 
service using the generated token is barred because of its invalidity, any subsequent 
attempt to gain access to the site returns an error and redirection to the login page. 
With this approach, a token captured on a victim cannot be used on another computer 
or the same computer in another session. 

8 Conclusions 

E-matura platform (system) is not only a modern system for conducting distance 
examinations, it is also a computer aided sophisticated mathematical tool for analysis 
of graduates and it will be powerful tool for e-tutoring. The stored data could be also 
used to provide the analysis for the different levels of detailed knowledge of the exam 
results. The e-platform has been continuously developed. It is expected that final 
product (e-matura platform) will be ready for use in a large scale in 2013. 

Microsoft SQL Server 2008 R2 is a database which collects data during the exam. 
It is also expected to build our own specific Business Intelligence solution using 
Microsoft SQL Server or by exploiting either ORACLE or DB2.  

The paper has been written within the project "e-matura", co-financed by the Eu-
ropean Union in the framework of the European Social Fund - Operational Program 
of Human Capital Priority III, High quality of educational system, Activity 3.3 
Innovation projects 
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Abstract. This paper proposes an analytical tool that supports the de-
sign process of a hydraulic damper valve system. The analytical tool
combines Artificial Neural Networks (ANNs) and Fuzzy Inference Sys-
tems (FIS) into one tool called, in the paper, the Approximation Tool.
The proposed Approximation Tool obtains a key design characteristic of
a valve, which is the flow rate, and the corresponding maximum stress
level in the valve components, as a function of a pressure load. The
cases required to prepare the Approximation Tool were produced by a
first-principle model using a finite element approach. The model was cal-
ibrated based on experimental results to provide accurate results in the
entire range of input parameters. The paper describes the proposal, im-
plementation, validation and an example of applying the Approximation
Tool that allows the replacement of complex high- fidelity Finite Element
analyses. As an approximator the Feed Forward Neural Network and FIS
were taken.

1 Problem Description

1.1 Conventional Hydraulic Damper Working Principles

A conventional hydraulic damper that contains a specific type of valve system
consisting of a number of circular metal plates, referred to further in the paper
as a stack of plates (see Fig. 1), is taken into consideration.

This valve is part of a piston that is kinematically forced to move up and down
in a liquid-filled cylinder. During its movement, the piston divides the cylinder
space into two chambers. The flow of the fluid from one cylinder chamber to
the other is restricted by the valve – stack of plates. The pressure difference
between the two parts of the cylinder creates the resultant force that acts as
a pressure on the bottom surface of the lower plate of the valve system. This
causes bending of the stack of plates and valve opening. The height of the opening
depends on the stiffness of the stack of plates. The opening height is then the first
major characteristic of the valve system because, by controlling the fluid flow,

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 634–642, 2012.
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it indirectly controls the damping force of the hydraulic damper [13]. Interested
readers can find a more detailed description of the valve system design in [6].

Hydraulic dampers can work with a frequency of 10Hz or even higher, as
mentioned by [11]. That leads to a very high number of ‘open-close’ cycles that
should be performed by the valve during hydraulic damper work. This cycli-
cal loading that can cause fatigue damage of the valve plates. The relationship
between design of the valve system and its fatigue durability has already been
presented in the literature i.e. [3,4]. It was described that the maximum stress
level that exists in the plates when the applied load creates deflection of the
stack limits the durability of the system [3,14].

Designing the valve stack of plates is then an optimization process where the
criteria are both damping force and valve system durability characterized by
maximum stress level in the stack of plates. To facilitate the valve system design
process, a model of the system can be created to simulate the behavior of the
stack of plates under applied loads. This model should be capable of reproducing
the essential properties of a valve system during operation in a shock absorber,
i.e. stack opening and stress level in the plates.

Fig. 1. a) A cross section of a valve system, b) scheme of the valve used in the FE
Model

1.2 A Hydraulic Damper Non-linear FE Model

To allow understanding of the contribution of a stack of plates’ corresponding
components, including the plastic deformation phenomenon and simulation of
complex cases, an advanced valve system model has been developed by Czop et
al. [4]. The proposed method uses Finite Element discretization to model the
behavior of a circular plate stack. The non-linear Finite Element Model used
in this paper will be further referred to as the FE Model. As an output of the
analysis, the height of the stack opening as well as the maximum value of von
Mises stress level in each plate can be obtained. The model was prepared in the
Abaqus software environment. The FE Model was correlated with experimental
data and its ability to solve the problem presented above was confirmed [3,4].
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Mentioned FE Model, however, has several disadvantages, such as (i) the long
time required for model preparation and (ii) for analysis, especially when the
analysis is performed in several steps, (iii) the high cost of commercial software
required to perform the analysis and (iv) special requirements concerning the
workstation on which the software can run. All these features become significant
when optimization or identification tasks have to be performed, since the fitness
function evaluation requires a large number of plate stack configurations to be
solved. A very time consuming optimization process occupies the workstation
and commercial software for a long period of time.

2 Approximation Tool

Different types of artificial neural networks are well recognized as an efficient
and easy-handling tool for several engineering tasks, like identification of defects,
optimization or classification tool, etc. [9]. The ANNs, as well as Fuzzy Inference
Systems, are already identified as very good approximators of different boundary-
value problems [1,7,10].

Two kinds of approximators are presented in the paper. First approximator
is the Feed-Forward Neural Network (FFNN) with sigmoid activation functions
created and trained using the MATLAB R© Neural Network Toolbox for approx-
imation of the key design characteristics of the valve system. Interested readers
can find more details concerning the architecture and training method in docu-
mentation prepared by Math-Works Inc. [8].

Second is the adaptive Fuzzy Inference System (FIS) with the gaussian mem-
bership function

G(x) = exp
(
−1

2
(x − t)2

s2

)
, (1)

where: t is the mean, and s is the standard deviation.
The approximation function realized by the FIS is as follows [1]:

f(x) =
∑M

l=1 Wl

∏N
i=1 G(xi)∑M

l=1

∏N
i=1 G(xi)

, (2)

where: G(x) is the membership function defined by (1), x is the input vector,
i = 1 . . .N is the number of inputs, l = 1 . . .M is the number of fuzzy rules.

The FIS was created and trained using numerical algorithms prepared
individually by the authors [1,2].

3 Approximation Task

3.1 Formulation of the Approximation Task

The Approximation Tool approximates the stack behavior in order to obtain a
key design characteristic of a valve, in other words, the opening height and the
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corresponding maximum stress level in the stack of plates as a function of a
pressure load. The stack of plates already described in previous paragraphs is
considered. The model shown in Fig. 1b consists of a pyramidal stack of three
circular plates. The stack is clamped between the support washer and the bottom
internal and external support. The washer is added to the model to act as a plate
travel stop. The thicknesses of all plates as well as the outer diameter of Plate
1 and Plate 2 are the design variables. The outer diameter of the bottom plate
(Plate 3) is constant. These design variables, as well as the value of pressure
applied to the bottom surface of Plate 3, are the inputs of the ANN and FIS.
The outputs are the opening height of the stack of plates and maximum values
of von Mises stress in all three plates. Thus the length of the input vector is 6
and the length of the output vector is 4. The input and output vectors collected
together create the pair of vectors. The total number of 4860 pairs is prepared
to train the networks. The data is obtained using an advanced nonlinear Abaqus
model of a stack of plates described in previous paragraphs. Thickness of Plate
1, 2 and 3 was within the range 0.15 to 0.35 mm. Outer diameter of Plate 1 and
2 was within the range 10 to 20mm and the pressure was between 2.5 and 50
bar.

The data obtained with use of a non-linear FE Model is randomly divided
into three sets - training set that contains 3402 pairs, validation and testing set
with 729 pairs each.

3.2 Network Architecture

The multi input – single output (MISO) Neural Networks and Fuzzy Inference
Systems are chosen to approximate the given problem. For each design variable
of the valve system, a separate approximator is prepared. Although this attempt
increases the complexity of the training process it has an advantage - the approx-
imator of each design characteristic is independent from other approximators.
This allows tuning of the approximator responsible for e.g. opening height ap-
proximation without influencing other networks.

The network architecture is presented in Table 1. Symbol 6-5-4-1 denotes the
network with 2 hidden layers, 6 input neurons, 5 neurons in the first hidden
layer, 4 neurons in the second hidden layer and 1 output unit.

The FIS were trained using gradient descent method with momentum. The
FFNN were trained by the Levenberg-Marquardt method [8]. The approximator
performance – approximation abilities – is judged with the help of Mean Square
Errors [8]. Three different errors for each approximation problem are measured –
training set error (MSEL), validation set error (MSEV ) and testing set error
(MSET ). It should be mentioned that the level of the MSE depends on the
range of the values that are compared.

3.3 Approximation Results Discussion

The results of approximation of the opening height, max von Mises stress in
Plates 1, 2 and 3 are presented in Table 2.



638 G. Wszołek et al.

Table 1. Architecture of the networks used in approximation of the valve system
behavior

Opening
height

Stress in
plate 1

Stress in
plate 2

Stress in
plate 3

FFNN symbol 6-14-6-1 6-14-8-1 6-14-8-1 6-16-8-1
FIS symbol 6-19-1 6-19-1 6-19-1 6-19-1

Both the FIS and the FFNN achieve similar MSE of approximation. The
FFNN require a lower number of parameters to achieve the MSE at a similar
level to the FIS. Additionally, the approximation abilities (generalization) of the
FFNN are slightly better than the FIS. It can be observed by comparing the
difference between MSEL and MSET .

Table 2. MSE of the ANNs

FFNN FFNN FFNN FIS FIS FIS
MSEL MSEV MSET MSEL MSEV MSET

Opening height 4.28e-6 4.68e-6 5.46e-6 6.58e-6 6.64e-6 8.10e-6
stress in plate 1 17.54 24.35 26.48 31.83 32.41 40.73
stress in plate 2 50.47 64.31 62.54 129.52 136.18 142.48
stress in plate 3 65.35 76.44 82.09 96.17 98.25 110.22

4 Application Example

4.1 Formulation of the Optimization Task

The goal is to design a stack of plates of a damper valve system to obtain a
pressure-flow curve within the range presented in Fig. 2a. The pressure-opening
curve can be transferred to the pressure-flow characteristic (see Fig. 2b) using
the formula (3).

q = Cd · A ·
√

2p

ρ
(3)

where: Cd = 0.6 is a discharge coefficient, � = 960kg/m3 is fluid density and A
is a flow area given by the equation (4).

A = 2πR · H, (4)

where: R is the radius of the piston valve and H is the opening height.
The Matlab R© Optimization ToolboxTMis used in the optimization process.

The Generalized Pattern Search (GPS) is chosen since this optimization solver
can handle optimization problems with nonlinear, linear, and bound constraints,
and does not require fitness functions to be differentiable or continuous [8].
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The GPS minimizes the fitness function which contains information about
the opening height of the stack of plates for a given pressure drop of the valve
system. In other words, the goal is to find the pressure-opening curve with the
best fit to the reference curve presented in Fig. 2b. The general form of the
fitness function is given by the formula

J =
F∑

i=1

(
Ĥ(pi) − H(pi)

)2

, (5)

where: Ĥ , H is the required and computed opening height respectively, p is the
pressure drop, and F is the number of pressure intervals taken into account.

Fig. 2. The required: a) pressure-flow, b) opening height – pressure drop characteristic
of the damper valve system with 20 points used for fitness function evaluation.

The optimization solver changes the design variables, which are the diameters
of Plate 1 and 2 and the thickness of all three plates within the range men-
tioned in Sect. 3.1. To evaluate the fitness function, the opening height should
be calculated based on the design of the stack of plates proposed by the opti-
mization solver. This can be done by solving the boundary-value problem using
the FE Model of the valve stack proposed by Czop et. al. [4,3]. This part of
the optimization process is very time consuming because the fitness function (5)
has to be computed for each design proposed by the optimization solver. The
second disadvantage of such an approach has already been mentioned in Para-
graph 1 of this paper. One way to speed up this process is to improve the fitness
function evaluation. This can be done by replacing the FE Model solution of
the boundary-value problem by an approximation of the solution that can be
obtained using the Approximation Tool.

Replacement of the boundary-value problem solution by its approximation is
already known. This approach was proposed in literature [1,2]. The identification
process was realized on the basis of knowledge about the fields of displacements,
temperature or natural frequencies of the investigated structure that were ap-
proximated by the FIS. The above-mentioned approach of solution replacement
by approximation can also be met in commercial use. Simulia Isight R© software
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proposes a method of optimization where the solution delivered by, for exam-
ple, Finite Element Analysis (FEA) can be represented by its approximation
[5,12]. Different techniques are proposed to be used – Response surface model-
ing, Radial Basis Function Approximation and Kriging method [5,12]. The idea
of replacement of the boundary value problem solution using FEA by the Ap-
proximation Tool is presented in Fig. 3. The FFNN described in Sect. 3 of this
paper is used by the Approximation Tool to approximate the opening height for
20 pressure values from 2.5 bar to 50 bar.

Fig. 3. Optimization process using a) Finite Element Analysis b) Approximation Tool

4.2 Optimization Results

The GPS method used to minimize the fitness function (5) requires the start-
ing point to be provided by the user. The optimization process was performed
several times in order to avoid the influence of starting point selection onto the
optimization results. The starting point was randomly selected each time from
the range described in Sect. 3.1. The time needed to perform one optimization
process is 20-30 sec. Thus the cost of the optimization task repetition is neg-
ligible. The algorithm stops when the number of iterations performed reaches
100. The average total number of fitness function evaluations for 100 iterations
is 700.

Fig. 4a shows the pressure-opening curves for different designs found in six
optimization processes. The pressure-flow curves are presented in Fig. 4b. It can
be noticed that the results of optimization are within the specified range with
one exception – the pressure-flow curve of Design 1 is outside the specification
for small flows.

For all selected designs the maximum von Mises stress level was calculated
in order to find the best design in terms of fatigue durability. The stresses were
calculated using FFNNs described in Sect. 3. Based on the results of the opti-
mization process and stress calculations, the best option – Design 2 – was chosen.
All six designs found by the optimization algorithm together with maximum von
Mises stress values calculated by FFNNs are presented in Table 3.
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Fig. 4. Optimization results: a) pressure-opening and b) pressure-flow curves

Table 3. Designs found in the optimization process

Thickness
Plate 1
[mm]

Thickness
Plate 2
[mm]

Thickness
Plate 3
[mm]

Out. diam.
Plate 1
[mm]

Out. diam.
Plate 2
[mm]

Max von-
Mises stress
[MPa]

Design 1 0.30 0.35 0.20 17.0 21.0 508.1
Design 2 0.20 0.35 0.25 17.0 16.0 552.5
Design 3 0.30 0.30 0.25 12.0 20.0 823.3
Design 4 0.30 0.30 0.20 18.0 19.0 580.7
Design 5 0.25 0.30 0.25 19.0 17.0 637.9
Design 6 0.25 0.25 0.30 17.0 20.0 564.4

5 Summary

The paper describes the proposal, implementation, validation and an example
of applying the Approximation Tool that allows the replacement of complex
high-fidelity Finite Element analyses. As an approximator the FFNN and FIS
were taken. Both the FIS and FNN provided MSE error on a similar level. The
FFNN, however, has better generalization abilities – a smaller difference between
the approximation error of training and testing data. Thus FFNN was chosen to
be used in further investigations.

As the application example, the hydraulic damper valve system design pro-
cess was presented. The Approximation Tool replaced a very time consuming
boundary-value problem solution. The design process depended on fitness func-
tion minimization, which was evaluated with the help of FFNN used for opening
height approximation. The valve stack designs, selected during the optimization
process, were then ranked with respect to durability. Maximum stress level was
calculated by the FFNNs presented in Section 3. A final design that fulfills all
requirements was found. It was confirmed that usage of the Approximation Tool
reduces the design process from 10-13 hours to less than 10 minutes.

Further investigations will focus on preparation and implementation of the
optimization with Evolutionary Algorithms in order to make the design process
independent of starting point selection.
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Abstract. The authors present the solution that supports the visually
impaired persons. Proposed solution can help them to be more indepen-
dent in everyday life. Described system will be able to assist the blind
in unknown environment (stereo-vision based depth analysis module),
to recognise familiar persons and read texts and labels. All information
gathered by stereo-vision module and processed by the system (about
obstacles in surrounding, result of face recognition, texts in visual field)
will be available for the user thanks to tactile interface and the sound
system. Considered here device can also help in moving around (system
can be connected to a small vehicle).

Keywords: visually impaired, neural networks, stereovision, depth
analysis.

1 Introduction

A significant number of the elderly suffer from poor eyesight. Even though they
might be otherwise enjoying good health and relative fitness, they still face ev-
eryday difficulties with recognizing places, faces, reading text, as well as stress
when crossing streets. This often has the effect of confining seniors to their
own home. But even there, in a friendly environment, impaired sight still cre-
ates significant difficulties. All types of text - whether it is on a TV screen,
in newspapers, on medicine labels, is usually written in small letters making
it indiscernible for people with poor eyesight. Thus the home environment be-
comes inhospitable, forcing the residents to use dedicated carers. Overtime as
additional medical problems with moving might appear the elderly can feel im-
prisoned in their homes, isolated, alone and not needed. Therefore some aid in
recognizing the home and the surrounding environment can give the elderly an
improvement of self confidence, a chance for a more independent, better quality
life and the opportunity for active participation in the local community. Fur-
thermore wheelchair or electric scooter users will receive driving assistance from
the proposed system. The system, presented here, aims to address most of the
everyday life difficulties of seniors with poor eyesight. Eyes give us the possibil-
ity to estimate the distance to a nearby object, recognize its shape, read and
predict the moving object’s position and so on. A truly useful aid for a visually
challenged person is one that would facilitate both mobility and independence.

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 645–652, 2012.
� Springer-Verlag Berlin Heidelberg 2012
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A successful visual aid system will require depth perception, this can be achieved
by utilizing a binocular system. Additionally such a solution would make face
and text recognition feasible. The information gathered by the vision system
would be fed to the user via a tactile interface. By touching an interface plate,
the user would be able to perceive the third dimension effectively replacing the
white cane. Tactile interface, proposed here, was not used before and seems to be
much more convenient than e.g. sound 3D. Face recognition is a major issue for
people with sight impairments. This is often exploited by criminals who pose as
friends or relatives. Information recognized faces in the vicinity can be supplied
to the user via a speaker speech system. Another major obstacle in the day to
day lives of seniors with poor eyesight is shopping and running errands. Given
that our system would have the feature of reading out text the user would be able
to obtain the necessary products from the shop by himself/herself. The touch
interface would supply shape information about the examined object and labels
could be read out via the audio system. Finally the system can be augmented
with a GPS module, allowing safe and easy navigation around the city and pro-
vide assistance with negotiating any obstacles that might arise. Additionally this
would allow the carer to know where the user is located enabling quick response
to any problems.

2 State of Art

The authors carried out survey concerning the systems, that could be helpful for
individuals affected by impairment of sight in their everyday , independent life.
The most interesting solutions are the following. One of this was presented by
Pe�lczyński et all [1]. This system, based on stereovision, is able to lead the blind
and warn about obstacles, thanks to 3D sound. The authors mentioned some
efficiency problems of the system - the algorithm used for depth analysis was
too simple (SAAD algorithm) to be able to solve the stereo-matching problem.
Another application, proposed in literature is the system elaborated by professor
Materka and his team [2, 3]. In this case efficiency of the system seems to be
proved. Both mentioned above systems can assist the visually impaired people
in unknown environment. The depth’s perception is obtained by the 3D sound.
The system, that seems to be similar with the authors idea, was build in Japan
by Yairi et All [4]. This system allows for obstacles detection and assisting in
moving around. Unfortunately, there was no information about used algorithms
and components, which is crucial for the functionality of the device.

3 The Idea

Proposed system is based on stereo vision [5]. The advantages of stereo vision
include; ease of use; non-contact; lack of emissions; low cost and flexibility [6-
10]. The entire system could appear as shown in fig. 1. The system (fig. 1.) can
be divided into three separate processing layers. At layer 1 the acquisition of
image is carried out. It is performed by two stereoscopic cameras attached to
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stereo-cameras system
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Fig. 1. The portable binocular vision system supporting aged and visually impaired
people

the binoculars. Because of the displacement of the cameras, each image point
in left and right pictures has slightly different position, which allows for depth
calculation. At layer 2 the two images (from the left and right cameras) are
fed into the PROCESSING UNIT. The unit would consist of a specialized com-
puter with algorithms that allow for finding the distance to each point on the
observed scene, recognition of objects (both functions implemented as neural net-
works) and also some additional functions: voice simulation, cooperation with a
GPS system, reading text, vehicle motion support and coordination. The depth
analysis problem seems to be the most difficult one. The real scene contains
large amounts of points, and the complexity of the correspondence problem de-
pends on the complexity of the scene. There are some ways that can help reduce
the number of false matches, but many unsolved problems still exist in stereo
matching. The authors of the proposal have worked out completely innovative
algorithm of depth analysis from stereo pictures. This algorithm is based on the
Self-Correcting Neural Network (completely innovative architecture of neural
network with possibility of synaptic connection strength correction) [12], giving
incredibly low error . High efficient algorithm together with parallel processing
architecture should give satisfying results. Aged people often have problems with
recognizing familiar faces. This is why the face recognition functionality is one
of the most important features of the system. It can be solved with the help of
associative memory. Additionally third dimension of considered object can im-
prove results of the recognition process. So far shopping was nearly impossible
for visually impaired people. A portable vision system allows for object detection
(the stereo-vision module) through tactile interface. The touch interface gives of
shape estimate information. Label and prices can be read through the text recog-
nition feature. All text in the field of vision could be read by system through the
earphone on demand. Information about recognized pieces of text in the vicinity
can be given to the user through the audio or tactile channels. The processing
unit would be fitted with an external connector. It allows for cooperation with
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external devices (mainly the vehicle, but other devices are possible). At layer
3 the results from the processing unit are converted and written as OUTPUT
DATA. The information about the depth of the scene, result of object recogni-
tion are passed to a tactile interface. The topological (tactile) plate is an object
of a pending patent. The tactile interface consists of three independent modules:
topological plate, vibrating action buttons and brail information’s displayer. By
touching this plate, the user is able to perceive the 3rd dimension of his/her sur-
rounding effectively replacing the white cane. Initial design of tactile palmtop
interface presents fig.2.

Topological plate

Marked vibrating
action buttons

Brail text displayer

Fig. 2. Design of tactile interface

The upper part of the interface allows for the depth perception by the blind.
Thanks to innovative construction, depth of the observed (by stereo-cameras
system) scene is transformed to this element, and can be received by the user.
The middle part of interface is used for the system control. Vibrating buttons
inform about possible action and also for releasing the action. E.g. if in a view
area a text appears, the appropriate button will vibrate (frequency of vibrating
is inversely proportional to the distance to the object). Pushing this button
invokes text reading action. All text in the field of vision could be read by
system through the earphone on demand. Information about recognized pieces
of text in the vicinity can be given to the user through the audio or tactile
channels. Brail text displayer is another option for the user. Moreover the sound
system can warn the user about recognized obstacles. The elderly can have some
problems with spatial orientation and reaching their destinations. This can be
supported by a GPS module in the system. Information about the route can be
passed through the earphone. By connecting the system to the Internet it is also
possible to relay the position of the user to other people (carer). Crossing roads
is another frequent problem for visually impaired people. Moving objects can
be identified through depth analysis and image segmentation. This information
can be very useful in safely roads crossing assistance (information about an
opportunity to cross the road could be given through the earphone). Smart,
small vehicle can be helpful for independent moving outdoors and also indoors
(e.g. in markets). When equipped with driving support system, it becomes safer
and more convenient. Such a vehicle should prevent collisions, assist in finding
localization and lead to the destination place. These features can be obtained
by connecting the vehicle with the vision system (vision system can operate
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independently or support driving when connected to the vehicle). The vision
system should be able to make basic semantic analysis of the scene and estimate
distance to the detected obstacles. The vehicle will be equipped with additional
camera in order to analyze the way in front of the vehicle. In an emergency, the
system will inform the user by vibrating the interface part, marked as obstacle
warning. If there is no reaction from the user, the voice warning appears. If
the vehicle still goes on, the driving support system may slow down or even
stop the vehicle. The system described here does not attempt to modify the
environment in order to fit it to the needs of older people, but attempts to make
the lives easier and independent by trying to address some of the most important
problems faced by people with poor eyesight.

4 The Preliminary Research Results

The system considered here is on the stage of advanced project. The authors
are working on component modules of the system. The most advanced compo-
nent is the stereo-vision system, based on the depth analysis algorithm. Pro-
posed novel neural structures considers the following Hopfield Neural Networks:
Hybrid-Maximum Neural Network (HMNN) [11] and Self-Correcting Neural Net-
work (SCNN) [12]. Each network has different advantages, confirmed in prelim-
inary tests. The main advantage of HMNN is its high performance with good
enough accuracy. The SCNN offers exceptionally high accuracy, not observed in
any other considered network. In order to verify the efficiency of algorithm a
comparison with solutions known from literature was carried out. Each neural
stereo-vision algorithm was simulated in the same experimental conditions . The
results of the Hybrid Maximum Network’s and Self-Correcting Network’s work-
ing were juxtaposed with the results of stereo matching process, performed by
some other Hopfield-based networks [13-17]. Obtained depth maps (the bright-
ness of points are proportional to disparity corresponding to this point) and
errors were shown in fig. 3. Proposed structures were marked on red. In the
case of HMNN, thanks to the use of maximum mode of network’s working (only
extremely stimulated neurons are taken under consideration), the time of com-
putation significantly decreases. The experimental results indicate significant
advantage of using the maximum mode after finding the global minimum attrac-
tion area. A comparative analysis, performed with the classical Hopfield network
(analogue and discrete), Maximum Network and Hybrid Maximum Network in-
dicated a better performance of the latter type of network. This solution was
similar to that obtained by the analogue Hopfield-like network, but the number
of iterations in our case was much smaller. As the computational time is crucial
in the real-time applications , the use of novel Hybrid Maximal Network is jus-
tified. Another advantages was found for the SCNN. The most typical problem
for the Hopfield-like networks, with trapping in local minimum of energy, was
solved by using a supervising layer. Thanks to interconnection weights modifi-
cation, done by the supervising neurons, the local minima trapping problem is
solved. Moreover the experimental results also prove another interesting feature
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The picture The name of network Depth map Error (in
percents)

Analogue Hopfield-like

neural network
19,89

Discrete Hopfield-like neural

network
69,02

Discrete Hopfield-like

neural network with

continuous activation

function

59,62

Maximum neural network 68,52

Hybrid Maximum Neural

Network
20,04

Self-Correcting Neural

Network - after the first
weight correction

11,45

Self-Correcting Neural

Network - after the second

weight correction

4,37

Fig. 3. The juxtaposition of results of working neural networks investigated in the
present publication
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of the supervising neurons: they are responsible for the interconnection weights
modification. A comparative analysis, performed with the classical Hopfield net-
work and SCNN indicated a better performance of SCMNN. The solution of
stereo correspondence problem obtained looks to be more promising compared
to the classical Hopfield like network.

5 Conclusion

The elderly with impaired sight are considered disabled in all civilized countries
and usually belong to a special care group. Special funds and resources are
allocated to cover most of the costs related to adapting their living spaces to
their needs. In most cases however they require full or part time help from their
carers. The introduction of the proposed here system could change that - the
visually impaired could once again live with a high degree of independence.
The system is under intensive research, carried out by the authors. A part of
the visual system was presentedpaper. In this study authors show the use of two
innovative Hopfield architectures based on the following neural networks: Hybrid
Maximum Neural Network and Self-Correcting Neural Network. The networks
have been used in stereo matching process. This problem is formulated as an
optimization task where an energy function of network, which represents the
mapping of all constraints on the solution, is minimized, thanks to a neural
network. The advantage of using a Hopfield neural network is that a global
match is automatically achieved because all the neurons are interconnected in
a feedback loop so the output of one affects the input of all the others. The
convergence into a stable state is guaranteed for continuous Hopfield-like network
with continuous activation function. The parallel execution capability of this
structure is also a powerful property that should be taken into consideration in
terms of the foreseen target system.

As was shown, only results obtained by continuous, Hybrid Maximum and
Self-Correcting networks that can be accepted. Almost the same errors as for
analogue network were obtained by Hybrid Maximum network. Moreover the
HMNN was faster- the number of epochs for this kind of structure was 30 per-
cents lower than in the case of analogue Hopfield-like network - very important in
real-time applications. The most accurate performance offers the Self-Correcting
Neural Network. This solution gains its accuracy due to weight correction pro-
cess. This leads to the conclusion that the weights correction process, based on
the obtained solution’s analysis, is essential to reach a correct solution of stereo
correspondence problem. This approach can be crucial for applications requiring
really high accuracy (like the vision system supporting visually impaired people).

Taking into account obtained results we conclude that HMNN and SCNN are
the most efficient among considered neural structures. These structures can find
application is the system proposed here. This approaches can be crucial for the
applications requiring really high accuracy (e.g. system of supporting visually
impaired people).
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Abstract. Development of dependable applications requires selection
of appropriate fault tolerance techniques that balance efficiency in fault
handling and resulting consequences, such as increased development cost
or performance degradation. This paper describes an advisory system
that recommends fault tolerance techniques considering specified devel-
opment and runtime application attributes. In the selection process, we
use the K-means clustering algorithm to identify similarities between
known fault tolerance techniques to select those ones that are possi-
bly different, but simultaneously conform to developer specification. As
a part of the research, we implemented a web-based system that cov-
ers definition of attributes, aggregates knowledge about fault tolerance
techniques together, and implements the advisory algorithm.

Keywords: fault tolerance, clustering, advisory systems, software
development.

1 Introduction

Development of dependable computer systems remains a challenging task; con-
sidering the size, complexity and application domains of the systems. Fault tol-
erance is one of means to attain dependability by providing system functionality
even when faults occur in the system [2] [9] [13] [6]. A number of concrete fault
tolerance techniques (FTT) exist, including: checkpointing, N-version program-
ming, atomic actions and exception handling, among others. The use of any FTT
requires additional time and development cost, which is often the main obstacle
that limits application dependability.

Development of dependable applications requires selection of appropriate
FTTs that balance cost and efficiency, and consider other attributes such as
development time, performance and parallelization. However, developers lack
appropriate knowledge and guidelines that simplify the selection process, which
causes dependence on human factor. This in turn may lead to human made
errors, company specific solutions and unrepeatability of the whole process.

Considering the difficulties, we propose a methodology that assists the devel-
oper in the process of FTT selection. The developer specifies required attributes
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that may concern dependability (such as reliability or availability), development
process (such as time or budget) or application quality of service (QoS) (such
as performance). The methodology recommends FTTs that match specified at-
tributes, but simultaneously differ in their attributes other than specified. We
assume that it is not reasonable to use similar techniques because it increases
the development cost and does not increase the coverage of tolerated faults.

As a preliminary step of the methodology, we identified attributes of FTTs
and rated many existing FTTs. The methodology uses the K-means clustering
algorithm to identify groups of similar FTTs depending on general rates assigned
to the techniques. The methodology selects techniques that are assigned to dif-
ferent clusters and match required attributes best. We used a heuristic approach
in the methodology, analogously to other expert systems [7].

The rest of the paper is organized as follows. The next section presents re-
lated work and our motivation. Sect. 3 presents fault tolerance techniques, thier
attributes and rating. The recommendation algorithm is discussed in Sect. 4.
Then, the system that implements the methodology is presented in Sect. 5; and
Sect. 6 concludes the paper.

2 Related Work and Motivation

Fault tolerance is a mature research discipline, in which numerous models and
solutions have already been proposed. However, the solutions typically address
tolerance of concrete faults rather than a general comparison of FTTs and their
selection. Consequently, software developers are faced with the difficulty to select
appropriate FTTs that would conform to project requirements. There is no work
known to us that supplies a method of automated recommendation of fault
tolerance techniques in software development.

The ReSIST (Resilience for Survivability in IST) [2] Network of Excellence
created a comprehensive knowledge base and catalog of documents related to
the creation of highly dependable systems. Project outcomes cover a knowledge
base browser, proposals of new solutions and a list of Resilience-Explicit Com-
puting Mechanisms has been created. Books and articles [13,6,15,9] overview
fault tolerance techniques. Additionally, it is agreed that fault tolerance requires
redundancy and additional development effort. In our work, we propose an advi-
sory system that can automatically recommend appropriate FTT, which is not
available in existing knowledge bases and catalogs.

[7] presents a comprehensive methodology for selecting requirements
engineering techniques in the development process. The work presents a list
of requirement engineering techniques, technique evaluations and a selection al-
gorithm based on the clustering approach [12]. In our work, we apply a similar
operation pattern that recommends appropriate techniques depending on tech-
nique and project attributes. Our work differs in that we apply the methodology
in fault tolerance rather than requirements engineering, which requires different
definition of techniques, attributes and selection rules.
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[16] presents a general fault tolerant architecture GFTSA and formal lan-
guage Object-Z to prove properties of GFTSA. The architecture uses many com-
mon fault tolerance concepts such as checkpointing, coordinated recovery, and
exceptions. Many detailed techniques and models of fault tolerance have been
proposed. [3] presents a solution of coordinated forward recovery and exception
handling in distributed systems. [1,4] focus on development of heterogeneous
software systems by integrating off-the-shelf modules of unknown dependability.
[14,8] present solutions that use redundancy and voting to improve dependabil-
ity in distributed applications. In our work, we do not propose a novel method
for tolerating faults but rather a methodology of selecting an appropriate FTT.

3 Evaluation of Fault Tolerance Techniques

Fault tolerance techniques influence both development and runtime of applica-
tions. Development is influenced by additional time and effort required for tech-
nique application in practice. Runtime is influenced by additional fault tolerance
and additional overhead that may cause performance degradation.

During the analysis, we consider three groups of attributes:

– Development attributes. The attributes concern the impact of a FTT on
the development process, which includes: economy - required cost and time
overhead (CST), configuration simplicity (CS), maturity (MTR), learning
curve (LC), popularity (POP).

– Application behavioral attributes. The attributes concern features related to
QoS that may be influenced by using a particular FTT: sequential perfor-
mance (SP), parallelization (PAR), error detection (ED) and fault tolerance
(FT).

– Dependability attributes [6,2,11,10]. Typically, dependability is described
using the following detailed attributes: reliability (REL), availability (AVL),
safety (SAF), confidentiality (CON), integrity (INT) and maintainability
(MNT).

Some of the attributes have a heuristic nature which requires subjective expert
opinions. This, however, conforms with the general approach of the methodology
as it leverages the heuristic approach. We use AT to denote the set of considered
attributes.

Identification of FTTs and description of their attributes are first steps re-
quired in selection of appropriate techniques. We leverage existing knowledge of
FTTs, such as: [13,3,15,6,2]. The identification of the attributes enables a sys-
tematic description and classification of a FTT. Selected FTTs include: coding
techniques (checkpointing, exception handling, transactions, distributed trans-
actions), design diverse techniques, based on redundancy in implementation and
design (recovery blocks, N-version programming), data diverse techniques, based
on data re-expression algorithms (N-copy programming, Retry blocks) and oth-
ers. More techniques and detailed descriptions are registered in the web system.

Table 1 shows exemplary results of FTT ratings.
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Table 1. Selected fault tolerance techniques and attributes

CS CST MTR LC POP ED FT SC PAR

Checkpointing 3 4 5 4 3 4 3 3 1

Deadline mechanism 2 2 2 3 1 3 3 2 2

Distributed Recovery Blocks 2 2 3 2 2 4 4 1 5

Exception Handling 5 4 5 5 5 2 3 4 2

N-copy programming 4 5 3 4 3 2 3 1 5

N-self checking 2 2 3 3 3 3 5 2 5

N-version programming 4 3 4 4 4 5 5 1 4

Recovery Blocks 3 2 3 3 2 4 4 1 1

Retry Blocks 3 4 5 5 3 2 3 2 2

Self-configuring optimal programming 1 2 2 1 1 4 4 2 3

Transactions 5 3 5 5 5 4 4 3 3

... ... ... ... ... ... ... ... ... ... ... ...

After identification of attributes and known FTTs, we performed an
expert-based rating using the following procedure:

– We performed a survey among experts in software engineering and depend-
ability. Each FTT was rated individually by four experts that assigned
appropriate rates for each FTT attribute.

– We normalized the rates and calculated the final result by averaging in-
dividual ratings. All rates were scaled to the range of 1 to 5 (Rates =
{1, 2, 3, 4, 5}), where 1 denotes the lowest desired value and 5 the highest
desired value.

– Each t ∈ FTT was given a rate ρ ∈ Rates for each attribute a ∈ AT
constructing a vector:

Rates(t) = [ρ1,t, ρ2,t, ..., ρM,t] (1)

where M is the size of AT .

Although expert-based rating is a heuristic approach, it is argued that the
approach is effective [7,5] in many cases. The rating enables transition from
heuristic knowledge to a machine-interpretable form. Our solution uses the same
processing model as [7], adjusted to the specific methods of fault tolerance.

4 FTT Selection Method

The selection method uses information about FTTs, attributes and rates given
previously by experts. We assume that FTT rating is universal, that is it is made
available for developers independently from the project they are developing.

4.1 Specification of FTT Requirements

The recommendation algorithm requires the following information regarding the
concrete development project that is considered:
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– The number of required techniques (K)
– Specification of attribute group to be used in clustering and evaluating. We

assume that attributes are selected from one of two groups: (i) general de-
pendability attributes, (ii) development and application behavior attributes.

– Specification of desired attributes of techniques for the concerned project
given arbitrary by a software developer. The specification containsN selected
attributes a ∈ AT and their weights (w) expressed in the range of 1 to 5:

ATRequirement = ((a1, w1), (a2, w2), ..., (aN , wN )) (2)

The purpose of the algorithm is to recommend K techniques such that:

– The varied sum of rates for attributes in ATRequirement is maximized.
Attributes specified with higher weights are considered as more important.

Maximize

K∑
k=1

N∑
n=1

Rate(tk, an) ∗ wj (3)

and
– Recommended techniques differ in attributes other then specified in the input
ATRequirement.

4.2 Clustering-Based Categorization of FTT

We intend to select techniques that are possibly different but simultaneously
conform to developer requirements. Consequently, the recommended set of FTT
provides a possibly wide coverage of unspecified features. We used the K-means
clustering algorithm [12] to divide FTTs into groups of similar techniques. From
each cluster, we recommend the technique that matches best theATRequirement.
We map the description of FTTs into the model appropriate for the K-means
clustering algorithm as follows:

– FTT attributes create a multi-dimensional space S
M , the number of FTT

attributes is the dimension of the space (M).
– Each technique is considered as a vector p ∈ S

M . Rates of FTT attributes
are values in corresponding dimensions.

– The size of FTT (the set of fault tolerance techniques) corresponds to the
number of vectors ({p1, p2, ...pN}).

– The number of selected techniquesK corresponds to the number of generated
clusters (ω1, ω2, ..., ωK).

The objective of K-means clustering is to minimize the function:

J =

K∑
k=1

⎛⎝ ∑
j,pj∈ωk

d(pj , μk)

⎞⎠ (4)

where dmeans the distance between a point p and a cluster center μ. The distance
measure is also a criterion for cluster membership: a point belongs to the cluster
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that is closest to it. It may be viewed as a global optimization goal to minimize
the average error. We used three distance metrics: Euclidean, Chebyshev and
Manhattan.

After clustering, closer points vary less, which means the techniques grouped
in one cluster can be regarded as competing. The points from different clusters
can be regarded as complementary. Selecting a point from each cluster chooses
the best technique in each group while selection of points from different clusters
provides the widest range of coverage of features.

4.3 Algorithm Operation

Algorithm 1 shows the main steps of the FTT recommendation algorithm that
works as follows:

1. Initial pre-selection of a subset of candidate techniques. Since not all tech-
niques are appropriate in each case, the user has a possibility to pre-harvest
selection of candidates.

2. Division of FTTs into subsets using clustering. We intend to select tech-
niques that are possibly different but simultaneously conform to developer
requirements.

3. Selection of techniques. The algorithm selects “the best” technique from
each cluster, which means selecting the technique with the highest evaluation
function (Equation 3).

4. Clustering verification. The process of clustering may result in an empty clus-
ter [12] because of its heuristic nature. If the situation occurs, the algorithm
selects another technique from a non-empty cluster.

5. Recommend FTT and present corresponding code patterns.

5 Implementation and Evaluation

The designed methodology was implemented in a system that manages appropri-
ate data infrastructure and supplies the recommendation algorithm. Using the
system, we registered approximately twenty FTTs, technique attributes, FTT
ratings and code snippets.

The system supplies two kinds of interfaces: a web based interface and Web
services interface. The web interface is expected to be regularly used by develop-
ers. It allows one to configure parameters of the clustering algorithm, adding and
deleting new elements: techniques, attributes, etc. The Web services interface al-
lows connection to the system by other tools and modules related to application
development. It supplies the recommendation mechanism, technique description
and attributes. The application is available at:

http://www.fttadvisor.eti.pg.gda.pl
The system is implemented in the .NET 3.5 environment and uses the MS SQL

2008 database to store data. It is constructed as a typical three-layer application
containing data access layer, business logic layer and interface layer (divided into
Web services and www modules). The system covers approximately ten thousand
LOC of C#, SQL and ASP pages. Adequate SQL scripts and installers are also
supplied.
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Algorithm 1. Selection of FTTs depending on user specified attributes

input: techniqueCount, attributeGroupName, userWeights,
THREAD COUNT , MAX STEPS, TOTAL RANDOM

output: set of recommended techniques
1: Techniques t = ReadTechniques(attributeGroupName, userWeights);
2: SynchronizedContainer container = new SynchronizedContainer();
3: Techniques[] techniques = Clone(t, THREAD COUNT );
4: for i = 1 to THREAD COUNT in parallel do
5: initialTechniques = techniques[i];
6: if techniqueCount ≥ initialTechniques.Size() then
7: container.Put(initialTechniques);
8: else
9: Cluster[] clusters = DistributeInitialClusters(TOTAL RANDOM);
10: for i = 1 to MAX STEPS do
11: for all c in clusters do
12: c.FlushCluster();
13: end for
14: for all t in initialTechniques do
15: Cluster c = FindTheNearestCluster(t, clusters);
16: c.Assign(t);
17: end for
18: for all c in clusters do
19: c.MoveTheClusterCentre();
20: end for
21: if HasAnyClusterNotMoved() then
22: break;
23: end if
24: end for
25: int emptyClusters = 0;
26: for all c in clusters do
27: if c.IsEmpty() then
28: emptyClusters = emptyClusters + 1;
29: else
30: container.Put(c.GetTheMostRatedTechnique());
31: end if
32: end for
33: for i = 0 to emptyClusters do
34: container.Put(GetTheBestTechniqueNotSelectedYet());
35: end for
36: end if
37: end for
38: JoinAllThreads();
39: return container.GetTheBestTechniques(techniqueCount);
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Fig. 1. Techniques tree

Fig. 1 shows a screenshot of registered techniques classified in categories.
The system enables an administrator and a user to configure the clustering

algorithm, including: max number of iterations, min and max dimension value,
distance metric, using all attributes for clustering and for objective function.

6 Conclusions

The paper proposed a methodology of automated recommendation of fault toler-
ance techniques. Our work leverages knowledge about existing attributes related
to development of dependable applications and existing catalogs of fault toler-
ance techniques. We conducted an expert based rating of techniques and pro-
posed an algorithm such that selected techniques match developer requirements
and simultaneously are possibly different. The algorithm is based on K-means
clustering as a heuristic method of unsupervised learning. The methodology was
implemented in a web based system.

The methodology and the implemented system will be the basis for further
work. The current set of techniques includes the most important and recognizable
ones. We plan to register more techniques in the system to cover both general
purpose, and specific, techniques. Hierarchization is another interesting research
area that originates from the clustering approach. Categorization of techniques
would be advisable to guide developers through the selection process.
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Further, FTTs are described solely on specified attributes, which narrows
expressiveness. New means of description may cover concepts unavailable in the
current analysis such as: field use of an application, application architecture,
development technology, and others. The extension can lead to better clustering
and matching of entered requirements.
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Abstract. The propositional satisfiability problem (SAT) is one of the
most studied NP-complete problems in computer science [1]. Some of
the best known methods for solving certain types of SAT instances are
stochastic local search algorithms [6].

Pure Additive Weighting Scheme (PAWS) is now one of the best dy-
namic local search algorithms in the additive weighting category [7]. Fang
et. al [3] introduce the island confinement method to speed up the local
search algorithms. In this paper, we incorporate the island confinement
method into PAWS to speed up PAWS. We show through experiments
that, the resulted algorithm, PAWSI, betters PAWS in solving the hard
graph coloring and AIS problems.
abstract environment.

Keywords: The propositional satisfiability problem, local search algo-
rithms, the island confinement method, PAWS.

1 Introduction

The satisfiability (SAT) problem is one of the best known and well-studied prob-
lems in computer science, with many practical applications in domains such as
theorem proving, hardware verification and planning [7]. ”The techniques used
to solve SAT problems can be divided into two main areas: complete search tech-
niques based on the well-known Davis-Putnam-Logemann-Loveland (DPLL) al-
gorithm [8] and stochastic local search (SLS) techniques evolving out of Selman
and Kautz’s 1992 GSAT algorithm [9]” [7].

Fang et. al [3] introduce the island confinement method (ICM) to speed up
the local search algorithms. This method considers some clauses, the island, as
hard in which the search satisfies these clauses throughout the search process.
Fang et. al [3], and Kilani [4] incorporated the ICM into the DLM [11], [12],
[13] and ESG [14] algorithms. They showed that the resulted algorithms after
the incorporation process betters the original algorithms in solving the SAT
problems encoded from the binary constraint satisfaction problems. Fang et. al
[2], [5] further introduce two new theorems to find an island.
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In this paper, we incorporate the island confinement method into PAWS to
speed up PAWS for solving any type of SAT. We show through experiments
that, the resulted algorithm, PAWSI, betters PAWS in solving the hard graph
coloring and AIS problems.

The rest of this paper is organized as follows. Section 2 introduces the SAT.
Section 3 presents the PAWS algorithm based on the source code taken from
the author. Section 4 introduces the ICM which we incorporate into PAWS to
speed up PAWS. Section 5 presents PAWSI, our algorithm after incorporating
the ICM into PAWS. Section 6 shows the results of running PAWS and PAWSI
and compares between them. The last section gives conclusion remarks.

2 SAT

A SAT problem has n (Boolean variables)/variables : x1,...,xn [10]. For each
variable xi, there exist two literals, x̄i (the negative form) and xi (the positive
form). Each variable can take the value of either true (1) or false (0). When xi
= true the literals x̄i and xi are false and true respectively and when xi = false
the literals x̄i and xi are true and false respectively. A clause or a constraint is
a disjunction of literals which is true (satisfied) when at least one of its literals
is true. The SAT problem is a conjunction of a set of clauses.

The SAT problem consists of finding an assignment to all variables of a propo-
sitional formula φ, expressed in conjunctive normal form (CNF) so that all
clauses of φ is satisfied [10]. An valuation or a state is a complete assignment
to each variable the value of either true or false. A solution is an valuation that
satisfies all the clauses. A solution space of a SAT problem s is a set of all solu-
tions of s. Flipping a literal x or x̄ means flipping the variable x by changing its
current value either from true to false or false to true.

Example 1. given a SAT problem which has the set of variables: {x1, x2, x3,
x4}, and the set of clauses {c1, c2, c3, c4}, where c1 ≡ x1 ∨ x2 ∨ x3 ∨ x4, c2 ≡
x2 ∨ x3, c3 ≡ x2 ∨ x3 ∨ x4, and c4 ≡ x3 ∨ x4 ∨ x2.

3 PAWS

The Pure Additive Weighting Scheme (PAWS) is now one of the best dynamic
local search (DLS) algorithm in the additive weighting category [7]. PAWS is one
of the current state-of-art techniques for solving SAT. The DLS algorithm is the
local search algorithm that adjusts the weights of the clauses, the noise value,
and/or the value of the smooth probability (SP) during the process of executing
the local search algorithm. The SP is the process of decreasing the weights of
the clauses during the process of executing the local search algorithm. Figure 1
shows PAWS as taken from [15]. In this figure, PAWS include all the lines that
do not start with the minus sign. PAWS works as follows. It gives each clause in
a SAT problem a weight. Initially, it generates a random starting point (i.e. a
random valuation) and sets each clause’s weight to 1. In a search for a solution,
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PAWS makes a series of local search moves from the current valuation to a better
(best < 0) or equal neighbour (best = 0) valuation. This neighbour valuation
becomes the current valuation after moving to it. PAWS repeats this process of
moving from the current valuation to a neighbour valuation until it either finds
a solution or the time is over. The neighbour valuation of a valuation x is the
valuation that results from flipping a single variable v from x. Valuation x is
better than or equal to valuation y, if the sum of the weights of the unsatisfied
clauses in x is less than or equal to the sum of the weights of the unsatisfied
clauses in y respectively. The best neighbour of x is a better neighbour of x
that has the minimum sum of the weights of the unsatisfied clauses among the
neighbours of x. Initially, the current valuation is the random starting point.
PAWS moves to the best neighbout valuation of the current valuation if there
is any better neighbour valuation. It moves to a best neighbour by flipping one
of the best literals from the best set if best is not empty. All the literals in
best must appear in the unsatisfied clauses of the current valuation. Whenever
PAWS encounters a situation where there is no better neighbour valuation, it
will either move to an equal neighbour valuation with probability Pflat or it will
increase the weights of the currently unsatisfied clauses and make smoothing if
the number of times clause weights increased exceeds a certain number,Maxinc.
If PAWS does not find a solution within a cutoff flips, it restarts the search. It
repeats this up to a number of tries (tries), where tries is a parameter.

4 The Island Confinement Method

The ICM is based on an observation: a solution of a SAT S must lie in the
intersection of the solution space of all clauses of S [2]. Solving S thus amounts
to locating this intersection space [2]. In addition, the solution space of any subset
of clauses in S encloses all solutions of S [2]. Fang et. al. [2] introduce the notion
of the island constraints. We say that a conjunction of constraints is an island
if we can move between any two valuations in the conjunction’s solution space
using a fine sequence of local moves without moving out of the solution space
[2]. The constraints comprising the island are island constraints [2]. Furthermore,
Fang et. al. [2] and Fang et. al. [5] introduce two theorems when a set of clauses
forming an island. The first theorem species that the set of clauses forming an
island when there is no literal and its complement appearing in these clauses.
Fang et. al. [2], [3] and Kilani [4] use this theorem to incorporate the ICM into
the DLM [11], [12], [13] and ESG [14] algorithms. However, Fang et. al. [2], [3]
and Kilani [4] use the SATs translated from the binary constraint satisfaction
problems. Every instance of these SATs has two parts. The set of clauses in the
first and second parts contains all the literals in the positive and negative forms
respectively. The first part does not contain any negative form for any variable
and the second part does not contain any positive form for any variable. Fang
et. al. [2], [3] and Kilani [4] use the second part as island constraints.
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PWAS()
- generate random starting point
+generate random starting point from the island
for each clause ci do set clause weight wi ← 1
while solution not found and not timed out do
best ← ∞

- for each literal xij in each false clause fi do
+ for each free literal xij in each false clause fi do

Δw ← change in summed weight of false clauses caused by flipping xij

if Δw < best then L ← xij and best ← Δw
else if Δw = best then L ← ∪ xij

end for
if best < 0 then randomly flip xij ∈ L
else if best = 0 and probability ≤ Pflat then flip xij ∈ L
else

+ if island trap or probability ≤ P1 then
+ if probability ≤ P2 free the best literal from unsatisfied clauses
+ else free the second best

for each false clause fi do wi ← wi + 1
if # times clause weights increased % Maxinc = 0 then
for each clause ci|wj > 1 do: wj ← wj − 1

end if
end if

end while

Fig. 1. PAWS: All the lines that do not start with the plus sign and PAWSI: All the
lines that do not start with the minus sign
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5 PAWSI

We need to define the set of island constraints before incorporating ICM into
PAWS. As we mentioned in the previous section that the first theorem species
that the set of clauses forming an island when there is no literal and its com-
plement appearing in these clauses. Therefore, we have developed the algorithm
shown in figure 2 to find the island clauses. This algorithm finds the set of clauses
in which no literal and its complement occurring in in these clauses. Initially, it
stores all the clauses and the literals of the SAT problem in IslandClauses and
literals respectively. Then, it calculates the number of occurrences of each literal
(i.e. form literals) in these clauses (i.e. IslandClauses). It finds the smallest
occurrence literal Lit1 after that. It removes all the clauses from IslandClauses
in which Lit1 occurs. Finally, it removes Lit1 and Lit1 from literals. It repeats
these steps until literals becomes empty.

FindIslandClauses()
IslandClauses = all clauses in the SAT problem
literals = all the literal in the SAT problem
cls = all clauses in the SAT problem
while literals is not empty do
for each literal li in the SAT problem do Countli = 0
for each clause ci ∈ cls do

for each literal xi ∈ ci do
Countxi = Countxi + 1

end for
end for
bestLitSet = {k | k ≤ County , ∀ y ∈ literals}
Lit1 = choose randomly one litral from bestLitSet
clLit1 = all the clauses in wich Lit1 occurs
IslandClauses = IslandClauses − clLit1
literals = literals − Lit1
literals = literals − Lit1

end while
return IslandClauses

Fig. 2. FindIslandClauses()

We incorporate the ICM into PAWS in order to speed up PAWS. We name the
new algorithm PAWSI. Figure 1 shows PAWSI. In this figure, PAWSI includes
all the lines that do not start with the minus sign. Initially, PAWSI starts from
an initial valuation inside the island. This initial valuation satisfies all the island
clauses. Simply, we can do this by passing by each island clause, choosing one
of its literals, and making it true. Similar to PAWS, PAWSI moves from the
current valuation to a better or equal neighbour valuation by flipping the best
free variable x from the unsatisfied (or false) clauses. A free variable is a variable
once flipped the search remains inside the island (i.e. no island clause is violated).
The remaining search steps are the same as in PAWS.
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PAWSI reaches an island trap during the searchprocess. An island trap happens
when there is no neighbour valuation for the current valuation that is inside the
island. In other words, flipping any literal from the unsatisfied clauses moves the
search outside of the island by violating at least one island clause. In this case,
PAWSI frees one of the variables from the unsatisfied clauses. To free a varaible,
x, we need to flip the set of variables, freemex , from the satisfied clauses which
makes x not free. By flipping all the variable from freemex, x becomes free.

6 Experiments

We got the source code of PAWS from the author through a personal commu-
nication and we incorporate the ICM into this source code to produce PAWSI.
PAWS is implemented using a C language under Linux or Unix platform. The
time function used calculates the sum of the user time and the system time.

PAWS has four parameters: cutoff , tries, Pflat, and Maxinc. We use the
default parameters’ values, Pflat = 0.15 and Maxinc = 10, as provided by the
source code. We use the cutoff = 20, 000, 000 and tries = 1 since we noticed
that PAWS’s performance degraded while running the instances taken with the
default values of cutoff and tries.

We use a PC with Pentium III 800 MHz and 256 MB memory to get the results.
We run PAWS and PAWSI for each instance for 100 runs and each run is

terminated if it reaches 3,000 seconds of CPU time without finding an answer.
We test PAWSI using the benchmarks Thornton [15] used while creating PAWS.
Thornton uses the instances: blocks world, graph coloring, AIS, small random 3-
SAT, and large random 3-SAT. Initially, we experiment with the graph coloring
and the AIS problems. We avoid using the randomly generated instances since
the ratio of the number of the island clauses to the total number of clauses in
these instances does not exceed 40%. Therefore, confining the search within the
island clauses of these instances does not improve the search.

Tables 1 and 3 show the results of running PAWS and PAWSI. Each of these
tables shows: the success ratio of the 100 runs, and the average CPU time in
seconds and the average number of flips for the success runs. In addition, table
3 shows the values for the P1 and P2 parameters for each instance after tuning
It is clear that PAWS has a 100/100 success ratio for all the instances except for
g125n-17c (3/100) and g250-29c (0/100) while PAWSI obtains a 100/100 success
ratio for all the instances.

Table 2 shows the result of running FindIslandClauses(). For each instance,
it shows the number of clauses, the number of island clauses, the ratio of the
number of the island clauses to the total number of clauses, and the CPU time in
seconds used to find the island clauses. It is clear that (99+)% and (70+)% of the
hard graph coloring and the AIS problems are island clauses respectively. The
last column shows the total time taken, ttt, to solve each instance, where ttt is
equal to the time taken by PAWSI plus the time taken by FindIslandClauses().
Note that ttt for each instance is far better than PAWS’s time for solving the
same instance of all the hard graph coloring problems instances and the ais12
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instance. But, ttt is more (slightly worse) than PAWS’s time for solving the ais8
instance (0.067 compare to 0.0469).

Table 1. The result of PAWS algorithm using the parameters: cuttoff = 20,000,000,
tries = 1, Pflat = 0.15 and Maxinc = 10

Instance success Average Time Average Flip

The hard graph-coloring problems

g125n-17c 3/100 2,345.22 13,560,633

g125n-18c 100/100 11.09 21,621

g250n-15c 100/100 5.50 2,231

g250n-29c 0/100 - -

The AIS problems

ais8 100/100 0.0469 13,025

ais10 100/100 0.497 94,599

ais12 100/100 10.13 1,666,626

Table 2. The Result of running FindIslandClauses

Instance Number of Number of (Number of island clauses)/ CPU Time (s)
clauses island clauses (Number of clauses)

The hard graph-coloring problems

g125n-17c 66,272 66,147 0.998 2.35

g125n-18c 70,163 70,038 0.998 2.527

g250n-15c 233,965 233,715 0.998 15.24

g250n-29c 454,622 454,372 0.999 31.403

The AIS problems

ais8 1,520 1,110 0.73 0.025

ais10 3,151 2,332 0.74 0.06

ais12 5,666 4,193 0.74 0.06

Table 3. The result of PAWSI algorithm

Instance success Average Average P1 P2 PAWSI time +
Time CPU (s) Flip FindIslandClauses time

The hard graph-coloring problems

g125n-17c 100/100 44.4 2,040,700 10 90 46.75

g125n-18c 100/100 0.20 22,721 10 90 2.727

g250n-15c 100/100 1.04 9,781 10 90 16.28

g250n-29c 100/100 95.61 1,189,401 10 10 127.013

The AIS problems

ais8 100/100 0.042 8,374 5 5 0.067

ais10 100/100 0.34 51,542 5 5 0.4

ais12 100/100 4.7 544,003 5 5 4.76
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7 Conclusion and Future Work

In this paper, we incorporate the island confinement method into PAWS to speed
up PAWS. We show through experiments that, the resulted algorithm, PAWSI,
betters PAWS in solving the graph coloring and the AIS problems.

We test PAWSI using the benchmarks Thornton [15] used while creating
PAWS. Thornton uses the instances: blocks world, graph coloring, AIS, small
random 3-SAT, and large random 3-SAT. Initially, we run PAWSI for the graph
coloring and the AIS problems. The work in progress to extend our algorithm
to the remaining benchmark instances Thornton used.
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Abstract. In this paper a hypergraph transformation model is used for
distribution and adaptation in computer aided design. The application
of the theoretical results ina graph distribution toolkit proposed as a
multi-agent framework is also considered. To assure the efficiency of the
system it should be implemented as a parallel multiagent system. The
hypergraph distribution and partial replication, allowing for the parts of
a hypergraph to be managed by agents, is also presented. The approach
is illustrated by an example from the domain of floor layout design.

Keywords: computer aided design, adaptive design, hypergraph trans-
formations, replication, distributed grammar systems.

1 Introduction

Distributed model of computing is more and more popular, especially with a
rapid development of the Internet and availability of distributed development
platforms. Such a model is also very useful in the domain of computer-aided
design. Many design problems can be divided into a number of smaller tasks,
either totally independent or only occasionally exchanging pieces of information
or contributing its capabilities to a common object being designed. At the same
time research into proposing a formal model of such a cooperative distributed
design is rather scarce.

This paper deals with a linguistic approach to distributed design. The formal
model of computer-aided design is based on hypergraph structures for which a
lot of research has been done, both in context of design [2], and in a more general
aspects.

A complex design problem can be divided into smaller, more approachable,
subproblems. In this paper we introduce a distributed design system using graph
distribution and local hypergraph transformation rules. Searching for each sub-
problem solution is supported by one local system. Solving the whole problem
requires the ability of local systems to communicate and cooperate when needed
[3–6].

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 671–678, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



672 L. Kotulski and B. Strug

Previous approach to solving the problem of cooperation strategy is presented
in [9–11, 16]. In this paper we take a different approach; the system communica-
tion is realized by a specially introduced agents and uses the notion of comple-
mentary graphs [12] and conjugated hypergraph grammars [13]. These concepts,
supported by the multi-agent GRADIS framework, will be briefly reviewed.

The presented hypergraph grammars generate a set of hypergraphs repre-
senting design task solutions satisfying the given design criteria. The proposed
approach is illustrated by the example of designing floor layouts for large building
and internal arrangements of rooms.

2 Hypergraph Representation

Our approach to hypergraphs is based on a formal model presented in [17]. A
hypergraph consists of hyperedges and nodes. Hyperedges of the hypergraph
are labelled by names of the components or relations. Hyperedges representing
components are undirected. Hyperedges representing to asymmetric relations are
directed. Hypergraph nodes express potential connections between hyperedges.
To each hyperedge a sequence of source and target nodes is assigned. The number
of all nodes assigned to a hyperedge specifies its type. As a hypergraph can be
seen as a hyperedge on the higher level of detail, the external nodes, which
determine the type of a hypergraph, are also specified.

To represent features of components and relations between them, attributing
of hyperedges and nodes is used. Values assigned to attributes specify the design
requirements which should be met by solutions.

In Fig. 1 a hypergraph representing a layout of a floor with three flats is
depicted. Hyperedges representing components are drawn as rectangles and la-
belled with names of elements they represent. The layout consists of components
representing spaces (i.e flat 1, flat 2 , flat 3 and a hall) and other elements like
walls, doors. Relational hyperedges depicted as circles labelled acc denote the
fact that given components are adjacent, al - denotes the fact that a walls are
aligned and in - the being inside relation. It can be noted that even for a rela-
tively small design the number of hypergraph atoms is large. And if we would
like to represent the whole building of which these floor constitutes a part the
number of atoms would have to be multiplied.

Let [i] denote the interval {1 . . . i} for i ≥ 0 (with [0] = ∅). Let ΣE = ΣC∪ΣR,
where ΣC ∩ ΣR = ∅, and ΣV be fixed alphabets of hyperedge and node labels,
respectively. Let AV and AE denote sets of node and hyperedge attributes,
respectively.

Definition 1. An attributed hypergraph over Σ = ΣE ∪ ΣV is a system G =
(EG, VG, sG, tG, lbG, extG, attV , attE), where:

1. EG = EC ∪ ER, where EC ∩ ER = ∅, is a finite set of hyperedges, where
elements of EC represent object parts, while elements of ER represent rela-
tions,

2. VG is a finite set of nodes,
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Fig. 1. A floor layout and its hypergraph representation

3. sG : EG → V ∗
G and tG : EG → V ∗

G are two mappings assigning to hyperedges
sequences of source and target nodes, respectively,

4. lbG = (lbV , lbE), where:
– lbV : VG → ΣV is a node labelling function,
– lbE : EG → ΣE is a hyperedge labelling function, such that

∨
e ∈

EC lbE(e) ∈ ΣC and
∨
e ∈ ER lbE(e) ∈ ΣR,

5. extG : [n] → VG is a mapping specifying a sequence of hypergraph external
nodes,

6. attV : VG → P (AV ) and attE : EG → P (AE) are two functions assigning
sets of attributes to nodes and hyperedges, respectively.

In the paper we consider undirected graphs so
∨
e ∈ EC sG(e) = tG(e),

Hypergraphs representing structures of design solutions are generated by hy-
pergraph grammars. Let us denote by LH a set of attributed hypergraphs and
define π : LH → {TRUE,FALSE} as a design predicate.

A hypergraph grammar is composed of a set of hypergraph edges with terminal
and non-terminal labels, a set of hypergraph nodes, a set of productions and an
axiom being its initial hypergraph.

Each grammar production is of the form p = (l, r, π), where

– l contains only one attributed hyperedge,
– r is an attributed hypergraph with the same number of external nodes as

the number of external nodes of l,
– π is a design predicate determining the production applicability.
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As mentioned above, the example shows just one flat, but in real situation we
may need to design a building containing tens of similar flats. The respective
hypergraph representing such a building would be a very large one. Working on
such a massive structure requires large computational time and resources and
is not very efficient. At the same time transformations performed on different
parts of such a hypergraph are independent.

3 Replicated Complementary Hypergraphs

For the efficient application of the hypergraphs transformation we will try to par-
tition the centralized graph G into the set of subgraphs Gi, called replicated com-
plementary graphs (RCHGs). Next, the complementary graphs are distributed to
different locations. Transformation of each subgraph Gi will be controlled by its
Local Graph Transformation Agent (LGTAi); in this section we will introduce
the formal definition of RCHGs.

To maintain the consistency between centralized graph G and the set of dis-
tributed graphs, some hyperedges should be replicated and placed in the proper
complementary graphs. Graphically, we will mark them by a double circle.

Fig. 2. Four complementary hypergraphs

Let G be a hypergraph and {Gi} be a set of hypergraphs, then we will use
the following notation:

– Replicas(Gi) ⊂ ECi is a set of all elements representing object parts of the
graph Gi that are shared with another local graph, i.e for which replicas
exist;

– Private(Gi) ⊂ ECi is a set of all elements representing object parts of the
graph Gi that belong only to the graph Gi.
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– v G w means that v, w ∈ EC and there exists a ∈ ER, α, β ∈ VG such that
α ∈ sG(v) ∩ sG(a) and β ∈ sG(w) ∩ sG(a).

– v G
+ w means that there exist u1, u2, ..., uk ∈ G and v = u1 and uk − w

and up �= uq for p �= q and up
G up+1 for p < k; the sequence of hyper-

edges (u1, u2, ..., uk) will be called the prof of an acyclic connection between
v and w.

– all sequences which are the profs of an acyclic connection between v and
w will be called Path(Gi, v, w), and the set of all hyperedges belonging to
Path(Gi, v, w) will be called PHEs(Gi, v, w)

Then we can formally define a RCHGs.

Definition 2. A set of graphs Gi = (EGi , VGi , sGi , tGi , lbGi, extGi , attVi , attEi),
i = 1, 2, . . . k, is a replicated and complementary form of hypergraph G iff there
exists a set of injective homomorphisms mi : Gi → G such that:

1.
⋃

i=1,...kmi(Gi) = G
2. ∀i, j ∈ {1, . . . k} : mi(ECi)∩mj(ECj ) = mi(Replicas(Gi))∩mj(Replicas(Gj))
3. ∀i ∈ {1, . . . k}

Border(Gi) = {v ∈ Replicas(Gi) : ∃w ∈ Private(Gi) and v Gi w}
4. ∀w ∈ Private(Gi) ∀v ∈ Private(Gj) ∀(u1, u2, ..., uk) ∈ PHEs(G,w, v)⇒
∃b ∈ Border(Gi) and ∃p : mi(b) = up

Hypergraph Gi is also referred to as a complementary or a local hypergraph.

For example hypergraphG depicted in fig 1 can be split into four complementary
hypergraphs. This operation generates a number of border hyperedges. One of
possible results is depicted in fig 2.

Two issues can be observed in this figure. First, only hyperedges represent-
ing object components are replicated, according to the rules introduced above.
Secondly, there is more than one possibility of splitting, in the figure it can be
noted that two elements representing doors are replicated, while the third one
is a private element to one of the complementary hypergraphs.

4 Operation on Complementary Hypergraphs

When we apply productions to complementary hypergraphs a consistency must
be preserved. If a production applied to one of complementary hypergraphs
affects only the set of private elements it can be applied locally and supervised
by the Local Transformation Control System.

On the other hand some of the productions applied to such a hypergraph
may involve border of this hypergraph. In this case there is a need to make each
hyperedge involved in a transformation private to the hypergraph to which the
production is applied. To convert a border hyperedge into a private one we have
to incorporate the replicas of border hyperedge together with its embedding in
the complementary hypegraph it is replicated in. Such an operation “moves” the
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borderline, as some of the embedding hyperedge will have to be replicated thus
generating new set of border hyperedges.

More formally these operations are defined in the following way:
Incorporate(v, i) - for any replicated hyperedge v ∈ E(Ci) this operation moves
boundaries between complementary hypergraphs in such a way, that all hyper-
edges w (existing in another complementary hypergraphs) that are connected
with any replica of v, say v′ (i.e. v′ Gi w), are replicated and those new replicas
are added to Gi together with the nodes and edges creating the connection w
with v′ (i.e. a, α, β from def. of v′ Gi w ). Then replicas v′ are removed from
another complementary graphs (i.e. v becomes a private node in Gi). Sometimes
the hyperedge incorporation may cause splitting another complementary hyper-
graph into few subgraphs; if any of those fragments consists of a single isolated
hyperedge (being the replicated one) then we remove it, otherwise a new agents
are created to maintain new complementary hypergraphs. Note that removing
such replicated isolated hyperedge doesn’t impact the consistency of RCHGs
because other replicas stil exist in RCHGs.
Neighborhood(v,G, k) - for any hyperedge v ∈ V (Gi) it returns the hypergraph
B such that ∀w ∈ V (B) distance between w and v is not greater than k (i.e.
∃p ∈ Path(G, v, w) and number of hyperedges representing objects in p is less
or equal to k). Determining of B requires a recursive cooperation of agents
maintaining complementary hypergraphs.

Similarly as for complementary graphs [14] we can show that these opera-
tion have the polynomial complexity of considered both in a context of agents
algorithms complexity and number of exchanged messages.

In case of design system we need to perform operations on the design structure
in response to changing conditions and/or requirements. One of the simplest
change that may occur would consist in moving doors from Hall to Flat 2. It will
require the application of the production which involves elements belonging to
the set of border hyperedge (walls) it will require several steps to be performed.
These elements are shown in fig 3. The elements drawn with a dotted line will
be removed from the final hypergraph, and the ones denoted with the bold black
line will be added.

1. The border hyperedges representing walls of flat 1 aligned with the walls
of the hall will be incorporated into the complementary hypergraph repre-
senting hall (it is made by the execution of the Incorporate(...) operation for
the hyperedge labelled “W” that is in connection with the hyperedge repre-
senting removed door). This operation will move the border to the element
representing flat2. The place of the new borderline is sketched with a thick
black line in fig 3.

2. As all the elements involved in the application of the production are now pri-
vate so the production can be performed by the Local Transformation System.

3. After this the complementary hypergraph representing flat 2 has to be ex-
panded to move the borderline in such a way that the splitting occurs along-
side the walls (it is made by the execution of the Incorporate(...) operation
for the hyperedge labelled as “Flat2”).
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Fig. 3. Elements of the complementary hypergraphs affected by the production
responsible for moving the doors.

It can be observed that also the transformation requires number of steps it
involves only two of the complementary hypergraphs. The other hypergraphs can
be at the same time modified by other transformations and can even be stored on
other computers without any interference from the production described here.

5 Conclusions

In the example presented here a high level view of the floor layout is used.
Each of the flats can be divided into smaller spaces representing rooms, bed-
rooms, kitchen, bathrooms etc. It can further be expanded to include such ele-
ments as furniture, fireplaces, tv sets, kitchen and bathroom appliances and other
elements.

In such a detailed representation we can use the incorporate/expand approach
to test different positions of shared elements like doors. But we can also optimize
the use of some elements. For example the positions of kitchens and baths in
different flats will affect the number of water pipes that have to be installed. By
limiting their number we can force the adjacency of spaces containing appliances
demanding access to water pipes.

As a hypergraph representing such a detailed view of the layout will rapidly
grow splitting it can largely improve efficiency of such a system in practice thanks
to the possibility parallel execution of the RCHGs.

The proposed solution has to fulfill two additional conditions (i) new, parallel
representation has to be equivalent to a centralized description in entire lifetime
of a system and (ii) the complexity of migrations from centralized to distributed
description and back again, have to be polynomial. The concept of replicated
complementary graphs applied in GRADIS platform and presented in the pa-
per satisfies those requirements. We proved that both the migration between
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centralized and distributed form of system description and all core procedures
underlying RCGs environment have polynomial complexities. Those considera-
tions include also the message exchange in the multiagent environment.
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Abstract. Spatio-temporal reasoning is a well recognized branch of ar-
tificial intelligence with an increasing significance in whole modern com-
puter science. In this paper we compare the recently introduced XCDC
formalism with other qualitative techniques: classic CDC, Allen’s inter-
val calculus, n-block algebra, topological models (RCC-5 and RCC-8),
internal cardinal directions (ICD-5 and ICD-9) and the spatio-temporal
patterns. We also introduce the methods of the conversion of the basic
relations expressed in the previous models to the structures of the XCDC
formalism.

Keywords: spatio-temporal reasoning, qualitative calculus, XCDC.

1 Introduction

Qualitative techniques for spatio-temporal representation and reasoning (which
make abstraction from an actual quantitative knowledge) are important in ar-
tificial intelligence and widely applied for describing spatial relations between
objects, computing positions (localizing objects), analyzing relationship between
temporal intervals or for assessing similarity between spatial scenes. They are
commonly used in many specialized systems implemented in different areas: lan-
guage processing, route planning, picture processing, security, user interface de-
sign, etc. Starting from Allen’s interval algebra presented in 1983 there have
been constructed many further formalisms representing different aspects of time
and space: cardinal directions determined in a particular system of coordinates
(both external and internal), topological models (describing the relations be-
tween the boundaries and the interiors of a given objects), also the patterns for
spatio-temporal situations as well as mixed solutions. In this paper we compare
the XCDC (eXtended CDC) formalism recently introduced in [8] with the most
popular and widely recognized formalisms. As the algorithms’ complexity is sim-
ilar for all the discussed models, the comparison will be accomplished from the
point of view of the representational capabilities of this formalisms. In particular
we will show how the relations of the classic models can be represented in the
language of XCDC structures.
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Let us start from the definition of the Cardinal Direction Calculus (CDC),
originally proposed in [4], which is a widely known technique of qualitative cal-
culus for spatial reasoning. The key idea of that formalism is based on dividing
the plane around the minimal bounding rectangle of a reference object into nine
regions named after the geographical directions: NW, N, NE, W, O (central re-
gion which refers to the minimal bounding rectangle itself), E, SW, S and SE.
This areas, called direction tiles, are closed, unbounded (except for O), their
interiors are pairwise disjoint and their union is the whole plane. It is worth
noticing that this classical model can be extended in different aspects, e.g. in [3]
we can find reference to the four bordering lines on A at the top, bottom and
both sides. Directions between the reference object A and target object B are
represented in a 3 x 3 direction-relation matrix denoted by dir(A,B) which we
define as follows:

dir(A,B) =

⎡⎣f(NW (A) ∩B) f(N(A) ∩B) f(NE(A) ∩B)
f(W (A) ∩B) f(O(A) ∩B) f(E(A) ∩B)
f(SW (A) ∩B) f(S(A) ∩B) f(SE(A) ∩B)

⎤⎦ ,
wheref(x) =

{
0, if Interior(X) �= ∅
1, if Interior(X) = ∅ .

In addition let us define the alternative (but equivalent) notation of this relations
as an expression R1:...:Rk such that:

1. 1 ≤ k ≤ 9,
2. Rk ∈ NW,N,NE,W,O,E,SW,S,SE,
3. Ri �= Rj for every i, j such that 1 ≤ i, j ≤ k and i �= j.

We also define Udir symbol which concerns the sum of all 9 basic relations, i.e.
Udir := NW:N:NE:W:O:E:SW:S:SE.

Now we can define the XCDC (eXtended CDC) which is based on two modi-
fications. Firstly, we describe the spatial relation between objects A and B from
two independent perspectives using the pair (instead of one) of direction-relation
matrices in which the reference and target object exchange their roles, i.e. we
create the structure [dir(A,B), dir(B,A)]. In the second stage of the extension
we define the 3-dimensional Cartesian coordinate system with three axes:

– N* - a spatial extension in the geographical direction from south to north,
– E* - a spatial extension in the geographical direction from west to east,
– T - a temporal span (pointing the passage of time).

To distinguish a geographic direction from the element of a matrix, we add the
symbol * to the former (i.e. N* denotes the geographic north direction, while N
describes a direction-relation matrix). With a 3D representation we can describe
situations using three main projections (see Fig. 1): on the N*-E* plane, on the
T-N* plane and on the T-E* plane. Finally we define the relation between two
spatio-temporal objects A and B as follows:
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Fig. 1. The example of a spatio-temporal relation (a) and the corresponding projections
according to the XCDC formalism (b)

TS(A,B) = [dirN∗−E∗(A,B), dirN∗−E∗(B,A), dirT−N∗(A,B),

dirT−N∗(B,A), dirT−E∗(A,B), dirT−E∗(B,A)],

where dirX−Y (A,B) denotes a direction-relation matrix for the projection on
the X-Y plane.

2 XCDC vs CDC

The XCDC formalism in comparison with classic CDC model:

– Is characterized by a higher representational capability in a spatial aspect.
Using two direction-relation matrices instead of one allows to analyze a sit-
uation from two independent perspectives in which the reference and target
object exchange their roles. That implies more precise mapping of a real-
world relationship also indicating the size comparison between objects. This
problem was carefully discussed in [9].

– Provides the representation of the internal cardinal direction relations which
describe the situation when a target object is located inside a reference one
(also discussed in [9]).

– Takes into consideration the temporal aspect what allows to represent rela-
tions between time intervals.

– Allows to describe the changes of spatial relation in time appearing in a
dynamic environment. That provides the mechanism for a complex spatio-
temporal representation of the relationship between objects like people,
groups of people, places, artifacts and events.

It is important to mention that the set of relations in the CDC model is a
proper subset of the set of the XCDC structures, i.e. the XCDC formalism is an
extension of CDC. In other words, there are no such a relation in CDC which
could not be represented in XCDC and, on the other hand, there exist relations in
XCDC which are not representable in the CDC formalism. The first assumption
is easy to verify: for any direction-relation dir(A,B) representing a spatial relation
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in the CDC model we can assign the structure TS(A,B)=[dir(A,B), Udir, Udir,
Udir, Udir, Udir] of the XCDC formalism which, as can be noticed, describes the
same spatial relationship without losing any information. The proof of the second
part is also elementary if we compare the potential number of structures in both
models: 23∗3 in CDC and 26∗9 in XCDC, and apply Dirichlet’s box principle -
it is impossible to represent all the XCDC structures using only a single 3 x 3
binary matrix.

3 XCDC vs Allen’s Calculus and n-Block Algebra

The Allen’s calculus originally introduced in [1] was the first formalism to repre-
sent qualitative relations between temporal intervals independently from a low
precision, knowledge uncertainty or a different level of granularity. Allen pre-
sented 13 basic relations Bint which can be treated as equivalence classes in the
set of intervals defined by their beginnings and ends: < (’X before Y’, reverse re-
lation: >), = (’X equal Y’), m (’X meets Y’, reverse relation: mi), o (’X overlaps
Y’, reverse notation: oi), d (’X during Y’, reverse relation: di), s (’X starts Y’,
reverse relation: si), f (’X finishes Y’, reverse notation: fi). Each of these relation
can be described in the XCDC model as shown in Tab. 1. The two matrices refer-
ring to the projection on the N∗−E∗ is Udir because the temporal relation does
not contain any information about the spatial relation between given objects.
For the same reason the next two pairs are equal as it does not matter which
of the spatial axes we analyze. The only two case when the Allen’s relations
are indistinguishable in the XCDC model (relations ’o’ and ’m’) are connected
with the boundary of the minimal bounding rectangle which is not analyzed in
XCDC. If necessary it can be extended according to the solution in [3] which was
mention before. However it is important to analyze whether such a extension is
appropriate to a particular application: too precise data may increase the com-
plexity, cause mistakes based on imprecise input or problems with a conversion
from and to a natural language. Let us now discuss the n-block algebra presented
in [2] which is an extension of the classic Allen’s model into many dimensions.
We analyze this formalism for n=2 (when it is called a rectangle algebra) so the
set of relations can be defined as Brec := {(X,Y ) : X,Y ∈ Bint}. It is easy to
notice that there are 13*13 = 169 basic relations. Let us analyze Fig. 2a which

Table 1. The conversion from Allen’s calculus to the XCDC structures

Allen’s dirN∗−E∗(A,B) dirN∗−E∗(B,A) dirT−N∗ (A,B) dirT−N∗ (B,A)
relation dirT−E∗(A,B) dirT−E∗(B,A)

A < B, B > A Udir Udir SW:S:SE NW:N:NE
A = B Udir Udir W:O:E W:O:E
A m B, A o B Udir Udir W:O:E:SW:S:SE NW:N:NE:W:O:E
A mi B, A oi B Udir Udir NW:N:NE:W:O:E W:O:E:SW:S:SE
A d B, B di A Udir Udir W:O:E Udir

A s B, B si A Udir Udir W:O:E NW:N:NE:W:O:E
A f B, B fi A Udir Udir W:O:E W:O:E:SW:S:SE
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Fig. 2. (a) Real-world situation, (b) the representation in the rectangle calculus and
(c) the XCDC formalism

shows a real-world situation which can be described with the following two sen-
tences: Fire (event A) is spreading across the area. A group of tourists (denoted
as B) was successfully evacuated before the fire reached the place where they
had been staying. We calculate the minimal bounding rectangles mbb(A) and
mbb(B) for both of the objects. In the 2-block algebra we have: mbb(A) (oi,o)
mbb(B), because horizontally mbb(A) overlaps mbb(B) while vertically mbb(A)
is overlapped by mbb(B) (compare Fig. 2b) - there is a possibility of generating
a false message which could cause a danger consequences, e.g. it seems that some
tourists were trapped in the burning area and that a rescue team needs to be
sent. In the XCDC model (limited to the projection on the T −N∗ plane only)
we have: [dirT−N∗(A,B), dirT−N∗(B,A)] = [O:E:S:SE, NW:N:W]. Although we
lose the information about the shape of the objects we still know the exact spatial
relation (see Fig. 2c).

4 XCDC vs RCC-8 and RCC-5

We will now compare the XCDC formalism with the topological model which
describes the relation between two spatial regions (of the same dimension) mak-
ing abstraction from the actual cardinal directions. Starting from the relation ’X
connects with Y’ the set of eight basic relations (see Fig. 3) has been introduced
(first in [10]): DC(A,B) (’A disconnected from B’), EC(A,B) (’A externally con-
nected to B’), PO(A,B) (’A partially overlapping B’), EQ(A,B) (’A equal to
B’), TPP(A,B) (’A tangential proper part of B’), TPPI(A,B) (’A has tangential
proper part B’), NTPP(A,B) (’A nontangential proper part of B’), NTPPI(A,B)
(’A has nontangential proper part B’). The model is called RCC-8 - Region
Connection Calculus and allows to formulate complex theorems as well as to
reason about a specific relation (using both composition rules and the hierarchi-
cal structure of this model). It is easy to notice that it is impossible to represent
all the XCDC relations in the RCC-8 model (just compare the number of pos-
sible structures in the both formalisms). However every relation in RCC-8 can
be described in XCDC as shown in Tab. 2. Again we need to remain that in the
XCDC model we do not analyze the bounder lines around the minimal bounding
rectangle (see discussion above) - that is way we assign the same matrix inter-
pretations to the pairs of RCC-8 relations: EC and PO, TPP and NTTP, TPPI
and NTPPI. This problem does not appear if we take into the consideration
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Fig. 3. The basic relations of the RCC-8 model

Table 2. The conversion from RCC-8 and RCC-5 to the XCDC structures

RCC-8 RCC-5 dirN∗−E∗ dirN∗−E∗ dirT−N∗ (B,A) dirT−N∗ (A,B)
(B,A) (A,B) dirT−E∗(B,A) dirT−E∗(A,B)

DC(A,B) DR(A,B) NW:N:NE:W NW:N:NE:W NW:NE:W NW:NE:W
:E:SW:S:SE :E:SW:S:SE :E:SW:SE :E:SW:SE

EC(A,B) PO(A,B) Udir Udir Udir Udir

PO(A,B)

TPP(A,B) PP(A,B) O Udir N:O:S Udir

NTPP(A,B) PPI(B,A)
TPPI(B,A)
NTPPI(B,A)

EQ(A,B) EQ(A,B) O O N:O:S N:O:S

the reduced model called RCC-5 presented in [6] which operates on five basic
relations (Tab. 2): DR (disjointedness),PO (partially overlapping) PP (proper
part), PPI (strict containment), EQ (equal). In this case we can talk about the
conversion function from RCC-5 into the XCDC formalism - the eXtended CDC
model fully covers the representational capabilities of RCC-5. It is also worth
mentioning that in RCC-8 we can construct further relations being the logical
sums of the basic ones, e.g. PP(X,Y) is equivalent to the logical sum TPP(X,Y)
∨ NTPP(X,Y). What is interesting we can transfer this property to the XCDC
representation of RCC-8 relations according to the conversion table. Let us de-
fine M ⊕ N as a logical sum of the corresponding elements in the 3 x 3 matrices
(or combinations of such matrices) M and N, e.g. NW:N ⊕ NE = NW:N:NE.
Then we have PP(X,Y)=

[O,Udir, N : O : S,Udir, N : O : S,Udir]⊕[O,Udir, N : O : S,Udir, N : O : S,Udir]

= [O ⊕O,Udir ⊕ Udir, N : O : S ⊕N : O : S,Udir ⊕ Udir, N : O : S ⊕N : O : S,

Udir ⊕ Udir] = [O,Udir, N : O : S,Udir, N : O : S,Udir].

Similarly we can calculate the XCDC representation for other topological rela-
tions: PPI (has proper part), P (part of), PI (has part), O (overlaps), C (connects
with), DC (discrete from), US (the sum of all the relations).

5 XCDC vs ICD

Apart from the conventional cardinal direction relations there exist Internal Car-
dinal Direction (ICD) relations which are used to describe the situation when one
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object/region contains another object (or objects). This formalism was carefully
analyzed in [7] where also three ICD models called ICD-5 (see Fig. 4a), ICD-9
(see Fig. 4b) and ICD-13 were introduced. These models are characterized by a
different degree of details. To choose the one that fit best our particular applica-
tion it is necessary to analyze two aspects: the scale of the container objects and
the spatial distribution characteristics of target objects. The ICD-5 and ICD-9
relations can be represent as the XCDC structures as shown in Tab. 3.

Fig. 4. The ICD models: ICD-5 (a) and ICD-9 (b)

Table 3. The conversion from ICD-5 and ICD-9 to the XCDC structures

ICD-5

I-N [O, W:O:E:SW:S:SE, N:O:S, NW:N:W:O:SW:S, N:O:S, Udir]
I-S [O, NW:N:NE:W:O:E, N:O:S, N:NE:O:E:S:SE,N:O:S, Udir]
I-W [O, N:NE:O:E:S:SE, N:O:S, Udir ,N:O:S, N:NE:O:E:S:SE]
I-E [O, NW:N:W:O:SW:S, N:O:S, Udir, N:O:S, NW:N:W:O:SW:S]

ICD-9

I-N [O, O:S, N:O:S, NW:N:W:O:SW:S, N:O:S, N:O:S]
I-S [O, N:O, N:O:S, N:NE:O:E:S:SE, N:O:S, N:O:S]
I-W [O, O:E, N:O:S, N:O:S, N:O:S, N:NE:O:E:S:SE]
I-E [O, W:O, N:O:S, N:O:S, N:O:S, NW:N:W:O:SW:S]
I-NW [O, O:E:S:SE, N:O:S, NW:N:W:O:SW:S, N:O:S, N:NE:O:E:S:SE]
I-NE [O, W:O:S:SW, N:O:S, NW:N:W:O:SW:S, N:O:S, NW:N:W:O:SW:S]
I-SW [O, N:NE:O:E, N:O:S, N:NE:O:E:S:SE, N:O:S, N:NE:O:E:S:SE]
I-SE [O, NW:N:W:O, N:O:S, N:NE:O:E:S:SE, N:O:S, NW:N:W:O:SW:S]

6 XCDC vs Spatio-temporal Patterns

Hazarika and Cohn discuss in [5] the spatio-tempral relations between objects
referring to the concept of RCC-8. They also introduced the spatio-temporal
patterns describing changes in spatial relation which refer to the different cate-
gories of movement. We will now show how these patterns can simply expressed
in the language of the XCDC structures. According to Hazarika and Cohn, a
single ’one piece’ spatial entity X can identify with one of the three patterns
(we can recognize them in the XCDC model by analyzing properties of the
M:=dirT−N∗(Y,X) or M:=dirT−E∗(Y,X) depending on which spatial direction
we describe) - see Fig. 5a: IMBX (Immobility - the object occupies the same
space at all times; the sum of the values in each of the column in M equals 0 or
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Fig. 5. Spatio-temporal patterns: (a) single objects and (b) two objects

Table 4. The conversion of the spatio-temporal patterns into the XCDC structures (D
∈ {N∗, E∗})

dirT−D(Y,X) dirT−D(X,Y ) dirT−D(Y,X) dirT−D(X,Y )

COLXY NW:N:W:O:SW N:NE:O:E:SE DISXY NW:W:SW NE:E:SE
SEPXY NW:W:O:SW:S NE:O:E:S:SE ATTXY NW:W:SW:N:O:S N:O:S:NE:E:SE
CLNXY NW:W:O:SW NE:O:E:SE

3, e.g. N:O:S, NW:W:SW:NE:E:SE), NY CX (Non-Cyclicity - the object never
takes the same path twice; the sum of the values in each of the column in M
equals 1, e.g. NW:O:SE), CY CX (Cyclicity - the object takes the same path
more than once; the sums of the values in the columns in M equal 0, 1 and 2,
however in any order, e.g. NW:O:SW (2,1,0), N:E:S (0,2,1)). There are intro-
duced also the patterns which involve mutual relationship between two objects
(see Fig. 5b): COLXY (Coalescence - coming together for a period), SEPXY

(Separation of two object), CLNXY (Collision - coming into contact and sepa-
rating again), DISXY (Disjointness), ATTXY (Attachment). Tab. 4 shows how
these patterns can be represented in XCDC in one of the plane: T − N∗ and
T − E∗. It is important to notice that a paticular situation is independent for
both of the planes, e.g. the same object can be described, analyzing them from
two different perspectives, by the patterns COLXY and ATTXY .

7 Conclusion

We have compared the representional capabilities of the XCDC formalism with
other widely used models. The results show that the XCDC can be treated as a
general solution applicable in many systems. It is a single qualitative technique
combining the valuable properties of CDC, Allen’s calculus, block algebra, ICD,
RCC-5 (and RCC-8) and spatio-temporal patterns.
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Abstract. Working principle of the probabilistic automaton is based on
the state transition probability [4], [6]. Construction of the automaton
depends on its purpose. We assume that all transitions probabilities are
constant[3]. In situations where low levels of information (entropy) sug-
gest assurance solutions, we use interval probabilities (remembering that
the sum of the probabilities of transition to the given state must remain
equal to 1). This variant generates additional problems, which are: how
to prevent the redundancy of the probabilities sum; the physical interpre-
tation of this situation; undervaluing of the probabilities sum; determine
the criteria of the structure and parameters optimization (minimization)
relative to the semantic resources of formal languages described by the
automaton; change in the level of information entropy.

Keywords: probabilistic automata, probabilistic algorithms, interval
analysis.

1 Interval Variant of Probabilistic Automata

A finite reactive probabilistic automaton is a tuple PA = (Q,Σ, δ, q0, F ),
where Q is a finite set of states, Σ is a finite set of input symbols, δ : Q×Σ *→
D(Q) is a function of partial transition, q0 ∈ Q is an initial state, F ⊆ Q is a
set of final (accepting) states [6]. Shortly, we call it a probabilistic automaton.
After each step, a probabilistic automaton is in a superposition of states, and
satisfies the condition

∑
q∈Q δ(qi, σ)(q) = 1 [5].

The probability of achieving different states may vary during the execution of
various tasks, that are usually associated with artificial intelligence (evolution,
control of a colony of ants, a random effects of neighborhood, etc.), statistical
experiments, mass support, etc. The simplest way to describe similar situations
is to use interval probabilities. We propose interval form of the condition of
transition function : ∑

q∈Q

δ(qi, σ)(q) = [pσ(i), 1] (1)

what should be interpreted as an interval with lower and upper limit pσ(i) equal
to one. The estimation of the lower limit, does not have to be treated as the sum
of lower limits of probabilities.

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 688–696, 2012.
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This variant of automaton can be represented by matrices, which desribe
the state of transition probabilities intervals, where prσ(i, j) means probability
of transition from state i to state j after reading σ(underline - lower bound,
overline - upper bound):

⎛
⎜⎜⎜⎜⎝

prσ(1, 1) prσ(1, 2) · · · prσ(1, n)

prσ(2, 1) prσ(2, 2) · · · prσ(2, n)

.

.

.
.
.
.

. . .
.
.
.

prσ(n, 1) prσ(n, 2) · · · prσ(n, n)

⎞
⎟⎟⎟⎟⎠

= prσ ,

⎛
⎜⎜⎜⎜⎝

prσ(1, 1) prσ(1, 2) · · · prσ(1, n)

prσ(2, 1) prσ(2, 2) · · · prσ(2, n)

.

.

.
.
.
.

. . .
.
.
.

prσ(n, 1) prσ(n, 2) · · · prσ(n, n)

⎞
⎟⎟⎟⎟⎠

= prσ, (2)

In the simplest variant lower bound for i-th state is expressed as pσ(i) =∑n
j=1 prσ(i, j) ≤ 1. For upper bound we should save the limitation typical for a

determinism:pσ(i) =
∑n

j=1 prσ(i, j) = 1. We can create a general matrix:

⎛⎜⎜⎜⎝
Δprσ(1, 1) Δprσ(1, 2) · · · Δprσ(1, n)
Δprσ(2, 1) Δprσ(2, 2) · · · Δprσ(2, n)

...
...

. . .
...

Δprσ(n, 1) Δprσ(n, 2) · · · Δprσ(n, n)

⎞⎟⎟⎟⎠ = Δprσ, (3)

Individual rows (which relate to specific states) can be illustrated with the help
of a diagram of transition to the states ranked according to: 1) numbers, 2)
level of probability of transition to another state, 3) the size of the transition
probability interval. The third option is selected and shown in fig. 1. Transitions
by the individual states can be illustrated graphically by ordering states because
of different criteria:

– any sequence, including the possibility of reaching the individual states (the
first part of fig. 2),

– according to the maximum probability (upper, middle or lower limits) of the
transition to another state (the second part of fig. 2),

Fig. 1. Diagram of probability intervals



690 H. Piech and O. Siedlecka-Lamch

Fig. 2. State transitions in PA

– by decreasing the variance of probabilities (upper, middle or lower limits) of
the transition state,

– by decreasing the variance intervals of probabilities of the state transition.

The product of the lower/upper values of probabilities, regarded here
as the lower/upper level of probability of the way, is: PPlow(0, 1, 4, 5, k) =∏k−1

i=1,i∈{0,1,4,5,k} prσ(i, i+ 1) = 0, 45 ∗ 0, 65 ∗ 0, 5 ∗ 0, 9 = 0, 10125 and

PPup(0, 1, 4, 5, k) =
∏k−1

i=1,i∈{0,1,4,5,k} prσ(i, i+ 1) = 0, 6 ∗ 0, 7 ∗ 0, 55 ∗ 1 = 0, 231.

The interval probability value of a choice of given way is equal: PP (0, 1, 4, 5, k) =
[0, 10125; 0, 231]. Our example associated with the formation of the most likely
chosen road is presented in the form of polyline connecting elements of the ma-
trices Pσ and Pσ (fig. 3). We need to determine the probability of transition
of all roads in the automaton, in real example, we reject these unattainable.
PP (path1) = 0(path1 = {0, k}); PP (pathi) = 0(pathi = {0, 1, 2, 3, k}) etc.
Thus, only six roads will be taken into account: PP (0, 1, 4, 5, k) �= 0;
PP (0, 1, 4, k) �= 0; PP (0, 1, 2, 4, k) �= 0; PP (0, 1, 2, 4, 5, k) �= 0;
PP (0, 1, 2, 5, k) �= 0; PP (0, 1, 3, 5, k) �= 0.

Fig. 3. Elements forming the most probable way :(0,1,4,5,k)

2 Consistency of Probabilities Matrix

The sum of elements in rows in matrices in equation 2 are equal to 1. In the
proposed convention, we assume that eigenvector can be estimated on the base
of the sum of the elements in columns after the normalization procedure:
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v(i, j) =
n∑

i=1

prσ(i, j)/
n∑

i=1

n∑
l=1

prσ(i, l), v(i, j) =
n∑

i=1

prσ(i, j)/
n∑

i=1

n∑
l=1

prσ(i, l). (4)

We propose the following method of estimating the interval matrix consistency:

1. The procedure of creating consistency vector with help of the bounded prob-
ability matrix:

u1 = Prσ ∗ v, u2 = Prσ ∗ v, (5)

2. Procedure of division of relevant elements of vector u1 by elements v and u2
by v:

d1(j) = u1(j)/v(j), d2(j) = u2(j)/v(j), (6)

3. Procedure of summing relevant differences d1 and d2 as a measure of incon-
sistency of matrix:

CI =

n∑
j=1

|d1(j)− d2(j)|. (7)

For example, based on the data presented in figure 2 we calculate the lower and
upper values of eigenvectors (fig. 4).

Fig. 4. Example - bounded values of eigenvector elements

We start from counting values of vectors U and D (respectively the first and
the second step of the algorithm). Results are presented in fig. 5.

Total differences between d1 and d2 form are treated as a measure of proba-
bility bounds inconsistency (fig. 6).

It generates the problem: if we can correct these bounds, how should we do
it when the level of inconsistency is given? In this situation, we can offer a few
different rules, for example:

– the possibility of correcting only lower limits,
– the correction of selected borders while maintaining the unity of the sum of

upper limits of state transitions probabilities,
– the correction of selected limits of preset intervals,
– the limits correction relating to the selected states.
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Fig. 5. Elements of vectors U and D

Fig. 6. The scale of probability bounds inconsistency CI

Choosing a lower adjustment of Excel optimizer (Solver), we find the following
values of the lower limits of state transitions probabilities (fig. 10).

The total scale of inconsistency for values we found decreased from 18.063 to
0.2942 (for the first variant of mentioned types of corrections). The values of the
elements of vectors v low, v up, U and D after the lower limits correction and
the differences - components of the inconsistency are presented in fig. 8.

The corrections levels are presented on fig. 9.
If we regard only two modification possibilities taking into account maximal

positive and maximal negative corrections, then with help of Solver we found
the solution presented in fig. 10. Total correction decreases from 18.063 to 3.98.

Results obtained after the chosen transition, taking into account maximal
positive and maximal negative corrections are presented in fig. 11.

The correction of selected borders while maintaining the unity of the sum of
upper limits of state transitions probabilities is a very interesting variant. In this
case we obtain the set of new upper bounds (fig. 12) and the rest of results are
in fig. 13.

The total correction decreases from 18.063 to 2.18. We can show in the di-
agram the dependency of correction levels for state transitions, when upper
bounds will be corrected (fig. 14).
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Fig. 7. Lower values of the eigenvector after the lower bounds correction

Fig. 8. Results obtained after lower bound corrections

Fig. 9. The correction levels for state transitions
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Fig. 10. Lower values of state transition probabilities after lower bounds corrections
in states transitions:(1→ 2) and (4→ 5)

Fig. 11. Results obtained after lower bound corrections for chosen state
transitions:(1→ 2) and (4→ 5)

Fig. 12. Upper values of state transition probabilities after upper bounds corrections
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Fig. 13. Results obtained after upper bound corrections

Fig. 14. The correction levels for state transitions

Comparing diagrams in figures 9 and 14 we can see, that the proposition of
maximal positive corrections for the lower bound modification are located in the
maximal negative correction for the upper bounds modification (transition from
state 1 to 2).

3 Conclusions

The use of interval analysis and optimization lets get close to the level of consis-
tency of probabilistic matrix taking into account not only their range but also
the levels.
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The most effective variant of the algorithm for optimizing the boundaries of
state transitions probabilities, is a variant of the correction of lower limits, while
maintaining value of upper limits.

When correcting lower limits, places where biggest positive corrections where
made correspond to largest negative corrections, when adjusting the upper limits.

The use of consistency of state transitions probabilities matrix can be used
to build the effective parameters of the automaton, corresponding to the given
formal language.
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Abstract. The paper presents a new method to create model of nonlin-
ear dynamic systems which gives a real opportunity for the interpretation
of accumulated knowledge. By combining methods of control theory with
fuzzy logic rules a good accuracy of the model can be achieved with use
of a small number of fuzzy rules.

1 Introduction

In the process of designing automatic control systems is very important to have an
accurate model of the controlled process. In a literature a lot of methods to create
models of that processes is presented. Unfortunately, available models are very
approximate or uninterpretable (working as a black box) in typical case. Moreover,
usually they are not appropriate for real-time working because of their complex
structure. As a result they are not useful to create a hardware emulator responsible
for emulation of some kind of industrial processes, which may not be tested during
experiments, because the tests are too expensive or they may be dangerous to
human health or life (e.g. metallurgical, chemical or live processes, tests connected
with a work of nuclear reactor or in some cases with motion control).

In the paper the authors present new method, which will be able to work
in the real-time and it will be enough accurate for mapping in details many
nonlinear dynamic systems, e.g. industrial processes or natural phenomena. It
will be able to obtain the model by the non-invasive observation, transparent
for the monitored process. In a case of industrial process modeling, data will be
collected by the analysis of the packets, which are sent in the real-time in the
Ethernet network ([11]).

In the commonly used modeling method, which models the industrial non-
linear dynamic systems, the applied intelligent systems were used as a ”black
box” or as a ”gray box” models. It should be noted, that the systems in many
cases replaced commonly used and reputable solutions from the classic control
theory. The authors would like to create new hybrid method, which will be used
to support that solutions from control theory, but it will also make available the
knowledge, which describes mechanism of the model work.

The idea of our method is such that in the modeling of nonlinear systems take
advantage of computational intelligence systems. We propose the neuro-fuzzy
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systems, because the knowledge contained in them is interpretable.
In literature various neuro-fuzzy systems have been developed (see e.g. [1], [2],
[15]). They combine the natural language description of fuzzy systems and the
learning properties of neural networks. The task of intelligent systems is not
modeling input-output dependencies. In this approach a large number of rules is
required. This implies that the rules are becoming illegible. In our approach an
intelligent system is used to generate the coefficients of the matrices of the state-
vector equation. Recently several evolutionary algorithms have been proposed
for designing and learning of neuro-fuzzy systems. In this paper for learning
the system we use an evolutionary strategy (μ, λ) and data obtained from the
observation of the real object.

This paper is organized into six sections. In the next section an idea of the
proposed modeling method is presented. In Section 3 we describe neuro-fuzzy
system for nonlinear modeling. Section 4 shows the evolutionary generation of
the interpretable models of dynamic systems and Section 5 presents experimental
results. Conclusions are drawn in Section 6.

2 Idea of the Proposed Modeling Method

Modeling of the systems is a widely developed area. In the literature many topics
connected with modeling issue are considered. In the last years, besides classic
solutions, modeling solutions based on the artificial neural networks and fuzzy
logic rules are presented ([6]-[8], [12]-[18]). It should be noted, that most of the
papers which use above-mentioned methods relates to the phenomena, that can
be simply described by ”input-output” type transposition

y = F (u), (1)

where y, u - are vectors of input and output signals. In reality most of physical
phenomena are dynamic and state of them is not only depended on input of
current signals, but also on their prior states. Inclusion in the input vector u of
historical data (i.e. prior values of inputs and/or outputs) enables consideration
of dynamic dependences in the designed model. However, in the general case that
model may be too complex and uninterpretable, what makes it usefulness in the
practice. This disadvantage is a characteristic of modeling by artificial neural
networks and also modeling based on the fuzzy rules, which input vector was
enlarged by the historic data. Another way of modeling is the use of the state
variables technique. State of the dynamic object model may be comprehensively
described by vector of state variables, which has an appropriate size [9]. Vector
of state variables describes completely a state of the object, what means, that
knowledge about it at time t, and knowledge about input signals (vector u) at
the next moments, with known model of the object, gives a complete knowledge
about the object behavior. The model in a linear case is described as follows

dx

dt
= Ax + Bu, (2)
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where A, B - are system output matrices of an appropriate size. Output signals
y are connected with the vector of state variables and input signals u by the
following way

y = Cx + Du, (3)

where C, D are output and transfer matrices of an appropriate size.
Description of the models in a subspace of state variables has an acclaimed po-

sition and it is a part of modern control theory. It should be noted, that systems
modeledbypresented approachmaybe divided into stationaryandnon-stationary.
In the non-stationary models a coefficients of matrix, which describe the model,
change in the time function. In the stationary models the coefficients are constant.
Furthermore, it should be noted, that presented dependences refer to only a sub-
set of real objects - i.e. linear objects, what restricts area of use of the models to
description of simply physics phenomena or restrict accuracy of the modeling. In
a more general case - i.e. for non-linear objects, equation (2) takes a form

dx

dt
= F (x,u) , (4)

where F is a non-linear dependency in the function of state variables and input
signals. However, it is very hard to obtain and analyze the non-linear models.
Practical use of these models is also very hard. It is, because most of the known
design methods of automatic control theory refers only to linear models. Model-
ing of the non linear objects and phenomena is much more complicated. However,
it should be noted that many physical phenomena may be described by linear
approximation (2) of non-linear dependency (4) around actual operating point
with a good accuracy [9]. Operating point changes over time during the process.
However, a local re-determination of linear approximation in any new point is
possible. For the discretization with the suitable short time step T that solution
is enough accurate, even if the first order approximation is used, i.e.

x (k + 1) = I + A (k)x (k) · T + B (k)u (k) · T, (5)

where I is the identity matrix with the appropriate size. Designed models will
refer to continuous objects noted as discrete form with time step T , connected
with the current time t by the dependency t = kT , where k = 1, 2, .... Modeling
with use of the dynamic phenomena description as state variables and fuzzy rules
will be based on the canonical form of the state equations [9]. This approach is
not only comfortable in use but also necessary because of ambiguity, which is an
effect of many alternative possibilities of state variables chose.

Presented method of modeling allows to use of a lot of methods elaborated
for analysis and design of linear model, also in use of the non-linear objects.
Certainly the analysis of non-linear model have to be performed for all operating
points, which are important from practical point of view.

Advantage of the numerical linear models, if they are possessed, is possibility
of analysis by good known methods of control theory. Methods based on the
input-output model and fuzzy rules or neural networks have other advantage,
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which is simplicity. Especially, the methods based on the fuzzy rules enable
interpretation of knowledge, which was automatically obtained by experiment,
during the observation of the real object. Interpretability of the model of any
object is the result of possibility of obtainment of the knowledge about physical
processes of modeled object. This is an attribute of the objects based on the
fuzzy rules, which are described as linguistic form.

This notation is legible and interpretable especially if the number of the fuzzy
rules is small. However, it is very difficult to get enough accuracy of the designed
dynamic object model for the system with small number of rules. Moreover,
the model described by this notation is not directly useful for the design of
the control systems of the modeled process. That is, because existing and good
elaborated methods of the control theory connected with the design of automatic
control systems are related to objects described by the state equations or transfer
function [9]. In the paper we propose elaboration of new modeling method,
in which will be connected advantages of both described techniques: numeric
modeling by the local linear approximation of non-linear object and fuzzy rules
allow to practical interpretation of new received knowledge. In the proposed
solution obtainment of accurate model of non-linear object (performed by fuzzy
rules) and analysis of the model by techniques developed for linear models are
possible, so the solution allows on automatic building of the object model based
on the fuzzy rules. The structure designed by this approach connects advantages
of both model types: classic (numeric) and fuzzy. Notation described by legible
fuzzy rules will allow to reach conclusions about dependencies between observed
input and output values.

It should be noted that some publications show a small usefulness of the
methods based on the fuzzy logic theory in practical use of the most demanding
real-time application. This is because of relatively high computational complex-
ity in comparison with other solutions. However, correctly designed algorithm
(based on the algebraic equations with support of small number of fuzzy rules)
and adjusted for hardware realization, e.g. in the FPGA structures, eliminates
described disadvantages and allows to real use of high potential of the novel
soft-computing methods.

The proposed solution uses the fuzzy rules to generate the coefficients of ma-
trices (Fig. 1), which are in algebraic notation of equations (4). The coefficients
define the model. If the model is non-linear or non-stationary, the coefficients of
matrices will change over time function or selected state variables function. The
dependency between selected matrix coefficients will be described by the fuzzy
rules in an interpretable way (Fig. 1).

Form and number of the fuzzy rules will be automatically selected in the
procedure of minimization of properly defined objective function, with use of
the evolutionary algorithm. If the approximate linear model is available, it will
be used as a initial model, which will be improved in the next steps of algorithm.

The approach proposed in (Fig. 1) has not been described in the literature yet.
In paper [10] a little similar conception of the authors has been only presented.
The conception was successfully used in the project of adaptive observer of state
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Fig. 1. Idea of the modeling method based on the fuzzy logic rules and modeling
technique with use of dynamic state object variables

variables of induction motor. Received results confirm very well qualities of this
solution. The results confirm also rightness of the presumptions of new algorithm
development.

3 Intelligent System for Nonlinear Modeling

We consider a multi-input, multi-output neuro-fuzzy system for nonlinear mod-
eling (see e.g. [2], [3], [12]), mapping X→ Y, where X ⊂ Rn and Y ⊂ Rm. The
fuzzy rule base of the system consists of a collection of N fuzzy IF-THEN rules
in the form

Rk :
[
IFx1 isAk

1 AND . . .ANDxn isAk
n THEN y1 isBk

1AND . . .AND ym isBk
m

]
,

(6)
where x = [x1, . . . , xn] ∈ X, y = [y1, . . . , ym] ∈ Y, Ak

1 , A
k
2 , . . . , A

k
n are fuzzy sets

characterized by membership functions μAk
i
(xi), i = 1, . . . , n, k = 1, . . . , N ,

whereas Bk
j are fuzzy sets characterized by membership functions μBk

j
(yj),

j = 1, . . . ,m, k = 1, . . . , N .
Each of N rules (6) determines fuzzy sets B̄k

j ⊂ Y given by

μB̄k
j

(yj) = μAk
1×...×Ak

n→Bk
j

(x̄, yj) = μAk→Bk
j

(x̄, yj) = T
{
τk (x̄) , μBk

j
(yj)

}
,

(7)

where T {} is a t-norm and T
{
τk (x̄) , μBk

j
(yj)

}
denotes a inference operator in

the Mamdani-type system (see eg. [12] ). As a result of aggregation of the fuzzy
sets B̄k

j , we get set B′
j with membership function given by

μB′
j
(yj) =

N

S
k=1

{
μB̄k

j
(yj)

}
. (8)

The defuzzification is realized by the COA method defined by the following
formula

ȳj =

N∑
r=1

ȳBj,r · μB′
j

(
ȳBj,r

)
N∑
r=1

μB′
j

(
ȳBj,r

) , (9)
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where ȳBj,r are centers of the membership functions μBr
j
(yj), i.e. for j = 1, . . . ,m

and r = 1, . . . , N , we have

μBr
j

(
ȳBj,r

)
= max

yj∈Y

{
μBr

j
(yj)

}
. (10)

In our investigation we used the system (10) to produce the values of coefficients
of matrix A of the equation (4) as shown in Fig. 1.

4 Evolutionary Generation of the Interpretable Models
of Dynamic Systems

We used the evolutionary strategy in the process of creating the interpretable
model of the dynamic processes (μ, λ). The purpose of this is to obtain the pa-
rameters of system described in the previous section. In the process of evolution
we assumed, that:

– In a single chromosome Xpar
ch , according to the Pittsburgh approach, a com-

plete linguistic model is coded in the following way

Xpar
ch =

(
x̄A1,1, σ

A
1,1, . . . , x̄

A
n,1, σ

A
n,1, ȳ

B
1,1, σ

B
1,1, . . . , ȳ

B
m,1, σ

B
m,1, . . .

x̄A1,N , σ
A
1,N , . . . , x̄

A
n,N , σ

A
n,N , ȳ

B
1,N , σ

B
1,N , . . . , ȳ

B
m,N , σ

B
m,N

)
=

(
Xpar

ch,1, X
par
ch,2, . . . , X

par
ch,L

) , (11)

where ch = 1, . . . , μ for parent population or ch = 1, . . . , λ for the temporary
population and L = 2N (n+m) denotes length of the chromosome (11). In
the paper the following parameters of this system are determined in the
process of evolution: parameters x̄Ai,k and σAi,k of input fuzzy sets Ak

i , k =

1, . . . , N , i = 1, . . . , n, and parameters ȳBj,r and σBj,r of output fuzzy sets Bk
j ,

k = 1, . . . , N , j = 1, . . . ,m.
– Each neuro-fuzzy system has a number of outputs equal to the number of

matrix A coefficients. Fitness function is based on the differences between
output signals generated by the created model at step k+1 and corresponding
reference values. Starting values for the model are the reference values at
step k

ff (Xch) =

√√√√ 1

2Z

Z∑
z=1

(
(x1 (z + 1)− x̂1 (z + 1))

2
+

(x2 (z + 1)− x̂2 (z + 1))
2

)
. (12)

– Genes in chromosome Xpar
ch which correspond to the input fuzzy sets Ai

k,
k = 1, . . . , N , i = 1, . . . , n, (x̄Ai,k and σAi,k) and genes which correspond to

the output fuzzy sets Bk
j , k = 1, . . . , N , j = 1, . . . ,m (ȳBk and σBk ) were

initialized on the basis of the method described in [3].

Detailed description of the evolutionary strategy (μ, λ), used to modify the pa-
rameters of the neuro-fuzzy system (9), can be found in [3].
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Fig. 2. Output signals for the van der Poll oscillator, used as reference values of the
created model

5 Experimental Results

In our work we considered the van der Pol oscillator [4], which is used in the
medicine as the model of the heart beat. We have attempted to identify that
model on the basis of the reference data, which were generated using the adequate
differential equation

d2x

dt2
+ α

(
x2 − 1

) dx
dt

+ ω2x = 0, (13)

where α, ω are oscillator parameters, and x (t) is a reference value of the modeled
process as a function of time. We used the following state variables: x1 (t) = x (t),
x2 (t) = dx (t) /dt . In such a case the system matrix A of the equation (2) takes
the following form

A =

[
0 1
−ω2 −α

(
x21 − 1

) ] =

[
0 1

a21 (x) a22 (x)

]
. (14)

The goal of the modeling was to recreate the unknown parameters a21 (x), a22 (x)
in such a way that the model reproduces the reference data as accurately as
possible. Of course in a general case analytical dependencies, which were used to
generate the reference data are not known. However, the proposed method allows
us to reconstruct these dependencies in the form of a set of interpretable fuzzy
rules (9). This is possible on the basis of the analysis of measurable outputs of the
modeled process. In our case, the measurable output signals are x1 (k) and x2 (k).
They are used as reference values for the outputs. Output signals generated by
the created model x̂1 (k) and x̂2 (k) are compared with their reference values and
the error of the model is calculated (12).

In our simulations we use neuro-fuzzy system (9) with Gaussian membership
functions and algebraic triangular norms. The evolution process is characterized
by the following parameters: μ = 10, λ = 500, pm = 0.077, pc = 0.770, and the
number of generations = 100000 (for details see e.g. [3]).

Neuro-fuzzy system obtained in evolutionary learning is characterized by 3 or
5 rules, 2 inputs (x̂1 (k) and x̂2 (k)) and 2 outputs (a2,1 (k) and a2,2 (k)). The
experimental results are depicted in Table 1 (average RMSE for system with 3
and 5 rules) and presented on the Fig. 3.



704 A. Przyby�l and K. Cpa�lka

Fig. 3. Simulation results of the obtained neuro-fuzzy models in a case of a) three and
b) five fuzzy rules used in the model

Table 1. Accuracy of the nonlinear modeling obtained in our simulations

Number of rules Average RMSE

N = 3 0.0035

N = 5 0.0007

6 Summary

In the paper a new method to create model of nonlinear dynamic systems was
proposed. The novelty was the combination of the method of control theory and
fuzzy rules, which enables to obtain good accuracy of the model using a small
number of fuzzy rules. That model gives the potential possibility to the inter-
pretation of accumulated knowledge. The simulation shows the fully usefulness
of the proposed method.

References

1. Casillas, J., Cordon, O., Herrera, F., Magdalena, L. (eds.): Interpretability Issues
in Fuzzy Modeling. Springer (2003)

2. Cpa�lka, K.: A New Method for Design and Reduction of Neuro-Fuzzy Classification
Systems. IEEE Transactions on Neural Networks 20(4), 701–714 (2009)

3. Cpa�lka, K.: On evolutionary designing and learning of flexible neuro-fuzzy struc-
tures for nonlinear classification. Nonlinear Analysis Series A: Theory, Methods
and Applications 71 (2009)
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PPAM 2001. LNCS, vol. 2328, pp. 634–642. Springer, Heidelberg (2002)



 

L. Rutkowski et al. (Eds.): ICAISC 2012, Part II, LNCS 7268, pp. 706–715, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Hybrid Anticipatory Networks 

Andrzej M.J. Skulimowski 

AGH University of Science and Technology, Chair of Automatic Control,  
Decision Sciences Laboratory, al. Mickiewicza 30, 30-050 Kraków, Poland  

ams@agh.edu.pl 

Abstract. This paper presents a theory of hybrid anticipatory networks that ge-
neralizes earlier models of consequence anticipation in multicriteria decision 
problems. We assume that the decision maker takes into account the anticipated 
outcomes of future decision problems linked by the causal relations with the 
present decision problem. This can be represented by a multigraph, where deci-
sion problems are modeled as nodes linked causally and by one or more addi-
tional anticipation relations. These types of multigraphs are termed anticipatory 
networks. Hybrid anticipatory systems may contain additional models of ran-
dom and non-cooperative game decisions. Constructive solution methods for 
decision problems modeled by anticipatory networks are discussed as well.  
Further, we present a generalization of hybrid anticipatory networks, known as 
superanticipatory systems. In the final section we discuss some of their applica-
tions in the design of decision-making rules in autonomous robotic systems and 
in filtering technology development scenarios. 

Keywords: Anticipatory networks, decision theory, multicriteria optimization, 
analysis of consequences, superanticipatory systems. 

1 Introduction 

The introduction of anticipatory networks as models of future consequences in a deci-
sion-making process was inspired by the idea formulated in [6] as “To use anticipated 
future consequences of a decision as a source of additional preference information in 
multicriteria decision problems”. The exploration of such anticipatory feedback is 
possible owing to the following assumptions: 

1. A decision maker is responsible for solving a decision problem which 
corresponds to the starting node of the anticipatory network.  

2. There exist estimates (forecasts or foresight scenarios) of future decision 
problem formulations, their solution rules, decision makers’ preferences and of 
the relations binding their anticipated outcomes with the current problem.  

3. The decision maker knows the causal structure of future decision problems that 
are modeled by the other nodes of the network, in particular the way in which 
problem parameters are influenced by solutions to preceding decision problems.  

The first and third assumptions allow us to model the impact of a decision to-be-made 
on any subsequent problem in the network. The second assumption is a basis for  
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defining anticipatory relations, which describe the present interests in the future out-
comes that depend on present decisions.  

The usual approach used in decision theory is to model the consequences of the de-
cision with just one value, called utility [1,2,6]. The utility refers implicitly to the 
future, and in multicriteria decision problems it indicates how the values of multiple 
optimization criteria should be assessed. The assumption that there may exist multiple 
measures of utility led in [6] to an anticipatory model of consequences in a sequence 
of multicriteria decision problems. This was expanded in a series of later papers 
[8,10] to a theory of new networks, called optimizer networks, which model the opti-
mization problems and their temporal environment. An optimizer O acts on a set of 
feasible decisions U and on a preference structure P and selects a subset X⊂U accord-
ing to P and to a fixed set of optimization criteria F that are characteristic for this 
optimizer. The optimization problems modeled as the optimizers have the form  

(F:U→E)→min(P) (1) 

where P is a general preference structure in the sense of Yu and Leitmann [12] de-
fined as P:={π(u)⊂U: u∈U} and such that if v∈ π(u) and w∈ π(v) then w∈ π(u). 
Usually E is a vector space with a partial order ≤θ introduced by a convex cone θ, and  

π(u):= π(u,θ)={v∈U: F(v)≤θ F(u)}. 

A free optimizer O may select any solution u0 from U that is nondominated with re-
spect to P and F in (1), i.e. u0 belongs to the set 

Π(U,F,P):={u∈U: [∀v∈U: F(v) ≤θ F(u)⇒ v=u]}. (2) 

O is then uniquely characterized by U, F, and P and may be denoted as a 3-tuple 
O:=(U,F,P). If the admissible solution set in an optimizer O may be different from 
Π(U,F,P) and equal to X⊂ Π(U,F,P), we will denote it as O:=(U,F,P,X). X will be 
interpreted as the required solution set that defines the optimization principle applied 
to F in the problem (1).  

In addition to their optimizing capabilities, the optimizers may influence each oth-
er, forming thus networks with essentially new properties compared to the former 
theory of linked multicriteria decision problems [6,10]. In particular, in feed-forward 
networks of optimizers, constraints and preference structures in some optimizers are 
causally linked to the solutions of other problems and may depend on their preference 
structures. Thus, in a network of optimizers, the parameters of actual instances of 
optimization problems to-be-solved depend on the results of solving other problems in 
the network.  

An influence relation r represented by the network of optimizers may be defined as  

O1 r O2  ⇔ ∃(ϕ:X1 →2U2) such that X2=ϕ(X1), (3) 

where O1:=(U1,F1,P1,X1), O2:=(U2,F2,P2,X2), and ϕ is the multifunction that defines 
the influence of the solutions to O1 on the set of admissible decisions in O2. Influence 
relations linking preference structures may be defined analogously, using multifunc-
tions from X1 to the family of preference structures in U2 to modify P2. If r is acyclic it 
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will be termed a causal influence relation. The term causal network will refer to the 
graph of a causal influence relation. In a causal network of optimizers the function φ 
influences the constraints in Oi by outputs from the problems preceding Oi in r.  

This paper presents a theory of hybrid anticipatory networks that generalizes the 
above outlined model of consequence anticipation in multicriteria optimization. Moti-
vated by real-life problems, apart from optimizers, the hybrid networks may contain 
nodes related to non-cooperative game solutions and those describing random deci-
sions. In addition, the situations where the decision is pre-determined, e.g. by op-
timizing a single criterion on a fixed set, or by using a deterministic decision-making 
algorithm, are modeled as separate “algorithmic decision” units in the causal network. 

To sum up, similarly as in [6,8,10] we assume that while making the decision at the 
starting node of the anticipatory network, the decision maker takes into account forecasts 
concerning the parameters of future decision problems, anticipation of future decision 
makers’ behavior, the forecasted causal dependence relations linking the parameters of 
decision problems in the network, and the anticipatory relations pointing out which future 
outcomes are relevant to decision making at the specified causally-preceding problems. 
There exists an additional preference structure at the starting problem O0 that specifies 
the solution subsets to future problems that are regarded as required (or desired in a re-
laxed formulation of the problem) by the decision maker at O0.  

Moreover, it is assumed that an additional preference structure concerning future 
decision problems may occur at other nodes of the network as well. This led us to the 
introduction of so-called superanticipatory systems (cf. Sec. 3 and [8]). Recall that 
a system is anticipatory in the sense of Rosen [5,4] iff it contains a model of itself and 
of the outer environment, and its future extrapolation. By definition, a superanti-
cipatory system is an anticipatory system that contains a future model of at least one 
other anticipatory input-output system whose outcomes may influence decisions at 
a causally-preceding problem by an anticipatory feedback relation. It will be observed 
that most anticipatory networks are superanticipatory systems because decisions at 
future nodes can be based on similar anticipatory principles as those applied at the 
current node. 

The next Secs. 2 and 3 will show the basic properties of anticipatory networks and 
propose a method of solving the corresponding decision problems, network transfor-
mations and computing, so that the additional preferences concerning the required (or 
desired) future decisions are taken into account at the starting node.  

2 Basic Properties and Structure of Hybrid Anticipatory 
Networks 

As pointed out in the preceding section, we will construct anticipatory networks with 
nodes modeling different types of future decision problems. Apart from optimization 
problems we can also model the choice of a mixed strategy in games with conflicts 
that may eventually lead to Nash equilibria, subset selection problems, pre-determi-
ned, random or irrational decisions. Hybrid anticipatory networks may contain nodes 
of all types, but their structure is similar to networks of optimizers as the nodes are 
connected by edges modeling causal and anticipatory relations. All nodes in an  
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anticipatory network will be termed decision units (DU), while optimizers and non-
cooperative game units will be additionally termed controllable.  

Similar to the free optimizers defined in Sec.1, the decision units of all kinds pro-
duce an output decision based on the inputs fed by units preceding them in the causal 
order. In Fig.1 below we present the schemes of the most important decision problems 
that can be modeled as nodes in hybrid anticipatory networks. 

 

 

 

Fig. 1. The basic decision units that may occur in a hybrid anticipatory network: simple box  
(a) - multiple-input optimizer with output possibly influenced by the states of nature N, triangle 
(b) - the pre-determined algorithmic decision unit, where the decision may additionally depend 
on the states of nature N, rounded box (c) – random decision is selected based on known inputs 
and an output distribution function, subdivided box (d) – 2-player non-cooperative game unit 

The inputs in all units presented in Fig.1 depend on the outputs from other units 
except the initial node, which has no inputs unless it is influenced by the external 
environment (the nature) N. This dependence may have the form of a multifunction ϕ 
that defines the influence relation r (3), or another influence relation that e.g. modifies 
the preference structure in an optimizer or the information set in a game unit. The 
influence relations are characteristics of edges that link the DUs, but they always 
depend on the output from their starting node. Every decision unit has two functions: 

(i) first, it transforms (aggregates) the input signals into the mapping that modifies 
the parameters of the decision problem to be solved by this DU; this transfor-
mation is a characteristic feature of a particular DU; 

(ii) second, it solves its decision problem with modified parameters and produces 
the output, which can be identified with the solution of the DU’s characteristic 
problem; the output is unique except the game units, where the number of out-
puts equals the number of players. 
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For instance, the aggregation of input signals represented by multifunctions ϕ1,…,ϕk that 
restrict the choice of an admissible decision at a decision unit O by imposing additional 
constraints (3) may be defined as an intersection ϕ=ϕ1∩…∩ϕk, i.e. if U is the decision 
set at O and the outputs at the decision units causally preceding O are x1,…,xk then  

ϕ(x1,…,xk)=ϕ1(x1)∩…∩ϕk(xk)⊂U. 

In general, aggregations can be defined by arbitrary Boolean and algebraic operations, 
depending on the modeling purposes.  

We will say that a decision unit O is active, if a decision-maker that performs a 
free choice [9] can be associated with O. Otherwise it is termed passive. The opera-
tions of the decision units are summarized in the following Tab.1. 

Table 1. The properties of the decision units occurring in anticipatory networks 

Decision unit Type Internal parameters Output function(s) 
Multicriteria 
optimizer 

active The feasible decision set U, the (vector) 
criterion F, the preference structure P 

A single optimal solution 
or a subset of Π(U,F,P) 

n-Player game 
unit 

active Strategy sets for all players, informa-
tion sets, payoff functions  

The values of payoff 
functions Gi for all play-
ers 

Algorithmic 
decision unit 

passive The function D or a (deterministic) 
algorithm that calculates the value of 
the output function D on the set U 

A unique value of D on 
V⊂U, or a subset of D(U) 
determined by the inputs 

Random Deci-
sion Unit 

passive Probability distributions describing the 
random decision generation 

A random number or a 
random subset  

Other units active or 
passive 

Different uncertainty model parame-
ters (fuzzy, possibilistic, fuzzy-random 
variables etc.) and decision sets 

Different types of outputs, 
depending on the specifi-
city of the decision unit 

 
The influence relations form the causal graph Γ, where the nodes are decision units 

O and the edges correspond to the general relation R defined as “there exist an influ-
ence relation between two nodes”. Although each DU has one output, different influ-
ence relations may depend on this output, so any node can influence many nodes. We 
will assume that the graph Γ=(O,R) is a directed acyclic graph (DAG). The paper [10] 
contains the discussion of the transitivity of R, and of potential causal graphs with 
loops that might correspond to so-called strong anticipatory systems [3].  

As already mentioned in Sec.1, an anticipatory network is a multigraph, which 
contains additional anticipatory feedback relations. They can be defined as follows: 

Definition 1. Suppose that Γ is a hybrid causal network consisting of optimizers, 
game units and other DUs shown in Fig.1. Assume that an active decision unit Oi in Γ 
precedes another one, Oj in the causal order R. Then the anticipatory feedback  
relation between Oj and Oi in Γ is a requirement f imposing certain condition(s) on the 
anticipated output from Oj when regarded as influenced by the decision made at Oi.  ■ 

By Def. 1, the existence of an anticipatory feedback between Oj and Oi means that:  

(i) the decision maker at Oi is able to anticipate the decisions to be made at Oj; 
(ii) the results of this anticipation are to be taken into account when selecting the 

decision at Oi.  
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Throughout this paper we will assume that the requirement f in Def.1 specifies certain 
subset {Vij}⊂ Uj that contains decisions available at Oj, that the decision-maker at Oj 
should consider when selecting the decision to satisfy the decision maker at Oi. Usu-
ally, this assumption means that reaching certain levels of criteria or payoff functions 
Fj on Vij, is of special importance to the decision maker at Oi. Such levels can be de-
fined as reference sets [7].  

Now we can formulate the formal definition of the hybrid anticipatory network. 

Definition 2. A hybrid anticipatory network is a hybrid causal network with at least 
two active  decision units and with an additional anticipatory feedback relation.       ■ 

In addition, we will assume that the initial node in an anticipatory network must al-
ways be an optimizer. Anticipatory networks with both types of relations as well as 
forecasts and scenarios regarding the future decision units and influence relation  
parameters form an information model, which can be applied to solve decision prob-
lems at the initial nodes or to model the decision-making processes. 

An example of a hybrid anticipatory network is given in Fig.2.  

 

Fig. 2. An example of a hybrid anticipatory network: simple black boxes denote the optimizers, 
subdivided double boxes – the conflicting game decision units, triangles - the pre-determined 
algorithmic decisions, rounded elements – random decisions. Red arrows denote causal rela-
tions and temporal order; narrower blue lines – anticipatory information feedback 
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Let us observe that the anticipatory network shown in the above figure does not 
pre-determine neither its decision-theoretic interpretation nor the solution method. 
The latter depends on the fact whether the network is asynchronous, i.e. only the time 
order, and not its absolute values, are relevant. Additionally, the input aggregation 
functions at DUs should be specified. A more elaborated taxonomy of anticipatory 
networks is left to future research. 

In the next section we will provide an outline description of the method of solving 
the anticipatory networks for the decision problems with finite sets of alternatives.  

3 Solving Hybrid Anticipatory Networks 

Below we present a short overview of the solution methodology proposed in [10] to 
solve the above-defined class of problems, assuming that  

(i) The initial decision problem O0=(U,F,P) is a multicriteria decision making 
problem with a finite number of alternatives U, 

(ii) The goal of the decision maker at the initial node O0 is to consider all causal 
relations and anticipatory feedbacks in the network to select a single compro-
mise decision or to confine the selection of a compromise decision to a possi-
bly minimal subset of U, 

(iii) In case where the satisfaction of all anticipatory feedback conditions yields no 
admissible solution, the decision maker accepts compromise solutions that sat-
isfy certain relaxed condition (here we assume that the relaxation is based on a 
proximity measure to the subsets Vij). Furthermore, the decision maker requires 
that the satisfaction of the anticipatory feedback conditions at the decision 
units in a closer future has a priority over feedback conditions at later  
moments, 

(iv) The inputs to the same decision unit in the network manifest their influence 
simultaneously, 

(v) For the clarity’s sake, all decision unit parameters are assumed deterministic. 

Definition 3. A hybrid anticipatory network is termed solvable if the process of con-
sidering all future information feedback results in selecting a non-empty solution set 
at the starting problem (or to each of the starting problems).                         ■ 

The general idea of algorithms used to solve anticipatory networks is be based on 
analysing cycles in the common network of causal and anticipatory feedback rela-
tions. Specifically, simple cycles, i.e. cycles, which do not contain other cycles, are 
replaced by a synthetic decision unit with a reduced set of admissible decisions and 
updated links to the remaining units in the network. The process is repeated until all 
cycles are solved and the network is reduced to a single simple cycle.  

For decision problems with discrete sets of alternatives the analysis is performed 
on sequences of decisions at consecutive DUs ordered causally from the initial node 
to those having no successors. They are termed admissible chains, while those of 
them which fulfil all anticipatory feedback conditions are termed anticipatory chains 
(of decisions). Constructive solution algorithms for the networks of optimizers, based 
on dynamic programming have been given in [10]. Their construction assures that the 
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above outlined procedure is convergent and yields a decision recommendation based 
on anticipated consequence scenarios.  

The assumptions (i)-(v) above allow to formulate the following decision problem 
with relaxed anticipatory feedback requirements. Its solution for the optimizer net-
works is given in [10].  

Anticipatory Decision-Making Problem (ADMP). For a hybrid anticipatory net-
work Γ with finite decision sets find the set of all admissible chains (u1,…,un) that 
maximize the function 

g(u0,…,un):=∑i∈J(0)h(ui,q(0,i))w0i (4) 

and such that for all i, 1≤i<n, the truncated admissible chain (ui,…,un) maximizes  

g(ui,…,un):=∑j∈J(i)h(uj, q(i,j))wij, (5) 

where J(i), i=0,1,…,n, denote the indices of decision units in Γ, which are in the antic-
ipatory feedback relations with Oi, h is defined as  

h(ui,q(i,j)):=║Fi-1(ui)-q(i,j)║, (6) 

and wij are positive coefficients corresponding to the relevance of each anticipatory 
feedback relation between the decision units Oi and Oj.            ■ 

The decision making principle at O0 implied by solving the above problem is to select 
this decision u0∈U that is the first element of an admissible chain satisfying (4)-(6). It 
turns out that taking into account anticipatory feedback conditions can lead to a consi-
derable reduction of the number of compromise alternatives at the initial problem. 

To solve the above presented discrete problem numerically, we have developed an 
application in Matlab, which consists of the following components: 

1. A database W that contains all potential criteria, payoff functions, admissible 
alternatives for all decision stages Ui, i=0,..k, and all other components of decision 
units. It allows a data interchange with spreadsheets, definition of new units and 
a modification of those already stored in the database. 

2. A graphical editor that makes possible an interactive construction of causal and 
anticipatory feedback networks. Each anticipatory network can be stored as a 
“problem file” that allows for its further processing and modifications.  

3. A graphical module to define the multifunctions ϕi that describe the causal 
relations between a solution admitted and the scope of admissible decisions in 
some future problems. The same editor allows us to directly point out the elements 
of the sets Vij that define the anticipatory feedback relations. 

4. An analytic interface makes it possible to define all the graphs used in the problem 
solution in the form of lists of successors/predecessors, define the reference values 
qi for the criteria or payoff functions that determine the sets {Vij}i∈I,j∈J, the 
functions h(ui,qi) and coefficients wij that occur in problem (ADMP).  

5. An analytic machine that implements dynamic programming algorithms given in 
[10] calculates the anticipatory chains, compromise solutions and their 
consequences in multicriteria anticipatory problems.  

To conclude this section, let us observe that in the above presented approach to solv-
ing anticipatory networks we have assumed that the anticipation is a universal princi-
ple governing the solution of optimization problems at all stages. In particular, future 



714 A.M.J. Skulimowski 

 

decision makers modelled at the starting decision node O0 can in the same way take 
into account the network of their relative future optimizers when making their deci-
sions. Thus, the model of the future of the decision-maker at O0 contains models of 
future agents including their respective future models. This has motivated us to intro-
duce the notion of superanticipatory systems [8], that are direct generalizations of 
anticipatory systems in the sense of Rosen [5]. 

Definition 4. A superanticipatory system is an anticipatory system that contains at 
least one model of another future anticipatory system beyond itself.          ■ 

In addition, one can introduce the notion of a grade of superanticipatory system, na-
mely a superanticipatory system is of grade K if it contains the model of a superantici-
patory system of grade K-1. Anticipatory systems, which are not superanticipatory are 
assigned grade 0. One can observe that an anticipatory network containing a chain of 
K decision units, each one linked with the initial node O0 and with all its causal prede-
cessors in the same chain by an anticipatory feedback is an example of a superantici-
patory system of grade K. 

4 Discussion 

This paper presents the fundamental ideas concerning hybrid anticipatory networks, the 
basic methods for solving them, and their extension, known as superanticipatory systems. 
From among a variety of anticipatory network architectures we have selected and ana-
lysed in more detail those that could be used to solve real-life problems in autonomous 
robot motion planning and to filter scenarios in technological foresight based on the iden-
tification of future decision-making processes and on anticipating their outcomes. Filter-
ing plausible outcomes from each decision unit allows us to reduce the set of plausible 
action scenarios described as a chain of decisions and their implementation processes. 
This approach can also assist in planning the actions of cooperating autonomous robotic 
systems. Other applications include multi-stage resource allocation, predictive control of 
partitioned systems [11] and technological roadmapping.  

Game-theoretic decision models that lead to mixed random strategies turned out to 
be a practical extension of anticipatory networks based on the multicriteria optimiza-
tion principles presented in [10] for a situation where two non-cooperative future 
decision makers influence the same decision unit. Scenarios and forecasts can be used 
simultaneously to support decisions in hybrid anticipatory networks. Forecasts are an 
imminent component the model presented here, as the parameters of all future deci-
sion problems and the links between them need to be predicted. Scenarios can be 
external event-driven. When included in solution models, they allow us to generate 
decision rules that take into account the dependence of the next-stage problems-to-be-
solved on the causally preceding problems as well as on potential outcomes of the 
external events considered. 

The networking of future decision-making problems compelled us to introduce su-
peranticipatory systems. The superanticipatory approach can change the paradigms of 
decision theory, where the decision is usually selected with a simple model of  
consequences. Our approach will require the decision maker to gather substantial 
information about anticipated future consequences, future decision problems and 
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future decision makers. However, available information about the future has often 
been neglected or oversimplified due to the lack of appropriate models. The author 
believes that the theory presented in this paper and in [10] merits further research, 
such as an analysis of networks with iterative decision units, different inference mod-
els and multiple anticipatory feedback relations. The solution methodology for large 
anticipatory networks may require new, more efficient numerical methods as well, 
while evolutionary computational models seem particularly promising. Finally, de-
tailed studies of real-life applications may provide clues as regards further directions 
of research on anticipatory networks and their applications.  
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Abstract. Semantic memory is an integral part of intelligent systems dealing 
with natural language processing (NLP). Building these memories is a challeng-
ing task. Different approaches have been proposed and tested, using a variety of 
corpuses. The corpora used to build the semantic memories vary from well 
structured to highly unstructured. The more structured a corpus, the easier it is 
to build a semantic memory using it. This is because a structured corpus deliv-
ers the NLP system more knowledge about the language and its grammar. In 
this paper we show how a question answering based approach can be used in 
learning of concepts and building the semantic memory.  

Keywords: semantic memory; concepts; question answering. 

1 Introduction 

Interaction between humans and computers has been researched since the early days 
of modern computers, with the goal being to use natural language for such interac-
tions. An intelligent agent should be able to both understand and generate meaningful 
statements in natural language to successfully interact with humans. REQUEST and 
PLANES were some of the earlier successful attempts.  REQUEST, a question ans-
wering (QA) system developed in the mid 1970’s, employed grammar based analysis 
and could answer questions posed in plain, but restricted, English using a formatted 
database [1]. Similarly, PLANES was another QA system that could answer questions 
posed in English using a relational database consisting of aircraft maintenance and 
flight information data [2]. QA systems have come a long way since then. Modern 
QA systems, using information retrieval (IR) and information extraction (IE) tech-
niques such as those shown in [3] and [4] have been very successful at answering 
questions posed in natural language. QA systems such as [5], [6] have been successful 
in answering factoid questions but have not been shown to succeed at answering  
questions requiring contextual analysis. Some researchers, want to improve the per-
formance of search techniques by helping users better formulate their queries by pro-
viding a list of possible questions related to the topic being searched and thus guiding 
them towards fulfilling their need [7]. For a review of the state of the art in QA refer 
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to [8]. [9] provides a very good analysis of the problems with the present direction of 
QA research. For a QA system to be able to succeed in answering questions on com-
plex context, something that humans are capable of, its working should be grounded 
in cognitive principles.  

Memory is central to human cognition and semantic memory plays a major role in 
it. Semantic memory stores the knowledge about the world and learned relationships 
[10]. Concepts are created, managed, and related to one another through activation of 
the semantic memory. Relations between them are context dependent. Concepts and 
their relations play a major role in human cognition and their absence would severely 
handicap us. In this work we propose a simple approach that uses question answering 
to build a semantic memory. 

2 Question Answering Approach to Knowledge Acquisition 

The approach in most NLP systems has been to use statistical processing to solve the 
problems faced. This is not the approach that humans take. Humans solve problems 
based on the world knowledge that they have acquired during their lifetime. There is a 
very good, though not complete, understanding about how humans acquire language 
skills. This understanding of human language skills should be used by NLP systems 
in hope to achieve context understanding of the human speech. 

NLP systems use large databases and use them to build their semantic memories. 
Humans do not do so; they start from forming simple relations and then build on them 
as they acquire more knowledge. A child does not start building its semantic memory by 
reading an encyclopedia; it does it by observing others and by asking or answering sim-
ple questions. It uses such interactions to learn relationships and form concepts, for 
example it learns that the pronouns she and he refer to the names of a female and male 
respectively. The proposed approach uses a similar approach to building semantic 
memory. Our system has access to a database that it can use to answer the questions 
posed to it, but building the semantic memory and learning the grammar of the language 
is done while answering questions. This approach was first suggested in [11].  

Though most NLP systems tend to use a semantic memory that is build by statisti-
cally processing a large corpus of text, this need not be so. [12] shows an approach in 
which knowledge is acquired and semantic memory grows through dialogues or QA. 
In this case the system can not only ask questions but also verifies information before 
writing it to the memory.  

3 System Organization 

The organization of the QA system is shown in figure 1. The system consists of: a) 
Input Unit, b) Output Unit, c) Dataset, d) Working Memory, e) Semantic Memory, 
and f) Episodic Memory. 

The input and output units are used by the user to interact with the system. The 
dataset consists of the documents that are to be used to find the answers. The work-
ing memory is sequential in nature. It reads the user inputs and documents in the 
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We will use this work to test the datasets [14] from now discontinued QA Track 
from the annual TREC conference and compare the accuracy of our method to those 
of others. We are also working on extensions that could allow the proposed method to 
solve the four challenges presented by Jackendoff and discussed in [15]. Our method 
is able to create and modify relations between different concepts based on the ques-
tions, and their answers. Thus, if suitably trained, this approach can be used to re-
trieve documents and extract information from multi-lingual sources in addition to 
translating them.  
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Abstract. This paper presents enhanced approach to profiling traffic
in mobile packet services such as HSDPA. Deriving accurate and mean-
ingful profiles of traffic generated by packet services can greatly improve
dimensioning of the infrastructure for packet mobile networks. Traffic
profiles are derived by clustering of daily aggregates of the traffic vol-
ume. In this work we propose a new definition of distance between the
clustered vectors of daily aggregated traffic. This enhancement allows
to derive clusters with desired characteristics in terms of both similar
shape of the daily traffic profile and similar busy hour characteristics of
each profile. The proposed method is used to obtain traffic profiles from
several mobile networks in Europe and Asia. We discuss the differences
in characteristics of profiles obtained as a function describing BTS in the
context of load shape and its busy hour.

Keywords: Traffic profiling, clustering, mobile networks, packet ser-
vices, HSDPA.

1 Introduction - Formulation of the Problem

Mobile network operators have recently observed rapid growth of packet services
(PS) share in the traffic, which in some networks amounts to over 99% of the
total traffic. This leads to difficulties in estimation of the offered traffic and
in dimensioning of networks. Previously, with voice services dominating in the
network, it was enough to estimate the daily maximum (or Busy Hour, BH)
traffic for every NodeB. The traffic aggregated from several NodeB’s at the RNC
(Radio Network Controller) level could then be estimated by summing up BH
traffic over all NodeB’s. However, as PS traffic shows high dispersion of BH for
different NodeB’s or different user groups, etc, this approach leads to significant
over-estimation of traffic at RNC. This is schematically shown in Fig. 1, where
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the left side illustrates the actual traffic aggregated at an RNC, while on the
right the RNC traffic estimated by summing BH traffic over NodeB’s is shown.
This implies that for proper estimation of the aggregated traffic, the complete
distribution of traffic should be considered rather then the BH traffic.

This work builds on our previous developments [8,6] where we proposed the
original idea to use data driven profiles of traffic volume to improve dimensioning
of the networks. We introduced there a measure of dispersion of BH in the
group of cells, referred to as the Load Distribution Factor (LDF). We defined
LDF as the ratio of the sum of busy hour traffic calculated over all cells in the
group (denoted A, Fig. 1) and the maximum traffic generated by the group of
cells (denoted B, Fig. 1), ie. LDF = A/B. We showed that machine learning
(clustering) can be successfully used to derive traffic profiles and that using these
profiles significant reduction in over-dimensioning of packet services networks
can be achieved. However, one of major shortcomings of our previous methods
was rather simple definition of similarity between vectors of traffic aggregate
volume. Namely we used correlation based distance which implied that resulting
clusters were quite similar in terms of the overall shape, however the time of daily
maximum traffic (or busy hour) in cells clustered together often showed too much
dispersion. Although similarity in shapes of profiles makes it easier to interpret
and identify the profiles, some dispersion in busy hours still leads to unnecessary
over dimensioning of the network. This problem motivated the research reported
in this paper. We proposed an enhanced approach to clustering where we at the
same time control similarity in shapes of profiles clustered together and similarity
in terms of the the busy hour. To achieve this we formulate the new definition of
distance between the traffic aggregate vectors. We demonstrate characteristics of
traffic profiles obtained with this method based on real data from several mobile
networks from Europe and Asia.

In the following section we discuss how accurate traffic profiles can be used to
improve dimensioning of packet services infrastructure. Next we formulate the
proposed approach to clustering of the traffic volume characteristics. Finally in
section 4 we demonstrate performance of the method based on a comprehensive
analysis of real mobile operator data.

2 Traffic Profiling for More Accurate Dimensioning
of Packet Networks

Inaccuracy in network dimensioning discussed in this paper considers impact
of busy hour dispersion between BTS serving HSDPA service on aggregation
node in the network i.e. RNC. The issue is not directly related to the fact that
such situation exists but to the scale and variety (LDF between 2-5) for various
operators as presented in [8,6]. The LDF equal 2 means two times smaller offered
traffic to be considered when dimensioning network elements. The offered traffic
is the key parameter in dimensioning process and taking into account some
simplification it can result with 2 times smaller capacity requirements for Iub
interface or especially RNC. For this reason the extremely big variety where LDF
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Fig. 1. Illustration of the Load Distribution Factor (LDF). LDF is defined as the ratio
of the A and B.

can reach even 5 has significant impact on estimations of necessary capacity for
interfaces and network elements and thus final prices. The variety of LDF is still
unpredictable, currently there are no clear indicators enabling prediction what
the LDF depends on and how it will evolve in time with the network or service
growth.

Traffic profiling is a key part of wider research work that should help by
identifying needed predictors. General concept behind bases on definition of
LDF itself and on assumptions that profiles from single BTSs indicate LDF in
the same was as few profiles derived from and valid for the whole network.

Going forward, analyzing of derived traffic profiles opens new possibilities to
get additional knowledge about the network. Even number and shape of profiles
is already an important information and can be used i.e. to optimize planning
of maintenance breaks or many others.

The idea is to use this opportunity to get knowledge about relationship be-
tween particular BTS and the profile it belongs. Answer for question what net-
work parameters decide about membership of particular BTS to a profile is also
indirect answer for another key question in the context of this research work,
what parameters LDF depends on. Identification of these parameters is the goal
of the research. Quality of knowledge about relationships between two elements
(BTS and its load profile) depends directly on quality of the profiles. For this
reason proposed enhancement improving quality measures is so important point
in this research.

In [8,6] it has been presented that traffic load of BTSs serving HSDPA service
can be well profiled. Then it has been assumed that similarity between two
load profiles can be defined as correlation. It enabled to significantly reduce the
LDF quality measures but the value of LDF still remains relatively high. For
this reason additional research has been started how to improve the profiling
algorithm and this paper presents the results of proposed improvements.



Enhanced Approach of Traffic Profiling 727

LDF characterizes first of all dispersion of busy hours between BTSs as a
result of those various traffic load profiles. It has been assumed that if load
profiles will be clustered then LDF will be reduced. For this reason application
of correlation algorithm between load vectors was fully justified but still in many
cases caused the issue as presented before. After reviewing the assumptions, we
considered that BH itself as a key parameter for LDF and should be taken into
account in the definition of similarity. It results that similarity distance between
two nodes will consists of two elements, similarity in the sense of shape and
similarity in the sense of the busy hour value.

3 Proposed Enhancement of Traffic Profiling

3.1 Derivation of Daily Aggregates of the Traffic Volume

Performance monitoring data of UMTS network include several thousands of var-
ious parameters. In this research focus has been limited to RNS (Radio Network
System) compound of NodeBs (UMTS Base Stations with its cells) connected to
single RNC (Radio Network Controllers). RNC aggregates transport traffic and
measurements data from multiple NodeBs (up to several hundreds) and takes care
about control of radio resources. It is one of the key measurement points collect-
ing data in i.e. 20-second intervals (depending on the counter) and additionally
updating whenever connection will be released or active set will be changed. For
this research single performance parameter has been selected presenting informa-
tion about amount of transferred volume (in Bytes) from SRNC (Serving RNC)
to NodeB on MAC-d layer. The parameter characterizes usage of HSDPA service
and includes data with hourly aggregation on single cell level. Several counters
create measurement sets where necessary parameter can be derived from. Such
measurements have been collected for several European and Asian mobile oper-
ators for at minimum two weeks period. Sample measurement records that were
source for any further calculation have been presented in Table 1.

From this table (several millions of records) HSDPA usage parameter has
been derived and transformed to the format that will allow applying data mining
techniques. Resulting table represents 24 hours load profiles for each cell in the
network and for single averaged day, as shown in Table 2.

To avoid obvious differences in load profiles only working days have been taken
into account. The last point to prepare data for traffic profiling was noise elim-
inations. Context of network dimensioning enforces special requirements what

Table 1. Sample from the traffic monitoring database

Data Time Granularity
[min]

RNC WBTS WCEL HSDPA Usage
[bytes]

. . .

9/9/2011 10:00 60 23 3 1 22984123 . . .
9/9/2011 10:00 60 23 3 2 13984123 . . .
9/9/2011 11:00 60 23 4 1 14213621 . . .
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Table 2. Example of aggregate traffic vectors representing daily traffic profile of each
cell

Cell ID
(RNC NodeB Cell)

Hour 0 Hour 1 . . . Hour 23

23 3 1 32984122 36455982 . . . 10345296
23 3 2 11074749 26479315 . . . 8345883
24 3 1 43264907 44823577 . . . 34335821

kind of NodeBs or its cells should be taken into account. The key requirement
was to assure a maturity of considered network elements. It means that only net-
work elements generating significant load should be taken into account. Based
on experience and review of available networks the minimum level per single cell
has been set at 2Mbytes / hour. In some cases it reduced even 50% of all cells
but only 2% of overall traffic measured on RNC.

3.2 Clustering Method

Technical details pertaining to the clustering method will be explained using the
following notation. Let V denote the set of vectors of daily traffic profile for all
cells in the network (elements of this set are illustrated in Table 2). Elements of a
vector v = [v0, v1, . . . , v23] ∈ V represent total volume transfered in consecutive
hours. Definition of distance between vectors u, v ∈ V is defined as:

d(u, v) = (1 − w) · dshape(u, v) + w · dBH(u, v) (1)

where dshape(u, v) = 1
2 (1 − cor(u, v)) is the component of distance related to

similarity of shapes of daily traffic profiles, and the dBH is the component of
distance introduced in order to favour clustering together cells which are close
in terms of their busy hour (ie., realize maximum daily traffic at or near the
same hour). The weight w ∈ [0, 1] is used to balance the effect of shape-related
and BH-related similarity in the final clustering. To calculate the dBH we first
determine the busy hour BHu, BHv of u and v, ie., the hour of maximum daily
traffic in corresponding cells, ie., vBHv = maxi=0,...,23 vi, uBHu = maxi=0,...,23 ui.
Then the dBH component is defined as:

dBH(u, v) =
1

12
min(|BHu −BHv|, 24− |BHu −BHv|) (2)

According to this definition, distance between two busy hours BHu, BHv is
maximum (equal 1) if they are 12 hours apart, where we consider hours 0 and
hour 23 adjacent. E.g., for BHu = 1 and BHv = 22, dBH = 3 (and not 21
hours).

Additionally, when calculating the dshape component, we limit the vectors u, v
to the period of hours 8-23. In this way we exclude night hours, where traffic in
different cells is very similar, and thus dshape is focused on daily traffic where
differences in profiles are of highest interest.
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In hierarchical clustering of V we used different linkage functions (ie., defini-
tions of intercluster distance), such as average (AVG), flexible beta, or the Ward
method.

4 Profiling of Traffic in Sample Networks

4.1 Empirical Results

The empirical study consisted in clustering the set V defined in the previous
section, where elements of V represent all cells in the network. We conducted a
comprehensive study with (i) different number of disjoint clusters generated from
results of hierarchical clustering, (ii) different linkage functions, and (iii) different
values of weight 0 ≤ w ≤ 1 in eq. 1. We did this based on real monitoring data
from several mobile networks in Asia and Europe.

We use the following measures to evaluate quality of results of clustering of
the set of cells V into m disjoint clusters. Let CLUS = {C1, . . . , Cm} denote
the set of clusters generated from V . Let LDFV denote the the LDF measure
calculated for the set of all cells V . For each of the clusters Ci we calculate the
LDF measure, denoted LDFCi , and the share of the total traffic comprised
in cluster Ci, denoted wi. Notice that the LDFCi represents the dispersion
of the BH within cluster Ci, while the LDFV represents dispersion of BH in
all cells in the network. Once the traffic is modelled by m traffic profiles de-
fined by clusters C1, . . . , Cm, then dispersion of the BH can be estimated by
LDFCLUS =

∑
i=1,...,mwiLDFCi . We can then estimate improvement in terms

the LDF measure realized by clustering CLUS as:

LDFIMP =
LDFV − LDFCLUS

LDFV − 1
(3)

We introduce additional measure to estimate compactness of clusters C1,
. . . , Cm in terms of similarity of vectors v clustered together in each of the clus-
ters: STDCLUS =

∑
i=1,...,mwiSTDCi, where STDCi = mean(s0, s1, . . . , s23)

with si calculated as standard deviation of the traffic in hour i for all cells in
cluster Ci. If we calculate this measure also for set V (denoted STDV ) then:

STDIMP =
STDV − STDCLUS

STDV
(4)

can be used to express improvement in terms of compactness of clusters.
In Fig. 2 we depict typical relationship of LDFIMP and STDIMP as a function

of the weight w in eq. 1. These plots were obtained for m = 8 clusters based
on data from two mobile operators in Asia and Europe, however very similar
relationship is observed for a number of datasets from other operators/regions.

In Table 3, we summarize improvement in LDF obtained when clustering as
proposed in [8,6], ie. comparing cells only in terms of similarity in traffic profile
shape (w = 0 in Eq. 1) – column 2 of the table. In column 3 we show results of the
proposed method, ie. when both shape and BH terms are used when comparing
cells.
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Fig. 2. LDFIMP and STDIMP as a function of the weight w in Eq. 1
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Fig. 3. LDFIMP and STDIMP as a function of the weight w in Eq. 1 – untypical
scenarios

Table 3. Improvement in LDF when cells are compared by traffic profile shape only
(w = 0), and when both shape and BH are considered (Best LDFIMP )

Operator LDFIMP

for w = 0
Best LDFIMP # of clusters

1 29.82 67.55 8
2 40.75 72.36 8
3 61.56 79.14 8
4 36.61 72.08 8
1 19.56 56.17 6
2 37.17 59.23 6
3 50.57 69.21 6
4 33.65 59.31 6
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4.2 Discussion

In Fig. 2 we observe that including the BH term in the definition of distance
used to compare cells (ie. using w > 0) brings significant improvement in terms
of the LDF . This effect could be expected, since by using w > 0 we explicitly
request that clustering groups cells with adjacent busy hours. However, we also
observe that for w around 0.5-0.6 we also seem to get more compact clusters in
terms of shapes of cell profiles (as STDIMP (w = 0.5) is significantly higher than
STDIMP (w = 0)). This result is quite surprising, as w = 0 requests clustering
only based on profile shapes. Apparently, including additional term in Eq. 1 re-
lated to BH can bring further improvement also in terms of similarity of shapes
of cells in clusters. This result is interesting and important both from the per-
spective of reduced over-dimensioning of the network (due to better LDFIMP )
and better interpretability of the clusters (ie. traffic profiles) obtained (due to
more compact clusters, as shown in the STDIMP measure).

Relationship similar to the one in Fig. 2 is observed in majority of networks we
analyzed. However, in some projects we observe somewhat different behaviour
of LDFIMP and STDIMP – as illustrated in Fig. 3. On the left we observe
that improving LDF leads to deterioration in cluster compactness – which may
lead to problems in interpretability and future identification of clusters. On the
right of Fig. 3 an opposite effect is shown, as observed in one of the projects.
Here improvement in one measure closely correlates with improvement in the
other, with a wide plateau in maximum. This is a very desirable behaviour,
unfortunately quite uncommon.

5 Conclusions

In this work we presented an enhanced method of clustering traffic profile vec-
tors which represent cells in a mobile network that carry the HSDPA service.
In our first approaches to traffic profiling through clustering cells, we compared
cells only in terms of similarity in profile vectors (we used correlation-based
distance to focus on similarity of shapes of daily profiles). This resulting clus-
ters show much better concentration of busy hour, as compared to the original
set of all sets. Thus based on the traffic model defined by clusters, it is much
easier to correctly estimate the offered traffic. However, the clusters still show
relatively high value of LDF, which translates into too much dispersion in busy
hours, and consequently into possible over dimensioning of the network. The
enhancement proposed in this word consists of clustering in terms of both shape
of traffic profile and proximity of the busy hour. As expected, this brings further
improvement in concentration of busy hour in resulting clusters, hence less net-
work over dimensioning. However, we also found that in many cases we at the
same time improve in consistency of cells clustered together, ie. cells show more
similar daily traffic profiles which makes interpretation and further identification
of resulting clusters easier.
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Damaševičius, Robertas II-302
Datcu, Dragos I-486
Dendek, Cezary I-369
Derlatka, Marcin II-251
Dobosz, Piotr I-495
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Jȩdrzejczyk, Dariusz I-421
Jelonkiewicz, Jerzy II-645
Jeong, Do-Heon I-682
Jeske, Dominik II-625
Joorabian, Mahmood II-493
Jozwiak, Ireneusz II-347
Jung, Hanmin I-682
Jung, Jason J. I-664

Kacprzak, Magdalena I-247
Kacprzyk, Janusz I-334
Kaczmarek, Pawe�l L. II-653
Kaczor, Krzysztof II-573
Kajdanowicz, Tomasz I-656
Kapuscinski, Tomasz I-527
Karandashev, Jakov I-111
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