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Abstract. This paper proposes a method of tracking the lips in the
system of audio-visual speech recognition. Presented methods consists
of a face detector, face tracker, lip detector, lip tracker, and word clas-
sifier. In speech recognition systems, the audio signal is exposed to a
large amount of acoustic noise, therefor scientists are looking for ways to
reduce audio interference on recognition results. Visual speech is one of
the sources that is not perturbed by the acoustic environment and noise.
To analyze the video speech one has to develop a method of lip tracking.
This work presents a method for automatic detection of the outer edges
of the lips, which was used to identify individual words in audio-visual
speech recognition. Additionally the paper also shows how to use video
speech to divide the audio signal into phonemes.
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1 Introduction

Automatic speech recognition (ASR) is widely used as an effective interface in
many devices: personal computers, robots, mobile phones and car navigation.
For ASR systems, in low noise-level environments, the word correct rate (WCR)
for audio channel only is over 95%. However in noisy environments, the WCR is
significantly reduced [1]. To overcome this problem, we consider a lip reading
method. Automatic recognition of audio-visual speech provokes a new and chal-
lenging tasks of comparison and competition with automatic recognition of the
audio speech. It’s well known that the visual modality contains some complemen-
tary information to the audio modality. The use of visual features in audio-visual
speech recognition (AVSR) is motivated by the bimodal nature of the speech for-
mation and the ability of humans to better distinguish spoken sounds when both
audio and video are available [2,3,4]. Audio-visual speech recognition examines
two separate streams of information, in comparison to only audio speech. The
combination of these streams should provide better performance in contrast with
modern approaches that utilise each source separately. The issue of video char-
acteristics extraction and fusion of audio and video characteristics are difficult

L. Rutkowski et al. (Eds.): ICAISC 2012, Part I, LNCS 7267, pp. 535–542, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



536 M. Kubanek, J. Bobulski, and L. Adrjanowicz

problems, that generate a lot of research in the scientific community. Since E.
Petajan demonstrated in his work [5] that audio-visual systems are more ef-
fective than either speech or vision systems alone, many researchers started to
investigate audio-visual recognition systems [6].

The paper presents a method for automatic detection of the outer edges of the
lips. In addition, it shows how to improve the distinguish ability of video sounds,
by analyzing the position of tongue and how to use video speech to divide the
audio signal into phonemes. Because it is difficult to evaluate the effectiveness of
lip-tracking, as the tracking accuracy may be verified only by observation. There-
fore performance tests where based on isolated words recognition of audio-visual
Polish speech. Moreover this work focuses on hidden Markov models (HMM)
and presents a method of automatic lip tracking.

2 Face, Eye and Area of the Lip Detection

The first step in the process of creating a video observation vectors of speech,
is the location of the user’s face in a video. Because the system was designed
to operate with only one user at any given time, it is assumed that the frame
contains only a single face of one individual. The process of face localization
involves the reduction of entire frame to the area containing only the face. This
work uses haar-like features [7,8] as the detection method to locate the face
area.

After determining the coordinates of vertices rectangular mask, a new video
sequence of statements containing the limited area of the image to the user’s
face is creates from the original sequence of frames. For a lip-reading system, it
is essential to track the lip region of the speaker. This can be achieved by track-
ing the lip-corners. It is difficult to locate or track lip-corners alone. In order to
find the lip-corners within a face, it is possible to search other facial features
using certain constraints and heuristics. Some facial features are easier to locate
than lip-corners. For example, within a face, the pupils are two dark regions that
satisfy certain geometric constraints, such as: position inside the face, symme-
try according to the facial symmetric axis and minimum and maximum width
between each other.

When designating mouth image area it is well known that individual frames
contains the entire face of the user. Therefore eye coordinates can be used to
determine the exact position of the mouth. For this reason Gradient Method and
Integral Projection (GMIP) [9] is applied to find horizontal and vertical lines
of eyes.

3 Lip Edge Detection and Video Encoding Speech

During natural speech, lips move vertically, the lip corners are in place or, alter-
natively, move horizontally, and the distance between the inner and outer edge
of the lower and upper lip remains unchanged. Therefore, the system uses only
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the corners and outer edges of the lips as the main features in the process of lip
tracking [10].

An important element of the extraction characteristics of the lips is to locate
the lip corners. The exact position of the mouth corners is crucial, so that later
on the basis of their location the outer edges of the mouth could be detection,
as well as the landmark distribution. This paper proposes a method based on
the specifics of lips color and shape. In this method, the localization process of
lip corners is realized on a color image. Lips have a very distinct color and by
properly manipulating the various components of the RGB color space, isolated
borders between the lips and the rest of the face might be obtained by thresh-
olding. Operations performed on the RGB channels could be described by the
following relationship:

lipregion =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

B
G − 1 < T 1

and
R
G − B

G < T 2
and

R
G − 1 < T 3

(1)

where: T1, T2 and T3 are empirically chosen thresholding values.
In this way, the values of the pixels corresponding to the specific color of the

lips are set. Knowing the structure shape of lips, corners of the mouth may be
designated as the extreme levels of specific color of mouth pixels. Searching for
the pixels has to be done within a limited area of the mouth, near the horizontal
axis of the lips.

Correct determination of the lip corners is so important that a round grid is
built on its basis to determine the points on the outer edges of the lips. Based
on the corners of the mouth the center of the circle can be determined at half
of the distance between the corners of the lips. When moving around the circle
the radius is determined as the angle α. Starting from one of designated corner
we can differentiate between 2π/α of rays. Then, moving along each of the rays
toward the center of the circle we can designated a characteristic point of the
outer edge of the lips, as the first encountered mouth pixel. The offset of rays is
chosen accordingly to the accuracy with which the outer edges of the lips should
be reproduce. The study assumed that each of the rays is at about 22.5 degree,
which gives 16 points, including two characteristic corners of the mouth.

The system is based on HMM. For the HMM model, the input signal has to
be introduced as a vector of observations, so for each frame based on the coordi-
nates of characteristic points a symbol could be assigned that best describes the
characteristics of that frame. The proposed method for encoding frames incor-
porates a simplified method that uses the location of each of the characteristic
points of the straight line defined by the corners of the mouth. For each frame,
we calculate the sum of relative distances m from all points of a straight line,
defined by the corners of the mouth. We adopted 16 characteristic points, so
each of the calculated relationships could be divided by 16. The sum of obtained
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value, when multiplied by 100 is in the range from 11 to 60, obviously if properly
located in characteristic points on the outer edges of the lips:

y =

∑N
i=1

mi

d

N
· 100 (2)

where: N - is the number of points, m and d - see Fig. 1.
Fig. 1 shows scheme of assumed location of corners of mouth, definition of

external edges of mouth and video speech encoding method.

Fig. 1. Scheme of assumed location of corners of mouth, definition of external edges of
mouth and video speech encoding method

It was assumed that the resulting symbols should be in the range from 1 to
50, so the minimum value of the code for each user must be specified accordingly
and on this basis the code values need to be reduced to the objective range.

4 The Method of Supporting the Division of Phonemes

The division of the speech signal into phonemes is very important for systems
that perform continuous speech recognition. The most often used method cur-
rently uses constant-time segmentation. This methods benefit from simplicity of
implementation and the ease of comparing blocks of the same length. Clearly,
however, the boundaries of speech elements such as phonemes do not lie on fixed
position boundaries; phonemes naturally vary in length both because of their
structure and due to speaker variations. Constant segmentation therefore risks
losing information about the phonemes. Different sounds may be merged into
single blocks and individual phonemes lost completely.

Spectral analysis of the speech signal is the most appropriate method for
extracting information from speech signals. The analysis of the power in different
frequency bands offers potential for distinguishing the start and end of phonemes.
Many phonemes exhibit rapid changes in particular sub bands which can be used
to detect their start and endpoints. However, for many boundaries, there is no
discernible drop in overall power, and at some frequencies, the power is broadly
constant over the lifetime of the phoneme.

We propose a method that combines analysis of the frequency signal, and an
analysis of the key changes from the video frames of speech. In our approach, we
analyze the significant changes in the video frames and synchronize those changes
with an acoustic signal. The idea of the described method is shown in Fig. 2
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Fig. 2. The method of divide the audio signal into phonemes with use video frame

5 System of Audio Visual Speech Recognition

The accuracy of automatic lip tracking method was tested in audio-visual speech
recognition system, that incorporates the hidden Markov models as a probabilis-
tic data classifier. Audio-visual speech recognition is based on the extraction of
recording features of audio and features of video. In such system video and audio
channels are analyzed separately, then a proper fusion of designated features is
made.

The input to HMM has to be presented in the form of vectors of observation.
Such an observation vectors can be obtained by making a vector quantization.
In audio speech analysis Mel Frequency Cepstral Coefficients (MFCC) were used
for the extraction of audio features. To create a codebook Lloyd algorithm was
used. In speech recognition systems based on HMM, each frame represented by
a vector of observation is coded as a symbol of observation. In our system, all
the individual words can be encoded using 37 code symbols, corresponding to
the number of phonemes of the Polish language.

The result of audio signal analysis is the extraction of required characteristics
of the signal, whereas the result of video analysis being the process of encoding
each frame containing the shape of the lips with the use of appropriate symbol
observation.

Vectors of observations of audio and video signals have a similar length. The
audio signal is sampled at a frequency of 8000 samples per second. After the
encoding process one second of audio contains about 50 symbols. Consequently
the video signal is sampled at a frequency of 50 frames per second, to synchronize
audio and video streams.

In the method of fusion, the audio and visual observation sequences are in-
tegrated using a coupled hidden Markov model (CHMM) [11,12]. The feature
fusion system using a multi-stream HMM assumes that the audio and video
sequences are state synchronous, but allows the audio and video components
to have different contributions to the overall observation likelihood. The au-
dio visual product HMM can be seen as an extension of the multi-stream HMM
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that allows for audio-visual state asynchrony. The CHMM can model the audio-
visual state asynchrony and preserve at the same time the natural audio visual
dependencies over time. In addition, with the coupled HMM, the audio and video
observation likelihoods are computed independently, significantly reducing the
parameter space and complexity of the model compared to the models that
require the concatenation of the audio and visual observations [12].

6 Experimental Results

To perform research, we applied a set of seventy-command, recorded for 40 differ-
ent users. In order to show the correctness of functioning method of automatic
tracking of the lips, and the level of error recognition system of audio-video
speech, experiments were performed for different levels of audio noise (at SNR
of 20, 15, 10, 5, and 0 dB).

Many scientists in the world deal with the analysis of audio-visual speech. In
their studies, they examine the various factors of processing audio-visual speech.
Therefore, to compare the obtained results with those of other researchers, we
chose only those leading the work that analyzed in a similar way audio-visual
recognition of speech. In order to compare the developed method with the
popular methods of audio-visual recognition of speech, developed by leading
researchers in this field, we adopted similar conditions for noisy audio signal.
Effectiveness compared with those of [2,13,14,15,16], in which the authors have
adopted similar solutions by encoding both signals, and using CHMM for learn-
ing and testing. Assumptions may differ in terms of quantity of the analyzed
words, different amounts of CHMM states and various means of fusion of audio
and video signals. But the sense of studies was similar, so it was concluded that
the comparison will be reliable. The results of comparing the level of recognition
errors of audio-visual speech was showed in Tab. 1.

Table 1. The results of comparing the level of recognition errors of audio-visual speech
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7 Conclusion and Future Work

Conducted tests indicate that the method of automatic lip tracking is working
properly and performs well in real life. Test results show that the accuracy of
speech recognition is largely affected by the fact of whether the environment is
disturbed or not.

In comparison of recognition accuracy our method obtains similar or better
results to other existing audio-visual speech recognition methods, published in
scientific literature. Fig. 3. shows results of comparing the level of recognition
errors of audio-visual speech for different methods.

Fig. 3. Results of comparing the level of recognition errors of audio-visual speech for
different methods

The results show also that this method should be developed. There are plans
to expand the method of automatic detection of the position of the tongue, for
each of the spoken video phonemes. In future work we plan to build a system
for Polish speech recognition, based on analysis of individual phonemes. Such an
approach would allow for continuous speech recognition. The method of audio-
visual recognition of Polish speech was used in the system to control the camera
movement using voice commands. To increase the efficiency of the method to
make the system work properly in real time, can be used to support at the
hardware level.

An advantage of the proposed method is the satisfactory effectiveness cre-
ated by the lip-tracking procedures, and the simplicity and functionality by the
proposed methods, which fuse together the audio and visual signals. A deci-
sively lower level of mistakes was obtained in audio-visual speech recognition,
and speaker identification, in comparison to only audio speech, particularly in
facilities, where the audio signal is strongly disrupted.
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