
 

 Colon Cancer Detection Using Whole Slide Histopathological Images  

Liping Jiao1, Qi Chen1, Shuyu Li1 and Yan Xu1 

1 School of Biological Science and Medical Engineering, Beihang University, Beijing 100191, China 

Abstract—Introduction: Colon cancer is one of the major 
reasons of cancer-related deaths, whereas both the traditional 
and the current methods are complex to conduct. Mate-
rials and Methods: This paper presents a simple and effective 
approach for colon cancer detection by classifying cancer and 
non-cancer colon images based on computer assisted diagnosis. 
A classifier is developed using SVM, which has excellent per-
formance in practice. Eighteen simple features, including gray-
scale mean, gray-scale variance and 16 texture features ex-
tracted by Gray-Level Co-occurrence Matrix (GLCM) method, 
are chosen as the feature set. Results: In order to evaluate the 
accuracy of our classification, we calculate precision, recall 
and F-measure of different classifiers produced by using dif-
ferent feature combinations. And 3-fold cross-validation is 
applied. Three indicators precision, recall and F-measure are 
used to describe the performance of our system. Experiment 
results show that: when all features are used, the mean value 
of precision, recall and F-measure are 96.67% 83.33% 89.51% 
respectively. Discussion: These results demonstrate the great 
advantage of the method on colonic histopathology images’ 
classification. The simple and efficient method will have great 
contributions on colon cancer detection. 
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I. INTRODUCTION  

Colon cancer occurs in the large intestine (colon) or the 
rectum (end of the colon) [1]. According to American Can-
cer Society, colon cancer is one of the major reasons of 
cancer-related deaths in the US [2]. The key step for con-
firming the diagnosis of malignancy and guiding treatment 
is to stain colon biopsy by Hematoxylin and Eosin (H&E) 
technique [3]. Fig. 1 shows some examples of stain colon 
biopsy images from normal people and abnormal people. 

The traditional method for cancer detection is very time-
consuming and labor-intensive. In order to distinguish the 
colon images, pathologists need to accumulate a large 
amount of experience through observing the labeled histo-
pathological images. Therefore, a considerable mass of 
resources and manual labors are wasted. Thus, better diag-
nostic accuracy and faster diagnosis speed are required.  

In recent years, computer technologies draw a lot of at-
tentions due to the advantages of computer, including com-
putational power, speed and storage capability.  

Inventing an automated system for cancer detection 
(prostate cancer [3], breast cancer [4], etc.) based on com-
puter-aided diagnosis, has become researchers’ focus. Ma-
chine learning [5] is one of the great applications of com-
puter-aided technique, because of its ability of human-like 
learning, which will improve its algorithm by experience 
automatically. So far, there are various studies [6, 7] about 
colonic cancer diagnosis aided by computer technology. 
However, these systems are very complex relatively. This 
paper aims at developing a more objective computer-aided 
technique for simply and effectively detecting colon carci-
noma by classifying cancer and non-cancer images based on 
SVM. Because of the simple and effective of SVM [3], this 
method is selected. 

  
(a)                                             (b)    

  
(c)                                              (d)   

Fig 1: Examples of colon images 
(a) & (b) Cancer images, (c) & (d) Non-cancer images 

Feature extraction is a key step of building a classifier. 
Gabor filters, fractal dimension (FD), and multi-wavelet are 
commonly used in the diagnosis of prostate cancer [3], and 
Gray-Level Co-occurrence Matrix (GLCM) [8] transforms 
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which introduced by Haralick et al. [9], is widely used in 
the diagnosis of colon cancer.  

In this paper, depending on the analysis of images cha-
racteristics we combine mean, variance and other 16 fea-
tures which are extracted by GLCM method to form a set of 
18 features for classification. A 3-fold Cross-validation [10] 
pressure is applied to obtain the classification results. Preci-
sion, recall and F-measure [11] are calculated to character-
ize the result of our experiment. Finally, conclusions are 
drawn by analyzing the three indicators. 

II. METHOD  

SVM proposed in computer and statistics science is an 
excellent method of machine learning and has been exten-
sively applied in classification and regression analysis. 

In this section, a SVM classifier is produced based on co-
lon image analysis and feature extraction.   

A. Image Classification: SVM 

SVM is a supervised learning algorithms based on recent 
advances in statistical learning theory. It is now established 
as one of the standard tool for machine learning due to its 
excellent performance in real-world applications, such as 
image classification, hand-written character recognition, 
text categorization, and so on. 

The standard SVM takes a set of training and test data. 
Each training example is marked as belonging to one class, 
forming a label vector. SVM learns a linear decision to 
assign new examples into one or the other class according to 
the model built by training labeled training data, which 
consists of label vectors (positive and negative classes). The 
SVM model is a linear classification rule that can be used to 
discriminate test data into two classes.  

B. Images Analysis 

In order to extract useful features for classification, cha-
racteristics of images are analyzed here. Generally, as the 
H&E dye makes cancer images’ color darker than the nor-
mal ones, so by observing the abnormal and normal colon 
tissue images (e.g. Fig. 1) we can come to conclusions as 
follows. Firstly, there is a sharp distinction between the grey 
levels of these two kinds of images. Secondly, compared to 
the normal images, abnormal ones have larger color ranges. 
Finally, significant texture differences can be observed in 
these two kinds of images. 

C. Feature Extraction 

a) Mean and Variance features 

Mean (
f
): pixel’s gray values of ergodic nodules are 

added up and then divided by the nodes’ area. 

A

yxf
Ryx

f
),(

),(

                               (1) 

In the above formula, 
f

 represents mean value, and 

),( yxf  stands for gray value of each point. 

Variance (
f

): also known as Grayscale consistency. 

It reflects the intensity of gray values’ changing with-
in the node areas.  
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b) GLCM features 
To extract the texture information of an image, Haralick 

proposes a second-order statistical method, named as Gray-
Level Co-occurrence Matrix (GLCM) [6]. Here are some 
commonly used eigenvalues shown in (3), (4), (5) and (6). 

Angular second moment ( ASM): Always called energy, it 
is the sum of the GLCM elements’ square, which indicates 
the distribution of gray level and texture coarseness.  

2
),(ASM

i j
jip                             (3)      

Contrast ( ONC ): It is the GLCM’s Contrast near the main 
diagonal moment of inertia. It reflects the clarity of the 
images and texture depth. 

i j
jipjiON ),()(C 2                               (4) 

Correlation ( ORRLNC ): It measures the similarity degree of 
GLCM elements in row or column directions, therefore the 
correlation values reflect the relevance of local gray images.  

yxi j yx
jipjiORRLN /)),(),(([C          (5)                      

Entropy ( NTE ): It reflects the randomness of image tex-
ture. When the GLCM’s all values are equal, it obtains the 
maximum value. On the contrary, if the value is uneven, 
this value is small. 

),(log),(E jipjipNT
i j

                     (6) 

The GLCM method for feature extraction is described as 
follows. Consider an image of size N N pixels that has G 
kinds of Gray levels. Then, we can get a size G G co-
occurrence matrix ),( jipd

.Displacement vector is 

),( dydxdd  [7]. Thus for the element ),( ji  of
dp , where 
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gray levels are i and j respectively, the number of pixel pairs 
is determined by the formula (7). 

)),(,),(:),(),,((),( jvtIisrIvtsrjipd         
(7) 

In the formula (r, s), (t, v) N N, (t, v) (r+dx, s+dy), 
“| |” stands for element number which often called set poten-
tial. 

A simple example is showed in the next tables. Table 1 is 
the original image, Table 2 is the image transformed by 45 de-
gree ( )1,1(dd ) orientations’ GLCM, and Table 3 is the image 

transformed by 0 degree ( )0,1(dd ) orientations’ GLCM. So 16 

texture features are obtained by using the four GLCM features 
mentioned above. Each of the four GLCM features contains four 
orientations (0 degree, 45 degree, 90 degree and 135 degree), so 
16 features which represent the image texture features are obtained. 

Table 1 4x4 original image 

0 1 2 2 

0 0 1 1 

1 1 2 2 

1 2 1 0 

 

         Table 2  GLCM d=(1,1)                Table 3  GLCM d=(1,0)    

 0 1 2  0 1 2 

0 1 1 1 0 1 2 0 

1 0 2 2 1 1 2 3 

2 1 1 0 2 0 1 2 

 

III. EXPERIMENTS AND RESULTS  

In order to test the classifier, we developed a platform 
hosting the algorithm mentioned above. Experiment is con-
ducted on this platform to test the performance of classifier. 
Sixty whole slide histopathological images used in this 
paper including 30 normal and 30 abnormal images are 
provided by a hospital. These images are labeled by two 
experienced doctors and confirmed by a third one.  

A 3-fold cross-validation is used during the experiment 
procedure to achieve the classification results based on an 
average strategy which is more accurate. Also, in order to 
verify the contribution of each feature, we repeated the 
classification process 18 times by adding a new feature to 
the last feature set to produce a new classifier and evaluate 
its performance by using evaluation parameters until all the 

18 features are added into the feature sets. Table 4 provides 
the results of the above experiment. 

Table 4 The performance of our method 

Feature Precision Recall F-measure 

Mean 87.04% 80.00% 83.37% 

+Variance 87.04% 80.00% 83.37% 

+ASM(0degree) 85.40% 76.67% 80.80% 

+ASM(45degree) 85.40% 76.67% 80.80% 

+ASM(90degree) 84.80% 73.33% 78.65% 

+ASM(135degree) 85.40% 76.67% 80.80% 

+CON(0degree) 86.71% 73.33% 79.46% 

+CON(45degree) 87.45% 73.33% 79.77% 

+CON(90degree) 88.64% 70.00% 78.22% 

+CON(135degree) 93.33% 73.33% 82.13% 

+CORRLN(0degree) 96.30% 80.00% 87.40% 

+CORRLN(45degree) 96.30% 80.00% 87.40% 

+CORRLN(90degree) 96.30% 83.33% 89.35% 

+CORRLN(135degree) 96.67% 83.33% 89.51% 

+ENT(0degree) 96.67% 83.33% 89.51% 

+ENT(45degree) 96.67% 83.33% 89.51% 

+ENT(90degree) 96.67% 83.33% 89.51% 

+ENT(135degree) 96.67% 83.33% 89.51% 

Cross-Validation 

Cross-Validation is a method for proving the perfor-
mance of classifier by dividing data into two segments: one 
used as training model and the other used as test model. 

In k-fold cross-validation whole data is first divided into 
k equal parts. Then, k-1 parts are randomly selected as train-
ing set for testing the rest samples. Finally, repeat this 
process for all parts and calculate the entire results’ average 
value to evaluate the accuracy of our experiments.  

Evaluation Parameters 

To evaluate our experimental results, precision, recall 
and F-measure are calculated. Precision stands for the pro-
portion of true cancer patients among those diagnosed as 
cancer patients. Recall represents the proportion of true 
cancer patients diagnosed as cancer patients among those 
true cancer patients. F-measure value presents the whole 
performance of the classifier by taking comprehensive con-
sideration of precision and recall. In the following formulas, 
we assume that: TP stands for the number of abnormal im-
ages which diagnosed as cancer, FP represents the number 
of normal images which diagnosed as cancer, TN stands for 
the number of abnormal images which diagnosed as no 

Colon Cancer Detection Using Whole Slide Histopathological Images 1285
 

  
IFMBE Proceedings Vol. 39  

  



disease, and FN represents the number of normal images 
which diagnosed as no disease. 

     FPTP

TP
precision                           (8) 

 
TNTP

TP
recall                                 (9) 

 
)(

)(2

recallprecision

recallprecision
measureF                  (10) 

IV. DISSUSSION 

In this paper, we combine different features to build a 
SVM classifier to detect colon cancer by classifying the 
colon images from cancer and non-cancer people. And we 
get the experiment results based on 3-fold cross-validation. 

According to Table 4, effect of the classifying decreases 
due to some features, while increases when other features 
are added, so there's a certain correlation among different 
features. But in a general aspect, the tendency of the test 
result presents a rise. Thus, no feature is abandoned. As the 
final result turns out, the classifier using 18 features are of 
high quality for colon image classification. 

The Fig 1 shows that normal cells are oval which only 
have a layer of cell membrane and arranged regular. In the 
future work, these characteristics will be considered to fur-
ther improve the performance of the classifier. 

V. CONCLUSION 

The aim of this research is to develop an easier method 
for colon cancer diagnosis. We achieve this purpose by 
producing a simple classifier using SVM based on 18 sim-
ple features extracted from the whole slide histopathological 
images to classify cancer and non-cancer groups.  The expe-
rimental results demonstrate that the approach proposed in 
this paper is very efficient and make a great contribution to 
colon cancer detection.  
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