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Message from the General Chairs

Welcome to APWeb 2012, the 14th Edition of Asia Pacific Web Technology
Conference. APWeb is a leading international conference on research, devel-
opment, and applications of Web technologies, database systems, information
management, and software engineering, with a focus on the Asia-Pacific re-
gion. Previous APWeb conferences were held in Beijing (2011), Busan (2010),
Suzhou (2009), Shenyang (2008), Huangshan (2007), Harbin (2006), Shanghai
(2005), Hangzhou (2004), Xi’an (2003), Changsha (2001), Xi’an (2000), Hong
Kong (1999), and Beijing (1998).

APWeb conferences cover contemporary topics in the fields of Web man-
agement and World Wide Web-related research and applications, such as ad-
vanced application of databases, cloud computing, content management, data
mining and knowledge discovery, distributed and parallel processing, grid com-
puting, Internet of Things, Semantic Web and Web ontology, security, privacy
and trust, sensor networks, service-oriented computing, Web community analy-
sis, Web mining and social networks.

The APWeb 2012 program featured a main conference and five satellite work-
shops. The main conference had two eminent keynote speakers, Patrick McDaniel
from Pennsylvania State University, USA, and Vijay Varadharajan from Mac-
quarie University, Australia, 39 full research papers, 34 short research papers,
and 5 demonstration papers. The four workshops reported recent developments
and advances in the contemporary topics in the related fields of:

— Information Extraction and Knowledge Base Building (IEKB)
Intelligent Data Processing (IDP 2012)

Sensor Networks and Data Engineering (SenDe 2012)

Mobile Business Collaboration (MBC 2012)

Both main conference program and workshop sessions were of high quality owing
to the strong support and commitment from their international Program Com-
mittee. We wish to take this opportunity to thank Program Co-chairs Michael
Sheng, Guoren Wang, and Christian S. Jensen, for their dedication and effort
in ensuring a high-quality program. We would also like to thank Workshop
Co-chairs Hua Wang and Lei Zou, and each workshop organizers for their contri-
butions to developing an interesting and attractive workshop program. Many col-
leagues helped toward the success of APWeb 2012. They are: Local Arrangements
Co-chairs: Jianfeng He and Guangyan Huang; Financial Chair: Jing He; Publi-
cation Chair: Guandong Xu; Industry Co-chairs: Gary Morgan and Qingzhong
Li; Demonstration Chair: Chaoyi Pang; Publicity Co-chairs: Haolan Zhang and
Jiangang Ma, and Webmaster: Zhi Qiao and Zhangwei Jiang.

We would like to sincerely thank our financial supporters and sponsors.
The following organizations generously supported and sponsored APWeb 2012:



VI Message from the General Chairs

Hebei University of Engineering, Nanjing University of Finance and Economics,
National Science Foundation of China, Kunming University of Science and Tech-
nology, Graduate University of Chinese Academy of Science, and Victoria Uni-
versity.

Finally, we wish to thank the APWeb Steering Committee, led by Xuemin
Lin, for offering the opportunity to organize APWeb 2012 in Kunming. We also
wish to thank the host organization Kunming University of Science and Tech-
nology and local arrangements committee and volunteers for the assistance in
organizing this conference. The following members helped with the registration,
accommodation, and various logistics: Jing Yang, Xun Zhou, Fenhua Li, and
Shang Hu.

February 2012 Yaoxue Zhang
Yanchun Zhang
Masaru Kitsuregawa



Message from the Program Chairs

The relentless growth in Internet functionality and broadband access has enabled
a new wave of innovations that is transforming the way people and organizations
interact, communicate, and collaborate. APWeb 2012 built on the tradition of
13 successful previous editions of the conference and aimed at presenting original
contributions related to all fields of World Wide Web-related research, develop-
ment, and applications.

The call for papers generated substantial interest. A total of 167 paper sub-
missions were received, which represents an increase of over 60% compared to
APWeb 2011. The paper submissions, from 17 countries and regions, were re-
viewed carefully by members of the Program Committee, which comprised 104
experts from 20 countries. Based on the reviews, 39 submissions were selected as
full papers, yielding an acceptance rate of 23%. In addition, 34 submissions were
selected as short papers. The selected papers covered a wide variety of important
topics related to the World Wide Web, including Web mining, service-oriented
computing, XML and semi-structured query processing, social networks, Web
information extraction, and cloud computing. Authors of a few selected papers
will be invited to submit extended versions to a special issue of the World Wide
Web journal, published by Springer.

The conference program featured two keynote addresses given by Patrick Mc-
Daniel, Editor-in-Chief of ACM Transactions on Internet Technology, and Vijay
Varadharajan, Microsoft Chair in Innovation in Computing at Macquarie Uni-
versity, Australia. The program encompassed five demonstrations, which were
selected by a separate committee chaired by Chaoyi Pang.

The program also contained a collection of papers that were presented in affili-
ated workshops and that were published in a separate LNCS volume, including the
International Workshop on Intelligent Data Processing (IDP 2012) organized by
Chaoyi Pang, Junhu Wang, and Haolan Zhang, the Workshop on Information Ex-
traction and Knowledge Base Building (IEKB 2012) organized by Dongyan Zhao,
the Workshop on Sensor Networks and Data Engineering (SenDe 2012) organized
by Jing He, Guangyan Huang, and Xiedong Cao, and the Third International
Workshop on Mobile Business Collaboration (MBC 2012) organized by Dickson
Chiu, Yi Zhuang, and Zhiang Wu.

We thank all authors for their submissions and the Program Committee mem-
bers and external reviewers for their excellent work. We hope that you find the
papers in the proceedings interesting and stimulating.

February 2012 Quan Z. Sheng
Guoren Wang
Christian S. Jensen
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Scalable Integrity-Guaranteed AJAX

Thomas Moyer, Trent Jaeger, and Patrick McDaniel

Systems and Internet Infrastructure Security Laboratory
Pennsylvania State University, University Park, PA 16802, U.S.A.
{tmmoyer, tjaeger, mcdaniel}@cse.psu.edu

Abstract. Interactive web systems are the de facto vehicle for implementing
sensitive applications, e.g., personal banking, business workflows. Existing web
services provide little protection against compromised servers, leaving users to
blindly trust that the system is functioning correctly, without being able to ver-
ify this trust. Document integrity systems support stronger guarantees by bind-
ing a document to the (non-compromised) integrity state of the machine from
whence it was received, at the cost of substantially higher latencies. Such laten-
cies render interactive applications unusable. This paper explores cryptographic
constructions and systems designs for providing document integrity in AJAX-
style interactive web systems. The Sporf systems exploits pre-computation to
offset runtime costs to support negligible latencies. We detail the design of an
Apache-based server supporting content integrity proofs, and perform a detailed
empirical study of realistic web workloads. Our evaluation shows that a software-
only solution results in latencies of just over 200 milliseconds on a loaded system.
An analytical model reveals that with a nominal hardware investment, the latency
can be lowered to just over 81 milliseconds, achieving nearly the same throughput
as an unmodified system.

1 Introduction

Sensitive, high-value, information—such as banking, enterprise, and intelligence data—
are now commonly being distributed through increasingly complex, interactive web
systems. Unfortunately, current web systems are not designed to host high-assurance
content. At best, the server-side authentication provided by SSL is of limited use, and as
it often built on dubious trust relationships [[14] and oft-invalid certificates [39]. More
fundamentally, web systems provide no content authentication other than identifying
the server from which it was obtained. In this current model, there is no way for a user
to determine if the content was corrupted by a compromised web server.

Document integrity systems [16J40122/21128] augment content with proofs of the
correctness of both the document and the system from whence it was received. Such
services allow the consumer of the content to validate not only that the document is
authentic, but the content was received from an un-compromised system. This pre-
vents otherwise legitimate but compromised systems from providing mis-information,
and preemptively prevents that system from silently manipulating and/or exposing user
operation and data. For example, a compromised banking site would be immediately
detected by the user when attempting to validate the document integrity of the login

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 1-[[9, 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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screen [34]. The user will simply stop interacting with that site, and therefore no addi-
tional damage can be done.

In the Spork project [28]], the authors explored the creation of document integrity
systems for high-throughput web systems, using the Trusted Platform Module. In order
to achieve high throughput, a trade-off for increased latency was made. Such a trade-
off poses a challenge for interactive AJAX applications, which require low latency re-
sponses to maintain the interactive nature of the web application. What is needed is a
document integrity system that supports low-latency responses, to support systems that
require low latency, while still sustaining an acceptable throughput.

This paper explores methods and systems designs for providing document integrity
in AJAX-style interactive web systems. Chiefly, our Sporf system exploits
pre-computation to offset runtime costs of providing document integrity. We bench-
mark a range of off-line/on-line signature algorithms and develop new content proof
constructions built on them. We detail the design of the Apache-based Sporf server
system. A detailed empirical analysis of AJAX applications under realistic workloads
is performed. This analysis shows a software-only system results in latencies of ap-
proximately 200 milliseconds, with a throughput of 1,500 requests per second. Further
modeling shows that a hardware solution, using nominally priced hardware, results in
latencies of just over 81 milliseconds, close to that of an unmodified server. In [31],
Nielsen states that web application response times lower than 1 second are optimal.
Our software-only prototype system can support response times that are approximately
200 milliseconds, as shown in our evaluation. We begin in the next section by provid-
ing an overview of document integrity systems and the cryptographic constructions we
explore to support low-latency responses.

2 Related Work

In this section we outline several areas of related work. We begin with a description of
off-line/on-line signatures. Next we examine mechanisms to provide proofs of system
integrity. Finally, we detail mechanisms that provide integrity for web applications.

2.1 Off-line/On-line Signatures

In many operations involving digital signatures, e.g. electronic wallets and high
throughput web systems, the signing operation must be very fast. Typical signature
schemes, such as RSA [36] and Rabin [33]] are too slow for these types of operations.
In [[15]], the authors propose off-line/on-line signature schemes where the heavyweight
computations are performed prior to the content being generated, and then a faster sign-
ing operation is carried out once the content is presented for signing. This is done by
using both ordinary public key signature schemes and one-time signature schemes, in
a two-phase signing operation. In the off-line phase, a one-time key is generated and
signed by the ordinary key. This one-time key is then used to sign a single message, or
piece of content, in the on-line phase. This on-line signing phase is significantly faster
than the ordinary signatures being generated in the first phase. The full construction for
off-line/on-line signature schemes can be found in our technical report [[29].
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2.2 System Integrity Solutions

Clients communicating with web servers over untrusted HTTP connections are given
no guarantees about the security of the server or the network communications. Content
accessed over SSL, either directly or via a proxy [24], is afforded some protection from
network based attacks. However, SSL does nothing to protect the server, or the content
hosted on the server. The client cannot be sure that the server, or the content, is not
compromised in some way. The SSL certificate simply vouches for the identity of the
server, or more specifically of the private key used by the web server. What is needed is
a means of providing a “proof” of the server’s integrity.

Several proposals exist for software-based attestation, requiring no hardware changes
at all. Such solutions are often targeted at mobile devices, but some have also looked
at general purpose systems. Early proposals for software-only solutions include those
proposed by Spinellis [43]] and Kennel and Jamieson [23]]. These projects have looked
at ways that software can measure itself, in order to provide proof to a remote party
that the code executed has not been tampered with. Other projects, such as SWATT [41]
and Pioneer [42] look at performing computations over the code being executed that
are difficult to compromise, such as executing code that is highly optimized, or walking
memory locations in a pseudo-random order. Other works have looked at ways to in-
crease the robustness of such projects [[17], or modifying the kernel or shell to measure
code before it is executed [27.19]. Measurement, in this context, refers to computing
a hash of the executable code right before execution. Popular hash functions include
MDS5 and SHAL.

Software-only solutions have the advantage of not requiring specialized hardware
that could be prohibitively expensive. However, such solutions have shown inherent
weaknesses, as attacks have been developed on such solutions [49/7]]. As such, hard-
ware based solutions are increasing in popularity. Another reason for this increase in
popularity is the decrease in the cost of some of the proposed hardware-based solu-
tions.

Hardware based solutions have been proposed as a means of providing tamper-
proof storage and execution environments. Projects such as AEGIS [44] and the IBM
4758 [13] provide a secure execution environment. These environments are designed to
execute security-sensitive code. One limitation of using hardware in this manner is the
cost of deploying the hardware and softward]. Copilot [32] is another coprocessor based
system that monitors the integrity of the kernel. The Trusted Computing Group [46] has
developed a set of specifications, including the Trusted Platform Module, TPM, speci-
fication [47]]. The TPM, unlike other hardware, is designed to be low-cost. Due to the
relatively low cost, many commodity systems are now coming equipped with TPMs.
Several projects have examined the use of the TPM as a means of measuring the in-
tegrity state of the system.

Several proposals have looked at using the TPM to provide system integrity re-
ports [25038120]. The Linux Integrity Measurement Architecture [38]], Linux-IMA or
IMA, and its extension, the Policy Reduced Integrity Measurement Architecture [20],
PRIMA, measure code before it is loaded and create a hash chain of all executed code.

! The IBM 4758 and successors are very expensive for consumers to purchase and program, and
one is required for every system participating in security-sensitive operations.
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IMA measures every single executable and library, while PRIMA uses a policy to de-
termine what code should be measured, reducing the overall size of the measurement
list. The measurements are stored in the TPM’s PCRs, as described above, and a list
of all measurements is stored in kernel memory. When an attestation is requested by
a remote verifier, the TPM quote is provided, along with the current measurement list.
The verifier can examine the measurement list to determine if the expected software is
running on the system and that no un-expected software has run that could potentially
compromise the system. One such example of un-expected software would be the Ran-
dom JavaScript Toolkit [12]. This particular piece of malware is a rootkit that modifies
Linux-based Apache webservers. The rootkit contains a small webserver that proxies
Apache’s responses, by injecting malicious JavaScript before sending the response to
the client.

2.3 Web Application Integrity

Several proposals exist looking at providing content integrity for web applications.
Some systems look to provide guarantees to the client that the content is correct.
SINE [16] and DSSA [40] are two systems that aim to provide such guarantees. SINE
provides content integrity to the client, while still allowing the client to retrieve con-
tent from caches, instead of requesting content from the server every time. DSSA is a
server-side solution that monitors the content hosted by the server. The monitor has a
set of known-good pages, and any deviations will cause DSSA to either serve a backup
of the content to the client, or simply inform the client that the content is currently un-
available. These solutions still require that the user blindly trust the server, providing
no basis for establishing trust that the server is not compromised in any way. Another
approach is web tripwires [35] that aims to detect “in-flight” pages changes, by com-
paring the received content to a known good copy. The tripwire concept assumes that
the server is not compromised, again potentially misleading the client.

Other works have looked at utilizing trusted hardware to provide integrity guarantees
for the system as well as the content being hosted. Two such systems include the We-
bALPS project [21422]] and [50]. WebALPS uses the IBM 4758, a secure co-processor
developed by IBM to protect the integrity of client-server interactions when the server
accesses sensitive client information. In [50], the authors propose a trusted reference
monitor, TRM, that protects the integrity and authenticity of peer-to-peer, P2P, sys-
tems. The TRM depends on all of the systems in the P2P network to have a TPM, and
the clients are required to run secure kernels, such as Microsoft’s NGSCB [L1]]. Such
proposals have seen relatively little adoption due to the expensive hardware require-
ments, or requiring the clients to abandon their current operating systems in favor of
new systems.

There has been a large effort to provide secure environments for web applications.
Such efforts include [10] and [9]. Both are proposals for new web application program-
ming paradigms. Such solutions work well only if the developer is writing their appli-
cation from scratch, but does not apply well to existing code bases. Hicks, et. al. [[18]
looked at ways of building web applications that enforce and end-to-end information
flow policy. Other efforts have looked at protecting the integrity of content by speci-
fying the canonical form of the content, such as Document Structure Integrity [30], or



Scalable Integrity-Guaranteed AJAX 5

Blueprint [45]], or by relying on type systems provided by programming languages, as
in [37]. Another approach is to verify computations done on multiple system, as is done
in Ripley [48]]. While these solutions protect against popular attacks, such as cross-
site scripting (XSS), they all assume that the server hosting and generating content is
trustworthy with no means of establishing this trust.

3 General Design

In this section we detail the design of a proof construction that uses off-line/on-line sig-
nature schemes [[158] to sign dynamic content, the mechanism used by Sporf. The ad-
vantage to this construction is that it removes the TPM from the critical path of binding
dynamic content to the system integrity state. We begin with a discussion of document
integrity systems and the guarantees they provide.

3.1 Document Integrity Systems

Document integrity systems provide several guarantees about the content they are host-
ing and the integrity of the system itself. Such systems provide proofs of the origin of
the content, as well as proofs of the current system integrity. The following are guaran-
tees provided by document integrity systems:

a) that a document, d, came from a given server, s
b) that the server has a known integrity state
c) that the server was in a known integrity state at the time the document was generated

Below, we show how such a system can be constructed, from a set of primitives. We
leave the details of specific systems for later discussion. We begin by examining the
second guarantee, namely the known integrity state. In a system, s, supporting system
integrity proofs, a verifier connecting to the system will first validate the integrity of the
system. This is done using a challenge-response protocol, where the verifier provides a
challenge, or nonce, n, and the remote system generates a system integrity statement,
denoted:
1Ss(n)

Here n is a nonce, or challenge, that ensures the freshness of the generated proof. This
proof satisfies guarantees b and c. Next, we show how we can build the document in-
tegrity proof for a given document.

That document is represented by d, and the server generates a proof for the specific
document by computing a cryptographic hash of the document, written i (d). In order
to bind a document to the system integrity statement, we replace the nonce with the
document proof:

IS4 (h(d))
This binds the document to the proof, proving to the verifier that the server stored, or
generated, document d when the integrity state was reported. To verify, a client validates
the I1S(-) and the hash of the received document, h(d). This construction satisfies a and
b, but the client can no longer be sure that the proof is relatively fresh. Specifically,
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a compromised server can replay such proofs, even after the system has been fully
compromised, and the client would be unable to detect an malicious behavior.

To overcome this limitation, the server relies on a trusted time server to provide
verifiable timestamps, that can be bound to the system integrity statement, in addition
to the document proof. Here, | denotes concatenation. The timestamp is written:

1S5 (h(t:)) | ti
Where IS (h(¢;)) is a system integrity proof from the time server, bound to some time,

t;. After obtaining a timestamp from the time server, ts, the server, s, generates the
following proof which satisfies the three guarantees outlined above:
IS (h(d | 1S¢s(h(t:)))) [ 1Ses(h(ti)) | ti

The hash of the document binds the document to the system integrity proof, the times-
tamp allows the verifier to determine how fresh the integrity proof is, and the system
integrity proof allows the client to validate the integrity of the system. Next, we show
how to build a document integrity system that uses commodity trusted hardware and
software.

3.2 Example System: Spork

In the Spork project [28]], the Trusted Platform Module, TPM [47/46], is used as a means
of generating the integrity statements. The TPM provides a limited amount of tamper-
evident storage for measurements and cryptographic keys. The measurements are stored
in the Platform Configuration Registers, PCRs, and provide a very limited interface for
adding values to the set of measurements. The keys stored in the TPM serve a number
of different functions, one of which is to sign TPM Quotes. These quotes are the basis
for the integrity statements described above. The TPM accepts a nonce and a list of
PCRs to report. The TPM reads the selected PCRs and signs the nonce and read values.
The quote is written as:
Quote, (Hy, pers,n)

Here, H, is the key used by the TPM to sign the quote, pcrs represents the set of
reported PCR values and n is the nonce. H, represents the identity of the system, much
like an SSL certificate does for secure web transactions. The TPM itself is a passive
device, and as such requires support from the system to gather measurements.
Integrity measurement systems gather measurements of the current system integrity
state. These measurements can later be reported to a verifier to ensure that the system is
high integrity. One such system is the Linux Integrity Measurement Architecture [38],
which measures executables before they are loaded. A list of these measurements are
stored in kernel memory, as well as being reported to the TPM. By including the list of
measurements with a TPM quote, a verifier can know what software has been loaded
by the system, allowing the verifier to determine if they trust the system, or not. The
measurement list is noted as M L, where s indicates which system the list is from.
Relying on the TPM leads to very high latencies if each request is signed by the
TPM. On average, the TPM takes 900 milliseconds to generate a single quote. In order
to amortize this quote generation cost, a Merkle hash tree [26]] is used to generate proofs
for multiple pieces of content. A client retrieving a proof will get the TPM quote and
measurement lists, and a succinct proof from the Merkle hash tree. This allows the
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Spork system to sign multiple pieces of content with a single TPM quote, and utilize
this same quote to service multiple requests. The root of the hash tree, C' P.S,., replaces
the single document as the document proof, written:

Quote, (h(CPS;, | Quotey,(h(t:)))) | Quote;s (h(t:)) | ti | CPSy

By using the hash tree, the cost of generating a TPM quote is amortized over many doc-
uments. This amortization works well for static content, where the TPM can generate a
single quote for all content that the web server could potentially serve. However, even
using the hash tree, Spork introduces a high amount of latency to dynamic requests, as
each client must wait for the TPM to sign a hash tree that includes the requested dy-
namic content. This additional latency cripples AJAX applications, which require low
latency responses to maintain the appearance of desktop-like functionality. Next, we
examine the design of a system that reduces the latency for dynamic content.

4 Sporf Overview

Next, we describe the Sporf system, where we examine several potential designs for
supporting low-latency, high-throughput integrity-assured web documents, detailing the
limitations of each approach. We show how to construct the document proof, before
showing the full details of the document integrity system using off-line/on-line signa-
tures to sign dynamic content.

4.1 Binding Using Off-line/On-line Signatures

First, we will introduce some notation that is used throughout the rest of the paper. Keys
are denoted as SK and V K for signing and verification, respectively. Keys for one-time
signature schemes are super-scripted with ot, i.e. SK°' and VK°'. o and 7 represent
signatures.

We begin with the system integrity proof, showing how to bind a single document to
the system integrity state:

Quote(Hs, pers, h(h(VK) | ((VK®))) | VK | o | © | MLs

where o is the signature of the one-time key generated with the many-times key, and
7 is the signature of the document using the one-time key, SK°'. This construction
shows that the server, s, with known integrity state (guarantee b from Section 3.1)),
possessed the one-time key-pair used to sign a document, d (guarantee a). What is
missing is that the document came from the server at the time when the integrity state
was reported (guarantee c).Next, we show how to bind multiple verification keys to a
single TPM quote and include a recent timestamp from a trusted time server. We rely
on cryptographic proof systems, namely a Merkle hash tree, to bind multiple keys to
the TPM quote while being able to generate succinct proofs for each key. The leaves of
the hash tree are the individual verification keys used to sign documents, and the root
of the tree is used as the challenge for the TPM. When a client obtains a document, it
obtains a succinct proof for the verification key in addition to the signatures. Figure [l
shows the full construction, using a cryptographic proof system instead of a single key.
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Q(Hs,pers, h(CPS, | VK | Qts))] CPS,| Qs | ML, | VK | Pf(VK®)) | o |7
~ s~ ST N SN ~ -
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server quote proof time measure- document proof
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where:

Qts = Q(Hzs,peres, h(t:)) | ti | M Lys

Fig. 1. Quote construction using an off-line/on-line key-pair to sign dynamic content. This con-
struction binds the system’s integrity state to a recent timestamp, and recently generated one-time
keys. The cryptographic proof system includes all of the static content and recently generated
one-time keys. Here P f(V K°") represents a succinct proof from the hash tree.

The succinct proof is constructed by providing the values of sibling nodes on the path
to the root for a given key. Providing this information allows a client to reconstruct the
root value from the key it obtains, and compare the computed root to the provided root
to ensure that the key is the correct key. This is similar to the method Spork uses to bind
multiple documents to a single integrity proof.

4.2 Latency Improvement

The construction in Figure [I] allows the web server to bind a dynamically generated
document to the TPM quote, by using the one-time key to sign the dynamic content.
This differs from the Spork project which directly binds the content to the proof. In the
Spork project, the TPM is on the critical path for serving dynamic content, leading to
high latency for each request. With Sporf, the TPM is no longer on the critical path, al-
lowing the system to process requests at much higher speeds, leading to lower latencies
for each request.

Iquate 1 thind tquo(ez
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Fig. 2. Timeline for a single request. After the first quote is completed, at time ¢guote, , the server
is able to sign content. A client makes a request and the server uses a previously generated key
to sign the content, time tp;nq in the figure. At this point, the client has a proof of the server’s
integrity state up through time ¢4u0te, , and can optimistically begin using the response.

The construction in Figure [[lprovides a statement of the system integrity at the time
the keys are generated, which occurs before the content has been generated. Figure
shows the request timeline for a single client requesting content. At time t4yote, , the
TPM has generated a quote that can be used to service client requests. When the client
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requests content, the server generates a signature for the content, using a key included
in the quote. This proof, shown in Figure[l] is generated at time #y;,4, and sent to the
client. The proof in Figure [l is called a Sporf-integrity proof. This distinguishes the
proof from a Spork-integrity proof, where the client gets the proof at time ¢4y0tc, , after
the server includes the requested content in a TPM quote.

In order to understand the differences between a Spork-integrity proof and a Sport-
integrity proof, we reconsider each of the guarantees outlined in Section[3.1] in terms of
the time at which each guarantee is satisfied. The first guarantee (a) that the document
d came from the server. This document comes from the server at time ¢;,,4. The second
guarantee (b) is that the server, s has a verifiable integrity state. This guarantee is satis-
fied at time ¢4y0te,, When the TPM generates a quote. The third guarantee is satisfied at
time tgy0te,, When the client can determine the integrity of the system at time ¢p;pq.

This is different than the Spork system, where the binding and reporting occur at
the same time, i.e. {pind = tquote,» adding additional latency. For Sporf, the proof is
delivered at time t;,,4, eliminating the latency for obtaining content. While delivering
the proof at ¢3;,4 enables clients to obtain content with lower latency, this delivery also
presents a window of uncertainty, where the server’s integrity cannot be determined by
the client.

4.3 Window of Uncertainty and Countermeasures

We define the time between ¢z, and tyinq, in FigureRlas a window of uncertainty, as
the client cannot be certain of the current state of the system up through time ¢;,,4, when
the content is generated and signed by the server. In order to validate the integrity of the
server during this time, the generated content is included in the next TPM quote (Quote;
in Figure 2 i.e. a Spork-integrity proof. The proof obtained is the proof described in
Section [3.2] obtained by the client at ¢,y0te, in Figure 2l In this section, we describe
mechanisms to mitigate the impact of waiting for the Spork-integrity proof.

To mitigate the impact of waiting for the Spork-integrity proof (at time ¢gyote, ), the
client can begin using the data after time ¢;,4, i.e. after the Sporf-integrity proof is
obtained, and issue a request for the Spork-integrity proof, to arrive after ¢y ote,. While
waiting for the Spork-integrity proof, any content not validated is highlighted in the
client’s browser to indicate that it is still not fully validated. Any requests resulting
from this content are delayed until the Spork-integrity proof arrives. Next, we describe
example applications and how this technique operates.

Example Applications. Below, we consider two popular applications, and how the
developers would integrate Sporf into the application. We first consider the popular
Gmail [3]] application and also a framework for building AJAX-based instant messaging
clients [1]]. We show how the typical functions of each application would operate within
the Sporf system.

For the first application, consider the web-based email application, Gmail. For this
discussion, we will consider what happens when a user receives a message and replies.
When the user first logs in, the current contents of the inbox is displayed, and the
browser validates the initial requests. The browser will periodically issue AJAX
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requests to update the inbox and unread message counts for other labeld]. When a new
message arrives, the browser requests the Sporf-integrity proof as part of the AJAX
request. After the initial validation, the view of the inbox is updated. The browser then
requests the Spork-integrity proof from the server. Until the Spork-integrity proof is
received, the message is highlighted to indicate that the content is not fully validated.
The client reads the message while waiting for the Spork-integrity proof and begins
writing a reply. If the client finishes the reply and clicks the send button before the
Spork-integrity proof is validated, the reply is queued until the Spork-integrity proof is
validated, and the client is returned to the inbox. If the proof is valid, the reply is sent in
the background, otherwise, the client is notified of the failure and the reply is discarded.

AJAX IM [] is a framework for building instant messaging clients into web appli-
cations. The back-end is a set of PHP scripts, while the front-end is a JavaScript script.
Clients send messages to the server, which are then delivered to the other client in
real-time. In this case, when the client receives a message from the server, the browser
will request the Sporf-integrity proof and highlights the message as only partially vali-
dated. The browser requests the Spork-integrity proof after delivering the message. The
client can immediately see the message after the Sporf-integrity proof is validated, and
can begin writing a response. When the client clicks the send button, the browser first
checks that the Spork-integrity proof has been received. If the proof is not received, the
message is queued. Once the Spork-integrity proof is validated, the message is sent.

In each of the above examples, the browser is responsible for validating proofs and
queueing requests. In future work, we plan to explore the functionality of a Sporf-
integrity proof validating browser, and also deploying AJAX applications on Sporf sys-
tems.

5 Implementation

This section details the implementation of our Sporf system that supports signing dy-
namic content using off-line/on-line signature schemes. We begin by describing the
various systems, and the functions they perform. In addition to the web server, there
is a time server that is generating periodic TPM quotes that use a hash of the current
hardware clock value as a nonce, previously described in Section[3.2] The web server
includes additional daemons to handle generating TPM quotes, generating off-line/on-
line signatures, signing dynamic content, and generating document integrity proofs.

The Sporf daemon is responsible for generating proofs and servicing requests from
clients for such proofs. In order to support the off-line/on-line schemes presented in the
previous section, the daemon is split into several distinct processes. One process, la-
beled Key Generator, generates off-line/on-line keys, and send these to the main Sporf
daemon (3 in Figure (). The Sporf daemon handles signing dynamic content gener-
ated by Apache (2 in Figure[3), and storing the signatures of previously generated dy-
namic content. In addition, the main Sporf daemon carries out several other threads of
operation.

2 A Gmail label corresponds to an IMAP folder, except that a message can have more than one
label.
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Fig. 3. Detailed system implementation. The numbered arrows represent communications that
occur in the Sporf-enabled web server that is serving content integrity proofs. This includes the
web server and clients fetching timestamps from the time server, and the daemons generating
keys and signing content for the web server.

The main Sporf daemon uses a number of different threads to aid in the content
integrity proof generation process. One thread receives off-line/on-line keys from the
process generating keys (3 in Figure B, adding each key to the cryptographic proof
system that will be generated in the next TPM quote window. Another thread interfaces
with the TPM (4 in Figure[3)), to generate the TPM quotes that form the core of the con-
tent integrity proofs. This thread also fetches the time attestation from the time server,
to be included in the TPM quote generated by the web server (5 in Figure B). Another
thread is responsible for servicing requests for proofs from the web server. This thread
compiles all of the proof pieces, such as the content signature, time attestation, TPM
quote, and measurement lists, and sends the generated proof back to the server, which
returns the proof to the client.

In our current implementation, the main Sporf daemon is started, and spawns the
other processes. The number of spawned key generators is configurable, to take advan-
tage of a varying number of processing cores on the web server. This allows the system
to be tuned based on expected workloads and available hardware.

6 Evaluation

In this section, we evaluate the throughput and latency of the Sporf system presented
in the preceding sections. We begin our evaluation with a comparison to an unmodified
Apache web server. These results lead to several optimizations, which are explored to
determine the throughput and latency tradeoffs. In addition to the macro-benchmarks,
we perform a series of micro-benchmarks to highlight bottlenecks present in the Sporf
system.

All tests were performed on Dell PowerEdge M605 blades with 8-core 2.3GHz Dual
Quad-core AMD Opteron processors, 16GB RAM, and 2x73GB SAS Drives (RAID
0). Six blades running Ubuntu 10.04.1 LTS Linux kernel version 2.6.32 were connected
over a Gigabit Ethernet switch on a quiescent network. One blade ran the Apache web
server, one blade ran the time server, and four were used for simulated clients. All
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experiments use the Apache 2.2.14 server with mod python 3.3.1 modules for dy-
namic content generation. The Spork daemon is written in Python 2.6.5 and uses a
custom TPM integration library written in C. All load tests were performed using the
Apache JMeter [6] benchmarking tool, version 2.4.

6.1 Microbenchmarks

In the first experiment, we evaluate the throughput of the off-line/on-line signature
schemes on our experimental test bed. The implementation of the signature schemes
was provided by the authors of [8], and were compiled for the machines in our test
environment. Table [Tl shows throughput measurements for the off-line/on-line selected
schemes from [8]. In this table, we consider only parameter combinations that give the
highest throughput for on-line signing. A full table is presented in the Appendix of
our technical report [2]]. In looking at Table [I, we see that the on-line signing phase
for some schemes is able to achieve very high throughputs, specifically, GHR-DL and
CS-DL achieving over 50, 000 signing operations per second. This indicates that such
a scheme would be ideal for signing dynamic content. For our evaluation, we will con-
sider the schemes that achieve the highest throughputs for on-line signing. This includes
the following signature schemes from Table [t GHR-DL, GHR-DL2, CS-DL, and CS-
DL2. These schemes provide the highest on-line signing throughput for a single process,
and will introduce the least latency when signing dynamic content.

It should be noted that the schemes labeled GHR-DL and CS-DL provide high
throughput in the on-line signing phase. Intuitively, this is due to these signing oper-
ations only requiring one integer multiplication operation, unlike other schemes which
require more complex operations to complete. Full details are presented in the Appendix
of our technical report [2]].

Table 1. Benchmarks of off-line/on-line signature schemes. There are a number of parameters
that can be tuned, with varying effects on performance. This table only shows the variations that
result in the highest throughput for on-line signing. A complete table of microbenchmarks, for
various parameter settings, is included in the Appendix of our technical report [2].

Off-line Off-line On-line  Verify
Key Gen Thpt. Thpt.  Per Sec.

GHR-OTS 1772.400 525.210 3289.474 762.195
GHR-DL 2348.200 509.165 50000.000 632.911
GHR-RSA 1982.600 510.204 628.141 634.518
GHR-DL2 2182.400 512.295 5813.953 617.284
GHR-RSA2 2001.200 543.478 586.854 672.043
CS-OTS  2282.200 312.500 3289.474 1336.898
CS-DL  2099.600 305.250 62500.000 925.926
CS-RSA  2126.000 304.507 623.441 968.992
CS-DL2  2191.000 309.023 5813.953 961.538
CS-RSA2 1517.200 326.371  585.480 1086.957

Scheme
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Table 2. Macrobenchmarks of the four selected off-line/on-line signature schemes. Jmeter was
configured to measure the throughput and latency of the content requests and the proof requests.
This configuration allows us to view the individual bottlenecks, as well as the overall through-
put and latency experienced by each client. Throughput is measured in requests per second and
latency in milliseconds.

Content Proof
Thpt. Lat. Thpt. Lat.

Baseline 61344 80.8 - -
GHR-DL 384.2 358.9 381.1 316.1
GHR-DL2 390.7 558.6 387.6 256.2
CS-DL 270.8 984.1 266.8 531.7
CS-DL2  274.5 713.6 270.9 415.1

6.2 Baseline Macrobenchmarks

In order to understand the impact of Sporf on serving web documents, we first present
a set of macrobenchmarks that examine the throughput and latency characteristics of
our Apache web server. In addition to looking at maximum throughput, we examine the
latency under several different client populations, ranging from a single client to 512
clients. All tests for maximum throughput will use 512 clients, as adding more clients
did not exhibit an increase in throughput, and had an adverse impact on the latency ex-
perienced by each client. According to [5]], the average size of a page updated via AJAX
was approximately 2.5KB, versus 10KB for a full-page refresh. For our experiments,
we will use a response size of 2.5KB for each AJAX update.

First, we consider the throughput and latency for an unmodified web server. In our
tests, the unmodified Apache web server was able to sustain over 6,100 requests per
second, with an average latency of 81 milliseconds per request, as measured by the
client. Next, we consider the Sporf-enabled web server. Table [2] shows the throughput
and latency average measurements for 512 concurrent clients. The average is taken for
a two minute sample, once the system has reached a steady state, i.e. we are ignoring
start-up times as these are not indicative of a server’s response under load.

In this experiment, we consider the throughput and latency of the Sporf system. For
this test, each client requests an update, followed by the proof for that update. Again,
we consider the latency experienced by each client as well as sustained throughput.

TableRlshows the results using the four schemes selected in the previous section. The
columns labeled content and proof measure the throughput and latency of each type of
request. When looking at the table, it should be noted that the overall throughput for
each of the signature schemes is much lower than the throughput shown in Table [1l
This is due to the off-line signing phase. There is a single process generating keys
and signing them with the off-line key, i.e. running the off-line phase of the signature
algorithm. With a single process doing this, the maximum number of keys generated by
the system in a single second maxes out at just over 500 keys per second, thus limiting
the throughput of the system, and adding additional latency. In later sections, we will
consider methods for alleviating this bottleneck.

In addition to measuring the latency under maximum load, we also measured the la-
tency under varying client loads. This reveals how the server responds to various loads,
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and what potential bottlenecks exist. We begin with a single client, showing the min-
imum possible latency, and then consider a maximum of 500 clients. For each client
population, clients make serial requests for a period of one minute. All measurements
are the average latency during that one minute period, as experienced at the client. Fig-
ure [4(a)| shows the results for the unmodified web server. We see that the minimum
latency experienced is approximately 1.66 msecs, while the average under load is 81.34
msecs. In addition to average latency, the figure shows the median, minimum and max-
imum latencies for each client population.
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(a) Latency for varying client popula- (b) Average latency of both content and
tion sizes for an unmodified Apache web proof as a single transaction. In this
server. The client population size is indi- case, each set of content—proof requests
cated on the x-axis and the latency is mea- is grouped, and the average total latency
sured in milliseconds. is measured.

Fig.4.

Figure shows the average latency under varying client population sizes for a
Sporf-enabled web server. Under heavy client loads, we see the latency increase. The
lowest increase in latency is with the GHR-DL scheme, showing an increase from 81.34
msecs to 474.6 msecs. This is due to the clients waiting for fresh keys to be generated,
as the number of requests being made per second exceeds the number of keys that can
be generated in a single second by Sporf. However, this additional 393 milliseconds is
lower than the Spork system, which exhibits an average latency increase of over 1000
milliseconds for dynamic content. In the worst case, i.e. CS-DL and CS-DL2, we see
an increase in latency to approximately 1,100 milliseconds.

In looking at Table[2] we see that the latency for content requests is below one second
on average, with the additional latency coming from the signing of content. Nielsen
states that responses under a second allow the client to perceive little delay [31]. In
the next section, we examine an optimization that eliminates the second round-trip to
fetch the proof, further reducing the overall latency to just the latency experienced for
fetching content.

6.3 Pre-fetching Proofs

A naive solution, outlined above, has each client requesting a proof for each piece of
content. This causes each client to make two HTTP requests for every AJAX update.
As these updates are happening very frequently, very little is changing in the system’s
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Table 3. By sending multiple verification keys with a single proof, we eliminate the second
round trip to obtain a proof for a large number of content requests. This leads to an increase in the
content throughput. Throughput is measured in requests per second and latency in milliseconds.

10 Keys 25 Keys
Content  Proof Content Proof
Thpt. Lat. Lat. Thpt. Lat. Lat.
GHR-DL 1511.0 195.9 780.4 1623.0 181.9 588.8
GHR-DL2 1510.3 234.4 787.7 1556.7 188.5 668.8
CS-DL 1476.7 198.9 779.8 1520.1 243.4 617.1
CS-DL2 1466.0 203.3 851.9 1135.4 198.3 669.4

integrity state. We can leverage this by providing a proof to each client that includes
verification keys for multiple off-line/on-line signature pairs, along with a single TPM
quote. The proof is obtained by the client either with the first request made to the server,
or when the current pool of keys is exhausted. When clients request content, the server
obtains a key that the client already has an integrity proof for, signs the content and
appends the signature to the content. Upon receiving the content and signature, the
client has everything needed to validate the integrity proof, without making an addi-
tional request to the web server. This completely eliminates the second request, and the
additional latency introduced by obtaining the proof after fetching the content.

Table 3] shows the effect of proof pre-fetching for each client. We consider the effect
of sending both 10 and 25 keys per integrity proof. In order to better understand the
impact of this change and exclude the impact of the off-line signing phase, the system
generated a large number of keys, which are then stored, and then signed by the TPM
in batches, instead of generating keys in real-time. While this is not how the system
will operate in a production deployment, it is useful to understand the potential benefits
of Sporiﬁ. As shown in the table, it is possible to increase throughput to approximately
1,500 requests per second, while latency for content remains around 200 milliseconds,
as compared to approximately 80 milliseconds for serving dynamic content without the
content integrity proof. This additional reduction helps to maintain the “sub-one sec-
ond” goal to maintain the interactivity of the application, as described by Nielsen [31]].
The bottleneck in this case is computation, as each client is waiting for a signature of
their content.

6.4 Adding Hardware

In supporting large client populations, the system cannot generate keys fast enough to
sustain the throughputs of an unmodified web server. In this section, we consider the
use of a cryptographic accelerator to support the key generation process. The Silicom
PXSC52 [4]], which costs just under $500, can sustain a throughput of approximately
17,000 RSA operations per second. Since the off-line phase is based on an RSA signa-
ture, if we leverage one of these cards to perform the off-line signing, we can eliminate
the bottleneck where clients are waiting for keys to be generated.

3 The off-line/on-line signature implementations are provided by the authors of [§]. We have
made no efforts to optimize the implementation of these signature schemes.



16 T. Moyer, T. Jaeger, and P. McDaniel

To understand the impact adding the accelerator would have on the system, we per-
formed timing tests for the GHR-DL signature scheme. The off-line signing phase can
be broken into two steps, with the time for each indicated:

1. Run commitment phase for on-line key (0.292 milliseconds)
2. Sign commitment using many-times key (1.672 milliseconds)

As shown above, the many-times signature operation dominates the off-line signing
phase. By moving this signature to the cryptographic accelerator, the off-line signing
phase time would drop from 1.964 milliseconds per key to 0.293 milliseconds per key,
based on the signature taking 0.001 milliseconds to complete on the accelerator. With
this timing, it is possible to generate 3,424 keys per second on a single processor. By
adding a second process running the first stage of the off-line signature, we can generate
6,849 keys per second, more than our server’s sustained throughput for an un-modified
server. This leads to a system where, for a client obtaining an AJAX update, the only
latency experienced would be in obtaining a signature for the update, based on the
optimizations outlined above. This only adds an additional latency of 0.02 milliseconds
per signature, taking the total latency a client can expect down to approximately 81.36
milliseconds, with the server able to sustain the throughputs for an unmodified server,
or just over 6,000 requests per second.

7 Conclusion

In this paper, we presented Sporf, a system for generating content integrity proofs for
dynamic content. The system provides content integrity proofs for low-latency, high
throughput systems, such as AJAX-enabled web applications. We show an in-depth
empirical analysis to understand the performance limitations of the prototype Sporf
system, and highlight the advantages of leveraging pre-computation. In addition, we
explore potential optimizations that allow the system to scale to higher loads without
exhausting system resources such as bandwidth. Our results show that a software-only
prototype can provide document integrity proofs for dynamic content with approxi-
mately 200 milliseconds of latency, with throughputs of 1,500 requests per second. Our
analysis shows that a hardware-supported system can provide lower latency, approxi-
mately 81 milliseconds, achieving throughputs near that of an unmodified web server.

Acknowledgements. The authors would like to thank Dario Catalano, Mario Di Rai-
mondo, Dario Fiore, and Rosario Gennaro for providing access to their implementation
of off-line/on-line signature schemes from their paper titled “Off-Line/On-Line Signa-
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the members of the SIIS lab for their comments and discussions as this paper evolved,
especially Will Enck, who provided the name Sporf.
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Abstract. Security and trust issues have been catapulted to the forefront with
the dramatic developments in technologies such as web applications, cloud
computing, mobile devices and social networking. Though trust has always
been a foundational stone of security, the greater dependency of society and
economy on information technology have increased the need to consider trust
issues more explicitly and systematically. This talk will address some of the key
challenges in security and trust in the distributed information infrastructures.

The talk will start with a brief look at some of the recent developments in the
threat scenery. Then I will consider the notion of trust in the security world and
see how trust issues arise in current ubiquitous computing systems context.
Then we will consider a hybrid approach which combines the “hard” attestation
based trust with the “soft” social and reputation based trust. Such a hybrid ap-
proach can help to improve the detection of malicious entities which in turn can
enhance the quality of secure decision making. I will conclude the talk by dem-
onstrating such a trust enhanced security approach using some examples from
systems that we have been developing during recent years.
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Abstract. Traditional supervised classifiers use only labeled data (fea-
tures/label pairs) as the training set, while the unlabeled data is used as
the testing set. In practice, it is often the case that the labeled data is
hard to obtain and the unlabeled data contains the instances that belong
to the predefined class beyond the labeled data categories. This problem
has been widely studied in recent years and the semi-supervised learning
is an efficient solution to learn from positive and unlabeled examples(or
PU learning). Among all the semi-supervised PU learning methods, it’s
hard to choose just one approach to fit all unlabeled data distribution.
This paper proposes an automatic KL-divergence based semi-supervised
learning method by using unlabeled data distribution knowledge. Mean-
while, a new framework is designed to integrate different semi-supervised
PU learning algorithms in order to take advantage of the former meth-
ods. The experimental results show that (1)data distribution informa-
tion is very helpful for the semi-supervised PU learning method; (2)the
proposed framework can achieve higher precision when compared with
the-state-of-the-art method.

1 Introduction

Classification is a fundamental data mining problem which has been well studied.
Traditional classification procedure can be described as follows. Given a set of
training data containing category information, after learning a model from the
training set, this model can be used to classify the unseen testing instances.
There is always an assumption in it that the new instances classified by using
this model always belong to one of the categories in the training data.
Unfortunately, this assumption can’t be satisfied in many applications. In
practice, some of the testing instances may not belong to any of the predefined
classes of the original training set, and these instances are always called negative
instances. This situation can also be found in our daily life. For example, assum-
ing that there exist two different classes of mails: news and entertainment. If a
new email about job description comes, as a result, it’s will be assigned to any
one of the given two classes. In order to deal with this problem, PU learning is

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 22-B], 2012.
© Springer-Verlag Berlin Heidelberg 2012
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studied in order to deal with this situation where only the positive and unlabeled
instances are given while no negative instance is given.

This paper focuses on the problem of learning from positive and unlabeled
examples (or PU learning), where the input instances are multiple(at least 2)
labeled positive training classes and unlabeled data. Semi-supervised learning
addresses this problem by using large amount of unlabeled data, together with
small labeled data, to build better classifiers.

Table 1. The comparison of some existing methods

Method data type Requirement

s-em|3] any type Need more unlabeled negative data
roc-svm([3] any type Need more unlabeled negative data
LGN[13]  only text Need more unlabeled negative data

LiKL[17] any type No more constrain on the size of unlabeled negative data

There are some former work on this topic. Table [l gives the comparison of
existing methods. All of these former methods follow an one-vs-all schema. In
fact, different algorithms achieve good performance in different unlabeled data
distribution. The former methods always perform well, when the unlabeled data
contain plenty of negative data. Some methods can only deal with textual data.
LiKL need extra attention to tune some parameters. Since the unlabeled data
distribution is unknown, it’s hard to choose a proper method that best matches
the given situation. This paper shows a new idea about integrating different
methods behind the intuition of different methods can make up a loss for each
other. Our contributions are as follows:

1. An approach to estimate the percentage of negative data in the unlabeled
set is first proposed.

2. In order to discover the hidden information in the unlabeled examples, an
automatic semi-supervised method based on KL divergence is adopted. This
is a general method which is used not just on text but also on other data
type, such as category data.

3. With the help of the unlabeled distribution information, a framework that
integrates existing approaches to produce a hybrid model is first proposed.

4. A series of experiments are conducted on 20 newsgroups and Reuters corpus,
using F-score as measure. Experimental results show that our method can
always reach a high precision for both text data and category data.

The rest of this paper is organized as follows: Section 2 presents related works;
Section 3 introduces the proposed auto-CiKL approach and describe our way to
estimate the proportion of negative data in unlabeled set which is also used to
integrate existing algorithms to get a more stable model; Finally, The experi-
mental results are in Section 4, followed by the conclusion in Section 5.
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2 Related Work

Several dozen papers have been published on the topic of learning a classifier
from only positive and unlabeled training examples. One simple way is to com-
pletely ignore the unlabeled examples, namely, learning only from the labeled
positive examples, e.g. one-class SVM [1] which aims to approximately covering
all labeled positive examples. This work is not always proper. If some reliable
negative instances can be identified in the unlabeled data, knowledge provided
by unlabeled set will be discarded. And this method makes over-fitting easily.

In semi-supervised learning, unlabeled set is always used for training. These
approaches can be covered by two categories. The more common method is (i) to
use heuristics to identify unlabeled examples that are likely to be negative,and
then (ii) to apply a standard learning method to these examples and the positive
examples; steps (i) and (ii) may be iterated. For example, PEBL[2] firstly utilizes
1-DNF[4] to find out quite likely negative examples and secondly employs SVM[5]
iteratively for classification. S-EM[3] uses spy technique for extraction of likely
negative examples in the first step, and sequently EM algorithm is applied for the
parameter estimate. Self-training and co-training also belong to this category.
For the self-training method, a classifier is first trained with the small amount of
labeled data. The classifier is re-trained and the procedure repeated. Rosenberg
et al.[10]apply self-training to object detection systems from images, and show
the semi-supervised technique compares favorably with a state-of-the-art detec-
tor. In the co-training, Each classifier then classifies the unlabeled data, and
teaches the other classifier with the few unlabeled examples (and the predicted
labels) they feel most confident. Each classifier is retrained with the additional
training examples given by the other classifier, and the process repeats. Our
work also belongs to this category.

Another common way is to directly modify the training model. Assigning
weights somehow to the unlabeled examples is one way. Training a classifier
with the unlabeled examples interpreted as weighted negative examples. This
approach is used in [6, 7]. B-Pr[8] and W-SVM][9] belong to another probabilistic
way. Without needing to extract likely negative examples, they transform the
original problem p(y|z),e{4,—} into a simple sample model p(t|z);c(p,uy, where
P is the training set and U is the unlabeled data set.

It has been noticed that constraining the class proportions on unlabeled data
can be important for semi-supervised learning. Without any constrains on class
proportion, various semi-supervised learning algorithms tend to produce unbal-
anced output. For this reason, various semi-supervised learning methods have
been using some form of class proportion constraints. For example, Zhu et al.[11]
use a heuristic class mean normalization procedure to move towards the desired
class proportions; S3VM[18] methods explicitly fit the desired class proportions.
However, in these methods the class proportion constraint is combined with
other model assumptions. To our best knowledge, this paper first introduce an
unlabeled data distribution estimate method for PU problem.
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3 The Proposed Algorithm

3.1 Preliminaries

The KL Divergence[16] between the probability distribution P = {p1,...,pn}
and @ ={q1,...,¢n} is defined as:

y2
LP| Q)= szlg 0

’L

In this paper, the KL divergence is calculated just as [17] between the posterior
probabilities of every instance d; in the unlabeled set and the prior probabilities
of each class, and then the revised formula of KL divergence is defined as:

IC

C]|d)
= 2Pl )

where p(c;|d;) is the class posterior probability of instance d; belonging to the
Jj-th class ¢;; p(c;) is the prior probability of each class; |C| is the number of
known or predefined class labels appearing in the training set. The intuition of
this revision is that, if an instance belong to a labeled category the KL divergence
from posterior probability distribution to prior probability distribution is large;
if an instance is negative it will belong to any labeled category equally that lead
to small KL Divergence.

For the unlabeled set(labeled as U), the KL divergence of every instance is
calculated, and the instances

d; = arg max (K L(d;))

di€{di| argmax,, c o (p(cr|de)))

and
d; = argmin(K L(d;))
d;eU
are obtained as the most likely corresponding sub-positive(cy) and negative ex-
amples respectively.

3.2 Problem Description

Given that a training set(P) only containing positive examples, from multiple (at
least 2) classes, without negative ones, and one unlabeled set(U) containing both
positive and negative examples, our task is to construct a classifier(C), finding
all likely negative examples(U,, ) hidden in the unlabeled set and it is formulated

as follows: input(P,U) £ output(Uy).
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3.3 Auto CiKL Approach

This work is based on our former work LiKL[17], which contains three steps. In
the first two a probablistic classifier C is trained from the data of positive set.
Then use the posterior probability returned by Cj to calculate the KL divergence
of every instance in the unlabeled set and pick up reliable positive instances and
reliable negative instances. In the last step, with the help of instances identified
from the unlabeled set, the final classifier to identify the instances that don’t
belong to any class in the training set is trained.

In this paper, a improvement for LiKL called Auto CiKL is introduced. The
difference between Auto CiKL and LiKL lies in the first two steps.

The first step is to find the most likely positive examples. The labeled set P
is used to learn a classifier for getting posterior probability. Through the poste-
rior probability, the KL divergence of each instance in the unlabeled set can be
calculated out. Pick out the top K largest and add them into labeled set with
labeling them to corresponding class. If the percentage of positive instances in
the unlabel data is unknown, it’s hard to pick up a proper K, which is the short-
coming of LiKL. In Auto CiKL we use a function EstimateProportion(P,U) to
estimate the proportion of negative instances. Then we can easily get the pro-
portion of positive instances. After getting the proportion, we can decide the K
based on it. The function EstimateProportion(P,U) will be given in the next
subsection.

In the second step, a plenty of labeled data are available. The new training set
(P+S,) is used to build a new classifier FN to classify the remaining unlabeled
set (U-Sp), and find the top N most likely negative instances. All the negative
instances are denoted as Sy;

Now a training set (P+S,+5),,) is obtained which contains both positive in-
stances and negative instances. Use (P+S5,+S,,) to train the final classifier model
and classify the instances in the set (U-S,-S),). Some classification algorithms
such as SVM and logistic regression can be used in the last step.

3.4 Distribution Estimation for Unlabeled Data

The step 1 and step 2 of Auto CiKL suffer from the problem of setting the
value of K and N respectively. It’s difficult to set these two parameters if any
extra information is unknown. The reason is as follows. If a small value is given
to K, when the percentage of positive instances in the unlabeled set is large,
and too many positive instances will be left in the unlabeled set so that the
classifier which use the remaining unlabeled set as negative instances set will be
ineffective. On the contrary, if a large value is given to K, when the percentage
of positive instances in the unlabeled set is small, too many negative instances
will be introduced into the labeled set as positive instances, that will pollute the
labeled training set. The similar analysis can be found for the value of N.

It’s obvious to give different values for different density of positive or nega-
tive instances in the unlabeled set. In this paper, we use the density of unla-
beled set stands for the percentage of negative instances in the unlabeled set.
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(a) Low Density (b) High Density
Fig. 1. Classifiers for Labeled Set and Unlabeled Set of Different Density

Unfortunately, the density of unlabeled set is unknown. That means it is impor-
tant to estimate the density of the unlabeled data.

The intuition of our method is presented in the Figure [[l The P set stands
for the labeled set, while the U set represents the the unlabeled set. Label the
instances in the P as the positive ones, and label the instances in the U as
the negative one. Then use all of them to learn a classifier. (a) and (b) show
the situation that the U set contains low percentage and high percentage of
negative instances respectively. It’s obviously that the classifier in the (b) can
get a higher recall for the positive instances than that in the (a). The reason
is that, the more real negative instances which the unlabeled set contains, the
easier classifier separate the P and the U properly.

The detailed algorithms are shown in Algorithm 1 and 2.

In the Algorithm 1, Num instances are generated for different proportions.
The more instances we generate, the higher accuracy for estimation. The main
idea of the generate instances method is to find the distribution of each at-
tribute for each category and to generate positive instances based on these dis-
tributions of attributes in the training set P. Each attribute of each positive
instance in UT is generated one by one through the distribution found in P.

In the Algorithm 2, after the training set is produced, a model used for esti-
mating proportion could be learned. Take the recall of the P as the input of the
model. The estimation for the negative instances proportion of unlabeled data
is outputted from this model. As the estimate proportion of negative instances
is available, proper values can be chosen for K and N respectively.

3.5 Integrating Different Methods in the New Framework

From the experiment results showed in Figure [f, we can conclude that no one
method can achieve the best performance in the all cases. Different methods
have their different best fit situations. If the knowledge about the proportion
can be accessed, choosing a proper approach for different situation is possible.
In another words, these different methods could be integrated into a mixture
method. This paper uses the proportion knowledge to integrate KL, method and
ROC-EM method to achieve a better mixture model, which can always stay good
performance than just using only one of them.
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Algorithm 1: GenerateTrainingSet(ProList, Num, P, U)

Input: list ProList contains different proportions,
the number of instances for each proportion will be
generated Num, training set P, unlabeled set U;
Output: training set T used for learning estimator
for proportion;

1 for each proportion p; in ProList do

2 for j from 0 to Num-1 do

3 PT « P;

4 UT <« generate instances(|U| - (1 — p;),P);
5 UT « random select(|U| - psi, D);

6 train the classifier C to classify PT and UT;
7 get the recall r;; using C to classify PT;

8 TrainingSet < (rij, pi);

9 end
10 end

11 return TrainingSet;

Fig. 2. Generating training set for estimate proportion

Algorithm 2: EstimateProportion(P, U)

Input: training set P, unlabeled set U;

Output: likely negative instances proportion of U
T = GenerateTrainingSet(ProList, Num, P, U);
model m = logistic regression(T);

label instances in P as positive;

label instances in U as negative;

find classifier C which separates P

from U,

calculate the recall r for instances in P using C;
Using m to estimate the negative instances proportion
p of U with the recall r;

8 return p;

Tk W N~

N

Fig. 3. Estimating the negative instances proportion of unlabeled set

Based on the estimate of unlabeled data distribution, a new framework for
semi-supervise learning can be proposed. This is based on the estimate of unla-
beled data distribution. With the knowledge of distribution, a framework that
integrates different performance methods is given. This framework can integrate
some former methods which have different performance in different unlabeled
data distribution. It automatically choose the proper approach according to the
distribution knowledge.The experimental results demonstrate that that hybrid
method can achieve a globally high performance.
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Algorithm 3: Integrate(methods list, proportion list)

Input: a list contains all the approaches that will be
integrated, a list contains different proportions;
Output: a hybrid approach;
for each proportion p; in proportion list

choose the method m; in methods list

that has the best performance at proportion p; case;
end
return hybridapproach;

Tl W N -

Fig. 4. New framework for semi-supervise learning

4 Experimental Evaluation

The objective of this section is to evaluate our proposed approach in terms of
learning accuracy. The experiments are conducted on Intel 2.0 GHZ PC with
2 GB of RAM. The The classisifers used in our approach are implemented in
Wekal] environment. And the existing PU learning methods such as roc-em are
downloaded from http://www.cs.uic.edu/~liub/LPU/LPU-download.html.

4.1 Data Sets

We used the benchmark 20 Newsgroup collection[19] and Reuters corpus[20].

20 Newsgroup has approximately 20000 documents, divided into 20 differ-
ent small subgroups respectively, each of which corresponds to a different topic.
Firstly, four subgroups are chosen from computer topic and two topics from sci-
ence respectively, i.e. comp.graphics, comp.ibm.hardware, comp.mac.hardware,
comp.windows.xsci.crypt, sci.space, C;C3 = 8 pairs of different experiments.
For each pair of classes, i.e. selecting one class from {graphics, ibm.hardware,
mac.hardware, windows.x} x {crypt, space} respectively as two positive classes,
e.g. graphicsxcrypt, an equal part of documents are chosen randomly for train-
ing as corresponding positive instances, and the rest as unlabeled positive data
in unlabeled set; Then some examples are extracted randomly from the rest
18 subgroups are viewed as unlabeled negative examples in unlabeled set, and
the number is a x |U|, where « is a proportion parameter, showing the per-
centage of negative examples in the unlabeled set, and |U| is the number of all
instances in the unlabeled set. The similar operation is done to Retuers, and
the topic combinations {acg-crude, acg-earn, crude-interest, crude-earn, earn-
interest, interest-acq} are chosen as the positive topic.

Feature Extraction. All the documents in our experiments are modeled by
Vector Space Model. Feature selection is very important in textual classification.
Instead of using PCA or LDA for dimensionality reduction, a light but effective

! http://www.cs.waikato.ac.nz/ml/weka
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way which is borrowed from information retrieval is used. TF-IDF is a measure
used to reflect the importance of the words in documents. The words with high
TF-IDF value for each class are retained. The intuition of this method is that
it’s common to see some certain words in some certain topics. This is similar to
the fundamental of LDA. And the result is readable.

4.2 Experimental Results

We perform 10 times hold-out tests with random data partitions to get the
average F-score value as the final result. In the experiments, « is the ratio of
the unlabeled negative examples compared to the unlabeled set. E.g. « = 0.1
means that the number of the unlabeled negative examples is only 10% of the
unlabeled set.

Performance for Auto-KL Method

Figure [ records the comparison of the performance between using proportion
estimate and giving the real proportion. KL-Auto represents the former and
KL-ByHand represents the latter respectively. Both of them have the trend that
the F scores increase with the proportion of the negative instances increase.
KL-Random means randomly giving values to K and N. It’s obvious that the
performance of KL-Auto decreases because of the mistakes made by estimator.
But the result is much better than the KL-Random, in which all the N and K are
chosen randomly. That means our proportion estimate approach is so effective
that the estimate given by our method is close to the real proportion.

Performance for Different Algorithms

Figure [0 records the F scores of Spy-SVM, ROC-EM and KL-Auto. The ROC-
EM means using rocchio technique for the first step to identify reliable negative
instances and using EM for the second step to build final classifier. The Spy-
SVM means use the spy technique for the first step and the use SVM step for
the second step.

As shown in Figure [6 no one approach can achieve the best performance
all the time. It’s easy to see the KL-Auto outperforms the other two methods
dramatically in the case of 0.1 and 0.2. KL-Auto perform quite well in the other
cases, but not as well as these method proposed by Liu. In the contrary, ROC-
EM can get high F score in the high proportion case, but have bad performance
in the case of 0.1 and 0.2. Each approach has its best fit situation. In another
words, if the proportion of the unlabeled data set is unknown, when only one of
these methods is chosen, result may fall into the bad case of these methods.

Performance for Integration of Different Approaches

Since the proportion of negative instances in unlabeled data can be estimated,
not just one approach can be used. Methods that can make up a loss for each
other can be picked up to produce a hybrid approach. Figure[llshows the result of
integration of spy-svm and KL-Auto. It’s clearly to see that the hybrid approach
can almost achieve the best all the time.
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Fig. 6. The F scores of different algorithms in different negative instances proportion

From the above experiments, we can draw the following conclusion.

(1) Using the estimate for proportion, the parameters can be automatically
chosen for the KL method effectively. The KL method outperform than existing
methods in the low proportion case.

(2) No one algorithm can always achieve good performance, every approach
has its best fit proportion.

(3) The new framework for semi-supervise learning can always generate a
global optimum hybrid method.
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Fig. 7. Performance for the hybrid method

5 Conclusion

In this paper, the problem of learning from positive and unlabeled examples is
tackled by using a novel approach called Auto CiKL and propose a framework
that can integrate other algorithms to obtain a global high performance hybrid
method. The CiKL method can achieve good performance when the negative
instances proportion is low. And the hybrid method can always perform better.
In the further work, we will further study how to improve the precision of our
estimate method and give theoretical analysis for our approach.
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Abstract. We propose a novel type of query suggestion to support credibility-
oriented Web search. When users issue queries to search for Web pages, our sys-
tem collects disputed sentences about queries from the Web. Then, the system
measures how typical and relevant each of the collected disputed sentences are to
the given queries. Finally, the system suggests some of the most typical and rel-
evant disputed sentences to the users. Conventional query suggestion techniques
focus only on making it easy for users to search for Web pages matching their
intent. Therefore, when users search for Web pages to check the credibility of
specific opinions or statements, queries suggested by conventional techniques are
not always useful in searching for evidence for credibility judgments. In addition,
if users are not careful about the credibility of information in the Web search pro-
cess, it is difficult to be aware of the existence of suspicious Web information
through conventional query suggestions. Our disputed sentence suggestion en-
hances users’ awareness of suspicious statements so that they can search for Web
pages with careful attention to them.

1 Introduction

Nowadays, the Web is a huge information resource. People can easily and freely obtain
information through Web search engines and specific Web sites. However, the problem
of Web information credibility is emerging [[112].

The quality control of Web information is generally insufficient due to low publish-
ing barriers. As a result, there is a large amount of incorrect and unreliable information
on the Web that can have detrimental effects on users. For instance, Sillence et al. re-
ported that there are more than 20,000 medical Web sites on the Web, but over half of
them have not been checked by medical experts [1]. On the other hand, Nakaura et al.
reported that a lot of Web users trust Web information to some extent [2]]. In particular,
for Web search engines, they also reported that more than 50% of search engine users
perceive the search results to be somewhat credible.

Although Web information credibility is becoming more critical, conventional Web
search engines still focus on searching for only popular and relevant information [3/4]].
In addition, they provide few clues to judge information credibility from Web search
results. For instance, suppose that a user is searching for Web pages about effective
diet. A lot of Web pages describe various diet methods. However, as in the case of
the Atkins dief], Web pages containing suspicious information are often listed with

! Atkins diet: http:/en.wikipedia.org/wiki/Atkins diet

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 34—@, 2012.
(© Springer-Verlag Berlin Heidelberg 2012



Disputed Sentence Suggestion towards Credibility-Oriented Web Search 35

effective diei “ effective diei “
Some people doubt the following sentences about effective diets!! Searches related to effective diets

+ dietis an effective treatment effective dietplans  effective lemonade diet

+ any diet has any effect on cellulite effevtive diettips effective weight loss diet

+ the atkins diet is any more effective than other diet strategies effective diet pills  effective zone diet

« the rice diet is more effective than other diet programs effective atkins diet  effective detox diet

« high protein diets are the most effective

(a) Disputed sentence suggestion (b) Conventional keyword suggestion

Fig. 1. (a) Disputed sentence suggestion and (b) conventional keyword suggestion

high rankings as popular and relevant Web search results, although there exists counter
evidence against the information. Conventional Web search results provide only titles,
a snippet, and URLs. This makes it difficult for users to check the credibility of such
Web pages and obtain credible Web information using the conventional Web search
engines. In worst cases, if users are not skeptical about Web pages, they can be mislead
by incorrect information without knowing it. Therefore, automatic tools for alerting
users and helping them judge Web information credibility are becoming increasingly
necessary.

In this paper, to support users’ credibility judgment in the Web search process, we
propose a novel type of query suggestion to make users aware of suspicious Web in-
formation. When users issue queries to search for Web pages, our proposed system
suggests some disputed sentences about the given queries. FiglIl(a) and (b) show the
case where a user issues keyword query effective diet to our Web search engine and to
a conventional Web search engine, respectively. For this query, the conventional Web
search engine suggested keywords effective diet plans, effective atkins diet, and so on,
in Fig[lib). As this example shows, conventional query suggestion techniques focus
on supporting users in making their intent clearer and making it easy to search for
Web pages matching their intent. In addition, suggested queries are often keywords. On
the other hand, our implementation suggested that some phrases such as “diet is an
effective treatment” and “the atkins diet is not any more effective than other diet strate-
gies”, were disputed by some Web pages, in Fig[I(a). We think that disputed sentence
suggestion has the following advantages over conventional keyword query suggestion
techniques for supporting users’ credibility judgment in the Web search process:

— Users can clearly recognize the existence of suspicious statements on the Web even
if they are not overly concerned about the credibility of Web information.

— Users can find some queries to collect clues for credibility judgment of suspicious
information from the viewpoint of counter evidence.

— Users can intuitively understand the meaning of disputed statements as opposed to
just reading a list of keywords.

The remainder of the paper is organized as follows. In the next section, we discuss
related work. Section 3 describes our methods for collecting disputed sentences from
the Web and ranking them. In Sections 4, we show the effectiveness of our system
for supporting users’ credibility judgment in the Web search process, comparing it to
some query suggestion techniques. The last section concludes the paper and outlines
our future research directions.
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2 Related Work

2.1 Query Suggestion

There has been a lot of work on query suggestion, including query expansion [5] and
query substitution [67]. Cui et al. studied a method to expand given queries by con-
sidering the gap between document space and query space [3]]. Boldi et al. proposed a
method to classify users’ query reformulation operations into generalization, special-
ization, error correction, or parallel move towards query substitution [6]. Kotov et al.
addressed a framework to automatically generate potentially interesting questions from
Web pages and suggest them in the Web search process, so that Web search engines can
naturally lead the users to Web search results they want [7]. These approaches are very
sophisticated. However, they still focus on only mismatching problems between users’
intent and given queries to improve users’ Web search experience. Even if some queries
are suggested, it is still difficult to call users’ attention to suspicious Web information
or to support users in collecting clues for credibility judgment from the Web.

2.2 Measuring Web Information Credibility

Some researchers have developed methods to measure the credibility of specific Web
contents from specific credibility aspects. Especially, research aimed at measuring the
credibility of contents on social networks like Yahoo Answerd] and Twittefd is becom-
ing more popular. Suryanto et al. focused on the expertise of answerers on Q&A sites to
evaluate answers posted on them [8]]. Castillo et al. proposed a method to automatically
judge the credibility level of news propagated through Twitter by analyzing tweets and
re-postings about news [9]]. To measure the credibility of Web pages and Web search
results from various viewpoints, some researchers have developed prototype systems
[LO/11]]. These systems visualize scores of Web search results on the basis of impor-
tant credibility criteria, such as popularity, content typicality, and content freshness. If
users want to briefly filter out non-credible Web information, measuring the credibility
of Web information can be useful.

2.3 Supporting Users’ Credibility Judgment on the Web

Some studies have focused on promoting and helping users judge credibility by them-
selves. Pirolli et al. used WIKIDASHBOARD, the system for visualizing edit histories of
Wikipedia articles, to study how the system affects users’ credibility judgments on those
articles [12]]. Ennals et al. developed DISPUTE FINDER, a system that highlights suspi-
cious sentences on Web pages users are browsing [13]. DISPUTEFINDER can highlight
only suspicious sentences in its database and it is not robust in a Web search process
where different Web search results are shown for different queries. On the other hand,
our system is robust. In addition, our system enables users to get an overview of sus-
picious statements for given queries. Some researchers have developed methods to find
alternative statements for checking the credibility of suspicious statements [[14415]].

2 Yahoo Answers: http://answers.yahoo.com/
3 Twitter: http://twitter.com/
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Query: “itis not true that”
| ]

| ]
Obtain Web search results from Web search engine

\ 4

It is not true that the church used fo teach a flat earth (Talk.Origins ... l

creationwiki.org/lt_is_not_true_that_the_church_used_to_teach_a_fl
Sep 2, 2007 — It is not true that the church used to teach that the Earth was flat. Only

Itis not true that the church used to teach that the Earth was flat ‘
L]

Extract as disputed sentence from snippets

v

“the church used to teach that the Earth was flat”

Fig. 2. Example of disputed sentence extraction from snippets of Web search results

Table 1. Linguistic patterns to collect disputed sentences from the Web

Linguistic pattern
“no proof that”, “mistakenly believe that”, “no evidence that”, “lie that”

» o« » o«

“it is not true that”, “it is not clear that”, “it is unlikely that”, “it is wrong that”

» s

“it is not to say that”, “it is denied that”, “into believing that”
“misconception that”, “myth that”, “it is speculated that”, “it is delusion that”

3 Disputed Sentence Suggestion

In this section, we describe our method for searching for disputed sentences about a
given query on the Web and suggesting disputed sentences to users. Our system works
as follows:

1. Collect disputed sentence candidates about a given query from the Web.

2. Score the disputed sentence candidates by considering the typicality of the disputed
sentences and their relevancy to the given query.

3. Suggest top-k of the disputed sentences to users

3.1 Extracting Disputed Sentences from the Web

Detecting sentences that other documents dispute is quite hard because it requires deep
natural language processing for large corpora. To bypass this problem, Ennals et al. pro-
posed a method to collect disputed sentences from the Web by using linguistic patterns
[[L6]. We apply their method to collect disputed sentences about a given query.

Ennals et al. prepared a set of dispute clue patterns that could indicate that a statement
S is disputed, such as “the misconception that S” and “it is not true that S”. Then, as
shown in FigDl they issued the prepared linguistic patterns as phrase queries into Web
search engines. After that, they extracted the sentences that appeared just behind one of
the patterns from obtained Web search results.

While Ennals et al. focus on collecting a large indefinite number of disputed sen-
tences in batch processing, our goal is to collect disputed sentences related to a user’s
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query in real time. To achieve this goal, we selected 15 of the 54 effective linguistic
patterns that Ennals et al. suggested in their paper. The linguistic patterns are shown
in Table [l We implemented the method to collect disputed sentences by using these
selected linguistic patterns. Our method works as follows:

1. Issue a given query and each of the prepared linguistic patterns into Yahoo Search
Web APH] (e.g. given keyword query global warming cause, the system issues ex-
panded query global warming cause AND “it is not true that”).

2. Split snippets of Web search results into sentences using some delimiters (e.g. .,
“». 1,72, and, but, and so on).

3. Extract sentences that appear just behind one of the prepared linguistic patterns
from collected sentences as disputed sentences.

4. If the extracted sentences start with a specific stopword, such as a pronoun, a con-
junction, a preposition, or a meaningless term, the system eliminates them from a
list of the disputed sentences.

3.2 Ranking Disputed Sentences

After collecting disputed sentence candidates from Web search results about a given
query, the system ranks the candidates to suggest useful disputed sentences to users.

Here we denote a given query and a disputed sentence by ¢ and d, respectively. We
estimate the importance of each collected disputed sentence D = {di,ds,...,d,},
focusing on the relevance to given query q. Then we order them by using the following
equations on the query likelihood model [3]]:

p(dlg) o< p(d) [ J((1 = Np(t| M) + Ap(t| Ma)) )
plaia) =T e @

where M, is the language model of disputed sentence d, t f; 4 is the term frequency of
term ¢ in disputed sentence d, and L4 is the number of terms in disputed sentence d.
A is a weighting parameter and 0 < A < 1. M, is the language model built from the
entire disputed sentence collection D.

When using the query likelihood model, the prior probability of a document p(d)
is often treated as uniform across all d. However, we calculate p(d) to consider how
popular the collected disputed sentences are on the Web.

One way to determine the popularity of disputed sentences on the Web is to count
how many times they appear. However, as exemplified by sentences “a mobile phone
is bad for your health” and “mobile phones are a health risk”, the same statements
are often expressed in different words. Therefore, it is difficult to measure the popu-
larity or typicality of sentences by simply using their frequency. To solve this prob-
lem, we use the LexRank algorithm [17]. In this algorithm, a graph is created from

* Yahoo! Search Web API:
http://developer.yahoo.co.jp/webapi/search/
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text contents, where text contents are nodes and textual similarity between text nodes
is the weight of the edge. Then the centrality of the text nodes is calculated by us-
ing the graph. The system measures p(d) as the typicality of each disputed sentence
d € D = {di,ds,...,d,} using the LexRank algorithm. This computation is formal-
ized as follows:

T=aS"xT+(1-a)p, wherep=[1] | 3)

Here, S* is the column normalized adjacency matrix of the similarity matrix S, where
each sim(d;, d;) denotes the cosine similarity between disputed sentences d; and d;. T
is the typicality score vector, where each ¢(d) denotes the typicality of disputed sentence
d on the Web. We approximate p(d) by ¢(d).

In practice, p(d|q) of disputed sentence d € D is calculated as follows:

1. Collect disputed sentences D = {dy,ds,...,d,} from the Web (as explained in
Section[3.7)).

2. Calculate p(q|M.) and p(q|My) of all d € D using eq.[2] In this process, the system
ignores stopwords in the collected disputed sentences.

3. Create feature vectors of the disputed sentences by ignoring stopwords. To weight
terms of the vectors, the system uses ¢ f-idf weighting.

4. Calculate typicality ¢(d) as p(d) of all disputed sentence d € D using[3l The system
recursively calculates the typicality scores T of all disputed sentences D until the
scores are converged.

5. Calculate p(d|q) of all d € D using the results of step 2 and 4 on eq. ().

4 Experiment

We conducted an experiment to examine how effective our method is for enhancing
users’ credibility judgment in the Web search process. In this experiment, we used the
following three viewpoints to evaluate our disputed sentence suggestion and compared
our method with two baseline methods:

— Relevance: How relevant are suggested disputed sentences to a given query?

— Alertingness: How critical will users become about Web search results for a given
query when they look at suggested disputed sentences?

— Usefulness: How useful are suggested disputed sentences in searching for addi-
tional evidence to judge the credibility of Web search results for a given query?

We compared our method with two baseline methods. One is a conventional keyword
query suggestion method, which suggests related queries based on users’ query logs
(called CKS). To imitate the conventional keyword query suggestion, we issued each
of the prepared queries into Yahoo Web Search and used its suggested keywords. As
for ranking order of suggested queries, we simply used the order in which Yahoo Web
Search suggested the queries. The other baseline method is the typicality-based disputed
sentence suggestion method, which focuses on only p(d) in the process we explained

5 Yahoo Web Search: http://search.yahoo.com/ and then manually obtained suggested queries.
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Table 2. Query set

Category Query
Controversy dinosaurs extinction, global warming, earthquake cause
plastic recycling, renewable energy
Health effective diet, cancer treatment, mobile phone health
vaccine side effects, caffeine overdose
Misunderstanding light bulb inventor, telephone inventor
civil war reason, caesar salad name
Food coffee health, grapefruit seed extract benefit, potato poison
Finance forex risk, mortgage refinancing, personal debt reduction

in Section 3 (called TDS). To execute disputed sentence suggestion, we set our method
(called Ours) and TDS to collect 40 Web search results for each of the given queries.
In addition, we set A = 0.5 on eq. (1) for Ours.

4.1 Metrics for Evaluation

To evalate the effectiveness of Ours, TDS, and CKS from the viewpoints of relevance,
usefulness, and alertingness, we checked how many relevant/alerting/useful suggestions
appeared in top-k rankings. To evaluate them, we used the following equations:

1 | Relevant(Sq(k))]
Qk = 4
gk @
1 |Alerting(Sq(k))|
Qk = 5
g ®
w@k — 1 Z |Useful(Sq(k))| ©)
Ql 7=, k

Here () means a query set and S, (k) means top-k suggested keywords/sentences that
each algorithm outputs for the input query g¢. |S| indicates the size of the set
S. Relevant(S), Alerting(S), and Useful(S) respectively mean the suggested key-
words/sentences in S judged as relevant, alerting, and useful by least two human eval-
uators.

4.2 Participants and Materials

We recruited three human evaluators for this experiment. They all had experience in
using Web search engines. For this experiment, we manually prepared 20 queries from
five categories. The queries are shown in Table 2l

4.3 Procedure

In this experiment, we input each of the queries in Table[2]to the three methods (Ours,
TDS, and CKS) and showed the suggested keywords/sentences to the evaluators. Then
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OQurs BTypicality ®™Yahoo

1 1
OOurs HTypicality ®Yahoo OOQurs BTypicality ®Yahoo

0.8 0.8

0.6 0.6 052

051051

0.4

0.2

0

a@1 a@3 a@5 u@1 u@3 u@5s
(a) Relevance (b) Alertingness for credibility judgment (c) Usefulness for evidence collection

Fig. 3. Relevance, alertingness, and usefulness of three methods

we asked them to evaluate the suggested keywords/sentences in terms of relevance,
alertingness, and usefulness. Before the evaluators evaluated suggested keywords/
sentences for each query, we showed them a brief description like:

Suppose that you input the keywords “mobile phone health” to a Web search
engine, and then the search engine shows some Web search results. In addition
to the search results, the search engine also suggests some keywords/sentences
as highlighted below. Now you are concerned about the credibility of the Web
search results the search engine returns for the input keywords “mobile phone
health”. On the basis of the suggested keywords/sentences, please answer the
following three questions.

In each evaluation task for CKS, we showed the evaluators raw keyword queries sug-
gested by Yahoo. In each evaluation task for Ours and TDS, we added the expression
“Some people doubt:” to each of disputed sentences and showed the combined sen-
tences to the evaluators (e.g., if the system found the disputed sentence “mobile phone
has a health risk” for the query “mobile phone health”, the system suggested “Some
people doubt:x mobile phone has a health risk” to the evaluators).

To evaluate the relevance, alertingness, and usefulness of each of the suggested key-
words/sentences, we asked the evaluators to answer the following three questions with
YES or No:

— Relevance: Are suggested keywords/sentences related to a given query?

— Alertingness: Will you become more critical of Web search results about a given
query when looking at suggested keywords/sentences?

— Usefulness: Are suggested keywords/sentences useful in searching for additional
evidence to judge the credibility of Web search results about a given query?

4.4 Results

Fig B shows the averages of relevance scores, usefulness scores, and alertingness scores
for each method on a query set, using equations r@Qk, a@k, and u@¥k. According to
Fig[3la), in terms of relevance, CKS performed much better than Ours and TDS. How-
ever, Ours was not so bad at suggesting relevant sentences (r@Q1 = 0.80, r@Q3 = 0.70,
and r@5 = 0.69). CKS is based on query logs a lot of users issued in actual Web search
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sessions. Therefore, CKS can precisely suggest relevant keywords for given queries,
unlike Ours and TDS, which analyze documents to suggest disputed sentences. The
relevance performance of Ours was higher than TDS on r@1, r@3, and r@5. Espe-
cially, according to @1, Ours was higher by 33% than TDS. We think that query
likelihood [[,,((1 — A)p(t[M.) + Ap(t|Ma)) in eq. (1) contributes to the relevance
score.

In terms of alertingness, Fig[3(b) shows that with Ours and TDS, at least 50% of
suggested sentences in the top S rankings called the evaluators’ attention to credibility
judgment. The performance of Qurs was higher than that of TDS on a@1, a@3, and
a@5. On the other hand, as the result for CKS indicates, the evaluators did not become
more careful of their credibility judgment at all, even when looking at the keywords
suggested (a@1=0.05, a@3=0.07, a@5=0.09). This result is natural because the objec-
tive of conventional keyword suggestion is different from that of our disputed sentence
suggestion, which aims at alerting users to suspicious information.

FigBlc) shows that the two methods that suggest disputed sentences performed better
than CKS. This indicates that the disputed sentence suggestion can be more useful
in searching for additional clues for credibility judgment on Web pages about given
queries than conventional keyword suggestion.

Before this experiment, we expected that disputed sentence suggestion would be
more useful in searching for clues for credibility judgment. However, neither of the
two disputed sentence suggestion methods showed show usefulness scores as high as
we expected. In addition, @1 and ©@3 of Ours were less than those of TDS (scores
of the two methods were the same on ©@5). We interviewed the evaluators after the
experiment. Below is a typical evaluator comment:

The suggested disputed phrases themselves were often useful as evidence or
clues to judge the credibility of Web pages about given queries. So I judged that
I didn’t need to search for Web pages using the suggested disputed phrases.

This indicates that disputed sentence suggestion was not necessarily useless, although
FigBl(c) indicate that it was not so useful in searching for additional credibility evidence
from the Web. We think that if systems can suggest disputed sentences relevant to given
queries, the disputed sentences themselves are likely to be useful clues for credibility
judgment on Web pages for given queries. The experimental results shows that Ours
suggested more relevant disputed sentences than TDS.

Finally, these experimental results indicate that, by suggesting disputed sentences
with reasonable relevance to given queries, our proposed method can make users more
critical in the Web search process than the baseline methods can.

4.5 Case Study on Disputed Sentence Suggestion

Table [3] and 4 show some examples of good and bad disputed sentences the system
suggested for given queries using our proposed method. We manually checked the sug-
gested disputed sentences the evaluators judged as bad and categorized them into four
classes: non-relevant, ambiguous, difficult to understand, and grammatical error.

As evidenced by sentences like “potatoes are fattening” for query potato poison,
the system sometimes suggested non-relevant disputed sentences to given queries. We
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Table 3. Good examples of suggested disputed sentences. Numbers in parentheses are ranking
orders of suggested disputed sentences.

Query Suggested disputed sentence
potato poison “green potatoes are poisonous” (1)
vaccine side effects  “tamiflu does not have potential side effects” (5)
caesar salad name  “the salad takes its name from julius caesar” (1)
civil war reason “slavery was the cause of the civil war” (1)
earthquake cause “fracking causes earthquakes” (3)

Table 4. Bad examples of suggested disputed sentences and error types. Numbers in parentheses
are ranking orders of suggested disputed sentences.

Query Suggested disputed sentence Error type
potato poison “potatoes are fattening” (5) Non-relevant
global warming “global warming was the cause” (1) ambiguous
telephone inventor “agb was not the inventor” (3) Difficult to understand
plastic recycling “shipping plastics for recycling” (2) ~ Grammatical error

think this is because even if extracted disputed sentences are not very relevant to given
queries, our system gives them high scores if they are typical on the Web. We have to
think about a way to balance query likelihood scores and typicality scores of disputed
sentences on eq. (1).

Even when the system maintained the relevance of disputed sentence suggestion,
ambiguous disputed sentences were sometimes suggested, such as “global warming
was the cause” for query global warming. In our method, the system simply extracts
disputed sentences that appear behind linguistic patterns like “it is not true that” and
“no proof that”. Therefore, the system often suggests that ambiguous and difficult-to-
understand disputed sentences without context be extracted from Web search results.

The evaluators misunderstood that the system suggested some meaningless disputed
sentences for given queries, although the disputed sentences were actually relevant to
the queries and alerting. One possible reason is that the evaluators could not understand
the meaning of some terms in the disputed sentences because they were not familiar
with the sentences. For instance, the system suggested disputed sentence “agb was not
the inventor” for query telephone inventor. If users do not know that term agbh means
Alexander Graham Bell, they may think the disputed sentence is useless and then will
not become more critical of Web pages for the given query. It is important to consider
the comprehensibility of sentences when suggesting them to users.

The system also sometimes suggested disputed sentences that were grammatically
difficult to read like “someone doubts: shipping plastics for recycling” for query plastic
recycling. Our system splits sentences with punctuation marks and extracts disputed
sentences by simply focusing on declarative content clauses (that clauses). Therefore,
the system often fails to extract grammatically complete sentences. We need deeper
natural language processing to handle this problem.
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5 Conclusion

In this paper, we addressed a new type of query suggestion to call users’ attention to
credibility judgment of Web search results for given queries in the Web search pro-
cess. Given a query, such as mobile phone health, our system searches for statements
some Web pages dispute about the query and suggests ones like “mobile phone are
bad for your health” to users. While conventional keyword query suggestion focuses
on making it easy for users to search for Web pages that match their search intent, our
disputed sentence suggestion focuses on making them aware of the existence of suspi-
cious information or to get clues for a credibility judgment on Web pages about their
input query. Even if users are not concerned with Web information credibility and do
not know about the existence of suspicious Web information, they can notice suspicious
information and become more critical in searching for credible Web pages.

The experiment results show our method suggested effective disputed sentences to
help users more critically search for credible Web pages, although the method had lower
performance in terms of relevancy than conventional keyword suggestion. To improve
our disputed sentence suggestion, we first have to improve the relevance of suggested
disputed sentences by optimizing the balance between the query likelihood scores and
typicality scores of them. In addition, we need to think about a way to suggest compre-
hensible disputed sentences because sometimes users cannot understand the meaning of
suggested disputed sentences even if they are relevant and typical to given queries. An-
other important issue is how to support users’ search for credible Web pages efficiently
using suggested disputed sentences.

To safely and efficiently obtain information from the vast Web, search systems focus-
ing on credibility will become more important in the future . We believe our proposed
system can contribute to credibility-oriented Web search.
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Abstract. Wikipedia has become one of the most widely used knowledge systems
on the Web. It contains the resources and information with different qualities
contributed by different set of authors. A special group of authors named
administrators plays an important role for content quality in Wikipedia.
Understanding the behaviors of administrators in Wikipedia can facilitate the
management of Wikipedia system, and empower some applications such as article
recommendation and expertise administrator finding for given articles. This paper
addresses the work of the exploration and visualization of the administrator
network in Wikipedia. Administrator network is firstly constructed by using co-
editing relationship and six characteristics for administrators are proposed to
describe the behaviors of administrators in Wikipedia from different perspectives.
Quantified calculation of these characteristics is then put forwarded by using
social network analysis techniques. Topic model is used to relate content of
Wikipedia to the interest diversity of administrators. Based on the media wiki
history records from the January 2010 to January 2011, we develop an
administrator exploration prototype system which can rank the selected
characteristics for administrators and can be used as a decision support system.
Furthermore, some meaningful observations are found to show that the
administrator network is a healthy small world community and a strong
centralization of the network around some hubs/stars is obtained to mean a
considerable nucleus of very active administrators that seems to be omnipresent.
These top ranked administrators ranking is found to be consistent with the number
of barn stars awarded to them.

Keywords: Wikipedia, social network analysis, human factors, visualization.

1 Introduction

Wikipedia provides a fast and flexible way for anyone to create and edit encyclopedia
articles. Since its creation in 2001, Wikipedia has grown rapidly into one of the
largest online knowledge bases containing 3,632,075 articles. Wikipedia is attracting
more than a million of visits daily and its huge success in turn leads to an immense
research interest for better understanding of collaborative knowledge. Since every
single revision is recorded and the collaborative knowledge building process is well
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documented, a special group of users named Wikipedia administrators are still
required to be very active and efficient. The administrators constantly observe and
monitor the editing process of certain range of articles on voluntarily basis and
normally can edit, delete or restore the original contents, remove or block the
malicious users. According to the statistics of May 8, 2011, among 14,507,035
registered users, there are about 1,785 administrators. Therefore the role of the admin
users becomes very important and more responsible because their efforts guarantee
the trust and preservation of the original contributions. Therefore, it is necessary for
us to get insight of the administrator network to observe and study the ongoing
processes and to see if there exist some interesting patterns and phenomenon of them.
Knowing the characteristics of admin users can bring many interesting applications
for example the Wikipedia could automatically know the state of administrator’s work
and recognize the distribution of interesting topics of them. Also, this information can
be used to recommend the articles to the proper admin users.

Though the Wikipedia’s greatest success has gained much research on various
aspects of Wikipedia, but little research focused on administrator’s behavior in
Wikipedia. Some of the research aims at validating some laws like power law, network
properties in different kinds of networks, some concentrates on the trust building of the
Wikipedia contents and the reputation system of the co-authors and others on social
network analysis. There is a lack of the systematic research on characterizing the work
of administrators in Wikipedia. To the best of our knowledge no work could reflect the
overall features of the administrator’s in Wikipedia. This paper addresses the following
questions. 1) How could we define the behaviors of the admin users in Wikipedia? 2)
How could we quantify the behaviors of the admin users so that we can better
understand them in Wikipedia? 3) Could we provide an exploratory and visualized tool
to give comprehensive description of the admin user in Wikipedia?

In this paper we propose a systematic definition of administrator’s characteristics
and contribution of this paper could be summarized as follows:

a. Systematic definition for administrator characteristics
Administrators are the normal users with some additional responsibilities and
their work guarantees the trust on the contents and hence increases the reliability
of the text. In this paper we define six features to reflect the characteristics of
administrator’s work from different respects including diversity of the admin user
interests, the influence & importance across the network, and longevity & activity
in terms of contribution.

b. Quantitative calculation by using social network analysis technology
We give the quantitative calculation methods for each characteristic, and the
overall feature measuring method. The main idea is to provide the precise and
robust measure for measuring the admin user efficiency and activeness. The
important thing is that these measures capture not only the quantity of
contributions but also relate the contents of Wikipedia to the admin users.

c. Visualization of administrator characteristics
All these features are collectively implemented in an administrator exploration
prototype system, which combines all the features and computes the overall rank.
It shows the overall administrator interests and contribution, strengths and ranks
the intensity of contributions in terms of efficiency and activeness.
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The rest of the paper is organized as follows. In section 2, we introduce the related
work. In section 3, we present the initial observations about the network structure and
statistical observations. In section 4, we define the characteristics of administrators
from different views, and give the corresponding measuring methods. In section 5, we
present the implementation of the prototype system, some meaningful observations
and give the analysis of administrator’s network evolution. Finally, Section 6
concludes this paper with future research.

2 Related Work

Co-authorship network, an important form of social network, has been intensively
studied in this movement ([26] 2001b; [24] 2002; [22] 2003; [21] 2004; [13] 2005;
[11] 2006; [9] 2007; [6] 2008; [4] 2009; [3] 2010; [2] 2011; [1] 2011). Many efforts
have been made by the organizations to identify metrics useful for assessing the level
of scientific productivity of single author, research groups or institutes on a local,
regional or international scale [17]. There are generally three schools of underlying
techniques that support visualizing co-authorship, such as co-authorship network [12],
[19], [25], social network analysis [15], and small world network [21]. These
techniques are based on the principles of statistics, graph theory, psychology and even
a combination. In this section we will review the related work on analysis of co-
authorship in Wikipedia and other academic domains and the scale free networks.

When writing on public wiki sites such Wikipedia, however, co-authorship
emerges as an implicit relationship from working on the same article, rather than
being planned from the outset as it is the case in traditional collaborative writing. In
the paper (Yan, E. 2010) [3], it discussed the usability of centrality measures in author
ranking, and suggest that centrality measures can be useful indicators for impact
analysis. Co-authorship of a paper can be thought as the documenting collaboration
between two or more authors [19]. General properties of the Wikipedia system and its
user community have been analyzed by (Ortega, F., 2007) [9]. Other research has
been done on analyzing article quality in Wikipedia and found that the cooperative
content production model of Wikipedia results in high article quality [7]. In the paper
(Libyy Veng-Sam Tang, 2008) [6], it presented new method for calculating the degree
of co-authorship for a given pair of authors. This method is more accurate than any
other existing methods that analyze co-authorship and has the satisfactory
performance that makes suitable for online use.

In academic context the co-authorship relationships are perhaps one of the most
important types of connections between scholars. In the paper (Serge, Galam. 2011)
[2], proposed the Tailor Based Allocation (TBA) for multiple authorships, which may
varies from one discipline to another. Researchers have shown great interests in
analyzing co-authorship networks specific to their research communities to shed light
on the characteristics of their scientific collaboration, including physics [26],
biomedicine [26], mathematics [24], management [11], databases [22], and digital
libraries [13]. Some statistics are proposed to describe the features of authors such as
academic research social network mining system —arnetminer [28]. Several generic
properties concerning co-authorship networks in various fields have been identified.
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Most of the real-world networks having power law degree distribution and are,
thus called scale-free networks. One of the first extensive quantitative studies on the
Wikipedia community was presented in (J. Voss, 2005) [14], where its growth is
shown to follow an exponential trend. The main characteristic of the scale-free
network is the presence of hubs that concentrate collaborations. This approach is very
useful for identifying the role of authors that we could define as “key players” of the
network according to their degree, closeness and betweenness centrality [3]. It is also
remarkable that one can find very different collaboration patterns depending on the
scientific disciplines. Tightly linked communities give rise to all the benefits of social
cohesion, such as the timely diffusion of new information, the creation of a common
culture and the enforcement of social norms [4].

3 Preliminaries

3.1 Administrator Network

An administrator network is a network where the vertices are admin users and the
edges represent the editing of the common articles between two admin users. If two
admin users are the authors of the same article, that is, they have at least one revision
each belonging to the same article. This co-editing relationship is a relationship
between the authors working on the same article. Figure 1 shows that administrator
network of five admin users; each one of them has contributed to some articles.
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Fig. 1. Co-authorship of Administrators Network

3.2 Initial Observations

Before proceeding, we first engage in some high-level investigation of about the
network structure and other statistical observations. This will help us to further
explore and monitors the true observations by analyzing the different scenarios on the
Wikipedia network. In the following we give some initial observations about the
administrator’s network.

Diameter and Clustering Coefficient

The diameter and the clustering coefficient of the administrator’s network were
computed to examine the structure of the network at macro level. Since more robust
measure of the pair-wise distances between nodes of a graph is the effective diameter
[26]. It is observed that the diameter of the admin-users’ network is about the 4 hops
and the effective diameter is about the 2 hops as shown in the Figure 2. This shows
that how two random pair of admin users can be reached within certain numbers of
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hops among the administrator’s who communicate or performs editing together.
These short distances can be explained in virtue of the lower barriers to the
collaboration between the admin users and it can also be interpreted as an effect of
centralization of the network around some active users.

The Clustering coefficient is the measure of transitivity in the network especially on
the social network [27]. The transitivity in the network is observed by plotting the
average clustering of the whole network as shown in the Figure 2 with average
clustering coefficient 0.6051 respectively. The value of the average clustering decreases
with the increase in degree of the node in the admin user graph. It is similar like in other
real networks the average clustering decreases as the node degree increases because of
the fact that low-degree nodes belong to very dense sub graph and those sub graphs are
connected through the hubs. In our analysis the decreasing trend of the clustering
coefficient can also be seen as a symptom of the growing centralization of the network.
This shows that a strong centralization of the network around some hubs/stars, a
considerable nucleus of very active users who seems to be omnipresent.
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Fig. 2. Distribution of Path length in hops & Trend of Clustering Coefficient
Lotka’s Law

The Lotkas’ Law describes the frequency of the publication by “the number of authors
making n contribution is about 1/n* of those making one and proportional of all
contributors that make a single contribution, is about 60 percent” (Lotka, A. J. 1926).
The Lotkas’ Law is also observed on Wikipedia in relation between admin users and the
number of terms they edited during the specific period of time. It has been observed that
very few admin users have edited large number terms as shown in the Figure 3. This

distribution follows the trend approximated by the equation as: y = xin wheren = 1.7,

and C is the constant. Moreover about 70 percent of authors have edited less than 5
percent of the maximum number of terms edited by admin users.

Summary: In summary, the administrator network is a healthy small world
community having a small average distances and a strong centralization of the
network around some hubs/stars is observed. This shows a considerable nucleus of
very active administrators who seems to be omnipresent. The Lotkas’ law observation
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shows two important processes, one is that there are group of the admin users who are
very active and having large number of edited terms and secondly this also shows that
the work needed to maintain the high quality is rapidly increasing.
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Fig. 3. Administrators with edited terms

These initial observations validates that there are hubs/stars nodes with high degree
present inside the network which are very active and efficient and also the short
distances among them depicts the lower barriers to the collaboration between any
pairs of admin users.

4 Administrators’ Characteristics

The administrator’s characteristics can be best commented by first looking at the tasks
performed by them. The approach and the nature of the work of the administrators’
are quite different than the normal users of the Wikipedia. In this section, we define
some features to characterize these kinds of abilities for the administrators.

4.1 Influence

Normally, users decide to adopt activities based on the activities of the people they
are currently interacting with and then simultaneously form new interactions as a
result of their existing activities. All these directly relate to the social influence.
Similarly in large social graph, nodes are influenced by the other nodes for various
reasons. Influence push the system to the uniformity of the behavior and users are
similar to their neighbors because of the social influence. Generally vertices with
higher degree or more connections are more central to the structure and tend to have a
greater ability to influence others. The Degree centrality equals the number of the ties
that a vertex has with the other vertices. For a graph G = (V, E) with ‘n’ vertices, the
degree centrality Cp, (v) for a vertex is:

deg (V)

Com = —=

ey
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4.2 Importance

An interesting question is whether these very influential admin users are preferentially
linked with other highly important ones or not. In many circumstances the vertex’s
importance in a network is increased by having connections to the other vertices that are
themselves important. Eigenvector is based on the principle that the importance of a
vertex depends on the importance of its neighbors. It is proportional to the sum of the
centralities of the vertex neighbors, so that vertex can have high centrality either by
being connected to a lot of others or being connected to others that are highly central
themselves. Here we use it as the measure to describe the importance characteristic of
administrator. The formula in equation (2) shows that the prestige v; of a vertex is
proportional to sum of the prestige of the neighboring vertices pointing to it:

ﬂ'xi = Zj:j—)lx. = Z] Aijxj = (A,x)i (2)

Where x; is the i™ component of the eigenvector of the transpose of the adjacency
matrix with Eigen value 1. Eigen Centrality depends upon both the number and the
quality of connections.

4.3 Longevity

The admin users reported that it was difficult for them to catch up with overall
activity of their work after a long absence (e.g. a few weeks long vacation). The
longevity reflects the length of the each admin user contribution throughout the
specified period. We consider the number of days dy as the basic unit for this
measure, the first day considered to be the first edit day of each user. The number of
days reflects the seriousness and the level of commitment of admin user to his job.
The most important part of this definition is the comparative nature of it and as the
longevity is the measure of the striving effort of the users’ quality work and can be
mathematically defined as:

Longevity (v;) = Zi_; di 3)

Where n is the total number of days worked by each admin user during the specific
period.

44  Activity

Admin user time is mostly spent on the patrolling: detecting usual activities and
tracking the vandalism. They control the content of the new articles, of long and
numerous revisions on single article or from single user, as well as revision from the
new user or unknown users. The activity of admin users is simply defined as the
measurement of work done or delivered at the lowest level in each month over
specific period of the time. It reflects the state and quality of the being active among
the other admin users throughout the period. It can be defined mathematically as:

|ZE=1Ek|

Activity (v;) = 2}21( Zk=1Ek) (4)
j



Exploration and Visualization of Administrator Network in Wikipedia 53

Where E is the edit done by the vertex i, m is the total number of the months and ‘n’
is the number of edits and |Y3-; Ex| is maximum number of edits in that particular
month by any vertex respectively.

4.5 Diversity

Diversity is a measure of performance across different research interests or the topics.
Generally an expert may have several different research fields. Diversity reflects the
quantitative measure of the degree of expertise across different topics of interests. It is
very important to know the diversity of the admin users so that one can easily find the
expert on particular topic. For an expert vertex v, the topic distributionP,(t) is
defined as:

Number ofedit terms of v; belongs to topic t

P, (t) =
v (0 Total Number of Edit Terms of v;

Where t € topics (v;) and these set of topics are determined by Latent Dirichlet

Allocation (i.e. probabilistic generative model) as explained in section 5.1.

The vertex diversity can be as the entropy of the above distribution P, (t):

Diversity (vi) = — Xie topics (vi) ( Py, (t) log Py, (t)) Q)

4.6 Interests

Interests of the admin user can be determined by navigating the edit history of the
respective user. The terms and the articles the admin user have initiated or contributed
will describe his interests and expertise. Let m documents are contributed by the
admin user which are denoted by set D = {Dy, . . . ,D,,_;}. Each document is a set of n
topics denoted by T'= {T . . ., T,_;}. Therefore the Interests of the admin user I(v;)
are defined as:

I(v) = max;(Py(©) (6)

Where k = 1 to 10 and gives the 10 top most topics of the interests of an admin user.

4.7  Overall Rank

Based on above definitions, we propose and develop the ranking system for the
admin users of the Wikipedia. Using these results will be helpful in contributing the
unified definition to evaluate the behavior of the admin users. The overall rank is
calculated as:

Ty (WixMj(vp)

Rank (v;) = YW
j=1

(N

Where M; & W; are the measures and the weights of respective measures from equation
(1-6). The weights are considered to be as unity for best results as shown in Figure 8.
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5 Implementation

Data dumps of Wikipedia databases are available for download. This enabled us to
evaluate our method using actual data. We have downloaded the 504,864
terms/articles and 890,299 numbers of edits are extracted from Wikipedia English
language edition. The data dumps used by us are between the January, 2010 to
January, 2011 period. We use the dataset to extract topics and perform the
administrator evaluation of six characteristics.

5.1 Topic Extraction in Wikipedia Using Latent Dirichlet Allocation (LDA)

The Latent Dirichlet Allocation (LDA) has been introduced as a generative
probabilistic model for a set of articles [23]. In LDA, each topic is represented by a
probability distribution over the terms and each article is represented by a probability
distribution over the topics. We used LDA to extract topics from the downloaded
Wikipedia articles which were edited by the admin users. Figure 4 illustrates the
process of calculating the interests and diversity of the admin user. This leads us in
uncovering the group of expertise user on the some particular specialized area or
topic. We extracted 200 topics in our experimentations.
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Fig. 4. Process of finding the interests and diversity of the admin user

5.2  Administrator Exploration Prototype System

A prototype application named Administrator Exploration Prototype System is
developed that implements various measures as discussed in above section 4. All the
code is written in modular form that adds new features and enhances the main
functionality of the Media Wiki. With our extension the Media Wiki user can easily
get the statistics, interests, expertise in his field and the rank of the admin users by
just entering the admin user name. The user can view the rank list of the admin users
based on the different measures like longevity, diversity or overall rank e.t.c. The
Graphical User Interface is as shown in the Figure 5.

Graphical User Interface

The interface consists of four main parts depending upon the type and display of
information. One part gets the admin user name and displays the six colorful bars
whose lengths are proportional to score of the respective measures. These bars show
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the percentage score of each measure based on his edit history record. Second part
shows the month wise contribution of the admin user relative to the maximum number
of edits in that particular month. The two colors bar chart (dark green and the dark
blue) are used to show the user actual edit counts in that particular month and also
shows his edit count with respect to the maximum edit counts in that month
respectively. Third section shows the users list of interests and expertise topics. The
fourth part shows the rank list of the admin users based on any one of the selected
measure. All these four sections collectively quantify the full role of the admin user.

Expert Selection
The other important part of administrator exploration prototype system is expert
finding on a particular topic as shown in Figure 6. Expert selection aims to determine
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Fig. 5. Graphical User Interface of the Administrator Exploration Prototype System
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the members of the expertise group. The user needs to submit the keyword or topic
name for finding the expert admin user on Wikipedia administrator network.

Administrator exploration prototype system will automatically find the expert authors
based on the editing history of each admin user. The resulting list displays the user-
name and bar whose length is proportional to his degree of expertise on that particular
topic. The top admin user bar is given the full length display and rest is normalized with
score of the top author. The search window will shows top ten results.

5.3 Diversity

The diversity of the admin users as shown in Figure 7 is very well distributed and
most of the admin users have very diverse interest. It also reflects the diverse editing
capability of admin users across several different topics. In our analysis it seems from
the histogram that the admin users have their watch list, which are actively
maintaining by them with periodic addition. Most of these watch list are overlapped
by the other admin users and because of that almost 85 percent of the terms are edited
and rechecked by more than one admin user. This means that the editing has been
closely observed and well monitored by admin users to ensure the quality and
prevents the vandalism.
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Fig. 7. Spread of diversity and the categories of the admin users

Looking at the trends and patterns of the admin users, it has been observed that
there are almost 48 percent of admin users who are regular contributors of the
Wikipedia and 22 percent are the admin users who work for 6 to 9 months. The last
one is the 30 percent of the community who have contributed less than 6 months. We
can divide them into three categories as regular, moderate and the often contributors
to Wikipedia as shown in the Figure 7. In our analysis the regular users, a core of very
active contributors play a fundamental role and continue playing by leveraging their
centrality in growing network. The often users contribute less than 6 months but most
of this category users have large number of edits with less longevity and their
diversity is above average.
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It is also observed that there are some inactive users in the network who didn’t
perform any activity for the whole year. It has also pointed earlier that it is very
difficult for the admin user to catch up with overall activity of their work after a long
absence even for few weeks long vacation. Therefore an automatic reminder should
be issued to the individual admin user of such group after some period of absence.
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Fig. 8. Overall rank of the admin users and their number of barn stars

5.4 Overall Rank and Barn Stars

The overall rank of the admin users is shown in Figure 8. The ranking curve initially
decays exponentially up to the rank 0.5 and then decays linearly up to the rank 0.1
with the increase in number of admin users and finally a very slow decrease at the end
was observed. The exponential part shows that few percent of the admin users are
most active and influential with high diversity among the rest of them. In our analysis
these are the main core of active contributors of the Wikipedia and this group has the
communal trust and confidence, rather than checklists and edits counts. The linear
part consists of the large number of the admin users, whose average activity is less
than the group of most active users. The last part of the curve with slow decreasing
rate shows the small group of the admin users who often maintains their watch list on
Wikipedia. By analyzing the profiles of the top ranked fifty admin users as a test case,
it has been observed that the number of barn stars received by them also follows the
similar trend as we overall ranked the admin users. This reflects the great confidence
and validation of our approach and results.

6 Conclusions

Wikipedia has gained increasing importance and use throughout the world. Through its
use, implicit groups of expertise are established around different set of topics. However,
as these relationships are difficult to discern, data analysis techniques are used for
discovering them. At first we have looked at the evolution of network properties like
clustering co-efficient and the diameter. The initial results imply the evidence of strong
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centralization of the network around some stars, a considerable nucleus of very active
users who seem to be omnipresent. The high centrality of socio-metric stars points out
the key role that “elite” continues to play in the community of Wikipedia, despite of the
rapid growth of the number of common users. We have determined the interests of
admin users and quantified the diversity in their interests, which would be very useful in
determining and recommending some experts on given topics on Wikipedia. We have
defined certain measures and applied it to analyze the social behavior and the dynamics
of the English Wikipedia administrator community. We have defined certain measures
and applied it to analyze the social behavior and the dynamics of English Wikipedia
administrator community. We rank the admin users based on their contributions and
interests on Wikipedia, which can be used as decision support system for administrators.
By using this system an automatic reminder can be issued to the admin users after some
period of absence. Future work will be to investigate the features which are used to
assess trustworthiness of articles like textual features, references and images. This work
will be baseline for future work.
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Abstract. Given an object set O and a query object g, the reverse furthest neigh-
bor (RFN) query retrieves the objects in O, whose furthest neighbor is g. In this
paper, we consider the arbitrary RFN query that is without constraint of its loca-
tion. The state-of-the-art method is not efficient for such kind of queries. There-
fore, we address this problem by introducing our new findings on the filtering
techniques. Firstly, we show the evidence that exhibits the inefficiency of the
state-of-the-art method. We then figure out a non-trivial safe area to guarantee
the efficiency for query processing, even meeting the ideal efficiency. We also
design an efficient algorithm to answer the RFN query without any cost of fil-
tering or refinement, when q is located in such safe area. Extensive experiments
on both synthetic and real datasets are conducted to evaluate the effectiveness,
efficiency and scalability of our algorithm. The results sufficiently indicate that
our algorithm significantly outperforms the competitive ones in all the aspects.

Keywords: Similarity search, Reverse furthest neighbor, Convex hull, Safe area.

1 Introduction

Similarity search has been extensively studied in the recent decades. It often includes
the familiar query types in terms of nearness, such as range query, k-nearest neigh-
bor query (k-NN) [3L16,[7,[11L[15L18]], reverse nearest neighbor query (RNN) [1}10,
16,17,[19], and so on. On the other hand, the opposite query types — “furthest” ver-
sions in terms of farness, such as k-furthest neighbor query (k-FN) and reverse furthest
neighbor query (RFN) are lack of concentrative investiga-
tions. In this paper, we are interested in the RFN query.

Here, an RFN query is to retrieve the objects in an object 0.2 0.3

set O, whose furthest neighbor is the query g. For instance, 01 I

as shown in Fig.[T] given the object set O and the query ob- @ 7 @04
ject g, then the answer to the RFN of ¢ is {03, 04 }. Simply, RTY Yt

the processing computes all the pairs of distances between & 0607 ® 05

q and o; (0; € O). As illustrated by the dotted lines, object ¢

o3 holds the furthest distance to ¢ than other objects in O O={o1,09,--- 01}, q
thus is included in the answer set. o4 is an answer as the )
same reason. Fig. 1. Example of RFN

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 60—@, 2012.
(© Springer-Verlag Berlin Heidelberg 2012
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Regarding the applications of RFN, as pointed out by the scientists of operation re-
search [2,/58,913L/14], the classical facility location problem that asks for the optimum
location of a new facility (rubbish dumps, chemical plants, super market, police station,
transmitter, etc.) is of critical importance in the real life. Especially, efficiently answer-
ing the problem of competitive facility location is still an attractive open problem [8]].
Facing such research mission, efficient processing of RFN query must become signifi-
cantly helpful. For simplicity, we highlight a real world example of competitive facility
location problem as follows.

Application. Consider to open a new store for a convenience store franchise chain,
such as 7-Eleven, Lawson, FamilyMart, etc.. It is one of the important factors to re-
duce the influence (competition) to the existing ones. Suppose that there are several
location candidates (Q = {q1,q2, - , ¢m}) for opening a new store, and that the lo-
cations of existing ones (O = {01, 09, - ,0,}) are known. Under the consideration
of competition, it is better to choose the location that is far from the existing ones in
number as many as possible. It means that most of the existing stores take the chosen
candidate as their furthest neighbor, thus the influence can be maximally reduced (i.e.,
arg maxy,co{|answers to ¢;'s RFN|}).

In such kind of applications that take into account the evaluation criterion in terms
of farness but not nearness, the RFN query plays an important role to help to make
decisions. Nevertheless, due to the different distance properties between farness and
nearness, the existing approaches concerning nearness cannot be employed to solve
the corresponding problems directly. This implicates that specialized new algorithms
should be exploited to handle the RFN query.

However, to the best of our knowledge, throughout the recent decades, there are few
discussions concentrating on the query type of REN. Yao et al. [20] are the first who
fully identified the RFN query and proposed several algorithms to handle the query
processing, such as the so-called “progressive furthest cell (PFC)” and “convex hull
furthest cell (CHFC)” algorithms. The both algorithms adopt R-tree index, and use
furthest Voronoi cell (fvc) to determine whether the objects o € O are ¢’s RFN. In spite
of that their algorithms are reported much efficient than brute-force search (BFS), they
still need time consuming construction of dynamic convex hull and the furthest Voronoi
cell w.r.t query ¢ on the fly. Against these drawbacks, the state-of-the-art method is
proposed in our previous work [[12]]. The so-called “PIV” algorithm processes the RFN
query in a new workflow that consists of filtering and refinement phases, utilizing the
efficient properties derived from triangular inequality based on the representative pivots.
However, for an arbitrary query without any location constraint, the PIV algorithm is
not always powerful due to the unnecessary cost for filtering.

Motivating us to further accelerate the RFN query processing on the fly, in this paper,
we introduce our new findings on the filtering techniques, that adapt for arbitrary query
and make the filtering cost dramatically decrease. Our findings and the main contribu-
tions of this work are summarized as follows.

1. We first analyze and clarify the cases when the PIV algorithm is inefficient.

2. Then, we figure out a non-trivial safe area to guarantee the efficiency. We also
design an efficient algorithm (named PIV ™) to answer the RFN query without any
cost of filtering and refinement, when query ¢ is located in such safe area.
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3. We discuss the complexity of the proposed algorithm, and perform extensive ex-
periments to evaluate the effectiveness, efficiency and scalability.

The remainder of the paper is organized as follows. Section[2lsurveys the related work,
then preliminary knowledge used in this work is described in Section[3l Then we intro-
duce the details of our new findings in SectionH] including the safe area, the mathemat-
ical proof, the algorithm and the complexity analysis. The experimental evaluations are
presented in Section [3 Finally, Section [6] comes to conclude this work and goes into
perspective of the future work.

2 Related Work

The query type of reverse furthest neighbor (RFN) was first slightly mentioned in [10],
when the authors mainly discussed the reverse nearest neighbor (RNN) query in their
work. However, throughout the past decades, there was few work focusing on the RFN
query, until the recent work [20] appeared that is the work most closely related to ours.

In [20], Yao et al. originally defined the query type of RFN, and proposed the pro-
gressive furthest cell (PFC) algorithm and the convex hull furthest cell (CHFC) algo-
rithm to handle RFN query. Both adopt R-tree index, and use the furthest Voronoi cell
(fvc) to determine whether the points o € O are ¢’s RFN. The fuvc(g, O) is to define
a convex polygon w.r.t the query ¢ in the given space of dataset O. To compute the
fve(g, O), firstly draw the bisector line of each line segment og (o € O), then the space
is separated into two subspaces, the fvc(g, O) takes the intersection of all subspaces
far away from the query ¢. The fuvc(g, O) strictly limits the answer set if and only if
the point 0 € fvc(q, O). Straightforwardly, the authors proposed the PFC algorithm
to compute fuvc(gq, O) with the R-tree for each given query ¢ on the fly. The authors
also pointed out that the post-processing of PFC algorithm is expensive, so that they de-
signed the faster one (CHFC) by utilizing the important property of convex hull. Instead
of computing the fvc(g, O) over the whole dataset, the CHFC algorithm constructs the
dynamic convex hull C on the merged dataset O U {q}, computes the fvc(g, O) only
based on Cp, and then performs a containment query on R-tree index to retrieve the
points contained in the fvc(g, O) as answers to ¢’s RFN. Hence, the CHFC algorithm
outperforms the PFC, without expensive post-processing.

Although the CHFC algorithm was reported much efficient than brute-force search
(BFS) and PFC, it still needs time consuming construction of convex hull (Cp) and the
furthest Voronoi cell (fvc(q, O)) w.r.t query ¢ on the fly. To overcome these drawbacks,
the state-of-the-art approach was proposed in our previous work [[12]]. The approach
independently pre-computes the static convex hull Cp of dataset O without considering
the dynamic construction by merging ¢ into dataset O, and selects the vertices of Cp
as representative pivot set Sy, for the utilization of filtering. The pairwise distances
between Vp € Sy, and Yo € O are pre-computed and stored into an metric index,
among them, the maximum distance w.r.t each o is recorded as well. A so-called “PIV”
algorithm was proposed to handle the RFN query in a new workflow that consists of
filtering and refinement phases. The filtering phase is utilizing the efficient properties
derived from triangular inequality based on the representative pivots and the metric
index. After the high ratio filtering, only a few candidates remain and the refinement
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phase examines the real distance to confirm if a candidate is an answer to ¢’s RFN. The
PIV algorithm was reported outperforming all the related ones.

However, we found that the PIV algorithm is not always efficient in any cases. Sim-
ply, issue an arbitrary query ¢ in any location, when ¢ is far enough from the whole
dataset O, any filtering and refinement become unnecessary because it is obvious that
all objects in O are answers to ¢’s REN. While indeed, measuring such “how far is
enough” is not easy to predict. Motivated by this, we are aiming at figuring out such
“far enough” boundary (say, safe area in this work), and designing a novel algorithm to
further accelerate the query processing on the fly. The details of our new approach are
described in the following sections.

3 Preliminaries

Since this work departures from our previous one [12], the necessary preliminaries
are roughly described in this section. Firstly, we formulate the definition of reverse
furthest neighbor (RFN) query as follows. Without loss of generality, we assume that
the distance measure is on the 2D Euclidean space in this paper, yet indeed, it is not
limited and can be on any dimensional metric spaces, and dist(-, -) denotes the distance
function.

Definition 1 (RFN). Given an object set O and a query q, the answer to q’s reverse fur-
thest neighbor is denoted by RFN(q) = {o]o € O AVp € O, dist(o,q) > dist(o,p)}.

Based on [12], the proposed PIV al-

. - P2
gorithm utilizes one theorem and two q
lemmas for filtering as follows. The-
orem [I] essentially tells that only if ¢ 3
is on the boundary of, or outside the
convex hull Cp, the RFN(q) may be D5 D4
found. Otherwise, no answer can be  (a) Upper bound (b) Lower bound

found if ¢ inside Cp. Lemma [ in-
dicates if such an object o satisfies
the upper bound condition (Eq. @), o
should be discarded as it has no chance to appear in the answer set of RFN(q). Oppo-
sitely, Lemma 2] guarantees such an object o that satisfies the lower bound condition
(Eq. D), safely included into RFN(q). As prerequisites of the two lemmas, the vertices
of Co are selected as a pivot set Sy, pairwise distances dist(o,p;) for o € O and
p; € Spiv are pre-computed and stored in an index (w.r.t 8 in Fig.2)), and the furthest
distance maxy,cs,,, {dist(o,p;)} for each o is recorded as well (i.e., o in Fig.[2). In
addition, dist(p;, q) (i.e., w in Fig.2) can be quickly computed on the fly.

Fig. 2. (a) Lemma[f]and (b) Lemmal[2l

Theorem 1. Given an object set O, its convex hull Co, and a query q, if q is inside Co,
then the answer set of RFN(q) is empty.

Lemma 1 (Upper bound). Vo € O, if o satisfies Eq.[I} o can be excluded from RFN(q).

5 €Spiv

Ipi, dist(o,p;)+dist(p;,q)< max {dist(o,p;)}. (1)
p



64 J. Liu et al.

Lemma 2 (Lower bound). Yo € O, if o satisfies Eq. [2l o is safely included into
RFN(q).
3p;, |dist(o, pi)—dist(pi,q)|> max {dist(o,p;)}, )

p_] € piv

4 Approach for Arbitrary Query

As we mentioned before, the PIV algorithm is not always efficient for an arbitrary query
q that is without constraint of location. Therefore, in this section, we first exhibit the
evidence to analyze the inefficiency of PIV algorithm. Based on the analysis, we present
the details to figure out a non-trivial safe area guaranteed by strict mathematical proof.
Subsequently, an adapted algorithm, named PIV™, is designed to enhance the query
processing, and its algorithmic complexity is discussed as well.

4.1 Inefficiency of PIV

For an arbitrary query g, its location can be considered in three cases. 1) When g is
located inside the convex hull Cp of dataset O, the query processing terminates im-
mediately according to Theorem[Il because it is guaranteed that there is no answer to
RFN(q). 2) If q is located outside C, filtering and refinement processing involving in
algorithm PIV should be executed (e.g., in Fig. Bl w.r.t ¢). 3) Suppose that g is issued
considerably apart from Cp, say “far enough” here, it is possible to return the whole
dataset O as RFN(q), as soon as ¢’s location exceeds a certain boundary. As depicted
in Fig. 3l w.r.t ¢/ locating “far enough”, at this moment, we do not know the shape of
the exact boundary. Thus, we conjecture that there would be a boundary that maybe
look like an arc as imagining to be in bold (and red color) in Fig.[3l If our conjecture
concerning such boundary is computable, we could efficiently answer RFN(q) without
filtering or refinement in this case.

Uniform dataset
Query points (q)

£

% Py M

2 R -

£ 100 | :

200k S L e

= 0 05 I 15 2 25 3 335 4@x
Fig. 3. Conjecture of “far enough” boundary Fig. 4. Evidence of inefficiency

Anyway, the PIV algorithm must be inefficient for such a query that exceeds the
boundary. So to confirm the (in)efficiency, we performed an experiment (details in Sec-
tion [3). We sequentially issued different 2D queries {g|¢.xz € [0.5,4),q.y = 0.5} to
launch the PIV algorithm on a uniform dataset O € [0, 1]2 having 10,000 points. As the
result demonstrated in Fig.[4] the filtering cost of PIV algorithm does not decrease even
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though ¢ is very far from O. Theoretically, when q.x > 1 + \/2, the whole dataset O
should be naturally returned as answer to RFN(q) thus no filtering cost needs. It means
that the trend of the curve should drop down asymptotic to zero when ¢.x exceeds the
threshold value, looking like the curve depicted in dotted line and labelled by “PIV
(ideal)”.

4.2 Construction of Safe Area

In order to identify the boundary, the necessary definitions are depicted in Fig.[3l They
are diameter of convex hull (d), vertex circle (ve(p)), and safe area (2, details of those
are presented as follows.

Definition 2 (Diameter of convex hull). In a dataset O, and given its convex hull Cop,
the diameter of Co is the maximal distance between any two vertices on the convex
hull, which is denoted by d = maz{dist(u,v)|u,v € Co}.

As shown in Fig. [5] the dashed line inside the con-
vex hull Cp w.r.t dataset O denotes the diameter d of
Co. From the definition, d is the maximal one among vc(p ) T
all the pairwise distances between any two vertices on ,
the convex hull C'p. Meanwhile, according to the con- /
clusion in [4]], the diameter of convex hull is also the
diameter of the whole dataset. It is natural to know that
d is also the maximal one of the pairwise distances in )
dataset O. It is an important property to quickly an- A
swer RFN(q). For a given query ¢ and Yo € O, if
|og|>d is satisfied, the whole dataset O can be safely
included as answers to RFN(q). Along this clue, we
attempt to construct a safe area which guarantees that
such condition |og|>d (Vo) holds. Consequently, we introduce another helpful defini-
tion, vertex circle, in the following.

Fig. 5. Diameter: d, Vertex circle:
ve(p), Safe area: £2(p)

Definition 3 (Vertex circle). For a given convex hull Co, a circle is called “vertex
circle”, when it is centered at a vertex p on Co, with radius d. A vertex circle is denoted

by ve(p).

The dashed circle drawn in Fig. [3] denotes the vertex circle ve(p) w.r.t the specified
vertex p on Cp. We then employ the vertex circle and other geometric elements to
define a non-trivial safe area by its constructing steps as follows.

Definition 4 (Safe area). Given a dataset O and its convex hull Co, for a specified
vertex p on the Co, the safe area (2(p) w.rt p is constructed in the following steps.

Find p’s two adjacent vertices u, v on convex hull Co.

Draw vertex circle ve(p) centered at the vertex p.

— Draw two tangent lines touching vc(p), paralleling to up, vp, respectively.
Draw two perpendicular bisectors of up, vp, respectively.

The safe area 2(p) is denoted by the intersecting semi-closure area apart from ve(p).
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Typically, we define the safe area of the dataset (i.e., £2(O)) by taking the union of £2(p)
forVp € Co.Itis worth noting that a specific ¢ is only associated with the nearest vertex
p of Co, and with £2(p) as well.

20)= |J 2w 3)

VpeCo

For instance in Fig.[3l the semi-closure area apart from the dataset, which is separated
by the (red) bold boundary, denotes the safe area {2(p) w.r.t p. By utilizing such safe
area, we have a non-trivial finding concluded in Theorem[2l

Theorem 2. For an arbitrary query q outside Co, if q locates inside the “safe area”
Q2(p) wrtp € Co (not on the boundary), then RFN(q) = O.

Proof. Given g, then its nearest convex hull vertex, p, is determined. Hence ¢ can only
locate in either of the two areas in the following.

1. g apart from the arc of vc(p) (Fig.[6).
2. g apart from one of the two tangent lines (Fig. 7).

Fig. 6. Case[l} ¢ apart from tt4 Fig.7. Case[2} (E ép—art from t1ts2, Or t3ts

During the proof, we import three assistant symbols, €, 1, €2, in Fig.[6land[Zl In Theo-
rem[2] “q not on the boundary”, hence, € > 0, and £5 > 0. And since Vo € O, &1 > 0.

Case[ll

“tita || up, |pta] = d, t1te is the tangent line of ve(p).
Sttt L ptg, Zptgtl = luptg = 90°.

Apparently, Zopq > Zupq > Zupts = 90°. This means that Lopq is the largest angle
in Aopgq, hence the edge og across from it is also the largest one in the triangle. This
leads to

log| > |pgl =d+e>d (e >0).

Recalling that d is the diameter of O, hence for any o € O, Yor € O, dist(o,0!) < d <
|og|, which means ¢ is the farthest neighbor of o. This is to say that the whole dataset
O becomes the answer to RFN(q).
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Case[2]

Let oq intersects ¢1t2 and up at A and B, respectively. Since the perpendicular distance
between the two parallel lines 1t and up, is d, then |AB| > |tap| = d. Hence, we
have

log| = &1+ |AB|4+¢e2 > |AB| > d (1 > 0,62 > 0).

Similar to the discussion in Case/[l] this leads to the conclusion that all objects in O are
answers to RFN(q). Finally, the case when ¢ locates apart from t3t4, i.e., oq intersects
t3ty, is similar. O

In addition, the safe area {2(p) w.r.t p is a semi-closure and irregular boundary, which
makes it not easy to express in a simple mathematical form. Instead, for the simplicity
of computation, we adopt the combination of regular shapes to examine whether ¢ is
inside £2(p) or not. For instance, the rectangles R,, and R, (in Fig.[d) can be computed
by solving the intersections between the tangent lines ¢t2, t3t4 and the circle ve(p),
respectively. Subsequently, the judgement can be accomplished by testing the following
boolean condition, |pg| > d A q € R, A q € R,.If itis true, ¢ must be inside 2(p),
otherwise not.

4.3 The Algorithm PIV+

Based on theoretical guarantee presented in Section we design an adapted algo-
rithm (shortly named PIV ') to speed up the RFN query processing. In Algorithm[I] we
can easily pre-compute the safe area 2(0) (Eq.[B) w.r.t dataset O, by iterating all the
vertices on the convex hull Cp and then taking their union. When an arbitrary query ¢
is issued, find its nearest vertex p from Cp, i.e., Sp;, (line 1), then retrieve the safe area
£2(p) corresponding to p (line 2). If ¢ is inside 2(p), the algorithm returns the whole
dataset O as answer to RFN(q) immediately (line 4). Otherwise, call the algorithm PIV
to retrieve answers (line 6). For examining ¢ € £2(p), we also design a function (named
InsideOmega) based on the discussions in Section 4.2

Algorithm 1. PIV*(Query ¢, Pivots S,;,,, Dataset O)

Require: ¢, query; O, dataset; Sp;v, convex hull of O.
Pre-compute safe area {2(O) iterating vertices on Spiy.

1: Search p over Syiv, wWhich is the nearest vertex to g;

2: Get safe area £2(p); { Definition[] }

3: if InsideOmega(q, 2(p), d) then { Examine q € 2(p) }
4:  return O; { Theorem[2}

5: else

6:  return PIV(q, Spiv, O); { Algorithm PIV [12] }

7: end if

Algorithmic Complexity: Concerning the complexity of algorithm PIV™T, in the best
case, it only costs O(m) for seeking the nearest vertex to ¢ on Co. As the fact, m =
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Function 1. InsideOmega(Query ¢, Safe area {2(p), Diameter d)

1: (u, v) < two adjacent vertices of p;
2: Compute rectangles R, R.;
30 if |pgl >dAgZ RuAg g R, then
4: return TRUE;
5: else

6 return FALSE;
7: end if

|Co| is indeed very small even though for a dense and large dataset O, usually m <
N = |O|. Although in the worst case, the complexity of PIV™ reaches the same order
of magnitude as PIV. Generally speaking, for an arbitrary query ¢ on a limitless space,
the more probabilities entering the safe area ¢ has, the more efficient PIV™ is than PIV.
The corresponding experiment results in Fig.[9 and [10] are also positively confirming
this complexity analysis.

5 Experimental Evaluations

In this section, we report the extensive results of our experimental evaluations. All the
experiments are executed on an Intel-based computer and Linux OS. The CPU is In-
tel(R) Xeon (R) 2.83 GHz and the amount of main memory is 16.0GB. The programs
are implemented in C++ language, using the open-source libraries: Spatial Index Li-
braryEl and CGAL Library@. For taking into account I1Os, the page size is set to 4KB.

In order to make the comparison fair, we use the same datasets as used in [12}20].
Two kinds of datasets are used for experiments: three synthetic datasets and a real
dataset in Fig.[8l The synthetic datasets include Uniform distribution (UN), Correlated
Bivariate (CB), and Random-Cluster distribution (RC). The real dataset is obtained
from the digital chart of the world servel. The real dataset (Map) is merged from 3
kinds of 2-D point data defining the road networks for California (CA) and its interest
points, San Francisco (SF) and USA (US), totally 476,587 points. All the datasets are
normalized to the space S = [0, Lo]?, Lo = 100000. Then we randomly select dif-
ferent sizes of sub datasets: 10K, 50K, 100K, 200K, 300K, and 400K, as input to the
programs. To guarantee an arbitrary query could appear (1) inside the convex hull Cp,

' 8 g

1 1 L L
0 10°0 10° 0 10° 0 10° 0 107 ( 10
(a) UN (b) CB (c)RC (dl) Map: CA  (d2) Map: SF  (d3) Map: US

Fig. 8. Datasets: Synthetic (a), (b), (c); Real (d1), (d2), (d3)

! http://research.att.com/ marioh/spatialindex/
2 http://www.cgal.org/
3 http://www.cs.fsu.edu/ lifeifei/SpatialDataset.htm
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(2) outside but not far from Cp, and (3) “far enough” from Cp, we randomly generate
100 queries on the space S’ = [~2Lg, 3L¢]|? as default. All the experiment results are
reported on the average of 100 queries. For the performance measurement, our proposed
algorithm (PIV™) is compared with the other two algorithms (PIV, and CHFC).

5.1 Effectiveness of PIVT

Firstly, we reproduced the drawback of PIV algorithm. As mentioned in Section (4.1}
Fig.[d] we fix a uniform distribution dataset containing 10K objects, and vary the loca-
tion of ¢ from inside of convex hull Co to “far enough”. We then run the PIV+ and PIV
algorithms for comparison and present the result in Fig. @l As ¢.z increase, the ideal
filtering cost of PIV is expected to follow the trend of the dotted curve that is labelled in
“PIV (ideal)”. When g.x < 1, ¢ is inside the convex hull Cy thus the algorithm needs
nearly zero cost, so is the case when ¢.z exceeds 1 + /2. Otherwise, if ¢ is within
the range, the PIV algorithm needs extra cost to perform filtering. However, the curve
denoting the real performance of PIV, is still keeping the similar trend. In contrast,
the proposed PIV* algorithm is consistent with our expectation, running to the same
trend of the curve “PIV (ideal)”. This expressly confirms the effectiveness of the PIV™'
algorithm that overcame the drawback of PIV.

To respond to the complexity analy- * UN-%- CB RC —== Map

. ) . . £ 60 1.00%
sis mentioned in Section 4.3 we count §_ 50 -
the size of pivot set (m) and the size of % 4 E 0.10%

. o =}

dataset (V). The results are presented in g 30 £ 001%
Fig. Bl (a) referring to the absolute car- £ 20 &~
dlnallty m versus [N and (b) Conceming :E 10 0 10 20 30 49 50 0.00% 0 10 20 30 49 50
the ratio of m/N versus N. Fig.[I0h in- (2) #N: x 10 (b) #N: x 10
dicates that m does not have any linear Fig.9.m vs. N on different datasets

nor logarithmic increase with N, and m
appears to be stable on different datasets. Fig. @b further tells that m is relatively much
smaller than IV, and their ratios are less than 1.00% in our experiments.

Besides, we conduct the experiment to examine how the filtering cost is influenced
by the probability, of which the query ¢ enters the safe area 2. For this purpose, we
vary the range of the space S’ where the 100 queries are randomly generated from.
Let S’ = [foy B, Lo ]2 [ € [0,800000], and the sizes of different datasets be fixed
N to 200K. By this setting, the probability of ¢ entering (2 increases as L enlarges.
As shown in Fig.[IQ] the results of comparing PIV* with PIV based on four different
datasets exhibit similar trends of the filtering cost. It can be clearly confirmed that the
filtering cost of PIV' dramatically drops down when L exceeds a certain threshold.
That is where the case ¢ entering {2 happens. Moreover, the filtering cost continues to
decrease as the increase of the probability of ¢ entering {2, and to asymptotically trend
towards the little cost O(m) for seeking the nearest vertex to ¢ on Co that is the best
case mentioned in Section 4.3

5.2 Efficiency and Scalability of PIVT

Since we have observed the influence of filtering cost by changing the query set as afore-
mentioned, here we fix the query set as described at the beginning of the
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Fig. 10. Filtering cost: varying query set |Q|, fixed N=200K

experiments. We first vary the size of dataset (V) to evaluate the efficiency of the PIV™'
algorithm only in terms of filtering cost comparing with PIV. The results on four differ-
ent datasets are illustrated in Fig. [Tl which implicate that the PIV* algorithm speeds
up approximate 2 times than PIV.
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To confirm the efficiency and scalability in terms of total CPU cost and number
of I/Os, we additionally select the fastest algorithm CHFC in the related work as a
competitor to PIVT. We change different sizes of four datasets to test the efficiency and
scalability using the same settings as above. As the results reported in Fig. [12]and
the PIV™T algorithm outperforms the others in all aspects. For the total CPU cost, no
matter on synthetic or real datasets, the PIV* algorithm performs the best, approximate
2 times faster than PIV and over 10 times faster than CHFC. In terms of I/O cost, the
PIV algorithm also exhibits similar better trend than the competitors. Concerning the
aspect of scalability, more exactly the stability, our proposed algorithms PIV™ and PIV
perform better than CHFC by observing the trends of the curves in Fig. [13| which is
in logarithmic scale. Approximately, our algorithms are more stable and scalable than
CHEFC in one order of magnitude.

6 Conclusion and Future Work

Conclusion. In this paper, we introduced our new finding of the safe area {2 that guar-
antees without filtering cost when query g € (2. We also designed an efficient algorithm
PIV™ to adapt for arbitrary RFN query, for which the previous algorithm PIV does not
always perform efficiently. The effectiveness, efficiency and scalability of our approach
was confirmed by extensive experiments.

Future Work. Extending this work to process RFN queries on multi-dimensional spaces
with more discussions and additional experiments must be considerable plans. To fur-
ther shrink the safe area and make it optimal, and to make its shape more regular for the
simplicity of geometric computation should be another directions as well. Moreover, we
are planning to index the pivot set by existing methods to reduce the cost for checking
the safe area, and also to develop a search system integrated with RFN queries.

Acknowledgment. This research has been supported in part by the Grant-in-Aid for
Scientific Research from JSPS (#21240005).
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Abstract. Nowadays, Burrows-Wheeler transform (BWT) has been receiving
significant attentions in academia for addressing subsequence matching prob-
lems. Although BWT is a typical technique to transform a sequence into a new
sequence that is “easy to compress”, it can also be extended as a kind of full text
index techniques. Traditional BWT requires n logn + nlog o bits to build in-
dex for a sequence with n characters, where o is size of the alphabet. Building
BWT index for a long sequence on PCs with limited memory is a great chal-
lenge. In order to solve the problem, we propose a novel variation of BWT index
named S-BWT, which separates the source sequence into segments. It can reduce
the memory cost to n(log o + logn — log k) /k bits, where k is the number of
segments. However, querying on each segment separately using the existing ap-
proaches has to undertake the risk of losing some significant results. In this paper,
we propose two query methods based on S-BWT and guarantee to find all sub-
sequence occurrences. Our methods can not only require small memory space,
but also are faster than the state-of-art BWT backward search method for long
sequence.

Keywords: BWT, subsequence matching, full text index.

1 Introduction

Recently long sequence data is growing at an exponential rate, such as web data,
record data, genome data, etc. Subsequence matching on these long sequences is ex-
tremely common application in commercial business and scientific research. Burrows-
Wheeler transform (BWT) is an algorithm already been applied in data compression
techniques [[1]. It can also be used as a full text index for providing fast substring search
over text collections. The advantage of BWT index is that the compact structure can
save storage space to the same size of the sequence. However, building BWT with long
sequences consumes too much memory. In this paper, we solve the problem by seg-
menting sequences.
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Challenge. The challenge of searching long sequence is the enormous memory cost
while building BWT. BWT needs to be constructed from suffix array (SA). Since the
SA keeps all the start positions of the source sequence, every item in SA will take log n
bits space, where n is the size of the source sequence. The space cost of storing SA is
n logn bits. Compared to SA, BWT saves much more space. It takes about log o bits
for every character, where o is size of the alphabet. Space of n log o bits will be enough
to keep the whole BWT. The whole space cost of building BWT is nlogn + nlogo
bits. We expect to search a longer sequence in limited memory, and the query process
should be as fast as possible.

Contribution. In this paper, we propose a novel variation of BWT called S-BWT. We
separate the source sequence into segments, and build BWT respectively on each seg-
ment. The set of all the BWTs is the S-BWT, which can get rid of storing the whole
suffix array. The method can save the memory cost of constructing BWT greatly to
n(logo + logn — log k)/k, where k is the number of segments. We can control the
memory cost by adjusting option k. Segmenting the source sequence can also acceler-
ate the process of building index.

We also propose two methods for query searching based on the S-BWT index. For
long sequence with billion characters, our methods are better than traditional BWT
method. We analyze the time complexity of our algorithms. Let the length of a sequence
be n, and the number of the query occurrences be occ. The time complexity of the BWT
back search algorithm is @ (occ + m), where m is the length of the query. Searching
on shorter sequence earns a speed-up rate according to principle of locality. The lower
bound of time complexity for searching on S-BWT is ©((occ+ mk)/r), where k is the
number of segments of the sequence, and r is the speed-up rate. Time complexity of
our methods are close to the lower bound.

We conduct experiments with our method and BWT backward search method. For
long sequence of hundreds and thousands MB, our method is better than BWT back-
ward search method. Notice that our method is a generalization of BWT method, when
k = 1, our method is the same as BWT backward search method.

Related Work.The process of computing BWT from SA is simple and fast. However,
constructing SA for a long sequence is a challenging job. Much work focused on re-
searching about constructing SA [2I3/4I5l6/7]]. However, all these methods had to keep
the text and suffix array in memory. When the main memory is not enough, some work
in [8l9] chose to use external memory. Another work in [[10] chose to sample the text
to distribute the SA to small blocks. There are also some space efficient algorithms to
construct compressed text indices [11112].

The BWT backward search algorithm can provide fast substring search. It
was first proposed in paper [13]], and the method was further discussed in latter pa-
pers [1441501617]). This method had been used to solve the sequence alignment prob-
lem for genome data [18l19]. Work in paper [20] proposed a four-stage algorithm to
update the Burrows-Wheeler Transform.

We introduce all associated vocabularies and structures and the problem definitions
in Section 2 and give an BWT structure on overlap segmented text and query algo-
rithm in Section 3. BWT structure on disjoint Segmented text and query algorithm are
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proposed in Sections 4. There are the experimental results and comparisons of the two
methods and the original BWT method in Section 5. Finally, we summarize our con-
clusion in Section 6.

2 Preliminaries

Let T'[0..n — 1] be a text, where n is the length of the text. For every 0 < i < n, T[i]
belongs to a finite ordered alphabet X' of size o. To ease the process of subsequence
comparison, we add another character $ to the end of the text. Let T'[n] = $. The
character $ does not belong to the X, and it is smaller than any character of X.

The subsequence T'[i..j] is a sequence starting at ¢ position and ending at j position,
where 0 < i,j < n.Ifi > j, T[i..j] is an empty sequence. If j equals to n, we call it a
suffix. If ¢ equals to 0, we call it a prefix.

Burrows-Wheeler transform of a sequence T is denoted by BWT'(T'). It is also a
sequence with n + 1 characters. The only difference is the order of characters. The
cyclic shifts of T constructa (n 4+ 1) x (n + 1) matrix M. Sorting the rows in lexico-
graphical produces the BWT'(T'), which is the last column of M. BWT[T[i]] cyclicly
precedes BWT'[i] in T'. For example, BWT of mississippi$is ipssm$Spissii.
The detail of BWT transform is available in the original paper.

BWT can revert to T, which is called LF-mapping. Let LF[i] = C[BWTYi]] + 7,
where C[BWTi]] is the number of occurrences of characters smaller than BWT'[i],
and r; equals to the occurrences of character BWTYi] in the prefix BWT[0..i]. We
can revert 7' from T'[n — 1] to T'[0] by setting ¢ = 0, and looping j from n-1 to 0,
T[j] = BWTI|t], t = LF[t].

The backward search algorithm searches the query backward, one step a character. It
refines an interval [I, k). Atstep i, SA[j](I < j < h) is the start positions of occurrences
of the query’s suffix P[i..p — 1].

Actually, BWT is constructed from suffix array, which is an array with start po-
sition of lexicographically sorted suffixes of the text. It satisfies that T[S A[i]..n] <
T[SAJj].n] if 0 < 4 < j < n. The formulas transform SA to BWT is depicted in
Equation [T

. [ T[SA[i| —1]if SA[i] #0
BWTli = { $ if SA[i] = 0 M
Problem Definition. Given a text and a query, subsequence matching problem is to find
all occurrences of the subsequence in the text. Definition [I] defines the problem more
formally.

Definition 1 Ler T'[0..n— 1] be a text, and P[0..m — 1] be a query. Subsequence match-
ing problem is to find all the start positions of occurrences of Pin T, i.e. {i |0 < i <
n, T'[i..i+m-1] = P[0..m-1]}.

This problem can be solved by BWT back search algorithm. In this paper, we take the
memory cost into account. The space cost is an extra restriction. The process should
guarantee the efficiency of query and memory cost at the same time.



76 J. Wang et al.

3 Construct BWT on Overlapped Segments

In this section, we propose a BWT structure on overlapped segments of the text 7" and
a query processing algorithm based on the proposed structure.

3.1 Decompose a Text into Overlapped Segments

Given a text 7', we decompose T into a set of overlapped segments 77, ...,Ty and
construct BWT for each segment T;(1 < ¢ < k). Let BWT(T;) be the transformation
from segment T;. We use S-BWTo(T') to denote the BWT transformation for these
segments 711, . .., Ty, denoted S-BWTo(T) = {BWT(T1),..., BWT(T})}.

Fig. [l shows the sketch of decomposing a text 7" into overlapped segments. Let k
be the number of segments and [ be the overlapping length between any two adjacent
segments. Let L; be the length of segments T; and r = (n + | X k — [)%k. The value
L; can be computed using Equation[2]

;o Tnrixk=D/k] if1<i<r ,
T\ i xk=1)/k] ifr+1<i<k (2)

Take mississippi as an example. Let £ = 2 and [ = 4, the text can be decomposed
tomississiand issippi, where issi is the overlapped substring.

T:
T 1-
L—
Ty —T
k—I—
overlap
T, k-

Fig. 1. Sketch of decomposing a text into overlapped segments

Since we work on each segment with L; characters, the memory cost of transforming
Tto S-BWTo(T)is at most (n + 1 + k) x (logo + log(n + 1 + k) — log(k))/k bits,
where o is size of the alphabet.

3.2 Query Processing Using BWTs on Overlapped Segments

Given a query P with length m, we want to find all occurrences of P in the text 7" using
S-BWTo(T). In this section, we assume that a query length is less than or equal to
I. In Section ] we relax this assumption. Fig. 2l shows the two cases that the query P
could appear in the segments.

Case 1: An answer to the query only appears in an individual segment 7.
Case 2: An answer to the query appears in the overlapped region of two adjacent
segments T; and T4 .
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Pl P2
— .
T, - T
Tivi: Tis:
k—[— k—[—
overlap overlap
(a) Case 1 (b) Case 2

Fig. 2. Two cases of a query on overlap segments

Querying on S-BWTo(T), the order of characters in segment 7; is different from
the order in 7. It causes a problem that it is not easy to find the overlap area between
Tz’ and Ti+1 .

If an occurrence of a query is in the overlapped region, it must start at range [0, -
m]. We call the range a filter interval. All the occurrences starting at positions in a filter
interval should be ignored, since it is already found in T;. Fig.[Blshows the filter method.
P in Fig.[3(a)|starts in filter interval, so it should be filtered. While P, in Fig.[3(b)|starts
out of the filter interval, which is valid and it can not appear in the overlapped region.

P] PZ
T: T; i
Tivi: 1 | Tis1: T T :
,f%m% éf%mﬁ
K—[—> K—]—
overlap overlap
(a) Case 1 (b) Case 2

Fig. 3. Filter method for overlapped segments

The process of answering the query using S-BW T (T) is listed in Algorithm 1. We
search the query on each segment with procedure backwardSearch [13] (line 3). As
we introduced in Sections 2, each step of the backwardSearch algorithm reports an
SAinterval [[, h), and each S A value SA[j](I < j < h) is the start positions of occur-
rences of the query’s suffix P[i..m— 1], where m is the length of given query. Therefore,
step m of backward search algorithm reports the interval [I, k), and SA[j](I < j < h)
is the start positions of occurrences of the query. We then filter the results (line 5). We
collect all the filtered results to get the answer (line 6).

The time complexity of Algorithm 1 is ©(occ+ 0 + mk), where ¢ is the query occur-
rences in the overlapped region. The method is fast, since searching on shorter sequence
earns a speed-up rate according to the principle of locality. However, the method does
not apply to the situation when the query is longer than overlapping length. In order to
solve this problem, we have to rebuild S-BW T (T') using a longer overlapping length.
Obviously, it is not desirable. In Section 4, we propose another segment structure to
solve this problem.
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Algorithm 1: Answer query using S-BWTo(T)
Input: S-BWTo(T) sbwt[1..k], Pattern P, overlapping length [
Output: Start positions of all appearances of P

1 m « P.length;

2 fori — 1tokdo

3 tmp = backwardSearch(sbwt[i], P);
4 if i # 1 then

5 L tmp «— filter(tmp);

6 res < res Utmp;

7

return res;

4 Construct BWT on Disjoint Segments

In this section, we propose another BWT structure on disjoint segments of the text T’
and two query processing algorithms based on this proposed structure.

4.1 Decompose a Text into Disjoint Segments

Given a text 7', we decompose 7" into a set of disjoint segments 71, ..., T}. We build a
BWT for each segment. We utilize S-BWTp(T') to denote the BWT transformation for
these segments 77, . . ., T, denoted S-BWTp(T) = {BWT(Ty),..., BWT(T)}.

S-BWTp(T) is similar to S-BW T (T') except that the segments do not have over-
lap. We try to decompose T into segments of same length L', where L' = |n/k|. We
handle the remainder the same as S-BW T (T'). The memory cost is n(log o + logn —
log k) /k bits. Take mississippi for example. Let segmented number be 2. The text
is decomposed intomissis and sippi.

4.2 Query Processing Using BWTs on Disjoint Segments

Given a query P with length m, we want to find all the occurrences of P in the text T'
using S-BWTp(T).

Case 1: An answer to the query only appears in an individual segment. The process
can find it. This case is the same as case 1 depicted in Fig.

Case 2: An answer to the query is crossing two adjacent neighbor segments. If we
search answers in each BWT(T;) in S-BWTp(T') separately, it will lose answers. In
this section, we focus on this case and propose two algorithms to guarantee to find all
the answers.

In order to find the query with backward searching, we need to find the suffix of
the query as the prefix of a segment. The rest prefix of the query needs to be verified
on the left segment. As we discussed in Sections 2, each step of BWT backward search
algorithm reports an interval [I, h), and SA[j](I < j < h) is the start positions of occur-
rences of the query’s suffix P[i..m—1]. The naive method is to check all the positions at
every step. If a position is the start of the segment, we find the suffix of the query as the
prefix of the segment. However, this will take ©(nm) time. Notice that if the interval
covers the position of $, which means that the next left characters include $. Notice that
$ is the only character cycle before the first character, since BWT is the last column of
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matrix with sorted cyclic shifts of the text as introduced in Section 2. Therefore, we find
the suffix of the query as the prefix of the segment. Theorem [I] explains the checking
method more formally. Time complexity of this checking is ©(m).

Theorem 1 (BWT suffix checking). Consider matching the query P[0..m — 1] on
segment T; using BWT(T;). Let endPos be the position of $ in BWT(T;). Step j of
backward search BWT (T;11) with P reports an interval [I, h). If the | < endPos < h,
the suffix P[m — j..m — 1] is the prefix T;[0..5 — 1].

We collect all the positions which need to be verified in a check array. The verification
of the rest prefixes of the query is on the left segment.

The process of querying on S-BWTp(T) is depicted in Algorithm 2. We initialize
the checkArray to be (). We get the end position (line 3). We verify each position in
check Array of its right segment (lines 4 — 15). When a query spans more than two
segments, the prefix will be verified iteratively on its left segment (line 8). If the suffix
of the query is the prefix of the segment, the position will be collected in checkArray
(line 16). For the convenience of the verification, we loop the S-BWTp(T') from the
right to left.

Algorithm 2: Answer query using S-BWTp(T)
Input: S-BWTp(T) sbwt[1..k], source sequence T, Pattern P
Output: Position array res

1 checkArray < 0,
2 fori < ktoldo
3 endPos — pos(3);

4 foreach element j € checkArray do

5 t < last position of the segment in T';
6 while j >= 0 do

7 if ¢ < O then

8 tmpArray «— tmpArray U j;
9 L break;

10 else if T'[t] # P[j] then

11 t—t—1,

12 j—Jj—1

13 break;

14 if j < 0 then

15 Lres<—resuk+l;

16 checkArray «— tmpArray;
tmp = bwtCheckSearch(sbwt[i], P, endPos, checkArray);
17 | res < resUtmp;

18 return res;

Algorithm 2 can search query on S-BWTp(T), and the query process is fast. How-
ever, the method wastes larger index space, since it needs the source sequence. Time
complexity of the verification of a query is ©(m). Time complexity of Algorithm 2 is
O(occ + (n + k)m), where 7 is the number of query crossing to neighbor segments.

Instead of verifying on the source sequence using Algorithm 2, we revert the parts
of the source sequence to verify the query on the fly, denoted by backWalk. The
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process of query on S-BWTp(T) is depicted in Algorithm 2. The verification process
in Algorithm 3 does not need the source sequence. We revert parts of sequence to do
the verification (lines 4 — 15).

Algorithm 3: Answer query on BWTpg(T) with backWalk

Input: S-BWTp(T) sbwt[1..k], Pattern P
Output: Position array res

1 m < P.length;

2 fori < ktoldo

3 checkArray — (;

4 foreach elementj € checkArray do

5 t—0;

6 while j >= 0 do

7 if bwt[i][t] = $ then

8 tmpArray «— tmpArray U j;
9 break;

10 else if bwt[i][t] # P[j] then

11 L break;

12 t — backWalk(t);

13 j—J—-L

14 if 7 < O then

15 L res —resUk+1;

16 checkArray < tmpArray; tmp = backwardSearch(sbwt[i], P, checkarry);
17 | res«<—resU tmp;

18 return res;

Procedure backWalk (t)

i < t/ BUCKETSIZE;

s < i+ BUCKETSIZE;
count — bucket[i][bwt[t]];
for j —stot— 1do

L if bwi[j] = bwt[t] then

L count < count + 1;

Y N

N

return C'[bwt[t]] 4+ count;

Procedure backWalk needs to compute r;, as depicted in Section 2. The naive
method to capture the number is to count the characters one by one, but this method
consumes too much time.Our backWalk method uses a bucket structure. This is trading
space for time. The back walk method is depicted in Procedure backWalk.

Compared to Algorithm 2, this back walk will take a little more time. However, the
space is saved to about 1/2 of the size. It is trading time for space. Actually, the speed
of back walk is acceptable. Time complexity of Algorithm 2 and Algorithm 3 are the
same.

5 Experiments

Our algorithms were implemented as two pairs of programs: S-BWT on overlapped seg-
ments (OSBWT) and S-BWT on disjoint segments (DSBWT). Every pair of programs
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contained a program buildIndex to build according index from a text file and an-
other program querySearch to search a query from the index. We also implemented
the BWT backward search algorithm for comparison.

Our programs were written in C++ and compiled by g++ with O3 option. The g++
version is 4.4.5. All the tests were running on PC with 2.93 GHz Intel Core CPU, 4 GB
main memory, and Ubuntu operating system (Linux distribution).

In order to evaluate the memory cost and efficiency of our proposed methods, we
have conducted extensive experiments on real datasets. We tested on two data sets:

(1) English, which is the concatenation of English text files selected from etext02 to
etext05 collections of Gutenberg Project. It is available at Pizza&Chili Corpus.

(2) DNA sequence, which contains 24 different chromosomes in human reference
genome. It is available at UCSC goldenPath.

We randomly selected 100 subsequences from our data set as queries, and we took the
average query time as the result. For English data, the length of each query was 10.
The average occurrences of each query were 1855. For genome data, the length of each
query was 20, and the average occurrences of each query were 2749.

Fig. 4] compares performance of building different indices with varied segmented
number. The data size is 500 MB. Fig. shows the ratio of our indices’ memory
cost to BWT’s for English data. Fig. shows the case for genome data. We var-
ied segmented number £ from 2 to 4096. Our algorithms’ memory cost is close to
1/k of BWT’s, and is stable for different datasets. The memory cost of our two in-
dices is almost the same, because the only difference of two indices is the overlapping
length. With the increase of k, memory cost of OSBWT and DSBWT decreased lin-
early. Fig. and Fig. show the build time of different algorithms. With the
increasing of b, time cost of building both OSBWT and DSBWT decreased stably for
English data and genome data.

Table[Tl compares the performance of different algorithms with varied data size. The
length of overlapped region of OSBWT was still 2000. We compare the memory cost of
building OSBWT and DSBWT with BWT. We change data size from 200 MB to 1000
MB. We let k£ = 256, which is the best value we got from Fig.[3l With the increase of the
data size, the memory cost of OSBWT and DSBWT is stably close to 1/k of original
BWT’s, 1/256 in this setting. When data size is 600 MB, BWT consumed 3000 MB,
while OSBWT and DSBWT only consumed about 12 MB, which is only about 0.4%
of the BWT’s size. The memory cost of building OSBWT and DSBWT is equal. When
data size lager than 600 MB, BWT fail to build for the huge memory cost.

Fig.[Blcompares the query time for OSBWT and DSBWT. We can find that the query
time of both algorithms decreased with the variation of k from 2 to 256. The reason
is that the algorithms earned a speed-up with the decreasing of memory cost. With the
further increasing of k, the query time of both algorithms increased according to our
analysis of time complexity in Sections 3 and 4.

Table 2] shows the query time of BWT, OSBWT and DSBWT using different data
size. The efficiency of our three algorithms is better than BWT backward search al-
gorithm. When the data size was small, all the algorithms performed without much
difference. However, when the data size was large, our algorithms performed better
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Fig. 4. Performance of building different indices with varied segmented number &

Table 1. Performance of building different indices with varied data size

Datasize )\ 1B 400MB 600MB S00MB 1000MB

performance

BWT(MB)  1000.26 2000.26 3000.26 —— ——
english OSBWT(MB) 4.18 809 1199 159 19.81

DSBWT(MB) 4.17 808 1198 1589 19.8

BWT(MB)  1000.26 2000.26 3000.26 —— ——
genome OSBWT(MB) 4.18 809 1199 159  19.81

DSBWT(MB) 4.17 808 1198 1589 19.8

400
. OSBWT Ex<% —

g DSBWT === 2 300
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> >
[ [
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Fig. 5. Performance of different algorithms with varied segmented number k&

than BWT. For larger data size, OSBWT is the fastest one according to analysis of time
complexity in Section 3 and 4.

Fig. 6l shows the query time for OSBWT with varied overlapping length. With in-
creasing of overlapping length, the query time increased. OSBWT with larger seg-
mented number increased faster.
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Table 2. Performance of different algorithms with varied data size

WZOOMB 400MB 600MB 800MB 1000MB
performance

BWT(ms) 45.61 93.06 1533 —— ——
english OSBWT(ms) 48.09 96.04 140.96 187.22 269.52
DSBWT(ms) 41.83 9331 149.45 192.41 273.66
BWT(ms) 94.53 206.82 32518 —— ——
genome OSBWT(ms) 89.05 192.08 278.01 401.33 503.28
DSBWT(ms) 47.22 1784 293.7 424.24 529.82

400 400
m m
E 300 - £ 300
() ()
£ 200 | £ 200 |
> el
S S
& 100 - & 100 -
0 | | | | | 0
01 2 3 4 5 01 2 3 4 5
Overlap length (KB) Overlap length (KB)
(a) English data (b) Genome data

Fig. 6. Performance of OSBWT with varied overlap size

6 Conclusion

In this paper, we propose a novel variation of BWT, called S-BWT. Compared to the
original BWT, S-BWT saves much more memory. Based on the S-BWT, we propose
two methods for searching query on S-BWT.

Searching on shorter sequence earns a speed-up rate according to principle of local-
ity. The time complexity lower bound of S-BWT is ©((occ + mk)/r), where k is the
segmented number, and r is the speed-up rate. Time complexity of our methods is close
to the bound. Time complexity of the algorithm on S-BW T (T') is O(occ + § + mk),
where ¢ is query occurrences in the overlapped region. Time complexity of the algo-
rithm on S-BWTp(T) is ©(occ + (n + k)m), where 1 is the number of query crossing
to neighbor segments.

We conduct experiments with our method and original BWT method. Compared to
original BWT method, our method can build index with less memory and less time. Our
query algorithms are faster than the original BWT backward search algorithm on large
text of hundreds and thousands MB.

Our method can be used for searching subsequence in large text collections, which are
common in the field of information retrieval in web data, record data and genome data,
etc. We will combine our S-BWT with compression techniques to increasingly reduce the
space cost of the index. Our method has good scalability. It can be easily expanded to work
under parallel computing environment, which will further improve the performance.
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Abstract. Many XML document clustering algorithms need to compute
similarity among documents. Due to its semi-structured characteristic,
exploiting the structure information for computing structural similarity
is a crucial issue in XML similarity computation. Some path based ap-
proaches model the structure as path set and use the path set to compute
structural similarity. One of the defects of these approaches is that they
ignore the relationship between paths. In this paper, we propose the con-
ception of Frequent Association Tag Sequences (FATS). Based on this
conception, we devise an algorithm named FATSMiner for mining FATS
and model the structure of XML documents as FATS set, and intro-
duce a method for computing structural similarity using FATS. Because
FATS implies the ancestor-descendant and sibling relationships among
elements, this approach can better represent the structure of XML docu-
ments. Our experimental results on real datasets show that this approach
is more effective than the other path based approaches.

Keywords: Structural Similarity, Frequent Association Tag Sequence,
Frequent Pattern, Sequential Pattern, XML Document Clustering.

1 Introduction

XML has been widely used as de facto standard for data representation and
exchange. The increasing XML documents have raised some issues on how to
store, filter and retrieve XML documents more effectively and efficiently. The
clustering technique can facilitate such applications by grouping XML docu-
ments according to their similarity. So XML similarity computation has become
a fundamental problem of many XML process technique, and applied to many
fields, such as semi-structured data integration, classification/clustering of XML
documents, XML retrieval, and so on [IJ.

Since hierarchical structure is incorporated in the XML documents, clustering
of XML data significantly differs from flat data. Exploiting the structure infor-
mation for computing structural similarity is a crucial issue in XML similarity
computation. Some path based methods [23l[4] represent XML documents as

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 85-P4, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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article article article
fulltext title a/utl{ fulltext title w fulltext title author
size author author author author size name
name name name name
docl doc2 doc3

Fig. 1. XML document examples

set of paths, and then compute similarity using set or vector operations. For
example, considering the three XML documents in Fig[ll In the bag of tree
paths model (referred as BOTP in this paper) proposed in [2], a document is
represented by the set of paths from the root node to the leaf nodes of corre-
sponding DOM tree. The three documents in Figlll are represented as the sec-
ond column in Table [l The two pairs of paths: “article/fulltext/size” vs “ar-
ticle/fulltext”, “article/authors/author/name” vs “article/authorlist/author/
name” in docl and doc2 are deemed different completely. In fact, the two
pairs of paths are very similar. Bag of tree paths model retains information
on all parent-child relationships, but it ignores the sibling relationships, for ex-
ample, paths “article/fulltext/size” and “article/title” in docl and doc3 are
independent in BOTP. A stronger model called bag of XPaths model (referred
as BOXP in this paper) is also proposed in [2]. BOXP incorporates some, but
not all, sibling information.

Table 1. Various path representations of XML documents

Doc ‘ BOTP ‘ commonXPath ‘ subPath
. . rticle/full ize, article/titl
article/fulltext/size, . . & t.c o/ fulltext/size, article/title,
. . article/fulltext/size, |article/authors/author/name,
article/title, . . . .
docl article/authors /author article/title, article/fulltext, article/authors,
article/* /author /name |fulltext/size, authors/author,
/name
author/name, ...
article/fulltext . article/fulltext, article/title
. / . ’ article/fulltext, . / ; / ’
article/title, . . article/authorlist /author /name,
doc2| . . article/title, . . .
article/authorlist o article/authorlist, authorlist/author,
article/* /author /name
/author /name author/name, ...
. . article/fulltext/size, article/title
article/fulltext/size, . . . / [size, - /ttle,
. . article/fulltext/size, |article/author/name, article/fulltext,
doc3 |article/title, . . . .
. article/title article/author, fulltext/size,
article/author /name
author/name, . ..

Reference [3] mine frequent XPaths in document collection and represent an
XML document by a vector consists of frequent XPaths (called commonXPath).
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Let minimum support is 60%, the documents in Fig[ll can be represented as
the third column in Table [ Though the paths “article/*/author/name” in
docl and doc2 is deemed as similar, the path “article/author/name” in doc3 is
deemed different. Essentially, the paths “article/authors/author/name” , “arti-
cle/authorlist/author /name” and “article/author/name” are very similar. In
addition, [3] also assume the paths are independent in computing similarity by
vector. For example, paths “article/fulltext” and “article/title” are all con-
tained in the three documents, and there is sibling relationship between them,
but [3] ignores the information.

Except root paths from root node to leaf node, reference [4] take all subpaths
of root paths into consideration. An XML document can be represented as a set
of all root paths and subpaths, as the forth column in Table [l This method still
can not solve the problem completely that paths “article/authors/author/name”
and “article/authorlist/author/name” are similar , and it still ignores the sib-
ling relationships between elements in computing similarity.

From the above example we can see, the existing path based approaches for
computing structural similarity among XML documents have the following two
problems:

1) Tt can not be handled well in the case of matching partially between paths.
That is, the similarity among paths “article/authors/author/name”, “arti-
cle/authorlist/author/name” and “article/author/name” can not be han-
dled well.

2) Though the parent-child/ancestor-descendant relationships between elements
are captured, the sibling relationships are ignored completely or partially.
That is, the paths “article/fulltext” and “article/title” in Figlll are inde-
pendent.

In this paper, adopting the concepts of frequent and sequential pattern, we
propose an approach based on frequent association tag sequences to address the
two issues. Our contributions include:

1) We introduce the concept of Frequent Association Tag Sequences (FATS) to
model the structures of XML documents.

2) We devise an algorithm named FATSMiner to mine the frequent association
tag sequences in XML document collection.

3) We have conducted an extensive experimental study on two datasets to verify
the effectiveness of the FATS approach. The results demonstrate that FATS
performs better than existing path based approaches on clustering XML doc-
uments.

The rest of this paper is organized as follows. In Sect.Bl we briefly review some
related work in the area of measuring structural similarity among XML docu-
ments. In Sect.[3] we describe the concept of FATS firstly, and then we present
the algorithm FATSMiner and the structural similarity measurement based on
FATS. In Sect.M we illustrate the effectiveness of the FATS approach in XML
document clustering. Finally, in Sect.[l we conclude the paper.



88 L. Zhang et al.

2 Related Work

Measuring the structural similarity among XML documents has been an active
area of research in the past few years, and various methods have been proposed
to solve the problem in the literature. As described in previous section, some
methods view XML documents as set of paths[2/3/4]. Joshi et al. propose a bag
of tree paths model, in which a path is a sequence from root node to leaf node[2].
Bag of tree paths model retains information on all parent-child relationships, but
ignores sibling relationships. Joshi et al. extend the tree paths model, and con-
sider XML document as a bag of XPaths[2]. XPaths incorporate some, but not
all, sibling information between elements. Leung et al. represent XML document
as a set of simple XPath expressions and then the structural similarity can be
computed by determining the number of paths and their level of hierarchy that
are similar[3]. Davood et al. represent XML document as set of all root paths
and their subpaths, and then Jaccard Coefficient etc. metrics are used to com-
pute the structural similarity[4]. However, the path based approaches have the
two defects described in previous section.

Some other methods adopt tree edit distance to measure the structural simi-
larity among XML documents[56]. In these methods, XML documents are repre-
sented as ordered/unordered labelled tree and it is designed to find the cheapest
edit operation sequence which can transform an XML tree to another, then the
sequence is used to compute the structural similarity. The differences among the
various tree distance algorithms are edit operations allowed and the way of us-
ing XML tree nodes. Nierman et al. define five operations: relabel, insert, delete,
insert tree, and delete tree. And they take into account XML issues such as repet-
itive and optional fields[5]. Zhou et al. propose an approach named MED(Merge-
Edit-Distance). Given two XML document trees A and B, it compresses the two
trees into one merge tree C' and then transforms the tree C' to the common
tree of A and B with the defined operations such as delete, reduce and com-
bine. The cost of the operation sequence is defined as Merge-Edit-Distance[6].
However, it is well known that any edit distance measure critically depends on
the costs of the underlying edit operations and it has been shown by Zhang
et al. that the tree edit distance computing among unordered labelled trees is
NP-Complete[T].

Some additional other methods mine frequent subtrees from XML collection
using data mining technique[8[9/10], and view frequent subtrees as features of
XML documents. Termier et al. and Zaki propose two mining frequent sub-
trees methods from semi-structured data named TreeFinder[§] and TreeMiner[9]
respectively, and the mined frequent subtrees can be used to compute the struc-
tural similarity. Miyahara et al. propose a method for finding all maximally
frequent tag tree patterns in semi-structured data. Though frequent subtree can
retain the structure information of XML documents well, most of frequent sub-
tree mining methods are not efficient and computationally expensive, especially
in the case of large dataset and the structures of documents are complex.
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3 Frequent Association Tag Sequences

In this section, we first introduce the basic definitions used in this paper, include
tag sequence, frequent tag sequence, association tag sequence and frequent asso-
ciation tag sequence etc. We then describe the frequent association tag sequence
mining algorithm FATSMiner. Finally, we define the structrual similarity mea-
sure based on frequent association tag sequence.

3.1 Basic Definitions

An XML document can be modelled as a node-labelled directed tree where each
node in the tree represents an element in the corresponding XML document.
The node is labelled with the tag name of the element. We do not distinguish
between elements and attributes, so attributes are treated as elements. Each
edge of the tree represents a hierarchical inclusion relationship between either
two elements or an element and an attribute. Since we are only interested in the
structure of an XML document, we ignore text nodes. So an XML document
can be represented as a set of paths from the root node to the leaf nodes. Each
path from the root node to a leaf node contains the root node, the leaf node, and
all the intermediate nodes required to reach the leaf node in sequence and each
path can be represented by the label (tag name) sequence. Given a document
collection, we can extract all tag names contained in the documents. To make
our description more concise, we refer to tag name as tag and the set of all tags
as tagset.

Definition 1. (Tag sequence) A tag sequence is an ordered list of tag. We
denote a tag sequence o by < ay,as,--- ,a, >, where a; is a tag in tagset. The
length of tag sequence a is the number of tags contained in «. A tag sequence
with length | is called an l-tag sequence.

Definition 2. (Tag sequence contain relation) A tag sequence 8 :< by, ba,
-+, b, > contains another tag sequence a :< ai,as, -+ ,ay >, if there exist
integers i1 < ig < -+ < iy such that a; = b;,a2 = biy, -+ ,am = b;, . And we
say tag sequence « is a sub-tag sequence of B or tag sequence B is a super-
tag sequence of o, denoted as o C 3 or B D «. If tag sequence o is a sub-tag
sequence of B, and m, the length of «, is not equal to n, the length of B, then we
say tag sequence « is a proper sub-tag sequence of 5 or tag sequence [ is a
proper super-tag sequence of «, denoted as o C 3 or D a.

For example, for the given documents in Figlll the tagset is {article, fulltext,
size, title, authors, author, name, authorlist}. <article, authors, author, name>
and <article, author, name> are two tag sequences, and tag sequence <article,
authors, author, name> contains <article, author, name>. Tag sequences < arti-
cle, authors, author, name> and <article, author, name> are sub-tag sequences
of <article, authors, author, name>. And tag sequence <article, author, name>
is a proper sub-tag sequence of <article, authors, author, name>.
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A path in XML document tree can be viewd as a tag sequence and an XML
document can be represented as a set of tag sequences. So, for given XML docu-
ment collection, we can transform it to a tag sequence database, T'SDB, which
is a set of tuples, <docid, tsset>, where docid is the id of document and tsset
is the set of tag sequences of corresponding document. For example, the three
documents in Figll] consist a tag sequence database as Table 2

Table 2. Tag sequence database

Doc Tag Sequence Set
docl <article,fulltext,size>,<article,title>,<article,authors,author,name>
doc2 <article,fulltext>,<article,title>,<article,authorlist,author,name>

doc3 <article,fulltext,size>,<article,title>,<article,author,name>

Definition 3. (Support of tag sequence) A document supports a tag se-
quence « if there exists a tag sequence 3 in the document, such that o C 3. And
the support of tag sequence « in tag sequence database TSDB is ratio of the
documents number in the database that support o to number of all documents,
denoted as support(c).

Definition 4. (Frequent tag sequence) Given a real number §(0 < § < 1) as
the minimum support threshold, tag sequence « is frequent in tag sequence
database TSDB if support(a) > §. Tag sequence « is maximal frequent in
database TSDB, if « is frequent, and there exists no tag sequence 8 in T'SDB,
such that o C 8 and support(8) > 9.

Though the tag sequence retain the parent-child/ancestor-descendant relation-
ships incorporated in XML documents structures, the sibling relationships are
still ignored. Therefore, we propose the concept of association tag sequence to
capture sibling information contained in XML documents.

Definition 5. (Association tag sequence) An association tag sequence
s a set of tag sequence, and for any tag sequence « in the set, there exists no
tag sequence B in the set, such that o C 8 or o O . The size of an association
tag sequence is the number of tag sequence contained in the set. An association
tag sequence with size m is called an m-association tag sequence.

Same to the definition of set, we can define the super and sub association tag
sequence, and we omit the detailed description due to space constraints here.

Definition 6. (Support of association tag sequence) A document sup-
ports an association tag sequence vy if for any tag sequence a in vy, there exists
a tag sequence B in the document, such that o C 3. The support of an associa-
tion tag sequence 7y in a tag sequence database T'SDB is ratio of the documents
number in the database that support v to number of all documents, denoted as

support(7y).
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Definition 7. (Frequent association tag sequence, FATS) Given a real
number 6(0 < 6 < 1) as the minimum support threshold, an association
tag sequence v is frequent in tag sequence database TSDB, if support(y) > 6.
An association tag sequence «y is closed frequent in database TSDB, if v is
frequent, and there exists no association tag sequence n in TSDB, such that

v C n and support(y) = support(n).

For tag sequence database TSDB in Table 2 let minimum support is 100%,
then tag sequences <article, fulltext>, <article, title> and <article, author,
name> are frequent, and all are maximal. {<article, fulltext>, <article, title>}
and {<article, fulltext>, <article, title>, <article, author, name>} are frequent
association tag sequences. { <article, fulltext>, <article, title>, <article, author,
name>} is closed, but {<article, fulltext>, <article, title>} is not closed.

For given XML document collection, we can mine FATSs for modelling XML
documents. The adoption of sequence can solve the first problem addressed in
Sect[Il and the adoption of association can solve the second problem to some
extent. For example, if we use maximal frequent tag sequence <article, author,
name> as a feature, the documents in Figlll are all matched to it, it means
that they are similar. If we use FATS {<article, fulltext>, <article,title>,
<article, author,name>} as a feature, then the three isolated paths are con-
sidered as a whole, and the sibling information among them are captured by the
feature. In fact, a FATS exemplifies a frequent substructure: subtree or subgraph.
It is a subtree in this example, as Fig[2l

article
{<article,fulltext>,
<article,title>, — fulltext title author

<article,author,name>}
name

Fig. 2. FATS exemplifies frequent substructure

3.2 Mining Frequent Association Tag Sequences

Given XML document collection C, based on the definitions in Bl we can
discover all FATSs. Then the FATSs can be used as features and each XML
document can be represented by a set of FATSs. Based on the set of FATSs, we
can measure structural similarity among XML documents. In order to reduce the
size of feature space, we just mine closed FATSs to represent XML documents.
So, if no special instructions, FATS later in this paper refer to closed frequent
association tag sequence.

We devise an algorithm named FATSMiner for mining FATS. Fig.Bl shows
pseudo-code for the FATSMiner algorithm. In Figl3] line 1 is a preprocess step,
and it parses the document collection C to tag sequence database, TSDB. The
structure of each document in collection C' is transformed into a set of paths
which start with root node and end with leaf node, and the same paths occur only
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Algorithm: FATSMiner
Input: C, XML document collection;
d, minimum support threshold.
Output: FATSset, closed frequent association tag sequence set in C.

TSDB=parseXML(C);
FTSset = prefixspan(TSDB, 6);
for (k=m;k>1:k--) //m is the max length of tag sequences in FTSset
for each k-tag sequence tsy in FTSset
delete all sub-tag sequences of ts; from FTSset;
end for
end for
TSDB ’=convertDB(TSDB, FTSset);
FATSset = closet(TSDB’, 6),
return FATSset;

SP XIS DN

~

Fig. 3. FATSMiner algorithm

once in the set. The attributes of the elements are processed as sub-elements.
Prefixspan algorithm [I1] is used to mine all frequent tag sequences (line 2).
Line 3-7 finds the maximal frequent tag sequences among the set of frequent
tag sequence. Then the tag sequence database is converted to TSDB’ (line 8),
in which each document is represented by maximal frequent tag sequences only.
Line 9 calls CLOSET+ algorithm[12] to mine all closed FATS with minimum
support §. Finally, the closed frequent association tag sequences set, FF AT Sset,
is returned (line 10).

3.3 Structural Similarity between XML Documents

We can mine all closed frequent association tag sequences, FATSset, from XML
document collection C' using the FATSMiner algorithm introduced in previous
section. Then any XML document d; can be represented by a set of FATS con-
tained in it, denote as d FATS;:

d FATS; = {fats|fats € FAT Sset A\ d; supports fatsA
Bfats’ € FATSset, fats’ O fats A d; supports fats'}

And then we define sets I, U and P; as follows:
I=dFATS;nd FATS;
U=d FATS;uUd FATS,
P; = {fats|fats € d FATS; A fats ¢ d FATS;A
Ifats’ € d FATS;, fats C fats'}

Thus we define the structural similarity between XML documents as:

: 1+ |Pf] + | P
sim(d;, d;) = |g]|
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4 Experimental Study

4.1 Experimental Setting

The goal of our experiment is to examine the effectiveness of our FATS approach.
For this purpose, we compare the clustering precision and recall of our method
with several other path based methods. These include Joshi’s method(BOTP and
BOXP)[2], Leung’s method(commonXPath)[3] and Rafiei’s method(subPath)[].
Our experiment is implemented by Java via eclipse. In the implementation of our
method, we adopt CLOS ET+ binary code in [I2] and java package of prefixspan
algorithm provided in [13].

Our comparison is based on two real data sets. The first, referred as Texas, is a
data set introduced in [14]. This data set is generated in the XML/XSLT version
of web pages from 20 different sites belonging to 4 different categories: automo-
bile, movie, software and news&reference. There are a total of 101 documents.
The second, referred as Sigmod, is the online XML version of the ACM Sigmod
Record from March 1999, November 2002 and July 2005[L5]. This collection con-
tained XML files shared among three DTDs: ProceedingsPage, IndexTermsPage
and OrdinarylssuePage. We use all 33 documents from ProceedingsPage, all
94 documents from OrdinarylssuePage, and select 100 documents from Index-
TermsPage randomly. And to make the data more in line with the characteristics
of heterogeneous data, we altered the DTD files a little.

4.2 Clustering Results

We cluster the two XML datasets using the method proposed in this paper and
the other four methods. Same to [3], we take use of the agglomerative hierarchical
clustering algorithm[I6], which starts by placing each document in its own cluster
and then merges these atomic clusters into larger and larger clusters, until the
cluster number condition is satisfied. And we evaluate the clustering results by
macro average precision and recall (refer to [I7] for details). We get different
results by different minimum support thresholds. The best results are acquired
when the minimum support thresholds are 10% and 30% on Texas and Sigmod
dataset respectively. The results are presented in Fig/dl

From the figures, we can see that on Texas dataset, the BOTP method was
found to be the worst, and commonXPath and FATS methods outperforms other
methods, FATS method performs better a little than commonXPath. On Sigmod
dataset, the performance of BOTP, BOXP and subPath methods are nearly the
same. FATS and commonXPath are significantly better than the other methods.
And FATS outperforms commonXPath approach by 18.6% and 5.4% in precision
and recall.

4.3 Effect of Minimum Support Threshold

We study the effect of minimum support on number of frequent tag sequences
and clustering precision. Because commonXPath method is effected by minimum
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support also, we compare it with FATS. The results based on Sigmod dataset
are shown in Fig[f and Figll

In Figll the number of features decreases as the minimum support threshold
increases. When the minimum support threshold is higher than 50%, the number
of FATS is nearly equal to that of commonXPath. For minimum support thresh-
old between 20% and 50%, the number of commonXPath is greater than FATS.
And for minimum support threshold below 20%, the number of commonXPath
increases rapidly than FATS. That means FATS approach represents the XML
documents with fewer features, and this leads to decreasing computation cost of
distance matrix for the clustering step. So FATS approach is more efficient than
commonXPath in clustering.

The precision of FATS and commonXPath for different minimum support
threshold on Sigmod dataset is reported in Figlll We observed that the preci-
sion is the highest when the minimum support is 30% both in FATS and com-
monXPath approaches. When the minimum support is below 10%, the precision
of FATS and commonXPath is nearly the same. When the minimum support
is higher than 30%, the precision of FATS is higher than commonXPath and
decreases with the increase of support.
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5 Conclusions

Owing to XML documents include structure information, how to measuring
structural similarity has become a crucial issue in database and information
retrieval communities. There exist some previous works on this issue and some
methods based on path ignore the hierarchical and/or sibling information. In
this paper, we propose the concept and mining algorithm of frequent association
tag sequence for computing structural similarity between XML documents and
apply it to cluster XML documents. The XML documents can be represented
by FATS, which can reflect the ancestor-descendant and sibling relationships
between elements and compensate the shortcoming of the path based methods.
As demonstrated by the experimental results, the proposed approach is more
effective than the other path based approaches.

Acknowledgments. This work was supported by the National Natural Sci-
ence Foundation of China under Grant No. 60803043, 60970070, 61033007, and
the National High-Tech Research and Development Plan of China under Grant
No0.2009AA1Z134.
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Abstract. The explosion of collaborative tagging data nowadays
prompts an urgent demand upon Web 2.0 communities in assisting users
to search interested resources quickly and effectively. Such a requirement
entails much research on utilization of tag-based user and resource pro-
files so as to provide a personalized search in folksonomies. However, one
major shortage for existing methods is their uniform treatment of user
profile in the same way for each query, hence the search context for each
query is ignored. In this paper, we focus on addressing this problem by
modeling the search context. To capture and understand user intention,
a nested context model is proposed. Furthermore, we conduct the exper-
imental evaluation upon a real life data set, and the experimental result
demonstrates that our approach is more effective than baselines.

1 Introduction

With the explosion of collaborative tagging data nowadays in various Web 2.0
communities such as web page bookmark collection (Del.icio.usﬂ), movie recom-
mendation (Movielensg) and image sharing (Flickrﬁ), there is an urgent demand
in assisting users to search interested resources quickly and effectively. Such a
requirement entails much research on utilization of tag-based user and resource
profiles so as to provide a personalized search in folksonomies [BII3IT62T]. How-
ever, these methods have a shortage of neglecting user query intention, and let
us look at the following example as shown in Fig[ll

Example 1. Suppose that user Alice annotated two different recipes by two tags
“lcecream” and “spicy” . If we adopt the tag-based profiling methods (suppose
we use term frequency to construct user profile), the user profile of Alice can be
constructed as U ajice = (icecream : 1, spicy : 1). And there are three recipes 1,
j and k whose profiles are described below.

ﬁi = (spicy : 1,beef : 1,braised : 1)

ﬁj = (beef : 1,lettuce : 1)

! http://www.delicious.com/
% http://www.movielens.org/
3 http:/ /www.flickr.com/

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 97-[[08, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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ﬁk = (icecream : 1, sweet : 1)

When Alice tries to search some recipes and input keywords “beef” and “braise”,
the above three recipes will all be returned even though recipe k is not relevant to
her query at all. This is because the resource profile of recipe k matches the tag
“icecream” in the user profile of Alice. The problem is due to that “icecream”
in Alice’s profile is not relevant to her issued query. In other words, tags in her
profile such as “icecream” should have different degrees of relevance to different
queries context. In this particular exzample, in the search context of finding recipes
about “braised beef”, the tag “icecream” should not be counted at all.

Current Query :

8

Alice

Fig. 1. An example of useless tag in user profile for current query

Therefore, we consider that it is unreasonable to use a static relevance for
all tags in user profile for each issued queries. To address this problem, in this
paper, we propose a search context model to capture and understand user inten-
tion. Since queries may have different search contexts, and they can be utilized
to measure how relevant each tag in user profile to the current query is. The
contributions of this paper include the following: (i) We propose an explicit
nested context model in order to capture and understand user intention; (ii)
By utilizing the nested context model, we devise a context-aware personalized
search approach to adjust the relevance of tags in a user profile dynamically,
so as to rank resources based on user preferences and the search contexts; (iii)
Experiments are conducted on real-life data set by comparing the performance
of our proposed approach and baseline methods. The experimental results are
consistent with our observations.

The rest of this paper is organized as follows. In Section 2, we review some re-
lated works in collaborative tagging systems, context modeling and personalized
search. In Section 3, our model for constructing user and resource profiles, and
the nested search context modeling, are described. We present a context-aware
personalized search approach to adjust the relevance of tags in user profile dy-
namically in Section 4. Experiments on a real life data set are conducted, and
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the results are analyzed in Section 5. Finally, we summarize our work and discuss
some future research directions in Section 6.

2 Related Works

In this section, we review some related works in collaborative tagging systems,
context modeling and personalized search.

Collaborative Tagging Systems. Literature on collaborative tagging can be
generally classified into two categories. One is about the investigation and anal-
ysis of the characteristics of user generated tags. In [6], Golder and Huberman
studied tag usage patterns and user behavior in tagging.In an attempt to figure
out valuable tags for search, Bischoff et al. [2] conducted a survey on some real
tagging data sets. Manish et al. [7] also carried out a comprehensive survey on
various features about social tagging data and techniques. The other is to dis-
cover features like link structure and semantic similarities in the folksonomies
for various applications. The two novel algorithms proposed by Bao et al. [II,
consisting of SocialSimRank (SSR) and SocialPageRank (SPR), incorporated
benefits from social annotations so as to assist web search. [I2] examined three
(naive, co-occurrence and adaptive) approaches to construct the tag-based pro-
file and their comparison.

Context in IR. In IR research community, context modeling has attracted
much attention, and been utilized to understand user search intentions. Hassan
et al. [8] theorized context that can be used in information retrieval. Besides,
the context-sensitive search models derived from user search log were developed
by Shen et al. [I4/I5]. In [I8], the pre-query session activity was also regarded
as the context in order to predict user short-term interests. Based on the con-
text model from cognitive science by [I1], White et al. [I7] compared various
contextual sources, and found that their hybrid was the most effective in terms
of predicting user behavior. Sheng et al. [20] specified the context as four kinds
of relationships: reformulation, specialization, generalization, and general asso-
ciation between previous queries and current one to facilitate Web search result
ranking. Furthermore, the context can be adopted in some other applications
such as query classification [5], query prediction [9] and Web page recommenda-
tion [I7].

Personalization in Folksonomies. There are several relative research efforts
on the utilization of resource profile and user profile for the facilitation of person-
alized search in folksonomies. The term frequency (TF) profiles proposed by Noll
and Meinel [13] aims to discover related tags for users and resources, hence per-
sonalized ranking is provided. The term frequency-inverse document frequency
(TF-IDF), Best Matching 25 (BM25) [2I] and their hybrid [I6] paradigms are
followed by later works. Taken into account of the two kinds of sources, TF-
IDF is combined with the user and resource profiles along with positions of tags
in [4]. To further improve the previous tag-based methods, a normalized term
frequency (NTF) was devised to model user and resource profiles in our earlier
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work [3]. However, these methods utilize user profiles in a static way, so that the
search contexts are ignored for different queries.

3 The Proposed Model

3.1 Tag-Based User and Resource Profiling

In a Web 2.0 collaborative tagging community, a user tag on a particular resource
signifies two things. On the one hand, the tag can reflect this user’s preference
in some sense. On the other hand, the tag can be used to describe the resource’s
feature to certain extent. Based on these two observations and existing forms of
tag-based profile in folksonomies, we define user and resource profiles as follows.

H
Definition 1. A user profile of user a, represented by U,, is a vector in the
form of tag:value pairs, i.e.,

—
Uy = (ta,l : 'Ua,lata,Q Vg2, 7ta,n : Ua,n)

where t, . is a tag used to annotate some resources by user a, n is the total
number of all tags used by the user, v, , indicates the degree of preference
for user a on tag t, .. According to our earlier work [3], NTF (Normalized Ta
Frequency) paradigm is the most suitable in calculating the degree of preference@g,
namely:

Na T
Va,x = Nz; (1)

where N, ; is the frequency of the use of tag = to annotate resources by user
a, and N, is the amount of resources tagged by user ¢. The higher the value of
Vq,z, the greater preference to tag = by user a.

_>
Definition 2. A resource profile of resource i, represented by R;, is a vector
in the form of tag:value pairs:

—
Ry =(ti1:win,ti2 w2, ,tin: Win)

where t; , is a tag having been used by some users to describe resource i, n
denotes the total number of tags annotating resource 4, w; , is a relevant degree
of ¢; » to resource ¢. Similarly, it can be calculated by NTF as follows:
Mi T
W o = ’ 2

?,T M’L ( )
where M; , is the number of users using tag = to annotate resource i, and M; is
the total amount of users having annotated resource ¢. The higher the value of
Wj,»;, the more salient or relevant tag « for resource i.

4 To confirm this conclusion, we will compare NTF to other paradigms such as TF-
IDF, BM25 and their Hybrid in our experiments.
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3.2 Nested Context Modeling

The purpose of the user profiling in personalized search is to predict what poten-
tial tags users may prefer. However, as discussed in Example 1, tags in a user
profile should not be static to different queries issued by the user. To tackle this
problem, we identify the context for the current issued query, and then use it to
measure the relevance of each tag in user profile to current query. In this sub-
section, based on context model in [TOJTI], our proposed nested context model
is introduced. As shown in Fig. 2] there are three different levels of contexts in
the nested model:

Current Task

Related Related Current
Query 1 Query 2 Query

d

Term

Term 3

Elemental Context

Local Context

Global Context

Fig. 2. The nested context modeling

Elemental Context (Term/Tag Level). Essentially, the elemental context for
a query term/tag is a set of tags relevant to the query term. In a collaborative
tagging system, if two different tags are used to annotate the same resource
by some users, we assume that these two tags are relevant. According to this
assumption, to obtain the elemental context for the query term, we consider
that tags co-occurs with the query term in a resource profile should be relevant,
and let us revisit Example 1 to see what are elemental contexts for each query
terms. As illustrated in Fig. Bl the elemental context for query term “beef” is
the set of the co-occurred tags which include {spicy, lettuce, braise}. Similarly,
the elemental context for query term “braised” is {spicy, beef}. We can see that
the tag “icecream” in the user profile does not appear in these two elemental
contexts. If we adopt these two elemental contexts to measure relevance for all
tags, the tag “icecream” should be irrelevant so that recipe k will not be regarded
as relevant resource to current query. Formally, the elemental context for a query
term/tag is defined as follows.
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Current Query :

&

Alice

User Profile : ( icecream:1.0, spicy: 1.0)

Elemental context
for query term beef:

Fig. 3. An example of elemental context for a query term

Definition 3. An elemental context for a query term/tag tfw denoted by F;,
is a set of tags/terms which co-occur in the same resource:

E; = {t,|3x,3y,t, € Ry, t, € Ry}

where tf] is a term of the current query, ¢, is the tag co-occurred with tf] in any
resource profile.

Local Context (Query Level). The local context is at the query level, and
considers all terms/tags in a query. We define the local context for a query as
follows.

Definition 4. A local context for a query Q);, denoted by L;, is a union set
of all elemental contexts for each term in the query:

t;er

Lj = {tx|tx S U Ez}

Vi

where t, is a tag in the elemental context for a particular query term, tfl is a
query term in the query @;. For example, the local context for the query in
Example 1 is the union set {spicy, lettuce, braise,beef} of elemental context
for “beef” {spicy, lettuce, braise} and “braised” {spicy, beef}.

Global Context (Task Level). The global context is at the task level, and
a task is defined by all queries issued by a user within the current session. We
demarcate the session by the 30-minute threshold as in other Web log analysis
[19]. Accordingly, we define the global context for a task as follows.
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Definition 5. A global context for a task T, denoted by Gy, is a union set of
all local contexts for each query in the task:

Qj eT
Gr={taltz € |J L;}
Vi
where T is the task for the current query, ¢, is a tag occurred in any of the

queries’ local context. The global context is to identify how valuable a tag in a
user profile to the current query is, thereby facilitating the personalized search.

4 Personalized Search

After the identification of the global context, the next major step is to achieve the
personalized search for the query issuer. This process can be further divided into
two sub-processes. The first one is to measure how relevant or valuable all tags
in a user profile under the current global context is, so as to adjust the relevant
degree of these tags for the queryﬁ. The second process is to rank resources by
considering resource profiles, the contextualized user profile and the query.

4.1 Contextualization

Contextualization is the process of measuring how relevant (or valuable) a tag
in a user profile to current context is. To achieve this goal, we need to mea-
sure the relevance between the tag and the elemental context firstly. Based on
our observation in co-occurred tags in resource profiles, we make the following
assumption.

Assumption 1. For two tags x and y and query term q, if tag x has more
frequent co-occurrence with query term q in the resource profiles than tag y, then
tag x should have greater relevance than tag y to the elemental context of query
term q.

According to the above assumption, the relevance between a tag and the
elemental context of a query term (elemental context relevance for short) is
calculated as follows:

R t. € R, t' € R
Rel(E;, t,) = By lie ]\if 2 € Fll (3)

where [{Ry|t; € Ry,t; € Ry}| is the number of the set of resources which
tag t, and query term tfl co-occur, IV is the total number of resources in the
collaborative tagging system. Then, the relevance between a tag and the local
context of a query (local context relevance for short) is obtained by the
average of its all elemental context relevances, as follows:

SN Rel(E, t)
No,

J

Rel(L;,t,) = (4)

5 We name this sub-process as “contextualization” and adjusted user profile as “con-
textualized user profile”.
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where Ng,; is the number of query terms in query @;. Finally, the relevance
between a tag and the global context of a task (global context relevance for
short) is measured as follows:
N, .
ijf Sim(Qe, Qj) - Rel(Lj,ts)
N,

k

Rel(Gy, ty) = (5)

where N7, is the number of queries in the current task Tj,Rel(L;,t;) is the local
context relevance, Sim(Q.,Q;) is the similarity between a query in the task
and current query. Intuitively, the similarity can be calculated by the Jaccard
Similarity between two queries as follows:

_ |Qchj|
|QCUQj|

However, this method has a shortage, as revealed by the following example.

Sim(chQj) (6)

Example 2. Suppose that user Bob has issued two related queries 61 = {sweet,

food} and Qo = {icecream}, and there are two recipes i and j whose profiles
are given below:

ﬁi = (sweet : 1,icecream : 1,cold : 1)

ﬁi = (sweet : 1, cake : 1)

If we use Jaccard Similarity to measure the relevance between these two queries,
it will be zero. This method is unreasonable since the intentions behind these
two queries are quite similar. The Jaccard similarity ignores the case where two
queries are related but have no overlapping query term.In contrast, the local
context Ly for Qq is {icecream, cold, cake} and Lo for Qo is {sweet, cold}, so
if we further take the local context together with query terms into consideration,
these two queries will be similar to a certain extent, which is more reasonable.
Based on the above analysis, we make the following assumption:

Assumption 2. For any three queries Q;, Q; and Q., if the local context of
Q; is more relevant than Q; to the local context of Q., then query Q; should be
more relevant (or similar) than Q; to query Q..

Based on the above assumption, we propose a revised query similarity
measurement between two queries as follows.

- QUL JN{Q;U Ly}
S Qe @) = Q.U L U@, U L) "

To revisit Example 2, we can calculate that similarity between two queries is
0.6 which are more reasonable than using Jaccard similarity. When the global
context relevance is measured, we can adjust the existing weight values in the

user profile, the result of which is named as contextualized user profile. Formally,
we define a contextualized user profile as follows.
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Definition 6. A contextualized user profile under a query’s global context

Gy by user a, represented by UJ, is a vector in the form of tag:value pairs,

[}E = (ta,l : vs,l’taﬂ : vs,% “estan 'Us,n)
where ¢, , is a tag in the user profile, vsx is the contextualized weight value of

k

a,r

tag x, and v . can be obtained as follows:

vs,x = Rel(GkatI) *Va,x (8)

where v, , is the degree of preference for user a on tag t, , according to Defi-
nition 1, Rel(Gy,t,) is the degree of relevance for tag ¢, under global context
G- A greater value of vs’w means greater relevance to current query and greater
preference by the user.

4.2 Resource Ranking

In this section, we discuss how to rank resource based on resource profiles, the
given contextualized user profile and query. This problem can be formally de-
scribed by the following function:

0:UxQxR—10,1] 9)

where U is the set of users, @ is the set of queries, and R is the set of resources.
The result of 8 function is a relevant ranking score of a resource to a query issued
by a user. The greater the score, the more relevant the resource to the query.

In some earlier work [3/4], this problem is divided into query relevance § :
@ X R — [0, 1] and user interest relevance v : U x R — [0, 1]. Intuitively, these
two relevances can adopt the cosine similarity as follows.

0(UF. Q. R) = cos(UF B) - cos(@. o) (10)

where cos function is the cosine similarity between two vectors. However, it has
been proven less effective than the fuzzy function in our earlier work [3], namely:

— s LG ,
oUE G Ry=m " m ;" e e 1o} (11)
where s is the number of terms matching the query, m is the number of query
terms, and
Wiz + (1 - U{:,m)(l - wi,l’)a Wiz € (Oa 1)7”5,:1: >0

)

I, =41, Wi e = 1,05, >0 (12)
07 wi7x = 07 Ug,x > O

The personalized ranking is based on the relevance score of 8 function. In other
words, the greater value of relevance score, the higher ranking the resource in
the search result list.
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5 Experiment

5.1 Data Set and Metrics

Our data is collected from our implemented prototype: Folksonomy-based Multi-
media Retrieval System (FMRS), which is specifically designed for personalized
recipe search. This data set includes 500 recipes, 7889 tags and 203 users, each
of whom tagged 16.7 recipes on average. The tags describe various aspects of
the recipes and users’ perception on them. To evaluate our proposed method,
the data set is randomly split into two parts: 80% as training and 20% as test
set. We use two metrics PQN (Precision @QN) [I7] and M RR (Mean reciprocal
rank). The PQN indicates how accurate a particular personalized search strat-
egy is, while M RR measures how fast this personalized strategy assists users to
find the target resource.

5.2 Baselines

As shown in Table[I] we have six different combinations of strategies to be com-
pared in the experiments. The Context Type refers to the three kinds of contexts
as defined in Definitions 3 to 5. Moreover, there are two query similarity mea-
surements proposed (Equations 6 and 7). Furthermore, for ranking methods,
there are cosine and fuzzy methods (ref. Equations 10 and 11). In addition,
for each strategy combination, four paradigms are adopted as baseline methods,
namely, TF-IDF, BM25 [21], HYBRIDE [16] and NTF [3] for constructing tag-
based user and resource profiles. Therefore, as shown in Table[2l we have totally
24 methods for comparison.

Table 1. Abbreviation of different strategies

Abbreviation =~ Context Type Query Simlarity Measurement Ranking Method

N No Context NA Cosine
E Elemental Context NA Cosine
L Local Context NA Cosine
G Global Context Jaccard Similarity Cosine
el Global Context Revised Query Similarity Cosine
G* Global Context Revised Query Similarity Fuzzy

5.3 Experimental Results

The experimental results in terms of metrics PQN and M RR for the 24 methods
are shown in Table 2l Generally, we can observe that those methods with context
information outperform conventional methods (all N methods) which consider
no context information. It means that context user profiling is more precise and
effective than conventional static way (Example 1). Indeed, the more complete

5 The hybrid of TF-IDF and BM25.
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Table 2. Performance Comparison

N E L
BM25 TFI HYB NTF BM25 TFI HYB NTF BM25 TFI HYB NTF
P@5 0.092 0.105 0.105 0.192 0.090 0.105 0.106 0.194 0.092 0.105 0.109 0.197
P@10 0.113 0.113 0.170 0.366 0.115 0.114 0.170 0.363 0.116 0.115 0.173 0.368
P@20 0.133 0.127 0.279 0.449 0.134 0.133 0.281 0.453 0.133 0.134 0.282 0.450
MRR 0.094 0.112 0.118 0.198 0.096 0.114 0.119 0.207 0.096 0.115 0.122 0.215
G Gf G*
BM25 TFI HYB NTF BM25 TFI HYB NTF BM25 TFI HYB NTF
P@5 0.096 0.109 0.109 0.203 0.111 0.118 0.120 0.207 0.120 0.129 0.133 0.211
P@10 0.117 0.117 0.178 0.374 0.122 0.124 0.186 0.376 0.125 0.133 0.189 0.380
P@20 0.134 0.142 0.290 0.456 0.147 0.150 0.299 0.462 0.153 0.161 0.314 0.472
MRR 0.100 0.118 0.131 0.225 0.125 0.129 0.141 0.236 0.131 0.142 0.157 0.243

context used by the method, the better performance gains (G > L > E > NE)
by all the four profile constructing paradigms. In other words, the context at
a high level has more complete information, so can achieve better performance
than those at lower levels (e.g., Global versus Local and Elemental). This result
verifies the rationale of our proposed nested context model. Furthermore, G >
G signifies that revised query similarity is more reasonable than Jaccard
similarity (Example 2). Besides, no matter what the strategy combination is
used, the NTF always gain the best performance over all four paradigms. And
G * > G indicates that the fuzzy resource ranking method is more effective than
the cosine one. These two findings are consistent with the conclusions in our
previous work [3].

6 Conclusion

In this paper, we focus on tackling the problem caused by neglecting user search
context (treating the relevance degree of tags in user profile as static to each
query) in conventional personalized methods in folksonomies. A nested context
model is proposed to capture different levels of search contexts to solve this prob-
lem. Besides, we have discussed how to contextualizing a user profile under a
context. By conducting the experiment, we have shown that the context informa-
tion and our proposed nested context model can be quite effective and valuable
to personalized search in a collaborative tagging system. There are some future
directions for our upcoming research. One is for us to incorporate additional in-
formation such as user community, social relationships to explore more effective
and powerful personalized search. Another possibility is to devise and try other
user and resource profiling schemes such as multi-layered or graph-based ones.

Acknowledgement. The research work presented in this paper has been sup-
ported by a grant from the Research Grants Council of Hong Kong SAR [Project
No. CityU 117608].

" E > N means that E methods outperform N methods.
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Abstract. Managing and mining uncertain data is becoming important
with the increase in the use of devices responsible for generating uncer-
tain data, for example sensors, RFIDs, etc. In this paper, we extend the
notion of distance-based outliers for uncertain data. To the best of our
knowledge, this is the first work on distance-based outlier detection on
uncertain data of Gaussian distribution. Since the distance function for
Gaussian distributed objects is very costly to compute, we propose a
cell-based approach to accelerate the computation. Experimental evalu-
ations of both synthetic and real data demonstrate effectiveness of our
proposed approach.

Keywords: Outlier Detection, Uncertain Data, Cell Based Approach.

1 Introduction

Outlier detection is one of the most important data mining techniques with a
vital importance in many application domains including credit card fraud detec-
tion, network intrusion detection, environmental monitoring, medical sciences,
etc. Although there exists no any universally agreed upon definition of outliers,
some definitions are general enough to give a basic idea of outliers. Hawkins [5]
defines an outlier as an observation that deviates so much from other observa-
tions as to arouse suspicion that it was generated by a different mechanism. In
[6] Barnet and Lewis mentioned that an outlying observation, or outlier, is one
that appears to deviate markedly from other members of the sample in which it
occurs.

Most of the earliest outlier detection techniques were given by statistics. In
statistics over 100 outlier detection techniques have been developed for different
circumstances, depending on the data distribution, whether or not the distri-
bution parameters are known, the number of expected outliers and the type of
expected outliers [6], but most statistical techniques are univariate and in ma-
jority of techniques, the parameter of distribution may be difficult to determine.
In order to overcome problems in statistical techniques several distance-based
approaches for outlier detection are proposed in computer science [3], [7], []].

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 109-[[Z1], 2012.
© Springer-Verlag Berlin Heidelberg 2012
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Uncertainty. Due to the incremental usage of sensors, RFIDs and similar de-
vices for data collection these days, data contains certain degree of inherent
uncertainty. The causes of uncertainty may include limitation of equipments,
absence of data and delay or loss of data in transfer. In order to get reliable
results from such a data, uncertainty needs to be considered in calculation. In
this work we propose a notion of distance-based outliers on uncertain data.

In our work, uncertainty of data is modelled by the most commonly used PDF
i.e., Gaussian distribution. We have derived a distance function using Gaussian
difference distribution to compute the distance-based outliers on uncertain data.
Our distance function includes the integral of irreducible function, which makes
the distance function computation very costly. Therefore we also propose a cell-
based algorithm of outlier detection to efficiently compute the distance-based
outliers on uncertain data. The cell-based algorithm prunes objects by identifying
outliers or pruning non-outliers without the need to compute costly distance
function, hence reducing the number of distance function evaluation required.
Finally we make use of grid structure to further reduce the computation time
required for distance-based outlier detection.

The rest of the paper is organized as follows. In section 2 the related work
is discussed. Section [J] gives the derivation of distance function and the naive
algorithm of distance-based outlier detection on uncertain data. The cell-based
algorithm is given in section Bl Section [ is dedicated to empirical study and
Section [ concludes our paper.

2 Related Work

Outlier detection is a well studied area of data mining. Different authors have
classified this area differently. The problem of outlier detection has been classified
into statistical approaches, depth-based approaches, deviation-based approaches,
distance-based approaches, density-based approaches and high-dimensional ap-
proaches by [9].

Distance-based outliers detection approach on deterministic data was intro-
duced by Knorr et.al. in [3]. In this work, the authors defined a point p to be
an outlier if at most M points are within d distance of the point. They also pre-
sented a cell-based algorithm to efficiently compute the distance-based outliers.
[10] formulated distance-based outliers based on the distance of a point from its
kth nearest neighbour. The points were ranked on the basis of its distance to its
kth nearest neighbour and the top n points were declared outliers in this ranking.
Recently in [7], the authors assessed and evaluated several distance-based outlier
detection approaches and highlighted a family of state of the art distance-based
outlier detection algorithms.

Recently a lot of research has focused on managing, querying and mining of
uncertain data [I1], [8], due to the use of sensors in many applications. The
problem of outlier detection on uncertain data was first studied by Aggarwal
et.al. in [II]. They represented an uncertain object by a PDF. They defined an
uncertain object O to be a density-based (d,7) outlier, if the probability of O
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existing in some subspace of a region with density at least 7 is less than ¢. In [§],
the authors proposed the distance-based outlier detection on uncertain data. In
their approach, each tuple in the uncertain table is associated with an existential
probability. Moreover in their work, possible world semantic was used to mine
the outliers. In our work, objects’ uncertainty is modelled by Gaussian distri-
bution and we utilize Gaussian difference distribution to calculate the outlier
probability.

3 Distance-Based Outlier on Uncertain Data

Several definitions of distance-based outliers have been proposed in past. In this
paper, we extend the notion of distance-based outliers given by E.M.Knorr et.al.
in [3] for uncertain data of Gaussian distribution.

In statistics, the Gaussian distribution (or normal distribution) is the most
important and the most commonly used distribution. In the following, we con-
sider k-dimensional uncertain objects O;, each given by a Gaussian PDF with

- i T — T .
attribute A; = (zi1,...,2ix5)", mean p; = (fi1,..., i k)" and variance X; =
diag(ai 1) ...702 ) respectively. The complete database consists of a set of such
objects, GDB = {0y, ...,On} where N = |GDB]| is the number of uncertain ob-
jects in GDB. The vector .Z: is a random variable of the corresponding uncertain
objects that follows Gaussian distribution .ZZ ~ N(;TZ, 2%).

We assume that the observed coordinates are /TZ vectors of the objects which
follow Gaussian distribution. Based on this assumption, in the rest of the paper
we will use ﬁz to denote the real observed coordinates of object O;. We can now
define the distance based outliers on uncertain data of Gaussian distribution as
follows.

Definition. An uncertain object O in a database GDB is a distance-based out-
lier, if the expected number of objects O; € GDB (including O itself) lying within
d-distance of O is less than or equal to threshold € = N(1 — p), where N is the
number of uncertain objects in database GDB, uncertain objects in GDB follow
Gaussian distribution and p is the fraction of objects in GDB that lies farther
than d-distance of O.

According to the definition above, the set of uncertain distance-based outliers in
GDB is defined as follows,

|GDB|
UDBOutliers = {0; € GDB| S Pr(|4; — Aj| < d) < 6} . (1)

=1

In order to find distance-based outliers in GD B, the distance between Gaussian
distributed objects need to be calculated. In the following we define and derive
the expressions for difference between Gaussian distributed objects.
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3.1 Gaussian Difference Distribution

The distribution of the difference of two Gaussian distributed variates O; and O,
with means and variances (u;,07) and (y;, ajz) respectively, is given by another
Gaussian distribution with mean j;—; = p; — p; and variance o2, = o2 + 0]2»

i—j
- =
[1]. Hence we can write A; — Aj ~ N (pi—j, U?_j).

1-Dimensional Gaussian Difference Distribution within Distance d
Using Gaussian difference distribution, the probability that the uncertain object

O; lies within d-distance of uncertain object O, is given by,

d
Pr = &) <) = [ Ny 0 )da 2)
—d

where .ZZ ~ N(ui,0?) and ./.4? ~ N(uj, a?).

2-Dimensional Gaussian Difference Distribution within Distance d

The expression for the 2-dimensional Gaussian difference distribution is defined
in Lemma 1 below.

Lemma 1.(2D Gaussian Difference Distribution within Distance d) let
.ZZ ~ N (i, %) and .Z; ~ N (i}, ;) be two 2-dimensional Gaussian distributed
variates, where [, = (i1, pi2)”, 1 = (i1, )T, i = diag(o},,07,) and
Y= diag(ajz-’l, 0]2»’2). The probability that O; lies within d-distance of O; is given
by,

— 1
Pr(|A; — Aj| <d) =
2”\/(“12,1 + 032',1)(01‘2,2 + 032',2)

/d/%e (reosf—an)®  (rsinf o)) Ly, 4,
X - )
o o TP\ 2002402 T 2002+ 02y)

where oip = i1 — 1 and aa = P2 — K2 are the differences between the means
of objects O; and O;.

(3)

Proof. See appendix.

Multidimensional Gaussian Difference Distribution within Distance d

H
Our distance function can easily be extended to multi-dimension case. Let A; and
a1 - ; ; = (s T
A; be two k-dimensional normal random vectors with means ; = (15,1, .., f4i k)
and ,173 = ()1, fj5)" and diagonal covariance matrices X; = diag(azl, vy Uik)
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2

and X; = diag(aj,l,..., 032»’ ) respectively. The probability that the uncertain ob-

ject O; lies within d distance of uncertain object O; is given by,
- = —
PR = Z| < d) = [ N, Dy (1)
R

where p;—j = /TZ — ;T;, Yi—; =2+ X and R is a sphere with centre p,;_; and
radius d.

4 Naive Approach

The Naive approach of distance-based outlier detection on uncertain data is the
use of Nested-loop. The approach includes the evaluation of distance function
between each object O; € GD B and every other object in the GD B until O; may
be decided as outlier or non-outlier. In the worst case this approach requires the
evaluation of O(N?) distance functions. The algorithm[Ilgives the naive approach
of distance based outliers.

Algorithm 1. Distance-based Outlier on Uncertain Data: The NL Approach

Input: database GDB, distance d, percentage p , standard deviation o
Output: Uncertain Distance Based Outliers
1: N < number of objects in GDB;

2: 0 < N(1-p); /*calculating the threshold value*/
3: for each O in GDB do

4:  EVo + 0; /*EVo denotes the expected value of object O*/
5: for each O; in GDB do N

6:  EVo=EVo+ Pr(A—A| <d);

T if EVo > 0 then

8: mark O as non-outlier, GOTO next O;

9: end if

10:  end for

11:  mark O as outlier;

12: end for

5 Cell-Based Approach

The naive approach of distance-based outlier detection on uncertain data re-
quires a lot of computational time to detect outliers even from small dataset. In
the following we propose a cell-based approach of distance-based outlier detec-
tion on uncertain data, which can reduce significantly the number of distance
functions evaluations. The proposed approach first map database objects to a
cell-grid structure and then prunes majority of objects by identifying the cells
containing only outliers or non-outliers. For un-pruned objects, Grid File index-
ing is utilized to further reduce the number of distance function computations.
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5.1 Grid Structure

We assume that our data objects are 2 dimensional. In order to find distance-
based outliers on uncertain data, we quantize each object O; € GDB, in 2
dimensional space that has been partitioned into cells of length I (cell length is
discussed in section [5.6]). Let Cy,, be any cell of the Grid, then the neighbouring
cells of C; ,, form layers around it as shown in Fig. [[l Layers of any cell Cy ,, in
the Grid are defined as follows.

— Layer 1 cells of C, , are given by
Li(Cyy) ={Cuplu=2tlv=y£1,Cyh, # Csy}.
— Layer 2 cells of Cy 4, and are given by

LQ(Cz’y) = {Cu,v|u =rx2v=y=*2,
Cu,v ¢ Ll(CzL’,y)a Cu,v 7{ Clﬁy} .

L3(Cyy), ..., Ln(Cy,y) are defined in a similar way. Where n denotes the number
of cell layers and is discussed in section

Upper Bound of
Cell C,yand Cell Layers
Layer1 of Cy,

L C
L
LI
L,
\/ Upper Bound of
Lower Bounds of] L, | taverzof Gy
L Cell C,yand 2
" Layer1 of G,
Fig. 1. Cell Layers Fig. 2. Cell Bounds

5.2 Cell Layers Bounds and Lookup Table

The bounds of a cell or cell layers are defined for pruning outliers and non-
outliers without evaluating the distance functions for the objects in the cell. The
upper and lower bounds of any cell or cell layers are shown in Fig. Pl and are
defined as follows.

Upper Bound. By an upper bound of a cell (cell layers) we mean the maximum
contribution by any of the objects in this cell (cell layers) to the target cell.
According to our distance function an object in cell C 4 can contribute at its
maximum to object O in cell Cy , when a; = o, = 0 in Eq[3l Similarly the upper
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bound contributions of objects in L;(Cy ) layers (i.e., L1(Cy y), -..s Ln(Cs,y)) to
objects in C,,, are obtained by setting o, = a, = (i — 1)v/2l in Eq[3

Lower Bound. By a lower bound of a cell (cell layers) we mean the minimum
contribution by any of the objects in this cell (cell layers) to the target cell.
According to our distance function an object in cell C, , contributes at its min-
imum to object O in cell C, , when a; = ay = V2l in Eq3 Similarly, the lower
bound contributions of objects in L;(Cy,y) layers (ie., L1(Cs,y), ..., Ln(Cz,y)) to
objects in C, , are obtained by setting a,, = ay = (i + 1)v/2l in Eq[3

Lookup Table. The above upper bound and lower bound of contributions of
objects in L;(Cy ) to Cy , are decided only by the i-value and independent from
the locations of Cy . Hence, we compute the bounds and store them in a lookup
table to be used in the cell-based algorithm.

5.3 Pruning of Outliers and Non-outliers Cells

Having defined cell bounds and cell layers bounds, a cell can be pruned as an
outlier or non-outlier cell. If the minimum contribution to cell Cy ,, obtained by
the product of cell objects count and cell lower bound is greater than threshold
0, then none of the objects in Cy , could be outliers and we can prune it as
non-outliers cell.

MinContribution(Cy ) = 1+ (Count(Cy,y) — 1) * Lower Bound(Cy ) .

On the other hand if the maximum contribution to cell C, ,, obtained by the
product of cell objects count and cell upper bound plus the expected contribution
by rest of the objects in the database GDB is less than or equal to 6, then all
the objects in Cy,, are outliers and we can prune it as outliers cell.

M azContribution(Cy ) =Count(Cy )+
(N — Count(Cy,y)) * Upper Bound(L1(Cq y)) -

If none of the above conditions hold, then we need to check the contribution of
higher cell layers i.e., contributions of L1(Cy.y),....Ln(Cy ), until we may either
decide the cell Cy,, as containing only outliers or only non-outliers or left the
cell undecided for the post-pruning evaluation.

5.4 Grid File Index

Cell-based pruning may leave some of the cells undecided, i.e., they are neither
pruned as non-outliers cells nor as outliers cells. For all the uncertain objects
in such cells, we need to follow Nested-loop approach. Our distance function of
outlier detection requires a lot of computation time and may reduce the efficiency
of our cell-based algorithm even after initial pruning. As we know from our
distance function, that it produces higher probability for the nearer objects than
the farther objects. We can utilize our Grid structure as Grid-file index [2] with
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no additional indexing cost to retrieve the nearer objects before the farther
objects for the computation of expected value of all un-pruned objects. This will
further reduce the number of evaluations required for distance function, hence
reducing the overall cost of computation.

5.5 Cell-Based Algorithm of Outlier Detection

In order to reduce the costly computation of distance function, we propose cell-
based algorithm. The main idea of this algorithm is to prune the cells con-
taining only outliers or non-outliers. Algorithm [2] starts by first calculating the
bounds of cell layers and storing them in a look-up table. The database objects
are then mapped to appropriate cells of the Grid. For each cell, Cy , in Grid,
MinContribution and MaxContribution i.e., minimum and maximum contri-
butions are maintained which are used for effectively pruning the cells as outliers
or non-outliers. If a cell C;, can not be pruned, the objects of such cells are
checked individually for outliers using Grid-file index.

Although the number of distance function evaluations required in worst case
for the cell-based algorithm is same as that of naive approach, i.e., O(N?) but the
experimental results on both synthetic and real datasets show that our proposed
approach is very efficient.

5.6 Cell Length I and Cell Layers n

Due to the complexity of our distance function, it is not possible to derive a single
cell length [ suitable for all the combinations of d and variances. Therefore we
conducted several experiments to come up with a cell length which may produce
efficient results.

A general observation from several experiments is that smaller the cell-length,
shorter the execution time. Since smaller cell-length results in higher values cell
bounds, which helps in pruning majority of objects during cell-based pruning
stage and either very few or no cell is left for post-pruning evaluation, reducing
the number of distance function evaluations. However very small cell length
may also increase the execution time for cell-based algorithm as too small cell
length results in a large number of cells and the time required to compute cell
layers bounds increases. We need to check a few cell lengths before reaching
the appropriate cell-length. A good starting point that we have found through
experiments is [ = "1+‘]‘€‘+"’€.

Cell Layers n. Since a Gaussian function decays exponentially with respect
to the distance to its mean, the density contribution is small if the mean is far
away from the target object. Using this fact, we conducted experiments where
n was set to, 1) all layers in the Grid, 2) layers within d + 60 distance of target
cells and 3) layers within d + 30 distance of target cells. We found that all three
experiments retrieved same number of outliers and as expected, n with layers
within d 4+ 30 was faster than the other two. The reason for the same number
of outliers in all three choices of n is that the contribution of the cells which are
farther than d + 30 is negligibly small and has no effect on outlier detection.
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Algorithm 2. Distance-based Outlier on Uncertain Data: Cell Based Approach

Input: database GDB, distance d, percentage p , standard deviation o
Output: Distance Based Outliers on Uncertain Data of Gaussian Distribution
1: Compute and store cell bounds into lookup table using cell length | and maximum
distance between any two objects in GDB;
/*Initialize the count Count; of each cell C; in grid Grid*/
: for each C; in Grid do
Count; < 0;
end for
/*Mapping database objects to appropriate cells*/

W

5: for each O in GDB do

6: map O to an appropriate cell C;;

7. Count; < Count;+1; /*increase cell count by 1*/
8: end for

9: 6 + N(1—p); /*calculating the threshold value*/

—

10: n = [mw(lAf_Aq‘)], where O, O, € GDB;/*n denotes the number of cell layers*/
/*Pruning of outlier and non-outlier cells using cell layers’ bounds*/

11: for each C; in Grid do

12:  for j=0—n do

13: Calculate minimum and maximum contribution of cell C; using upper and
lower bounds respectively of 0 to 5" neighbouring cell layers of Cj;

14: if MinContribution(C;) > 6 then

15: prune C; as non-outlier cell, GOTO Next C;;

16: else if MazContribution(C;)+ expected contribution of C; from rest of the
cell layers in Grid < 6 then

17: prune C; as outlier cell, GOTO Next Cj;

18: end if

19:  end for

20: end for

/*Nested-loop approach using Grid File Index for objects in un-pruned cells*/
21: for each C; in Grid do

22: if C; not pruned as outlier or non-outlier cell and Count; != 0 then
23: for each O in C; do

24: EVo «+ 0 /*EVo denotes the expected value of object O*/
25: for each O; in C; and higher layers of C; in Grid do

26: EVo + EVo + Pr(|A — A| < d);

27: if EVp > 60 then

28: O can not be outlier, GOTO next O;

29: end if

30: end for

31: mark O as outlier;

32: end for

33: end if

34: end for
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6 Empirical Study

We conducted extensive experiments on synthetic and real datasets to evaluate
the effectiveness and accuracy of our proposed cell-based algorithm. All algo-
rithms were implemented in C#, Microsoft Visual Studio 2008. All experiments
were performed on a system with an Intel Core 2 Duo E8600 3.33GHz CPU and
2GB main memory running Windows 7 Professional OS. All programs run in
main memory and no I/O cost is considered.
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Fig. 3. Experiments on synthetic data (default d = 100, p = 0.99, n =layers within
d+ 30 and [ = 10)

6.1 Experiments on Synthetic Data

Unless specified, the experiments are performed on 5 uniformly distributed 2-
dimensional datasets of sizes varying from 1000 to 5000 tuples respectively with
parameters, distance d=100, p=0.99, n = “layers within d+ 3¢ distance of target
cell”’and [=10. Uncertainty is simulated by representing each object as Gaussian
distributed with means between 0 and 1000 and standard deviation o, = 15 and
oy = 15 in x and y dimensions respectively.

It is obvious from Fig[3al that the time taken by the Nested-loop algorithm is
very high and the execution time increases dramatically as the number of tuples
in database increases.

Cell Length [ and Cell Layers n. As discussed in section (.6, smaller the
cell length, shorter the execution time, which is obvious from Fig. Bbl However,
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very small cell length may increase the execution time, due to the increase in
time required for the computation of look-up table as shown in Fig. for cell
length = 1. From Figl3d and Fig[3dl we can observe that cell layers within d+ 3o
distance of target cell produces better results than all the layers in the Grid.

Varying Parameters p and d. Varying parameters p and d has an effect on
number of outliers mined by the algorithm as shown by the plots in Fig[3d and
FigBfl respectively. Increasing p results in smaller threshold value, resulting in
only a few and relatively stronger outliers.

Varying d has an effect on the distance function probability contribution.
Larger d means larger number of objects may fall within d distance of object un-
der consideration, hence increasing the expected value and reducing the number
of outliers.

6.2 Experiments on Real Dataset

For experiments on real dataset, we used NBA Playoffs Player statistics from
1996 to 2006 available at [4]. The dataset contains the annual performance statis-
tics of NBA players. The filtered dataset used in the experiments contain 2081
tuples, with threshold related parameter p set to 0.99. Therefore value of thresh-
old 8 = N(1—p) = 20.81. Each player is represented as an uncertain object with
2 important statistics on his performance i.e., number of points and number of
total rebounds. Both statistics are defined by means as the real observed values
and standard deviations opoints = 20 and orepounas = 10.

Points Total Points Total
Player Name Team year Scored Rebounds Expected Value Player Name Team year Scored Rebounds Expected Value
Shaquille O'neal LAL 1999 707 355 1.410357614fDale Davis IND 1999 190 263 8.737494804]
[Tim Duncan SAS 2002 593 369 2.132579742|Shaquille O'neal LAL 2003 473 291 9.200527361
Allen Iverson PHI 2000 723 104 2.842902664]Dikembe Mutombo _|PHI 2000 319 316 9.316349528
Michael Jordan CHI 1997 680 160 3.538590847]Shaquille O'neal LAL 2001 541 239 9.316349528|
Dirk Nowitzki DAL | 2005 620 268 3.817675722]Karl Malone UTA | 1996 519 228 12.06860839
|Ben Wallace DET | 2003 236 328 4.014292632fKarl Malone UTA | 1997 526 217 12.35327527]
IDwyane Wade MIA | 2005 645 135 4.04669976]Kevin Garnett MIN | 2003 438 263 13.01360271
IBen Wallace DET | 2002 151 277 5.237158519]Reggie Miller IND 1999 527 53 13.23169019
IBen wallace DET | 2004 249 281 6.985909188]Shaquille O'neal LAL 2000 487 247 13.23169019
[Tim Duncan SAS | 2004 542 286 7.742466357]Kobe Bryant LAL 2003, 539 104 13.33036715
Dennis Rodman CHI 1997 102 243 7.795215863]Kobe Bryant LAL 2001 506 111 18.6784144]
Michael Jordan CHI 1996 590 150 8.051622656]Tim Duncan SAS 2006 444 229 19.39066163)

Fig. 4. NBA Players with Expected Value less than 6

Our experiments on NBA dataset mined the outstanding players during 1996
and 2006. From the expected values in Figll Shaquille O’neal is the most out-
standing player with maximum points scored and second maximum total re-
bounds. He has the outstanding performance from 1999 to 2003 except the year
2002. On the other hand, Tim Duncan’s performance seems to decline during
the course of his career as he was a strong outlier in 1999 and became weak
outlier in 2006.
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7 Conclusion and Future Work

In this paper, we extend the notion of distance-based outlier detection on uncer-
tain data of Gaussian distribution. This is the first approach of distance-based
outlier detection where the objects are modelled by Gaussian distribution. We
derive distance function for distance-based outlier detection on uncertain data
of Gaussian distribution and propose a cell-based algorithm to efficiently detect
outliers by pruning majority of outliers and non-outliers cells. We also utilize
grid-file index to further reduce the computation time required for the cell-
based algorithm. Extensive experiments on synthetic and real data demonstrate
the efficiency and scalability of our proposed algorithm.

In future, we are planning to extend this work in two dimensions. First, de-
signing an adaptive algorithm with respect to cell length, in order to increase the
efficiency of our cell-based algorithm. Second, expanding this work for uncertain
data streams of Gaussian distribution.
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Appendix

Proof of Lemma. Let O be a k-dimensional uncertain object with attributes
= (x1,...,x), mean = (g1, ..., )’ and a diagonal covariance matrix
X = diag(o?, ..., a,%). The probability density function of O can be expressed as

{xﬁﬁﬁiwﬁﬁq.

F(A) = zp

e
V(@2m)kdety
Since X' is diagonal, the distribution functions are independent in coordinates.
Hence the k-dimensional normal distribution function is given by the product of
k 1-dimensional normal distribution functions.

=11 e

ea:p{ — 5
2
1Zi<k \/27701' 207

H
Let O; and O; are two 2-dimensional uncertain objects with attributes A; =
H
(zi1,252) and Aj = (2j1,;2), means 11 = (i1, pi2)? and i} = (1)1, p15.2)7
and diagonal covariance matrices X; = diag(o7,,07,) and X = diag(05 1,075 5)
respectively. The difference between normal random vectors of O; and O; is given
- = N N
by A; — Aj ~ N (i, Xi—;), where f1;—; = p; — p; and X ; = Xy + X [1I.
Since Y; and Y; are diagonal matrices, the distribution functions are inde-
pendent in coordinates. Hence the 2-dimensional normal difference distribution
of uncertain objects O; and Oj is given by,

[ — ) = !
2 (o2, + 02,2y + 2,)

exnd — (z — ) (y — a2)?
4 <w3+ﬁn*wa+ﬁy>}

where aq = pi1 — pj1 and s = p;0 — 2 are the differences between the
means of objects O; and O; and o7, 0]2»’1, 0y and 0']2-’2 are the variances of the
uncertain objects O; and Oj in dimensions 1 and 2 respectively.

Hence the probability that the uncertain object O; lies within d-distance of
uncertain object O; is given by,

()

1
2my (02, + 02,) (025 + 02,)

/d/QWEXp - (7 cosf — au)® + (rsind = az)” r df dr
o Jo 2(01‘2,14'0]2‘,1) 2(‘71‘2,24'0]2}2)

Pr(l& -4} < d) =

(6)
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Abstract. Keyphrase extraction plays an important role in automatic
document understanding. In order to obtain concise and comprehen-
sive information about the content of document, the keyphrases ex-
tracted from a given document should meet two requirements. First, the
keyphrases should be diverse to each other so as to avoid carrying dupli-
cated information. Second, every keyphrases should cover various aspects
of the topics in the document so as to avoid unnecessary information loss.
In this paper, we address the issue of automatic keyphrases extraction,
giving the emphasis on the diversity and coverage of keyphrases which is
generally ignored in most conventional keyphrase extraction approaches.
Specifically, the issue is formulated as a subset learning problem in the
framework of structural learning and structural SVM is employed to pre-
form the task. Experiments on a scientific literature dataset show that
our approach outperforms several state-of-the-art keyphrase extraction
approaches, which verifies the benefits of explicit diversity and coverage
enhancement.

1 Introduction

Keyphrases of a given document often refer to a number of phrases which are
able to capture the main topics of that document. Due to the briefness and
informativeness, keyphrases could make readers quickly obtain a rough under-
standing of document without going through the text. Besides, keyphrases have
been utilized in a variety of natural language processing tasks such as digital
library [1] and search engine [2].

Actually, authors are not always required to manually provide keyphrases.
Therefore it would be helpful to automatically extracting keyphrases from doc-
uments, which is the aim of keyphrase extraction. Generally speaking, the task
of keyphrase extraction consists of two stages: candidate phrase generation and
keyphrase selection. In the first stage, the document is segmented into phrases,
each of which is viewed as a keyphrase candidate. In the second but the key
stage, each of the candidate phrases is assigned with a saliency score which is
often calculated by leveraging supervised or unsupervised learning techniques, to
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indicate whether it could be a keyphrase or not. In most conventional keyphrase
extraction approaches, the candidates with the top-k scores will be selected as
the keyphrases individually.

However, we observe that the saliency scores of semantically or lexically sim-
ilar candidates also tend to be similar with each other, which may give rise to
undesirable extracted results for conventional approaches. Take this paper for ex-
ample, keyphrase extraction and structural learning are the desirable keyphrases.
However, the candidates like extracting keyphrases, keyphrase extraction ap-
proach may share similar saliency scores with the true keyphrase keyphrase ex-
traction for their lexical similarity. That would bring another true keyphrase
structural learning down from the top ranked list of candidates from which the
keyphrases are selected, if its saliency score was a bit lower than that of keyphrase
extraction. Obviously, the keyphrase set of keyphrase extraction and structural
learning is preferred to that of keyphrase extraction, extracting keyphrases and
keyphrase extraction approach, as the former covers more aspects of the topics
in this document while being more diverse to carry less redundant information.

In this paper, we propose a novel keyphrase extraction approach that explore
the diversity and coverage characteristics of keyphrases extracted from a given
document. The main idea is to regard the task of keyphrase extraction as a
problem of subset learning where the keyphrases of a given document is a subset
of the set of candidate phrases generated from that document. We formulate
subset learning problem in the framework of structural learning and employ a
large margin structural learning algorithm, i.e., structural SVM, with a spe-
cific loss function to learn extraction model. We evaluate our approach using
a dataset composed of research articles with manually assigned keyphrases by
the authors. The experimental results show the improvement of our approach to
several state-of-the-art keyphrase extraction approaches, which results from the
explicit enhancement of the diversity and coverage of keyphrase set.

2 Related Work

2.1 Keyphrase Extraction

Most recent studies have investigated the problem of keyphrase extraction from
a machine learning point of view, which can be categorized into two major ap-
proaches: supervised and unsupervised.

Supervised approaches usually involve building a binary classifier using a
collection of documents with manually assigned keyphrases as training set. The
accuracy of the classifier relies heavily on the features describing the saliency of
candidate phrase. Turney [3] calculated nine features such as the phrase frequency,
the relative position of the phrase in document to represent each candidate phrase.
More types of features have been explored, including linguistic knowledge such as
PoS tag patterns [4], semantic information gleaned from a domain-specific the-
saurus [0], and etc. Rather than employing classification methods, Jiang et al. [6]
applied another machine learning technique, namely learning to rank to keyphrase
extraction. Supervised approaches have been applied to extract keyphrases from
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many particular types of documents such as product landing pages [7] and social
snippets [g].

Unsupervised approaches calculate the saliency score of each keyphrase can-
didates mainly based on the co-occurrence characteristics of words appearing
in the source documents. Mihalcea et al. [9] proposed a graph-based ranking
model, referred to as TextRank, for keyphrase extraction. Recently, a number of
extensions of graph-based methods have been proposed. For example, Liu et al.
[10] calculated the saliency score of each word w.r.t various topics via multiple
random walks; Wan et al. [I1] built three types of graphs to reflect a variety of
relationships between sentences and words. Clustering techniques have also been
used in keyphrase extraction [12].

Our approach falls into the first category, but neither of the previous work
explicitly takes the diversity and coverage of keyphrases into account which are
key requirements of desirable keyphrases.

2.2 Structural SVM

Structural SVM [13] is a large margin approach to the problem of learning with
structured and interdependent output space. It first extracts combined features
from the input and output space, then learn a discriminant function using a
generalized maximum-margin principle to derive prediction for a given input.
Recently, some improvements have been conducted. For example, Joachims et
al. [14] introduced a 1-slack version of the cutting plane algorithm with the time
complexity linear in the number of training examples. Yu et al. [I5] used approx-
imate cutting planes and random sampling to enable efficient training structural
SVM with kernels. Sarawagi et al. [16] proposed an improved training algorithm
that generates more informative violated constraints during learning process.
Recently, structural SVM has found increasing applications such as document
retrieval [I7], visual object localization [18]. To the best of our knowledge, it was
not applied to the task of keyphrase extraction.

3 Keyphrase Set Extraction Approach

3.1 Formulations

Let x = {z1, -+ ,2m} € X denote a given document composed of m candidate
phrases z;, y € Y denote a subset of phrases selected as the keyphrases. As in
supervised learning scenario, we are given a sample of input (document) and
output (keyphrase set) pairs S = {(x;,y;) € X x Y :i=1,--- ,n} as training
set, and aim to find a hypothesis function i : X — ) that minimize the empirical

risk:
n

1
R = 3" Alyi,hixa)
i=1
where A(y;,¥) is a loss function that quantifies how well the predicted keyphrase
set y approaches the ground truth y;. The loss function for keyphrase extraction
will be described in detail in Sect. 3.3.
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In the framework of structural learning, a linear discriminant function f :
X x Y — R is employed to measure the compatibility of a predicted keyphrase
set with the given document. Thus, the hypothesis function h takes the form of

h(x) = arg ma f(x,y) = arg max (w, ¥(x,y)) (1)

where w is a parameter vector, and ¥(x,y) is a combined feature representa-
tion of document and the corresponding predicted keyphrase set, which will be
described in detail in Sect. 3.4.

Using the structural SVM, the parameter vector w is learned through opti-
mizing the following convex quadratic programming problem:

L, 1 O
e flwl + n;&
&

st Vi,Vy € V\yi: (W, U (x;,y:)) — (W, U(x;,y)) > 1— Alyiy)

(2)

The object of the QP problem is a tradeoff between the structural risk } [|w||?
and an upper bound of empirical risk, which is controlled by a parameter C'. The
constraints imply that the re-scaled margin between the ground truth y,; and the
best runner-up ¥y = argmaxyey\y, (W, ¥(x;,y)) is maximized. As it is known
that there are 2" subsets of a set of size n, the number of constraints in (2))
is intractably large. In the paper, we employ cutting plane algorithm to give a
approximate solution of which the convergence can be theoretically guaranteed.
For details of the algorithm please refer to [13].

After the QP problem in (@) is solved, the keyphrase set of a new document
can be predicted using (). Since exhaustive search over ) is NP-hard, motivated
by the algorithm in [I7], we propose a greedy algorithm to derive an approximate
optimal keyphrase set for a given document.

3.2 Diversity Measure

The element of our approach to enhancing diversity and coverage of keyphrase
set is to define a measure to quantify the diversity between keyphrases.

The existing similarity measures such as knowledge-based measures [19], corpus-
based measures [20], web-based measures [21], give evidences of the similarity be-
tween two pieces of text from different points of view. However, neither of them
is proposed for the application of measuring the topical diversity within a phrase
set. It is thus not appropriate to utilize any single existing measure in our approach
directly. In the paper, we take the existing similarity measures as meta measures
and define the diversity measure between keyphrases as weighted combination of
the meta measures. Based on the assumption that the keyphrases of a given doc-
ument have large diversity, the combination weights are obtained supervised by a
set of given keyphrase set as training set.
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Formulations of Diversity Measure Learning. Let f(x1,z2) € [0,1] de-
note a function measuring the dissimilarity between two phrases x; and xs.

Given v off-the-shelf dissimilarity functions F' = {f1, -, f,} as meta measures,
and a training set T = {s1,---,s;}, where s; = {z1, - , 2, } (1 = 1,--- ,n)
is the keyphrase set of the i-th document and z; (j = 1,---,n;) is one of the
keyphrases, the aim is to find a normalized weight vector u = {uq, -+ ,u,} which

maximizes the diversities between all keyphrases in the training set:

s

maX Z(m ni —1) Z Z Zulfl xszzk)

j=1k=j+1 I=1

s.t. Zulzl, w>0forl=1,---,v (3)

Meta Measures. In the paper, we calculate the following four different types
of dissimilarity measures between phrases, which are used as the meta measures.

1. Lexical-based measure. The measure basically counts the commonly appear-
ing words in both phrases. We match the stemmed words instead of original
words to enlarge the coverage of the measure.

2. Knowledge-based measure. WordNet [22] is used as external semantic knowl-
edge source for the measure. We represent each word in the phrases by its
corresponding synset in WordNet and count the commonly appearing synsets
in both phrases.

3. Corpus-based Measure. Given a corpus represented by a word-by-document
matrix, we derive the “concept space” of the corpus using LSA [23]. The
diversity measure between phrases is then computed as the inner-product of
“concept” vector representations of the phrases.

4. Web-based measure. The main idea of the measure is to leverage web search
results to enrich the representation of short texts. We implement the web-
base measure following [21].

Learning Algorithm. We employ a hill climbing algorithm for solving the
optimization problem in (B]). Algorithm 1 describes the details of the algorithm.
During each iterations, we search for a weight for each meta measure while
persevering that of others and update only one weight. This helps the algorithm
partially avoid overfitting from which conventional hill climbing algorithms often
suffer. Besides, we run the algorithm with k& random initializations and select
the final weight vector with the maximum target value of (3] from the % runs.

3.3 Loss Function

In order to enhance diversity and coverage, we define the loss function in Struc-
tural SVM as the penalty of extraction errors w.r.t. diversity and coverage.
Intuitively, the diversity error of a predicted keyphrase set refers to extracting
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Algorithm 1. Hill climbing algorithm for diversity measure learning

1: Input: T = {{z11,  ,Z1in 5 5 {&r1y T b ), F={f1,-+, fo}, €>0
2: Initialize (u1,--- ,uy) as a random vector satisfying the constraints in ()
3: Drp(ur, - yup) = 030 (MO TV SR SR S wifil@igs wa)
4: max = mazxior = Drp(ut, -+, Uy)
5: repeat
6: forl=1tov—1do
7 temp = w;
8: up = argmaxs Dr p(u1, -+, U—1, 8, Wit1, -+, Uy) (Uy =1 — Efz_ll ;)
9: max’ = Drp(ut, - U—1,U, Ut1, 5 Up) (Uy =1 — 22’;11 u;)

10: if maz’ > mazsor then

11: (mazsor, idz, val) = (maz’,1,u})

12: end if

13: u; = temp

14: end for

15:  if mazgr — max < € then

16: break

17:  end if

18  (maz,uidz) = (Masor, val)
19: until true
20: Output: (u1,- - ,uy)

topically similar phrases as the keyphrases, and the coverage error refers to miss-
ing important topics in the extracted results. Figure [l illustrates the two types
of errors on a keyphrase set consists of three keyphrases. Figure shows the
ideal case that the extracted keyphrases (denoted by circles) are identical to the
true keyphrases (denoted by triangles). Figure shows a mis-extracted case
that two similar phrases 1’ and 3’ are extracted on account of a true keyphrase
1, while another true keyphrase 3 is missing in the extracted set. In the paper,
we simply assume the topics are delivered by keyphrases. Therefore it can be
regarded that both of the diversity and coverage errors occurs in Fig.

Lety = {y1, - ,yx} and §y = {§1,- - , %1} denote the true keyphrase set and
the predicted keyphrases of a document, respectively. Before defining the loss
function, we first obtain a partition of y according to the similarities between
the predicted keyphrases and the ground truth, i.e.,

Yy=yYw)U---Uy(yr), V1<i,j<k yu)Nyly) =9 (4)

wherey (v;) = {9;19; € ¥, y; = argminy, ¢y d(J;, yn)} is the predicted keyphrases
on account of the true keyphrase y;, and d(-,-) € [0,1] is the diversity measure
learned through Algorithm 1. Note that y(y;) may consist of more than one phrases
or be null, if the diversity and coverage errors occur on y;, respectively.

Using the reorganized form of predicted keyphrases in {@)), the loss function
Aly,y) is defined as follows:

Aly,y) =

Z Z yuyj (5)

Iyl iy eaten YWl
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(a) Ideal case (b) A mis-extraction case

Fig. 1. Illustration of keyphrase set extraction errors

As for the above loss function, we can easily find that:

A(y,y) =0 if and only if y(y;) = {y;} holds for each y; € y.

. Ay,y) = 11if and only if d(y;, ;) = 1 holds for each y; € y and §; € y.

3. If no phrases is extracted on account of a true keyphrase y;, i.e., |y(y:)| =0,
the loss w.r.t. y; is 1/]y].

4. If more than one phrases is extracted on account of a true keyphrase y;, i.e.,

|¥(yi)| > 1, the loss w.r.t. each §; € y(y;) is the diversity between §; and y;

scaled by 1/]y(y:)|-

N —

3.4 Features

Our approach use a variety of features to represent each possible keyphrase
sets rather than possible keyphrases. Given an input (document) and output
(keyphrase set) pair (x,y) where y = {y1, - ,yr}, we first extract a set of
features v, (x,vy;) (p = 1,---,d) from each keyphrase candidates y; € y, re-
ferred to as basic features, then compute the feature ¥, ,,(x,y) on the basis of
Yp(x,9;) (i = 1,---,k) by using a predefined feature operator op. Finally, all
the features U, o,(x,y) are concatenated to form the feature vector ¥(x,y).

Basic Features. We make use of the following features widely used in conven-
tional keyphrase extraction approaches as the basic features in our approach.

1. TF-IDF. Phrase and word level TF, IDF and TFxIDF are computed as
features. Since a phrase may contain more than one words, we make use of
the average, maximum and minimum of word level values.

2. Phrase length. The features includes the numbers of words and letters in the
phrase as well as the length values binned by several length levels.

3. Occurrence. We compute binary features indicating whether the phrase oc-
curs in certain part of the document. The first occurrence and the distribu-
tion of the phase in the document are computed as real-valued features.

4. Part of speech. We compute binary features indicating whether the phrase
starts with, ends with or contains a certain part of speech.

5. PageRank. Phrase and word level PageRank values are computed as features.
Just as the TF-IDF features, the average, maximum and minimum of word
level values are taken as features.
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Feature Operators. After extracting a set of basic features on every phrases
in a phrase set, a number of feature operators are defined to compute the feature
values of the keyphrase set. Each of them takes a set of values of a basic feature
as input, and output a feature value of the corresponding keyphrase set. The
feature operators used in our approach are listed in Table [I1

Table 1. Description of feature operators

Operator Description Inflftamp(l)eutput
1 maz Maximum of a set of values {1.1,1.5,9} 9
2 min Minimum of a set of values {1.1,1.5,9} 11
3 avg Average of a set of values {1.1,1.5,9} 3.9
4 stdev Standard deviation of a set of values {1.1,1.5,9} 4.5
5 all Are all the values in the set equal to 17 {1,1,0} 0
6 none Are all the values in the set equal to 07 {1,1,0} 0
7 one Is at least one value in the set equal to 1?7 {1,1,0} 1
8 half Are more than half values in the set equal to 1?7 {1,1,0} 1

Note that the operators in Table [l would be applied to different types of
basic features. Specifically, the first four operators are applied to real-valued
basic features and the others are applied to binary ones.

4 Experiments

4.1 Experimental Setup

Dataset. To avoid manually annotation of keyphrases which is often labori-
ous and erroneous, we constructed an evaluation dataset using research articles
with author provided keyphrases. Specifically, we collected the full-text of pa-
pers published in the proceedings of two conferences, namely ACM SIGIR and
SIGKDD from 2006 to 2010. After removing the papers without author pro-
vided keyphrases, there are totally 3461 keyphrases appearing in 997 papers in
our evaluation dataset. For each paper, tokenization, pos tagging, stemming and
chunking were performed using NLTK (Natural Language Toolkit). We observed
that the keyphrases make up only 0.31% of the total phrases in the dataset, i.e.,
the dataset is highly imbalanced. To compensate for this, we filtered out a por-
tion of negative instances (non-keyphrases) from the dataset using some heuristic
rules.

Baselines. Two state-of-the-art unsupervised and supervised keyphrase extrac-
tion approaches, namely TextRank [9] and Kea [24] are selected as the baselines.
We also compared our approach with SVM that made use of all the basic fea-
tures introduced in Sect 3.4 for training. The SVM baseline and our approach
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are implemented using the SVM! 9" toolkifl]. As for the parameters C' in SVM
and SVM-struct, the default values given by SVM'" are used.

Evaluation Measures. The traditional metrics, namely Precision, Recall and
F1-score are utilized to evaluate our approach and the baselines in the experi-
ments.

4.2 Experimental Results

We random split the dataset into five even parts and conducted 5-fold cross
evaluation. The extraction results of our approaches and the baselines averaged
over the 5 trails are shown in Fig.

0.2833).2823

0.2370
0.224;

| ®TextRank

0.2042
0.1966
0.184:

0.18560.186.
0.18 " 0.164°
0.148
0.14
0.10

Precision Recall Fl

0.1909 = Kea

SVM
= SVM-struct

Fig. 2. Keyphrase extraction accuracies on scientific literature dataset

From the figure, we can see that our approach (denoted by SVM-struct) out-
performs nearly all the baselines in terms of Precision, Recall and F1-score. We
also conducted significance test (paired t-test) on the differences between our
approach and the baselines. The results show that the improvement of our ap-
proach over SVM in terms of Precision and Fl-score is statistically significant
(p < 0.05) and the improvement of our approach over TestRank and Kea in
terms of all measures is statistically significant (p < 0.05). Since our approach
uses the same set of basic features as does SVM , we can conclude that structural
learning is benifical to the task of keyphrase extraction.

4.3 Analyses

Experimental analyses were conducted to give better understandings of the ef-
fectiveness of our approach.

! svmlight.joachims.org
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Size of Keyphrase Set. The size of predicted keyphrase set specified in the
greedy algorithm for keyphrase set prediction using (Il) is the main parameter
that may influence the performance of our approach. We ranged the parameter
from 2 to 10 in our experiments and plotted the performance variation of the
our approach together with that of the SVM baseline in Fig. Bl

0.38
’—\ L.
——Precision
034 / (SVM-struct)
T —— Precision
0.30 (SVM)

T / T ——Recall
0.26 (SVM-struct)

P —&— Recall
022 \\ S (SVM)
) . ——FI

0.18 (SVM-struct)
—=—F1
0.14 (SVM)

Size of keyphrase set

Fig. 3. Keyphrase extraction accuracies when varying the size of keyphrase set

From the figure, we can see that our approach outperforms SVM in terms of
F1-score when the size equals 3,4, 5,6,7,9. Since there are average 4 keyphrases
in each document in our evaluation set, it can be concluded that the parameter
of the size of keyphrase set could be reliably set to be slightly higher than the
general average number of keyphrases per document in the target domain.

Diversity of Extraction Results. We investigated the ability of our ap-
proach to enhance the diversity and coverage of the extracted keyphrase sets.
Given a set of documents with corresponding extracted keyphrase sets S =
{(x1,¥1), * , (Xn,¥n)}, we computed the diversity of the extracted keyphrase
sets as follows:

1 i —1) s
d(S) = n;n n2 ;kz::ld(yijyyik)

where d(7sj, ir) is the diversity between two phrases in an extracted keyphrase
set computed using the diversity measure learned by Algorithm 1. We randomly
sampled 100 documents from the evaluation set and compared the diversity of
the extracted keyphrase sets of our approach with that of the ground truth and
SVM baseline in Fig. @

From the figure, we can see that the average diversity of the extracted
keyphrase sets by our approach is higher than that of the ground truth and
SVM baseline. Besides, the diversity differences are all statistically significant
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Fig. 4. Diversities of extracted keyphrase sets

in paired t-test (p < 0.01). The results indicate that our approach is capable
of enhancing the diversity of extracted keyphrase set. It is also not difficult to
conclude that the coverage of extracted keyphrase set can be enhanced resulting
from the high diversity between extracted keyphrases and a proper setting of
parameter of the size of extracted keyphrase set.

5 Conclusion and Future Work

In this paper, we have proposed a novel keyphrase extraction approach that takes
the diversity and coverage of the keyphrases into accounts. In our approach,
the issues of keyphrase extraction was formulated as subset learning which can
be viewed as a structural learning problem. We have defined a loss function
to reflect the diversity and coverage characteristics of the keyphrase set and
preformed training using structural SVM. Experimental results on a scientific
literature dataset have shown the ability of our approach to enhancing diversity
and coverage which results in the performance improvement to state-of-the-art
approaches.

As future work, we will experimentally verify the effectiveness of our approach
with more evaluation sets constructed from widely domains. In addition, we
plan to leverage topic models such as LDA and LSA to derive latent topics in
document so as to enhance the diversity and coverage of extracted keyphrases.
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Abstract. With the rapid development of Social Network (SN for short),
people increasingly pay attention to the importance of the roles which
they play in the SNs. As is usually the case, the standard for measuring
the importance of the members is multi-objective. The skyline operator
is thus introduced to distinguish the important members from the entire
community. For decision-making, people are interested in the most poten-
tial members which can be promoted into the skyline with minimum cost,
namely the problem of Member Promotion in Social Networks. In this pa-
per, we propose some interesting new concepts such as Infra-Skyline and
Promotion Boundary, and then we exploit a novel promotion boundary
based approach, i.e., the InfraSky algorithm. Extensive experiments on
both real and synthetic datasets are conducted to show the effectiveness
and efficiency of the InfraSky algorithm.

Keywords: SNA, Member Promotion, Infra-skyline, Promotion
Boundary.

1 DMotivation

As the online social communities become prevailing, more and more daily social
activities now take place in Social Networks (SN for short) due to convenience
and low cost. The importance of the role which every single member plays in the
SNs is attracting more and more attention. Because those important members in
the SNs, usually known as stars, e.g., well-known companies, popular actors, fa-
mous scholars, attract more public attentions, obtain more trusts, and also take
more responsibilities. Under the circumstances, member promotion, which aims
at finding the most potential star member(s) to perform promotions, has been
introduced into the literature recently [I1]. As a matter of fact, most promotions
are multi-objective in real applications, e.g., both authoritative and active ex-
perts, creative, skilled and even experienced workers. The skyline operator has
thus been introduced to measure the importance of the members in SNs in [IT].
Provided that a point a in a set D is as good or better in all dimensions and
better in at least one dimension than another point b in D, we say a dominates

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 134-[[49, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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b. The skyline of D is defined as those points that are not dominated by any
other points in D. Therefore, the problem of member promotion in SNs is defined
as to excavate the most appropriate non-skyline member(s), namely the most
potential stars, which can be promoted into skyline at a minimum cost.

An SN is commonly modeled as a directed graph. Intuitively from the graph
topology perspective, a member with many incoming edges embodies authori-
tativeness in the SN, while the member which owns a large number of outgoing
edges serves as a hub member and helps constructing the network and spreading
the information. It is simple but reasonable to utilize the indegree and outdegree
as the dimensions for the skyline query. So in order to promote some specific
members, we have to tune the indegrees and outdegrees. Intuitively, we employ
edge addition as the promotion manner. Based on the assumption that only one
edge is allowed to connect any two members in a specific direction, we try to add
new edges to the target member to increase its indegree or outdegree or both
simultaneously, and thus promote it into the skyline.

The contributions of this paper are summarized as follows. 1) We bring for-
ward some new concepts such as Infra-skyline and Promotion Boundary for prun-
ing the search space and accelerating the computation of the promotion costs. 2)
Based on the concepts, we propose the InfraSky algorithm which promises high
efficiency and minimum promotion cost. Detailed theoretical analyses are pro-
vided to prove the correctness and effectiveness of the algorithm. 3) We conduct
extensive experiments to show the effectiveness and efficiency of the algorithm.

The remainder of this paper is organized as follows. Section 2 reviews related
work. Then we introduce some basic concepts in Section 3. In Section 4, we
bring forward a novel pruning strategy and a new manner for promotion cost
computation based on Infra-skyline and Promotion Boundary, therefore propose
the InfraSky algorithm. In Section 5, we show the results of our extensive exper-
iments. Finally, we conclude our study and give some interesting directions for
future study in Section 6.

2 Related Work

Given a set of D-dimensional data points, skyline query, also known as Pareto
optimal problem or maximum vectors problem, retrieves a subset of data points
that are not dominated by any other points [8]. It begins the skyline-related
studies for data management as the skyline operator [I]. With the development
of these studies, a series of algorithms which are not based on index have been
proposed, e.g., Block-nested-loops [1], D&C [1]. By utilizing indices such as B -
tree, R-tree are introduced into skyline query, the index-based approaches re-
markably improve the efficiency, e.g., Index [13] based on B -tree, NN [7] based
on R-tree, BBS [J] based on R-tree. As a multi-objective optimization tool, sky-
line has plenty of applications in many scenarios, e.g., queries in databases [II,
[10], data mining [6], queries in metric spaces [2], [4], road networks [3], spatial
spaces [12] and large graphs [15].

Promotion, as an important concept in marketing, has been introduced into
data management applications recently. Wu et al. propose an approach to find
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such appropriate subspaces that the target can be prominent in these subspaces
[14]. Query for the points that can be changed to be a skyline point at the
minimum cost is studied in [5]. The work only fits the case that the points are
independent from each other, however, the change of the metrics of one member
in the SN usually affects other members.

Member promotion in SNs is first proposed and studied in [11]. The formal
definition is provided and a brute-force algorithm is proposed at first. Based on
the characteristics of the skyline and the promotion process, several dominance-
based optimization strategies are proposed to improve the efficiency, and thus
leads to the IDP algorithm. However, the optimization strategies are not good
enough. The dominance based dynamic pruning strategy costs much time to
generate a list of skippable plans and still needs more time to query for a match
during the process. And the effect of the pruning strategy is not significant.
The dominance indexes will be changed frequently by edge additions during
the promotion process, and thus will cause a number of computations. In the
worst case when the dominance relationship between the members is rare in the
network, the time cost will still be exponential.

3 Preliminaries

In this paper, an SN is modeled as a weighted directed graph G(V, E, W). The
elements in V represent the members in the SN. F includes the existing directed
edges between the members. Each weight w in the weight matrix W is the
cost for establishing the directed relation between any two different nodes. The
weights are all positive and the cost for establishing a self loop on any member is
considered as infinite. The algorithms in [I1] are proposed to deal with the SNs
in which the weights of the edges are arbitrary positive real numbers. In some
cases, however, the weights can be ignored or considered as all equal, e.g., in a
group in which everyone already knows each other, the cost for any two different
persons to build a connection can be ignored, or a probable contagious virus
carrier may randomly infect other people with the same possibility in a public
place. In this paper we only consider the case that the weights are ignored or all
equal only, which is actually a special case of arbitrary weights. For simplicity,
all the weights are set to be 1.

Ezample 1. Figure [[l shows a sample SN with 10 members (ng ~ ng). The solid
directed lines represent the directed relations between the nodes. The dotted
ones are some possible connections we can build to promote some members.
Using indegree and outdegree of the members as the dimensions of the skyline
operator, the skyline members (ng, na, ns, ns) are the solid nodes shown in the
figure based on the degree distribution given in Figure

Given an SN G(V, E, W), let S¢ be the skyline of G, when Si # V', we say node
c €V — Sg is a candidate for member promotion.

Definition 1 (Promotion Plan). Given an SN G(V, E, W), against each can-
didate ¢, p CV XV, we define p as a plan for ¢ when p satisfies:
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indegree outdegree

no 3 4
n1 2 3
n2 0 5
ns 5 1
on 3 2
ns 4 3
ne 2 2
nr 1 3
ns 2 0
ng 1 0

Fig. 1. A social network example Fig. 2. Degree Distribution

(1) pS{el(e=(c,0) Ve=(ec)) Ae# (c,c) Ne d E},
(2) ¢ € Sgr, while G' = (V,E +p,W).

In order to locate the members which can be promoted into the skyline with
minimum cost by adding new plans, we need to define the cost model first.

Definition 2 (Promotion Cost). Given an SN G(V, E, W), for any candidate
¢, let p be a promotion plan for the promotion against c. The cost of promotion
plan p, marked as Cost(c,p), is the sum of the weights corresponding to the
edges included in p. Assume the original vector composed by the indegree and
outdegree of c is «, after promoted by p, it grows to 8. Then under the situation
of all weights set to be 1, the cost of p can be denoted as the Ly distance between
a and B, namely,

Cost(c,p) = MD(a, ). (1)

The function MD here serves as a calculator of the Ly distance between two
vectors. The promotion cost against c, marked as ((c), is the minimum cost
among all the promotion plans which can get ¢ promoted, namely,

¢(¢) = min(Cost(c, p)). (2)

Definition 3 (Infra-skyline). Given an SN G(V,E,W), the infra-skyline of
G is the skyline of all the non-skyline members of G, namely, I¢ = Sc—_sa,
where G-Sg is a new SN generated from G by eliminating its skyline members.

If we project all the nodes in G into a two-dimensional Cartesian coordinate
system using the indegree as the z-axis and the outdegree as the y-axis. Let the
projection be m : V' — N2, we project node v into point m(v) in the coordinate
system. As shown in Figure after the projection, the skyline members
are the black solid points, while the infra-skyline members are those dark gray
solid points. By the way, when two members v1, vo own the same indegree and
outdegree, the two projective points will be coincident, namely, m(v1) = m(vs).
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Outdegree Outdegree

1 2 3 4 5 Indegree 1 2 3 4 5 Indegree

(a) Infra-skyline (b) Promotion Boundary

Fig. 3. Infra-skyline & Promotion Boundary

Definition 4 (Virtual Promotion Point). Let K be the projective point set of
the skyline members which contains no duplicates, namely K = {m(s)|s € Sg}.
Thus K' = {s;] x(s;) < x(six1), x(si) # 0, y(si) # 0, s, € K, i=1,2,---, f}
contains the points, which belong to K but not on the axes, ascending sorted by
x coordinate. There will be |K'|+1 virtual promotion points denoted as

(0,9(si)) i=0
ti: (x(si)7y(5i+1)) Z:1727 7|K/|_1a (3)
(z(s5),0) i = |K'|
where s; € K', i =1,2,--- |K'|, and we mark the whole set as VPg.

Definition 5 (Promotion Boundary). Given an SN G(V, E, W) and K’, let
b be the mark of a line segment between a skyline projective point s; and its
neighbor virtual promotion point t;—1 or t;, namely line segment t;_1s; or s;t;,
the promotion boundary of the skyline Bs, can be presented as:

Bs, = {blb =1ti—15; Vb= s;t;} (4)

where t; € VPg, s; € Sg, i=0,1,--- | |K'| — 1.

4 Algorithm

Intuitively, we can employ the brute-force algorithm and by far the best algo-
rithm proposed in [I1], namely the index-based dynamic pruning (IDP) algo-
rithm, to solve the problem because the equal-weighted SN is a special case of
arbitrary-weighted SN. To be specific, we use a hierarchy traversal to verify all
the possible promotion plans in an ascending order of the size against each can-
didate before we get the optimal result in the brute-force algorithm. However,
due to the exponential number of possible plans in the search space, most of
which are “meaningless”, the time cost of this brute-force algorithm is exponen-
tial. We can then use the IDP algorithm which improves the efficiency based on
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some dominance-based optimization strategies at both pruning stage and result
checking stages. Nevertheless, in the worst case when the dominance relationship
between the members is rare in the network, the effect of the optimization strate-
gies will be weakened. As a result, the time complexities of both algorithms are
beyond tolerance, especially when it encounters large sparse networks. In this
paper, based on the promotion boundary and the infra-skyline, we find the pro-
motion process can be notably improved in both candidate filtering and cost
calculation. Thus we propose a novel approach, i.e. the InfraSky algorithm, to
solve the problem effectively.

4.1 InfraSky

After we project all the nodes in G into the coordinate system using projection
m, the projective point of the skyline members can be located in the right top
contour. From the geometric point of view, the promotion process is just the
process of shifting the projective point of the candidate to the contour. As a
result, the problem can be described as to find out those members whose projec-
tive point can shift to the contour and finally get promoted successfully at the
minimum L, distance. Intuitively, the algorithm can be obviously optimized on
the basis of promotion boundary.

First of all, we need to present two observations on the relationship between
promotion boundary and the promotion process.

Observation 1. Given an SN G(V, E,W), for any candidate c, let p be a plan
for the promotion against c. Let the members in Sg which dominate ¢ stay the
same during the whole promotion process. We say c is successfully promoted iff
m(c) exceeds Bg, or coincides with one of the projective points of the skyline
members, which also belong to Bg,,.

However, it is possible that Sg will change during the promotion process. But
against any candidate ¢, we just need to ensure those new members or the
updated members in Sg do not dominate ¢, and then the result of promotion
stays the same. If a dominator of ¢ is unavoidably generated, the plan is not able
to promote c¢ successfully, we have to add more edges.

Observation 2. For any candidate ¢, ((¢) = min(dy, dy,d;,d;). There must be
at least one promotion plan p*, the cost of which is the promotion cost of c.
Namely, Cost(c,p) = ((c). dy, dy, di, d; are calculated as follows.

1) dy = MD(m(c),pz) + 1, (pz(z1,y1) € Bsg) N (pz € lz), in which ray Iy is
emitted from m(c) and parallel to the positive direction of the z-axis.

2) dy = MD(m(c),py) + 1, (py(z2,Yy2) € Bsg) A (ps € ly), in which ray 1, is
emitted from m(c) and parallel to the positive direction of the y-axis.

3) d; = MD(m(c),vp;) + 2 (i =1,2,---,m), where vp; is a virtual promotion
point which dominates c.

4) d;j = MD(m(c),m(s;)(j =1,2,--- ,n), where s; € Sg, and s; dominates c.
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Algorithm 1. Promote(candidate)

Input : candidate : a candidate for promotion
Output : promotion cost of candidate and the corresponding promotion plans

1 cost = MAX;

/* get the intersection of Bs, and Iz, I, */
2 p. = getintersection(lz, Bsg);
3 py = getintersection(ly, Bsg);

/* get the virtual promotion points set */
4 I' = getvpps(lz, ly, Bsg);
/* get the skyline members which dominate candidate */
A = getsps(le, ly, Bsg);
cost = min(cost, MD(candidate, ps));
cost = min(cost, MD(candidate, py));
for each vp; € I' do

cost = min(cost, MD(candidate, vp;));

© ® N o »

10 for each s; € A do
11 cost = min(cost, MD(candidate, s;));
/* try plans with more edges once new dominators unavoidably
generated by all plans with cost edges */
12 while verify(cost) is false do
13 cost + +;

14 store the promotion plans;
15 return mCost and corresponding promotion plans

Based on Observation 1, we have already known that the promotion plan
with the cost lower than ((c) does not exist. Assume that all the costs of the
promotion plans for ¢ are higher than ¢(c), which means the count of the edges
contained in each promotion plan should be more than {(c). Take {(¢) = d, for
example, there must be at least one promotion plan p whose cost is d, can make
m(c) exceed Bg,, or coincide with one of the projective points corresponding to
the skyline members. Nevertheless, promotion plans like p are not able to get
¢ promoted, which is an obvious contradiction with Observation 1. The other
cases can be verified similarly. The assumption does not hold.

Algorithm[ presents the method to find the promotion cost and corresponding
promotion plans for any candidate based on the observations. Apparently, the
members which require larger L, distance can be pruned before the promotion.
From the geometric point of view, the L, distances between the members in By,
and those in S¢ are no larger than the distances between the other members and
those in Sg. According to the observations and the characteristics of skyline, we
can prune the candidate set to C¢ based on the theorem below.

Theorem 1. Given an SN G(V, E, W), any optimal candidate ¢ must belong
to Cq, where Cq = Ig J {c| ¢ &€ Sa¢ AN m(c) € By, }.
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Algorithm 2. MemberPromotion(G)
Input : G : weighted directed graph, G(V, E, W)
Output : optimal members and the corresponding promotion plans of the
minimum cost

/* initialize the global minimum cost */
1 minCost = MAX;
S = skylinequery(G);
3 PB = getboundary(S);
/* delete the original skyline to generate G’ */

(M)

4 G'=G-5;

5 I = skylinequery(G');

6 PB' = getboundary(I);

7 C = getcandidateset(PB’, I);

8 for each candidate € C do

9 cost = Promote(candidate);

10 minCost = min(minCost, cost);

11 return optimal members and corresponding promotion plans

Proof. Let n be such a member that belongs to neither I nor the set {c| ¢ € Sg
A m(c) € By,}. Then ¢ strictly dominates n, namely, d;,(c) > din(n) and
dout(€) > doyt(n). Let p is the optimal promotion plan which can promote ¢ to be
¢’, which belongs to the skyline, and dy = diy,(¢') — din(c), d2 = dout (¢') — dout(€)
as the count of incoming edges and outgoing edges respectively. Thereby ((c) =
di+dz. ((n) > d} +db, here d} = din (') —din(n) < d1, dy = dout(") — dout(n) <
do. Apparently, {(n) < {(c).

We can employ Algorithm [0 to perform the promotion process against each
candidate and then obtain the optimal candidate and corresponding promotion
plans eventually by Algorithm

4.2 Time Complexity Analysis
Theorem 2. The worst time complexity of Algorithm[ is O(|Sg]).

Proof. Tt takes O(|S¢|) time to calculate the intersections and search the pro-
jective points which belong to the intercepted part of Bg, in the worst case.
Actually, we employed the binary search approach to improve it to O(log|Sg|).
And searching the optimal candidate also takes O(|S¢|) time. If new dominators
of the candidate are generated so that we have to try adding more edges, which
is an extremely rare case, we only need to add a limited number of edges to
get the candidate successfully promoted because adding one edge will increase
different dimensions of the two nodes respectively, and thus the dominance rela-
tionships are bound to break. Therefore, the worst time complexity of Algorithm

Mis O(|Sal).
Theorem 3. The worst time complezity of Algorithm[3 is O(|V]?).
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Proof. Among the common algorithms for skyline query, the worst time complex-
ity is O(]V]?). And it takes O(]Sg|) time to calculate the promotion boundary,
O(|V| — |S¢]|) time to determine the candidate set whose size is |Cg|. Conse-
quently, the time complexity of AlgorithmBlis O(|V|?) + O(|S¢|) + O(|V|—|Sc|)
+ |Cq| ® O(|Sc|), namely the worst time complexity is O(|V|?).

It is apparent that the efficiency of the InfraSky algorithm is improved by orders
of magnitude compared to the brute-force algorithm.

5 Experiments

In this section, we will present 2 different experiments which make comparisons
on time cost and promotion cost respectively to show the superiority of the
InfraSky algorithm on both real and synthetic datasets.

5.1 Experimental Setup

All the experiments were implemented using Java with the jdk version 1.6.0 10
and conducted on an Intel (R) Core(TM)2 Duo CPU T7300 @ 2.0GHz machine
with 1 Gbytes Ram and 120 Gbytes Hard disk running Windows XP.

Datasets: 1) wiki- Vote: The datasetl] contains the administrator elections and
vote history data in wikipedia community. It consists of 2,794 elections with
103,663 total votes and 7,066 users participating in the elections (either casting
a vote or being voted on). Nodes in the network represent wikipedia users and
a directed edge from node i to node j represents that user i voted on user j.

2) Power-law Set: We used the graph data generator gengraph wirf to gener-
ate graph datasets in which the degrees of the nodes obey power law distribution.
More specifically, gengraph win generates a degree sequence which is composed
by a set of integers according to several parameters assigned by user. The pa-
rameters include the count of degree numbers n, the minimum degree min, the
maximum degree max and exponent of the power law distribution «. In the ex-
periments, we generated a series of graph datasets whose degree distributions all
obey power law distribution in order to analog social networks in different size
respectively with different parameter combinations. As to each scale, after car-
rying out a large number of experiments by tuning the parameters respectively,
we decide to set max to a random number between 30% x n and 50% x n,
and alpha to a random number in [1, 2.5] to construct a representative network
dataset on the basis of both the structure of the network and the efficiency of
processing the dataset.

5.2 Experimental Results

Evaluation on Time Cost. We conducted this experiment to compare the
time costs of the brute-force algorithm, the best so far IDP algorithm and the

!http://snap.stanford.edu/data/wiki-Vote.html
2 http://www.cs.sunysb.edu/~algorith/implement/viger/distrib/
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Fig. 5. Time cost comparison on Power-law Set

InfraSky algorithm. Figure Ml and Figure Bl show the differences of time costs
between the algorithms in wiki- Vote and Power-law Set respectively. All the
time costs obtained in this experiment are the average value of 10 different
networks of the same scale, which are generated by tuning parameters.

Figure and Figure show that the InfraSky algorithm remarkably
defeats the other two algorithms in both datasets. The larger the scale of the
network is, the more obvious the superiority in efficiency of the InfraSky al-
gorithm is. Furthermore, the brute-force algorithm and the IDP algorithm is
limited by the scale of the network. Figure and Figure present that
the time costs of brute-force algorithm and IDP algorithm become intolerable
as the scale increases to some extent in both datasets so that the time can not
even be displayed in the figures. In the mean time, the InfraSky algorithm still
can finish within an acceptable time, which further proves its high efficiency and
universality. As shown in Figure for instance, when the scale of the network
reaches 2000, the time cost of the brute-force algorithm is too high to tolerate,
actually it takes far more than 2 hours. And the IDP algorithm also needs more
than 10 minutes while the InfraSky algorithm can finish in 78 milliseconds. So
the results of both two algorithm are even not able to be shown in the figure.
As the scale grows to 7000, the time cost of our algorithm can still finish in less
than 400 milliseconds. The result is similar in the Power-law Set as presented
in Figure Obviously, the efficiency of the promotion process is greatly
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Fig. 6. Promotion cost comparison

improved by using the InfraSky algorithm. And the overall trend is in accord
with the time complexity of the InfraSky algorithm.

Evaluation on Promotion Cost. In this experiment we first randomly picked
one of the non-skyline members, and then we kept adding edges one by one, which
were randomly selected from the available edges corresponding to the candidate,
before the candidate was successfully promoted. The average count of added
edges in 10 repeated experiments was taken as the promotion cost result of the
method. Then, we ran the InfraSky algorithm to get the minimum promotion
cost. Figure and Figure illustrate the comparison of the promotion
costs on both datasets respectively.

As shown in Figure and Figure it takes higher costs to promote the
candidate successfully with the random promotion method against random non-
skyline candidate than the InfraSky algorithm which always provides the optimal
promotion cost. Even in a small-scaled network which contains only 500 nodes,
the promotion cost of the InfraSky algorithm is only 1, while it takes 13.6 edges
in average to finish the promotion in the random way on wiki- Vote, and 2 for
the InfraSky algorithm, 2.5 for the random method on a synthetic network with
20 nodes in Power-law Set. As the scale of the network increases, the difference
between the two promotion costs grows rapidly in general. In addition, because
of the different parameters and the random network data, the overall trends of
the promotion costs generated by the two methods both show a certain degree
of volatility in Figure However, the promotion costs of the two methods
vary in the same pattern as the scale changes, which means both methods are
able to reflect the changes of the network correctly.

6 Conclusions

According to the characteristics of the skyline, we proposed several new concepts
such as infra-skyline and promotion boundary. Based on that, we proposed an
effective approach, namely the InfraSky algorithm, to solve the problem of mem-
ber promotion in SNs. The theoretical analysis and extensive experiments show
the effectiveness and efficiency of our InfraSky algorithm.
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The direction of the future study above all is to provide an effective promotion
algorithm in the social networks in which the weights of the edges are not equal.
Secondly, we plan to introduce new metrics into the skyline operator which may
bring high complexity to the problem. Besides, it will be an interesting problem
of great applicable value when it allows more than one member to promote
concurrently.
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Abstract. In this paper, we describe a feature based informative model
to the second track of this year’s KDD Cup ChallengeEl. The goal is to
discriminate songs rated highly by the user from ones never rated by
him /her. The informative model is used to incorporate different kinds
of information, such as taxonomy of items, item neighborhoods, user
specific features and implicit feedback, into a single model. Additionally,
we also adopt ranking oriented SVD and negative sampling to improve
prediction accuracy. Our final model achieves an error rate of 3.10% on
the test set with a single predictor, which is the best result of single
predictors in all the publicized results on this task, even better than
many ensemble models.

Keywords: Feature Based Informative Model, Ranking oriented SVD,
Negative Sampling.

1 Introduction

The explosive growth of available choices from content providers has given great
prominence to recommendation systems. In the past years, recommendation sys-
tems have shown great potential to help users find interesting items from large
item space[1l2]. Due to its great benefits to both users and content providers, rec-
ommendation systems have been actively researched since it was introduced [3/4].

For this year’s KDD Cup Challenge, Yahoo! Labs released a large music rating
dataset. The contest consists of two tracks. The first track is a rating prediction
problem that aims at minimizing RMSE (Root Mean Square Error). It is similar
to the famous Netflix Prize Challenge@. The task of the second one is to discrim-
inate the 3 songs rated highly by the user from the 3 ones never rated by her.
In this task “rate highly” means a rating greater than or equal to 80. We tackle
this problem as a top-n recommendation problem. That is, the three songs with
higher prediction scores are regarded as the user’s favorite songs, while the other
3 songs are considered to be unrated.

! http://kddcup.yahoo.com/
2 www.netflixprize.com

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 146-[157, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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In this paper, we use ranking oriented SVD to solve this problem. A nega-
tive sampling technique is utilized to further improve prediction accuracy. Most
importantly, we propose to use a feature based informative model to incorpo-
rate different kinds of information into a single model. The ensemble of many
algorithms is a useful approach to improve the overall performance. This has
been proved by the winners of the Netflix Prize[5]. Different algorithms capture
different information of the dataset, so they blend well. All the publicized results
on KDD Cup Track2 also adopt ensemble techniques to boost their final pre-
dictions. However, ensemble usually needs extra computation cost. There is no
doubt that a single model with comparable performance to ensemble models is
more acceptable. Here we propose such a model. Different kinds of information,
such as taxonomy of items (more on this in Section [22)), item neighborhoods,
user specific features and implicit feedback, are integrated into a single model.
With this model, we achieve an error rate of 3.10% on the test set. This is the
best result of single predictors among all publicized results on this task, even
better than the performance of many ensemble models.

The reminder of this paper is organized as follows. In Section [2 we present
the preliminaries, stating our task and giving some key properties of the dataset.
Symbols that will be used later are also defined in this section. Ranking oriented
SVD and the negative sampling strategies are detailed in Section Bl Section
@ focuses on the feature based informative model. In Section [l we give our
experimental results. Related works are summarized in Section Finally in
Section [1] we conclude our work.

2 Preliminaries

2.1 Problem Statement

For each user in the test set, six songs are given. Three of them are selected
randomly from the songs rated highly by the user, and the other three are
selected with probability proportional to the number of high ratings the song
receives. The motivation for this setting is, for popular songs, user may have
already heard about them. If he/she still doesn’t rate these songs, it is likely
that he/she doesn’t like them. Participants need to separate the three positive
examples from the three negative ones. The evaluation metric is error rate. That
is, the ratio of wrongly classified test cases with respect to the total number of
test cases.

2.2 Key Properties of the Yahoo! Music Dataset

For the task of binary user preference prediction, Yahoo! Labs released a dataset
consisting of 67 million ratings from 24 thousand users on 30 thousand items. An
important property of this dataset is the taxonomy information. That is, items
have four categories: artist, album, song and genre. As we will show in Section
Bl the taxonomy information can decrease error rate significantly.
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2.3 Notation Definition

We consider the whole rating dataset R = [ry, ;] to be a sparse matrix. The letter
u and ¢ are used to denote user and item respectively. r,, ; is user u's rating on
item ¢, 0 < ry,; < 100. Bold letters are used for matrices and vectors, non bold
for scalars. The inner product of two vectors p and q is < p,q >. The letter
U is used to represent the whole user set and the letter I for the whole item
set. Predicted rating for (u,i) pair is 7, ;. The set of users who rated item ¢
is U(4) and the set of items rated by user w is I(u). N(i;k) is the set of top-k
neighborhoods of item 4 computed by Pearson Correlation Coefficient.

3 Prediction Models

In this section we will elaborate the ranking oriented SVD model with negative
sampling for the binary user reference prediction problem. In Section Bl we
briefly present classical SVD models that try to minimize RMSE. Section
focuses on the ranking oriented SVD models and the strategies to pair rating
records. Finally in Section 3.3 we introduce the negative sampling approach used
in this paper.

3.1 Classical SVD Models

Classical SVD [6] models mainly focus on approximating the rating of user v on
item ¢ by
Pui = b+ by + bi+ < Py, qi > (1)

Here p is the global average of the rating dataset R, b, and b; are user and item
bias respectively. The two vectors p,,q; € R are f dimensional vectors used to
capture the latent attributes of users and items. The parameters are learnt by
minimizing RMSE.

L= Z(rw — u.i)? + regularization terms (2)

u,?

We denote SVD models that try to minimize loss function () by ReSVD (Re-
gression SVD) .These models gained great success in the Netflix Prize. However,
as shown by [7], they usually don’t work as well in the choice prediction problem.

3.2 Ranking Oriented SVD

A natural solution to the choice prediction problem is learning to rank. Eigen-
Rank [8] and pLPA (probabilistic Latent Preference Analysis) [9] are two such
models. Ranking oriented SVD models are first proposed by Nathan N. Liu et
al.[T0]. The key technique in these models is to turn either implicit or explicit
feedback into user dependent pairwise preference regarding items. The pairwise
preference is denoted by the variable d,;;, which takes value of +1 if user u
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prefers item i to item j, and —1 if the opposite holds. For our task of binary user
preference prediction, we derive the pairwise preference by two ways. The first
is based on the gap between two ratings, and the second uses two boundaries.
These two ways correspond to the definition of d,,; in Equation (B]) and ). We
denote them as GAP PAIR and BOUND PAIR respectively.

s L i jel(u) and ry; —ru; >t (3)
wij =\ _q i,jel(u)and ry; —ry; >t

{+1 i,j € l(u) and ry; >ty and 1y 5 < tup
5u7,'j =

S < (4)

-1 i,j € l(u) and ry; >ty and 7y ; < tup

Here t,t,, and t;, are pre-defined thresholds. In Section 5 we give our experi-
mental results on these two definitions of d,;;. Given a certain definition for d,;;,
we denote the set of triples (u,,j) with 64,; = +1 as the set D. D is used as the
input for our ranking oriented SVD models.

We follow the work of [I0] to use Bradley-Terry model [I1] to design the loss
function for the preference prediction problem. Under this model, each user v is
associated with [I| parameters v, ; indicating the utilities of these items to the
user. The higher v, ; is compared to 7, ; , the more likely that d,;; = +1. This
relation can be described using a sigmoid function:

1

P((suij = +1) = 14+ e~ (Yu,i=Yu,5)

()

To adopt the this model to SVD, we take 7, ; = 7 ; . This parametrization leads
to the following maximum likelihood training procedure:

L= Z In(1 + e~ Twi="wi)y 4 regularization terms (6)
(u,i,5)€D

We denote SVD models that optimize the loss function defined in (@) as RaSVD
(Ranking oriented SVD).

3.3 Negative Sampling for SVD Models

Negative sampling for CF is proposed by Rong Pan et al. [12] to solve the OCCF
problem. In OCCF, only positive examples are available. Such situations include
users’ visiting history to news page recommendation, users’ clicking and trading
history on online shopping site.

The negative sampling strategy we employ is user-oriented pairwise sampling
which proves to work well in [I2]. For every (u, %) pair in R with a rating higher
than a pre-define threshold 6, we select k items not rated by u as the negative
examples for this user. The negative examples are selected using the same ap-
proach as the negative examples in the test data. That is, the probability of an
item being selected as negative example is proportional to the number of high
ratings it receives in the rating set R. The score of negative example is 0. Such
positive/negative item pairs are used as the training data for our ranking ori-
ented SVD models. We will show the impact of k and 6 on prediction accuracy
in Section Bl
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4 Feature Based Informative Model

In this section we elaborate the informative model we use in this paper. Sec-
tion ] presents a feature based collaborative filtering framework (abbreviate
to FCFF)[13], which serves as the basis of our informative model. Following
sections will focus on how to incorporate different kinds of information into the
framework.

4.1 Feature Based Collaborative Filtering Framework

Our informative model is based on the feature based collaborative filtering frame-
work proposed by Chen at al. [I3]. The input format of FCFF is similar to
LibSVM|I4], users just need to define features to implement new model. The
model equation of FCFF is:

T
y(o, B,y) = pt | D Vo + Y 4B+ > by |+ [ DoBps |+ D v
J j J j j

(7)
We can see from Equation () that in FCFF, the features can be divided into
three groups: a, B, . They represent global, user and item dependent features
respectively. The corresponding b¥, b%, b? are the weights of these features, which
need to be learnt by minimizing the loss function ([Z) or (@). Another important
property of FCFF is that global features are not involved in factorization. They
are linear features. Incorporating these features into SVD models can help us
capture information from different sources. We will show this in the following
sections.
For the basic SVD model defined in Equation (), the features for RaSVD are
defined in Equation (8]):

+1 h = index(posld)
=14 —1 h = index(negld) (8)

0 otherwise

Gy = +1 h = index(userld)
"0 otherwise

Here index is a function used to map feature to a unique ID. In Equation (8]
posld is the ID of the positive example and negld is the ID of the negative
example. For ReSVD | features can be defined in a similar way. We omit the
details due to space limitation.

4.2 Taxonomy-Aware SVD Models

As we mentioned in Section -2 an important property of the Yahoo! Music
dataset is the taxonomy information. In particular, each song belongs to one
album and one artist. Each album belongs to one artist. Moreover, every song or
album has zero or multi genres. Intuitively, items that are closely correlated in
the taxonomy may receive similar ratings from the same user. For example, given
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that a user rates highly on an artist(album), we can conclude that it’s likely that
the user will also rate highly on the songs belonging to the artist(album). In this
section we integrate this information into FCFF.

To capture the taxonomy relationship, for each item ¢ in I, we introduce a
new bias term b, and latent vector q;. The original bias term b; and latent vector
q; are used to predict the score of the item itself, while the new bias term b
and latent vector g are used to help the prediction of the children of item ¢. If
i is artist, its children include the albums and songs of artist ¢. If ¢ is album,
its children are all the songs belonging to album ¢. This leads to the following
formulation of the estimation of ry, ;:

72u,7,' = + bu + bi + b{Al(z) + bIAT(l)+ < Pu, 9; + th(z) + th(z) > (9)

Here Al(i) is the album of item ¢, and Ar(¢) is the artist of item ¢. For rank
models, the features of this taxonomy-aware SVD can be defined as follows:

+1 h = index(posld) or h = index(Al(posld)) or
= index(Ar(posld))
=< —1 h = index(negld) or h = index(Al(negld)) or (10)
= index(Ar(negld))

0 otherwzse

B is defined the same way as Equation (&).

4.3 Integrating Implicit Feedback

As pointed out by early works [I5[3], implicit feedback has great potential to
improve the performance of recommendation systems. Compared to explicit feed-
back where explicit ratings are required, implicit feedback emphasizes more on
which items the user rates. After integrating implicit feedback, prediction score
for unknown (u, ) pair is:

N 1
Pui = pbu + b + 6] 0 + 6] 4yt < Put J > jei(w) 945>

T(w)] (11)
! !
i+ D) T Dare) >

In this model, each item i is associated with a new latent vector g, which is
used to uncover information embedded in users’ implicit feedback.

4.4 Integrating Neighborhood Information

In this section we will show how to integrate neighborhood information into
the feature based informative model. Combining neighborhood and SVD model
into a single predictor is first proposed by Y. Koren et al. [3] with the following
model:

ZjER(u isk) (Tuyj = buyj)wij+

5 . = . . 1
Pui = po+ b + byt < pu,di > Jr\/l]R(u,i;k)l i ) , (12)

1 ..
V/IN(u,isk]| 2 jeN(u,isk) Cird
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Here IA)uJ' is a baseline estimator composed only by user bias and item bias.
w;; and ¢; ; are correlation coefficient between two items i and j. R(u,i;k) =
N(u,i; k) = I(u) (N(i; k).

For our binary user preference prediction problem, we find that implicit feed-
back is much more useful than explicit feedback. Integrating implicit neighbor-
hood information into Equation ([l we get:

. ‘ , , 1 "
Pugg = fb+ by +bi + ) + 0y, < Pu VI > jei(w) 945> 13)
1
qQi + qIAl(i) + qi4r(i) >+ \/|N(u,i;k)\ ZjEN(“’i§k) Cij

To implement the model described in ([I3]) under FCFF, we just need to add new
global features.

! g € N(u, posld; k) and h = index(posld, g)

\/N(u,posld;k)
TN ;egjd,k) g € N(u,negld; k) and h = index(negld, g) (14)

0 otherwise

ap =

Here index(posld, g)/index(negld, g) is the feature ID of the neighborhood pair
(posld, g)/(negld, g).

4.5 Integrating Taxonomy Based Classifier

As we mentioned in Section 2] users’ preferences on artist and album have great
impact on their attitudes towards the corresponding songs. In this section, we
integrate a taxonomy based classifier into our informative model. The classifier
uses four user dependent features:

— User’s rating on the artist of the song. If not rated, this value is 0;
— Whether the rating on the artist of the song is higher than 80;
— User’s rating on the album of the song. If not rated, this value is 0;
— Whether the rating on the album of the song is higher than 80;

If we denote these four features by b, ; (0 < j < 3), the new model is:

N 1

3 (15)
ZjEN(u,i;k) Cij + Zj:() bu,j

. / / 1

U Qi) T Dar) > ¥ caisn|
To incorporate the taxonomy based classifier into FCFF, we just need to define
new global features for b, ; in a similar way as Equation (I4)).

5 Experimental Results and Analysis

In this section we give our experimental results on the test set provided by
Yahoo! Labs. In the test set, there are 101172 users. For each user, 6 songs are
given. The total number of test cases is 607032. For each test case, we need to
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label the song as either positive or negative example for the user. The evaluation
metric is the ratio of wrongly labeled test cases with respect to the total number
of test cases.

To encourage further research on the problem, we open source all the code and
implementations of our experiments. The implementation of FCFF' is available
at our laboratory pageﬁ. The code used to generate features for all the models
in Section @ is also released.

5.1 Performance of Informative Model on Error Rate

In this section we show the effectiveness of informative model. Before giving the
experimental results, we first introduce some abbreviations that will be used in
later sections in Table [

Table 1. Explanation of abbreviations

(a) Loss function (b) Prediction models

BSVD Basic SVD, Equati
ReSVD Loss function (2]) asie » Bquation ()

Tax-SVD Taxonomy-Aware SVD,
RaSVD Loss function () Equation (@)

L IMFB Implicit feedback,
+GAP_PAIR duij Equation (3] Equation ()

Top 10 item neighborhood,

RaSVD Loss function ([]) +ltem-10NN Equation (I3)

Taxonomy based classifier,
+BOUND_PAIR §,;; Equation @ +Tax-CLE o i mm)

The “+” symbol in the table means “recursive combining”. For example, the
“+” in the last line of Table means combining taxonomy-aware SVD, im-
plicit feedback, item neighborhood and taxonomy based classifier into a single
model. This is also our best prediction model. We denote this model as In-
foSVD (Informative SVD).

Table 2 shows the error rate of different models with triple negative sam-
pling. The results show that incorporating extra information into FCFF, such
as taxonomy of items, item neighborhoods, user specific features and implicit
feedback, can always help lower error rate. Taking RaSVD+BOUND _PAIR as
an example, incorporating item taxonomy into BSV D decreases error rate by
10.8%. After integrating implicit feedback, a decrease of 7.5% in error rate is
achieved. Item neighborhood and taxonomy based classifier bring in even larger
improvement. By incorporating these two sources of information, error rate de-
creases by 25.1% and 20.3% respectively. In Table [l we give the performance of

3 http://apex.sjtu.edu.cn/apex_wiki/svdfeature
4 http://apex.sjtu.edu.cn/apex wiki/kddtrack2
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Table 2. Prediction error rate(%) of informative model with triple negative sampling.
Sampling threshold § = 40.

ReSVD RaSVD+GAP_PAIR RaSVD-+BOUND _PAIR

f =100t = 20, f = 100 tip = 20,tu = 0, f = 100
BSVD 6.52 642 6.76
Tax-SVD  6.15  6.03 6.03
+IMFB 571 5.52 5.58
+Ttem-10NN 3.98  4.17 4.18
+Tax-CLF  3.76  3.40 5.33

Table 3. Prediction error rate(%) of informative model with no negative sampling

ReSVD RaSVD+GAP PAIR RaSVD+BOUND PAIR

f =100t =20, f =100 tiy = 20,tup = 0, f = 100
BSVD 23.99  25.20 29.40
Tax-SVD  20.79 22.74 26.92
+IMFB 17.09  17.03 16.51
+Ttem-10NN 14.23  15.70 15.63
+Tax-CLF ~ 9.63  12.19 13.78

the same models as Table 2] with no negative sampling. The results confirm our
analysis above. To sum up, compared to BSVD, InfoSVD can at least decrease
error rate by 42.3%.

5.2 Best Models

In this section we give the results of the best models for both regression SVD
and ranking oriented SVD. The parameter settings are also presented. After this
we give a comparison of our results and all the publicized results on this task.
For both regression SVD and ranking oriented SVD, the best prediction mod-
els are InfoSVD defined in Equation This again confirms the effectiveness of
FBCF in our user preference prediction problem. By integrating different sources
of information into a single model, we can indeed lower error rate significantly.

Table 4. Best results for regression SVD and ranking oriented SVD

Best Results Parameters

ReSVD 3.78 0 =60,k =3, f =100
RaSVD+BOUND _PAIR 3.16 0 =60,k =5ty =20,tu =0, f = 100
RaSVD+GAP PAIR  3.10 0 =60,k =5,t =40, f = 300

Table[d] shows the best results of ReSVD and RaSVD. 6 is sampling threshold
and k is the number of negative examples generated for each triple (u,,7y,;)
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Table 5. Comparison of error rate(%) between InfoSVD and all publicized results

Team name Best single predictor Ensemble model
InfoSVD 3.10

National Taiwan University 4.04 2.47
The Art of Lemon 3.49 2.48
commendo 4.28 2.49
The Thought Gang 3.71 2.93
The Core Team 3.87
False Positives 5.70 3.89
Opera Solutions 4.45 4.38
MyMediaLite 6.04 4.49
KKT’s Learning Machine 5.62 4.63
coaco 5.20

with r,; > 6. An error rate of 8.10% is achieved by InfoSVD with ranking
oriented loss function defined in Equation

Table [ gives a comparison of the results of InfoSVD and the top 10 teams
on the leaderboard. We can see from the table that InfoSVD achieves the lowest
error rate among all the single predictors, outperforming the second one of 3.49%
by 11.2%. Additionally, the performance of InfoSVD is even better than some
ensemble models.

5.3 Impact of Negative Sampling and Ranking Oriented SVD

Comparing Table [2] and Table Bl we find that negative sampling can improve
recommendation accuracy significantly. With triple negative sampling, the error
rate of the best model decreases from 9.63% to 3.33%. Another interesting ob-
servation from Table [2] and Table ] is the performance comparison of ReSVD
and RaSVD. As we can see from these two tables, without negative sampling,
ReSVD performs better in most cases. However, after bringing in extra negative
examples, the performance of RaSVD grows faster and outperforms ReSVD.

Table [B] shows the effect of parameter k in negative sampling. We can see
from Table [] that increasing k can always bring in improvement in prediction
accuracy, but the gain becomes less as k increases. Since the impact of 6 on
error rate is not so obvious when 6 varies from 20 to 80, we omit the experiment
results on different values of 6.

6 Related Work

CF algorithms fall into two categories: neighborhood model [I63] and matrix fac-
torization model [3II7]. For choice prediction problems, learning to rank [SI9JT0]
and negative sampling [I2] have been proved to work well. EigenRank|[8] and
pLPA[9] are two typical learning to rank models. These models address the
ranking problem directly without a rating prediction step. Other learning to
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Table 6. Impact of k in negative sampling on error rate(%) with 6 fixed to 60

ReSVD RaSVD+GAP_ PAIR RaSVD-+BOUND _PAIR

f =100t =20, f = 100 tiy = 20,1, =0, f = 100
k=1 4.48  4.09 4.30
k=2 4.14  3.66 3.65
k=3 4.05  3.54 3.40
k=4 396  3.45 3.22
k=5 3.92  3.40 3.16

rank models[TO/I8/T9] assign scores to items as traditional approaches, but the
scores are just used to rank items, instead of approximating the real ratings.
Rendel et al.[I8] propose to use Bayesian probabilistic ranking model for top-n
recommendation. Shi et al.[T9] propose a list-wise learning to rank model with
matrix factorization.

As we can see from experiments, our proposed feature-based informative
model lowers error rate significantly compared to basic SVD. LibFM[20] also
uses idea of feature-based factorization model. Compared to their model, our
model distinguishes features types, which allows us to incorporate useful infor-
mation such as neighborhood and taxonomy more naturally.

7 Conclusions and Future Work

In this paper, we mainly study the feature based CF framework for discriminat-
ing uses’ favorite songs from ones unrated by her. Under this framework, new
models can be implemented easily by defining features in the input data. With
this framework, we achieve an error rate of 3.10% with a single predictor, which
is the best performance of all single predictors on this task. The effectiveness of
ranking oriented models and negative sampling are also presented.

For future work, we plan to investigate the performance of our informative
model in a more general and practical scenario: top-n recommendation. In this
case, metrics like recall and precision in information retrieval can be used.
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Abstract. In this research, we propose a method of searching for mi-
nority information, which is less acknowledged and less popular, on the
internet. We propose two methods to extract minority information. One
is that of calculating relevance of content. The other is based on analogy
expression. In this paper, we propose such a minority search system. At
this time, we consider it necessary to search for minority information in
which a user is interested. Using our proposed system, the user inputs a
query which represents their interest in majority information. Then the
system searches for minority information that is similar to the majority
information provided. Consequently, users can obtain the new informa-
tion that users do not know and can discover new knowledge and new
interests.

1 Introduction

Much information exists on the internet: it is said that an information explosion
is occurring. Obtaining information that has high awareness and a high profile
can be accomplished easily on the internet using search engines. Nevertheless, it
is difficult for us to obtain information which has less awareness and which has
a low profile because there is little information about it. We have no clues to
extract such information. However, we consider that some important information
exists among that minority information. For example, sports can be regarded
as including a few majority sports and many minority sports. Majority sports
such as baseball, basketball, and football (soccer) are reported by media, and
we know them well. Actually, however, they are only a few sports among many
sports enjoyed throughout the world. Many minority sports exist throughout the
world as well. Moreover, some information about them does exist on the web.
They might be interesting sports for us, but we do not know how to know more
about such minority sports. We consider it convenient for users and authors who
transmit the minority information, when a search system can search for minority
information from the web. In this paper, we propose such a minority search
system. At this time, we consider it necessary to search for minority information
in which a user is interested. Using our proposed system, the user inputs a query
which represents their interest in majority information. Then the system searches
for minority information that is similar to the majority information provided.

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 158-[89, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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Consequently, users can obtain the new information that users do not know and
can discover new knowledge and new interests. Our proposed method consists of
‘relevance of content’, ‘analogy expression’, and ‘category filtering’. As described
in this paper, we extract minority information from Wikipedia as a first step of
the research because much information has been gathered in Wikipedia.

The flow of search minority information progresses as follows and as shown
in Figure [

1. The user inputs majority information in which the user is interested.

2. The system extracts articles from Wikipedia that include analogy expressions
of the user’s input keywords. We designate this feature as analogy search.

3. It extracts Wikipedia articles related to the keyword. At this time, we cal-
culate the relevance of content using a link graph and similarity degree. We
designate this feature as relation search.

4. It regards the candidate of minority information articles which have few edits
and few editors in the results of (2) and (3).

5. It calculates category filtering in the result of (4) and extracts minority
articles. For our filtering, we use filtering of two types: LSP-method and
Wikipedia category.

For example, if the user inputs ‘football’ as a majority information keyword,
then the system seeks articles having a sentence of “....looks like football....” or
similar content of articles about soccer in Wikipedia. It extracts as candidates
for minority sports those articles which have few edits and few editors. Then, it
performs sports filtering and extracts minority articles from the candidates. In
this case, the results are ‘Bandy’, ‘Goalball’, and ‘Cuju’.

The remainder of this paper is organized as follows: Section 2 presents dis-
cussion of related work; Section 3 explains methods of searching for minority
information; Section 4 explains the prototype system, and section 5 explains
experiments; we conclude this paper in Section 6.

2 Related Work

In this research, we propose a method of searching for minority information from
Wikipedia. Ohshima et al.[I] proposed methods of searching for web pages that
are regarded ‘semantically’ as ‘siblings’ with respect to given page examples.
Their approach was designed to find pages that are similar in theme but which
have different content from the given sample pages. They designated this as
‘sibling page search’. We search for minority information that is similar to a
user’s input, but which has low acknowledgement and low popularity.

Some studies have calculated the importance degree and relevance degree of
web pages using web link graphs. The most famous among the research efforts is
page rank|[2]. Wang et al.[3] proposed a content—link coupled clustering algorithm
that clusters web pages by combining contents and link analysis. They studied
the effects of out-links (from the web pages), in-links (to the web page), and
terms on the final clustering results as well as how to combine these three parts
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Fig. 1. System Flow

effectively and thereby improve the quality of clustering results. Glover et al.[4]
analyzed the relative utility of document texts, and text in citing documents
near a citation for purposes of classification and description.

Some studies have specifically examined the Wikipedia link graph. Milne et
al.[5] proposed the Wikipedia link vector model (WLVM). It is unique in that
it uses only the hyperlink structure of Wikipedia rather than its full textual
content. Chernov et al.[6] proposed extraction of semantic information from
Wikipedia by analyzing the links among categories. For this study, we use a
link graph to extract related content. However our target research is extraction
of minority information. It therefore differs from methods used in other studies.

Some studies have examined re-ranking. Zhuang et al.[7] proposed a Q-Rank
to refine the ranking of search results effectively for any given query by construct-
ing the query context from search query logs. Lee et al.[8] describe a model of
an information retrieval system based on a document re-ranking method using
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document clusters. Chidlovskii et al.[9] proposed a system for coupling a user
and community profiling with the information search process. The search pro-
cess and the ranking of relevant documents are accomplished within the context
of a particular user or community perspective. The methods of their re-ranking
methods resemble those used in our research. Nevertheless, the purpose of our
research differs. We seek to extract minority information.

3 Minority Search

We first extract candidates of minority information that is similar to the user’s
input keyword from Wikipedia. At this time, we use methods of two types:
‘relational search’ and ‘analogy search’.

3.1 Relational Search

The purpose of this study is searching for the minority content resembling the
user’s input majority content. We extract high relational content using a link
graph and calculation of similarity. The following is the process used to extract
the high relational content from Wikipedia.

1. We make articles of a query where the user inputs a basic node and creates
a link graph of Wikipedia. At this time, each node represents an article.

2. We regard nodes which are linked to the basic node as related to the basic
node. We designate the node as an inlink node. We regard nodes that are
linked from the basic node as majority information; we therefore ignore those
nodes.

3. We delete the inlink node, which has only one anchor text of basic node,
because it is not closely related to the basic node.

4. We calculate the similarity between each inlink node and basic node using
cosine similarity. If the similarity degree is greater than threshold «, then it
becomes related information. We regard « as 0.35 by our experiment.

For example, as shown in Figure 2l we first delete nodes C and G because they
are only linked from the basic node. Nodes D and F have only one anchor text
of a basic node; they are deleted. The similarity degree of node H is less than
0.35. We delete it. In this case, nodes A, B, and E become related information.

3.2 Analogy Search

Sometimes minority information is extremely minority information that has only
a small Wikipedia article or none at all. In this case, we can not extract it using
relational search because the similarity is too small. However, as one character-
istic of minority information, people sometimes explain it through comparison
with majority information. For example, the article about “Sepak takraw” which
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.: The article that the user input ( a standard node )

Fig. 2. Link Graph

is a kind of sport, is compared with ‘volleyball’. The article of ‘Goulash’ which
is Hungarian food is compared to ‘stew’. We specifically examine the character-
istics. Then we propose an analogy search. Comparison words are often used,
such as “...like” and “similar to ....” Table 1 presents examples of comparison
words.

Table 1. Examples of Comparison Words used in Wikipedia

Comparison Words Example(article title)
... like like football(Eaton field game)
similar ... of similar sport of volleyball(Sepak takraw)
combines A and B combines cross-country skiing and rifle shooting(Biathlon)
hybrid ... A with B a hybrid sport that combines chess with boxing(Chess boxing)
...grew out of grew out of skydiving(BASE jumping)

3.3 Extraction of Minority Information Candidates

We extract candidates of minority information from related information and
anology information. The meaning of minority is “the smaller part or number; a
number, part, or amount forming less than half of the whole.”. As described in
this paper, we regard less-acknowledged and less-popular information as minority
information. However, we do not know what less-acknowledged and low popu-
larity information are. When we extract minority information, we specifically
examine the numbers of edits and editors of Wikipedia articles. Our hypothe-
sis states that “Majority information is known by many peopled and the article of
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it has many edits and many editors. However, minority information is known by
few people and its related articles have few edits and few editors.”

We conducted an experiment to prove that hypothesis. For this experiment,
we use sports data because subjects can judge it easily. In our experiments,
13 subjects judged 150 sports that we selected randomly from Wikipedia. The
subjects judged the results using the following three-step judgment process:

1: T know it.
0: I know only the name of it.
-1: T do not know it.

Table 2 presents some results of the experiment. The average is obtained by
dividing the total of the results by the number of subjects. When the value of
the average is near 71”7, many people know the sport. When the value of the
average is near ”-17, it means that few people know the sport. We regard the
value of the average under ”0” as the supervised data of minority sports.

Table 2. Experiment Results

No Sports Average Evaluation:1 Evaluation:0 Evaluation:-1
1 Futsal 1 13 0 0
2 Handball 1 13 0 0
3 Water polo 0.8462 11 2 0
4 Polo -0.6290 2 0 11
5 Rodeo 0.6154 8 5 0
6 Capoeira 0.2308 5 6 2
7 Fencing 1 13 0 0
8 Biathlon -0.3850 3 2 8
9 Modern competitive archery 1 13 0 0
10 Darts 1 13 0 0
11 Lacrosse 0.8462 11 2 0
12 Squash 0.7692 10 3 0
13 Luge -0.5380 2 2 9
14 Snowkiting -0.9230 0 1 12
0 1

o=
ot

Canoe polo -0.9230

.. =
[\

After experimentation, we examine the numbers of edits and editors of each
Wikipedia article. The results are shown in Table 3, Figure Bl and Figure @ In
Table 3, listed from No. 1 to No. 4 are majority sports. They have numerous edits
and many editors. From No. 5 to number No. 8 are minority sports; they have
few edits and few editors. In Figure 3] and Figure Ml the numbers of edits and
editors increased, the sport whose result of experiment is ’1’ increases. However,
where both the number of edits and editors decrease, sports for which the results
of the experiment are -1’ increase. Results show that our hypothesis is correct,
which means that the majority information has many edits and many editors
and that minority information has few edits and few editors.
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We measure the numbers of edits and editors of both the related information
and analogy information. Subsequently, we extract candidates of minority in-
formation from them using thresholds. In our experiment, the threshold of the
number of edits is 180; the threshold of the number of editors is 80.

Table 3. The Numbers of Edits and Editors

No. Sports Number of Edits Number of Editors
1 Baseball 1087 507
2 Association football 880 411
3 Table tennis 874 389
4 Judo 555 267
5 Taido 153 70
6 Petanque 95 62
7 Sepak takraw 76 46
8 Pesapallo 28 24
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Fig. 3. Relation between the Number of Edits and the Average of the Evaluation

3.4 Category Filtering

Some different category articles exist among candidates of minority information.
For example, when a user wants to know about minority sports and inputs
majority sports, some minority sports team names, and equipment of the sports.
They are not minority sports names. We must remove this information from
candidates of minority information. We propose category filtering to extract
minority information that a user wants to know. We first conduct filtering based
on the Wikipedia category. Subsequently, we filter based on LSP methods.

Filtering Based on Category of Wikipedia

Wikipedia articles are divided by category. The category has a hierarchic struc-
ture. We specifically examine the category and extract two level above in the
structure. First, we extract the category of the user’s input query. Then we also
extract a category of all candidate minority information. If a candidate of mi-
nority information differs in terms of the category of the query, then we remove
it from minority information candidates.
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Fig. 4. Relations between the Number of Editors and the Average of the Evaluation

Filtering Based on LSP Method
Filtering based on category of Wikipedia can not remove all different minority
information. For example, when the user inputs a sport name, equipment of
sports sometimes can not be removed because the category of the equipment is
‘sports’. Then we filter the information using LSP method, which was proposed
by Nakayama et al.[10]. Nakayama et al. specifically examined the Wikipedia
article grammar and proposed the LSP methods which regard the lead sentences
of the article as important sentences. The lead sentences of almost all articles of
Wikipedia consist of an is-a relation. The LSP method specifically examines the
is-a relation and extracts upper concepts of the article. For example, an article
of ‘racquet’ is “A racquet is a sports implement.” The last words of ‘implement’
are the upper concept of ‘racquet’. In this case, the upper concept is not a sports
name. For that reason, we remove it from candidates of minority information.
In this way, we use the LSP method to filter the different category candidates.
After filtering, the candidate of minority information becomes minority infor-
mation.

4 Prototype System

We developed a prototype system using our proposed method. We used Ruby as
the programming language, and used CGI as the user interface. Figure Bl shows
the user input display and the output of the system. The first user input query
and click search button. Then the system searches for the minority information
that is similar to the query and displays the result. Results are displayed in the
list and the user selects the article that the user wants to know.

5 Experiment

We conducted two experiments. One measured benefits of analogy search, the
other measured benefits of our proposed system. In our experiments, we target
sports because it is easy to distinguish majority sports from minority sports.
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5.1 Experiment of Analogy Search

We used an experiment of analogy search to measure the system benefits. We
measured the minority degree of the results of analogy search using the num-
bers of edits and editors. First, we input seven types of majority sports names
and extracted analogy information using analogy search. Next we calculated the
numbers of edits and editors.

Results and Discussion

Table 4 presents results of the experiment. Many articles extracted using analogy
search were lower than the threshold of numbers of edits and editors described in
section 3.3. Futsal and Beach volleyball are majority sports, but these sports are
greater than the threshold numbers of edits and editors. Therefore, the system
does not regard them as minority sports. In this way, our proposed analogy search
and number of edits and editors is beneficial to extract minority information.

5.2 Experiment Conducted Using the Proposed System

We measured the benefit of our proposed system using the prototype system. We
input majority sports of twelve types and calculated the precision, recall, and F-
measure. This time, we regard 116 minority sports as the correct answer. The 116
minority sports comprise 59 minority sports that users judged in our experiment
in section 3.3 and 57 minority sports obtained manually from Wikipedia.

Results and Discussion

Table 5 presents the results of our experiment. The average of the recall, preci-
sion, and F-measure show good results. However, the results of golf and football
are not better than those of other sports because category filtering using LSP
method is not good. Category filtering using LSP method examines only the first
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Table 4. Results of analogy search

Input Minority Sports that were acquired Editing Number Editor Number

Association football Bandy 38 28

Futsal 299 152

Cycle ball 26 12

Powerchair Football 33 21

Freestyle football 5 3

Volleyball Sepak takraw e 47
Peteca 43 25

Paralympic volleyball 41 24

Beach volleyball 135 80

Basketball Streetball 44 24
Beach basketball 6 5

Water basketball 6 6

Canoe polo 79 47

Baseball Cricket 179 79
Stickball 6 6

Softball 354 94

Tennis Tamburello 24 12
Rugby football Rugby sevens 74 32
Touch football 16 5

Judo Sambo (martial art) 172 62
Kurash 23 12

Table 5. Results of System Experiment

Sports Recall Precision F-measure
Association football 50% 71% 59%
Volleyball 78% 88% 82%
Basketball 100%  100% 100%
Baseball 67% 100% 80%
Tennis 57%  100% 73%
Badminton 50% 100% 67%
Rugby football 17%  33% 22%
Golf 40% 100% 57%
Hockey 5% 5% 65%
Sumo 50% 75% 60%
Figure skating 100% 100% 100%
Modern competitive archery 38%  100% 55%
Average 59%  87% 68%

sentence. When the first sentence of an article has multiple verbs, the system can
not ascertain the upper concept from it. Many articles are related to minority
sports resembling golf or football have multiple verbs in the first sentence, the
system therefore can not obtain the correct upper concept and delete them from
minority information list.
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On the other hands, one of the results of rugby is cricket. However, the cricket
is not similar to the rugby. The reason why the cricket is included in the results
is analogy search. There is a sentence which is “The manager can not instruct to
players while playing a game like rugby” in the cricket article. In this case, ‘like
rugby’ is not similar to the game. In this way, we have to consider the words of
analogy search.

6 Conclusion

We proposed a method of searching for minority information that is
less-acknowledged and has less popularity in Wikipedia. We first extracted re-
lated information that resembles the user’s input query using related search and
analogy search. Next we extracted minority information candidates using the
numbers of edits and editors. Finally, we calculated category filtering and ex-
tracted minority information from Wikipedia. We developed a prototype system
and experiments to measure the benefits of our proposed system.
In the near future we will study the following;:

— Improvement of category filtering.

— Extraction of personalized minority information.
The minority level differs among people. Therefore, we should consider per-
sonalized minority information.

— Extraction of minority information from the web.
As described in this paper, we extracted minority information from Wikipedia
as a first step of this research. However, the web includes large amounts of
minority information and might not have related articles in Wikipedia. We
should therefore devise some means to extract minority information from the
web.
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Abstract. The current fast-changing business environment requires workflow
management systems to provide the ability of incremental analysis when
process models are edited or updated. There are few researches on the dynamic
verification of temporal constraints in an incremental way. In this paper, we
present an approach to incremental analysis of temporal constraints. Firstly, af-
ter each operation performed by designers, the old change regions before the
operation and the new change regions after the operation are generated by com-
paring the old and new Time Workflow nets (TWF-nets) of processes. Second-
ly, the sprouting graph recording time and path information of old TWF-net is
maintained efficiently to the new state, instead of re-constructing a new sprout-
ing graph. Finally, temporal violations are checked and the paths with violations
are reported to designers. This approach is particularly applicable and efficient
in terms of time and space for large-scale and complex processes.

Keywords: Temporal constraints, Time Workflow nets, Sprouting graphs, In-
cremental analysis.

1 Introduction

Recently, the fast-changing business environment requires workflow management
systems (WfMSs) to have the ability to incrementally analyze workflow process mod-
els when they are being edited or updated, especially for large-scale and complex
processes [1-2]. To assure the correctness of executing workflow processes, the anal-
ysis on structural errors [1-4] and temporal violations [5-9] are usually required. The
verification of structural errors after changes are made has been recognized by
workflow communities for a long time and different approaches have been developed
[1-4]. In the literature, dynamic verification of temporal correctness after changes has
not been fully investigated. The existing methods [5-9] can only answer whether there
are temporal violations but they suffer from the following weaknesses:

(1) They assume that there is only one single workflow process and there are no re-
source dependencies. However, multiple workflow processes may execute concur-
rently under resource dependencies in a workflow management system in practice.

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 17083, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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(2) The changes are limited to simple editing operations on activities. However, it
is more often that several operations are changed simultaneously or a part of the
workflow process is deleted or modified. None of them can deal with such cases.

(3) They are less efficient because they need to repeatedly investigate and calculate
all of the processes after any change are made. In case of large-scale process models,
they analyze temporal constraints inefficiently and cannot respond to users quickly.

In this paper, we present an incremental approach based on the sprouting graphs [9,
10] to check temporal violations in concurrent workflow processes. Firstly, the old
change regions before the change and the new change regions after the change are
generated by comparing the structures of the old and new TWF-nets. Here, change
regions are the parts of the TWF-nets containing all the transitions directly or indirect-
ly affected by the changes. Secondly, the sprouting graph is constructed and main-
tained efficiently with no need to calculate the whole new TWF-nets. It only needs to
examine the change regions of TWF-nets and can check temporal violations by ana-
lyzing sprouting graph. Finally, temporal violations are checked based on the updated
sprouting graph and the paths with violation are reported to designers.

This paper and the work in [9] are both based on the formalism foundation -
sprouting graphs [9, 10], but they have different motivations and address different
issues. The work in [9] focuses on dynamic checking temporal violations at run-time
and provides the solution to change some transition time intervals. In contrast, this
paper aims to deal with incremental analysis of temporal violations at build-time.

Compared with the existing methods [1-9], the main contributions of this paper are
summarized as follows:

(1) We can dynamically check the temporal constraints of multiple workflow
processes with resource dependencies, rather than a single workflow.

(2) We adopt the change regions of TWF-nets to deal with the complex situations of
modifying TWF-nets, not only just simple editing operations.

(3) The sprouting graphs can be maintained efficiently with no need to calculate the
whole new TWF-nets. Also, the results can be obtained by simply calculating.

2 Preliminary Formalism

2.1 TWF-Nets

In this paper, Petri net [2, 4, 9] is used to formalize workflow processes.

Definition 1. (WF-net): A PN is called a workflow net (WF-net) if and only if:

1) PN has two special places: £and @. Place£is a source and ‘€ =J; @1is a sink and
0" =J; and

2) If we add a new transition to PN which connects place ¢ withe, i.e.,'r={8},
t* ={&}, then the resulting PN is strongly connected.

Definition 2. (Time WF-net): A Time WF-net (TWF-net) is a 4-tuple (P, T, F, FI),
where:

1) {P, T, F} is a WF-net;
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2) FI is the set of pairs of nonnegative real numbers [/, u] related to each transition,
which is used to represent the minimum firing time and the maximum firing time,
respectively.

In the paper, TWF-net is based on the weak semantics of time PN, in which the firing
of transitions can be freely chosen by decisions local to them, and independently from
the conflicts with other ones. Assume transition € T is enabled in a state M and is
associated with a time interval [I, u], (0<I<u). Then, let s and z(r) denote the enabled

time and the actual firing time of ¢, respectively. We have s+/ <z(r) < s+u.

In the real business fields, more than one workflow process usually exists in the
W{MSs and there are resource dependencies among them. We assume that the FCFS
(First Come First Served) policy is applied to allocate resources to activities [8, 9],
i.e., an activity is allocated with the resource first if the transition representing that
activity is enabled first. We use a resource place p, to denote the shared resource and
add corresponding directed arcs from/to the transitions to denote the request and re-
lease of the resource. My(p,)=1, which means there is one resource instance at the
initial marking. An example of TWF-net is shown in Fig.1, whose description is presented in
Section 6.

hi6 )[5,5]
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Fig. 1. An example of TWF-net

2.2  Temporal Constraints

Temporal constraints, e.g. assigned deadlines, usually are set explicitly by the process
designer or enforced by law, regulations or business rules. Usually, the types of tem-
poral constraints mainly include [6-9]: upper bound, lower bound and fixed-time.

For the sake of simplification, we use relative temporal constraints as the canonical
representation for temporal constraints [6-9]. That is, we use Dg(#;, 1)<s (t; is a refer-
ence point) to denote that # should end its execution no later than s time units after
starts.

Given a temporal constraint such as Dg(#; t,)<s, if the difference between enabling
time interval of #; and possible firing time interval of # is strictly less than or equals to
s in all execution cases, it is completely satisfied. If it is strictly greater than s in all
execution cases, then it is completely violated. Otherwise, Dg(t;, 1)<s is partly satis-
fied and has the possibility of being violated.
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2.3  Sprouting Graphs of TWF-Nets

Definition 3. (Sprouting graph) [9,10]: A sprouting graph of a TWF-net W is defined as
a 2-tuple (V, E), where Vis a set of nodes and E is a set of directed arcs between nodes.

1) A node vE€ V is labeled (p, b) which corresponds to a place pin W. b is an ordered
pair (Path_set, Time_set). Path_set is a set of paths. Time_set is a set of time inter-
vals and each time interval in Time_set represents the time that the corresponding
path in Path_set spends. If the ith path in the set of paths is &, then the ith time in-
terval of the set of time intervals is & as well.

2) A directed arc e€ E is labeled (¢, d) which corresponds to a transition tin W. And d
is the time interval of 7.

In a sprouting graph, an arc and its input/output nodes correspond to a transition and
its input/output places. The set of time intervals of its input node is the possible ena-
ble time of the transition. The set of time intervals of its output node is the possible
firing time of its corresponding transition. The set of paths in its input and output
nodes include the paths of instances executing before and after its corresponding tran-
sition.

Sprouting graph not only has a more compact representation than a traditional
timed state graph, but also contain both execution time and path of TWF-net [9,10].
So that we can check the temporal violations of workflow processes and find out the
violation paths. Then, the designers can try to correct the execution of the activities in
the path, e.g., to shorten the execution time of activities to solve violations [9].

Note that if TWF-net includes a loop structure, we transform it to a sequence of
transition by approximating the number of loops in building sprouting graph.

Fig. 2. The sprouting graph of TWF-net in Fig.1
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For example, these two processes are specified as the Fig. 1. Based on [9], we con-
struct the sprouting graph as shown in Fig. 2. The time and path sets of its nodes are
shown in Table 1.

Table 1. The nodes of sprouting graph in Fig. 2

Node Time sets Path sets
1 1%} %)
2 {[2,21} {{ru}}
3 {(3.41} {{rn2}}
4 {[3.41} {{rishat3})
5 {[3.41} {{rhanat)
6 {[4.6]} {{ruhtianal}
7 {15,711} {{rushtiastis})
8 {[5.71,18.91} {{(tshh3.00) T (tshtistis),trds {fstitie) )
9 (19.121,[12,14]} }l{l(]f’ltll;{1[21;1(1;2,11’1;42)2’:%2(;)1’11,121}2,}113,115),117(121,122,123),118},
o ey (Ui el
11 %] 1%}
12 {231} {{ra}}
13 {[4.,51} {{£21,122}}
14 {9,101} {{r21,122,123} )
15 {[12,16],[15,18]} }jztlzltztzzzt;z(wt(l1(1;111221126;1;234}) :: (it
16 ([14201,[17.22]) }j;ilt;t:,ztizgt(ll(,l;lllz’,t;;,)tj;ilé)s} }(tllst125t135t15)st17 )shaa,bos},

Based on the sprouting graphs, we can check temporal constraints on TWF-nets.
For Dg(t;, t)<s, we need consider the time intervals from the input nodes of the arc
corresponding to # and from output nodes of the arc corresponding to #;. Here, we
denote the time set of the input nodes of the arc corresponding to #; is TSE,, and the
time set of the output nodes of the arc corresponding to ¢; is TFS;, respectively.

For V [c,d]e TSE;and V [a,b]e TFS;, we obtain all the ordered pairs of time in-
tervals of #; enabling and ¢ firing, such as <[c,d], [a,b]>. Then, for each ordered pair,
we check if Y is before X where X=s, Y=[a-d, b-c].

Case 1: s<a-d, the temporal constraint is completely violated under the current or-
dered pair.

Case 2: b-c<s, the temporal constraint is completely satisfied under the current or-
dered pair.

Case 3: a-d<s<b-c, the temporal constraint is partly satisfied and has the possibility of
being violated under the current ordered pair.

Finally, if temporal constraint Dg(#; #,)<s is completely satisfied under all the ordered
pairs, then it is completely satisfied. If it is completely violated under all the ordered
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pairs, then it is completely violated. Otherwise, it is partly satisfied and has the possi-
bility of being violated.

3 Problem Statement

Recently, the revolution of business always causes the dynamic changes of workflow
processes. When workflows are more and more complex, it is necessary to develop
the ability of analyzing workflows when they are edited. One characteristic of this
ability is incremental analysis.

If the TWF-nets are small, the designers can easily obtain the checking results of
temporal constraints after changes through the computing and analysis procedure, as
discussed in [9]. However, in reality a large scale workflow may contain hundreds or
thousands of data-intensive and computation-intensive activities or sub-processes.
Unfortunately, the construction of sprouting graphs of TWF-nets suffers from expo-
nential complexity. Hence, the checking work is inefficient in terms of time and
space, because it needs to repeatedly compute the time information of all possible
route nets of transaction instances in the processes, especially when the TWF-nets are
changed frequently at build-time.

Based on the above discussion, the formal statement of problems we focus on is de-
scribed as follows: Given a TWF-net W which contains multiple processes { W), W,,...,
W, }, there are some temporal constraints like Dg(; t,)<s, where transition #; and #; may
belong to different processes in W. When some changes of W are made in an incremen-
tal way, how can we efficiently maintain the sprouting graphs of TWF-nets without
analyzing the whole TWF-nets and check the potential temporal violations?

4 Obtaining Change Region of TWF-nets

Given a specific change on a TWF-net, we can locate the regions of the old and new
TWF-nets containing all the transitions and places affected by the changes directly or
indirectly [2].

Definition 4. (New and old change regions): Assume the old TWF-net before the
change is TWF=(P,, Ty, F1, FI,), the new TWF-net after the change is TWF,=(P,, T,
F,, FI,), and the set of changes nodes is N;. The new change region in TWF)is de-
fined as TWF;, =( P, T, Fy, ), where Pf =P,(\Ni; TS =Ta\Ni; Fy, =((B, X T5)U(
T X P, ))( F2, The old change region in TWF, is defined as TWF:=(P:,T, F.),

where po="T: N T, 5 T,=T\T\Ty, ) Fio =((Py XT)U (T X PO Fi

Algorithm 1: Construct Change Regions

Input: The old and new TWF-nets TWF, and TWF,

Output: The new change and old change regions

Step 1: Compare the flow relations of TWF, and TWF,, and set NS={x, yl (x, y)E€
(F\F)U(F\F,))}NT,, and NT={xl FI;(x) # FI,(x)} Then, we obtain the set N=
NSUNT.
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Step 2: For every transition t€ N, obtain its “rand ¢* in TWF,, and N<—{°rU¢"}.
Partition N into N;, N>,...,N,, such that Vk, le {1,..., m}, k#[: N\NNAN=D.
Step 3: For every N, repeat the following sub-steps:

Pu= D, Py=D;

Set the previous neighbor places of nodes in Ny is Pre={pl* p N\NFINA p* NN, =D };
Post={pl p* "\NFHIN* p NN, =D }; If Ip € Pre: ¥V p€E N,, there exists a path from p
to py, then py — Py; If Ip, € Post: V p€E N, there exists a path from p to p,, then p,
—>Pu;

For every p€ N \Py, Ny= NU* p ; For every p€ N;\P,, N.= N} U p° ; For every t€
Ny, Ni= N, U°rUt; Ifdle {1,...m}, I#k; NNON#D then merge N, and N, as Nj=
N,UNj; So that, we get the new change regions TWF;, ... TWF;, -

Step 4: Based on obtained change regionsTWF, ... TWF;, , we get the uninfluenced
parts {TWF,-TW. 5 - TWF, }. Then, the old change regions TW, ... TWF; are

obtained by deleting the uninfluenced parts from TWF.

The key of Algorithm 1 is to get the different parts between the old and new TWF-
nets by comparing them. Then, we locate the temporal source and sink places. The
extension is repeated until no more adjacent nodes are added. During the extension, if
two newly generated components share some common nodes, then they should be
merged. Assume that there are n; and n, transitions in TWF; and TWF,, The time
complexity of the Algorithm 1 is O(nn,).

5 Maintaining Sprouting Graphs and Analyzing Temporal
Constraints

The procedure of maintaining sprouting graphs after changes is presented in Algo-
rithm 2.

Algorithm 2: Maintaining Sprouting Graph
Input: the old sprouting graph OSG

Output: the updated sprouting graph USG
Step 1: Obtain all the new change regions { TWF;, ... TWF;, } and old change regions

{TWF,;...TWF } by comparing old and new TWF-nets TWF, and TWF,.

Step 2: We compute the parts of sprouting graph {SPc,,..., SPc,} for { TWF, ...
TWF, }. Then, we use {SPc,..., SPc,} to substitute the parts of sprouting graphs
of {TWF ... TWF . }.

Step 3: Assume the set of process in TWF, having changes is {Py, ..., P,}, we take

the first one denoted as Px, and delete it from the set. If the set is null, the Algorithm
ends.
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Step 4: If Px has no any resource dependencies with another processes, go to Step 3.
If Px has resource dependency between #; and ¢; of another process Py, respectively,
go to Step 5.

Step 5: We compute the time interval [EST(#), LET(#)] based on the structure of
TWF,, which EST(#) is the earliest start time and LET(z) is the latest end time
LET(z). If the time interval is not affects by changes, go to Step 3. Otherwise, we
update the nodes affected in OSG, go to Step 3.

Step 6: Return the updated sprouting graph denoted as USG.

Assume that there are n transitions and m places in change regions of TWF,, the time
complexity of the Algorithm 2 is O(nm?).

To check the temporal constraint Dg(t; #;)<s by the updated sprouting graph, we
reuse the checking procedure in our earlier work [9]. If there is any temporal valida-
tion, we return the paths information in the sprouting graphs to guide the designers to
modify them.

6 Case Study

6.1  Case Specification

The production of a cell phone is mainly composed of two processes, i.e., production
of electronic main board and production of peripheral parts. The first process is com-
posed of requirement analysis to final production. The second one is composed of
marketing to final production. The two processes execute concurrently. And there are
two activities in each process which share a human resource (head engineer).

These two processes are specified as the Fig.1. Two transitions #;3 and #,4 share a
human resource (the head engineer) represented by Pg;. The transitions for these ac-
tivities and corresponding meanings in the processes are shown in Table 2. Two fol-
lowing temporal constraints are specified.

(1) Dg(t23, 15)<20: Manufacturing of peripheral parts ends no more than 20 time
units after writing a technical document begins.

(2) Dg(tp3, 119)<9: Manufacturing of electronic main board ends no more than 9 time
units after writing a technical document of peripheral parts begins.

Table 2. The activities of two workflow processes

Activities Transitions Activities Transitions
analyze requirement 3% marketing 23
write a requirement document to feasibility analysis tn
design software ta write technical document 13
design electrical circuit part t1s approved thy
reconstruct based on other models e manufacture s
approved g and-—split 13
manufacture to and—join 17
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Based on [9], we construct the sprouting graph as shown in Fig.2 and Table 1. Note
that there are no any temporal violations at the current state for the appropriate design
of the activities of the logic and execution time.

6.2  Analysis in the Incremental Way

After some time, in order to quicken the speed to release products into the market, the
designers are forced to change their processes with holding all temporal constraints.
In an incremental way the designers may try some possible changes of models to
attain the business goal. In order to simplification, we assume these two processes
only are changed one time, and two parts of them are made as shown in Fig.3.

i e py

[2.2]

old TWF-net old change region 1

2.2 L2
new TWF-pet  ~=-=%

e s
Li[2.3)

Fig. 3. The new TWF-net after changes and its updated sprouting graph

Firstly, we obtain two change regions 1 and 2 in the old TWF-net, and two corres-
ponding change regions 1’ and 2’ in the new TWF-net as shown in Fig. 3. Secondly,
using Algorithm 1, we maintain the sprouting graph as shown in Fig. 4, where the
dark nodes are updated and the rest ones remain unchanged with Fig. 2. The time and
path sets of whose updated nodes are shown in Table 3.

(1) For Dg(t,3, 125)<20: we get that the time set of input nodes of arc corresponding
to 13 is {[4,5], [4,6]} and the time set of the output nodes of arc corresponding to #,s is
{[14,18], [14,19]}, respectively. Then, four ordered pairs are obtained: <[4,5],
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[14,18]>,< [4,5], [14,19]>, <[4,6], [14,18]> and <[4,6], [14,19]>. For <[4,5], [14,18]>,
we have X=20, Y=[14-5,18-4]=[9,14]. Dg(t23,1,5)<20 is completely satisfied under the
current ordered pair because of 20>14. In similar way, the other three ordered pairs
are checked as completely satisfied. Therefore, we know that Dg(t3, 1,5)<20 is satis-
fied.

(2) For Dg(ty3, 119)<9: we get that Dg(t,3, 119)<9 is partly satisfied and has the possi-
bility of being violated in similar way. Further, the paths with violations, i.e.,
{{tzl,tzz}, {tzl,tzz}} and {tl1,t12,t16(t21,t22,t23),t18, tlg}, are detected and reported to de-
signers. Methods are needed to deal with the temporal violations after changes hap-
pened [9].

Fig. 4. The new TWF-net after changes and its updated sprouting graph

Table 3. The updated nodes of sprouting graph

Node Time sets Path sets
8 {[5.71.[8.91} {H{(nn2.05,04) T (Fistizfizhis) hir by {Gnshinhie} )
oz Ol on),
0 gsea0n e ey e )
12 {[2.31} {{r1}}
13 {[4.,5], [4.6]} ({21122}, {t21,02} }
14 {19,101, [9,11]} {{r21.02,023}, {f21, 022,123} }
15 {[12,14],[12,15]} {{t21,02, 023,004}, { 21,022, 123,124 } }
16 ([14,18],[14,19]} {{ tar.t20,t23,04((t11, 12,1 13,014) 1| (F11,212,813,015),217) E2s ) s

{ tar,tan,ta3,t0a(t11, 012,116, a5 ) }




180 Y. Duand X. Li
7 Comparison and Validation

7.1  Comparison by Several Test Cases

Compared with the approach in [9], our approach can effectively maintain the sprout-
ing graph to the new state, instead of re-constructing a new one. In the worst case
where the changes are made at the initial part of the TWF-nets, the entire sprouting
graph will have to be recomputed, and this is identical with the approach in [9], i.e.,
having the same number of nodes to be recomputed. In the best case where the
changes are made at the end of the graph, only the latter part of sprouting graph will
have to be recomputed. In a real application there are often some changes made in the
middle parts and thus we can expect it can always outperform the approach in [9].

In order to quantitatively analyzing performance of our approach, we compare it
with the existing approach [9] by several test cases in Table. 4. There test cases are
based on TWF-nets and randomly modified on some parts (regions). The criterion of
comparison is the number of nodes in sprouting graph needed to update after changes.
As we can see, our approach dramatically decreases the complexity of analyzing.
Especially, with the increasing number of services increasing and the augmenting
complexity of models, our approach is more efficient than the approach in [9].

Table 4. Comparison with the approach in [9]

Test cases with random modification Approach in [9] Our approach
1 process ( 10 places, 14 transitions, 0 resource places) 10 nodes 2 nodes
2 processes ( 16 places, 14 transitions, 1 resource places ) 16 nodes 8 nodes
3 processes ( 27 places, 23 transitions, 0 resource places ) 27 nodes 10 nodes
3 processes ( 28 places, 27 transitions, 2 resource places ) 28 nodes 11 nodes
4 processes ( 34 places, 30 transitions, 0 resource places) 34 nodes 11 nodes
4 processes (45 places, 36 transitions, 2 resource places) 45 nodes 13 nodes

Note that we can check more than one temporal constraint by using the same up-
dated sprouting graph. The detailed example is illustrated in the Section 6. Thus, our
approach is scalable, i.e., we do not have to create a new sprouting graph for checking
a new temporal constraint. Our approach has higher efficiency especially when it
deals with large numbers of temporal constraints.

7.2  Validation by Uppaal

We use Uppaal [11] to validate our approach, which is an integrated tool for model
checking of real-time systems, and its typical application areas include real-time con-
trollers and communication protocols.

Firstly, we transform the TWF-nets to equivalent Timed Automata (TA) model
[12]. For a transition, we define a TA with two locations disabled and enabled, one
local clock x, and some integer parameters. Secondly, we construct two TA observers
in which the temporal constraints are denoted as the guard conditions labeled with the
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corresponding edges. Thirdly, both the transformed TA models and queries for tem-
poral constraints are input into the model checking engine of Uppaal. Finally, the
results are returned to indicate whether the temporal constraints are satisfied.

For each case in Table 4, the results of Uppaal are consistent with the results from
our approach, so that the correctness of our solution is proved.

8 Conclusion

Incremental analysis gives designers some warnings or messages which assist them
right after they make changes. In this paper, we present an incremental approach to
check temporal violations. Our approach can dynamically check the temporal con-
straints of multiple workflow processes with resource dependencies, and considers the
complex situations of modifying TWF-nets more than simply editing operations and
can check the temporal violations efficiently. Furthermore, this approach is applicable
and efficient in terms of time and space.

In the future, we would like to extend the research on the following issues: 1) At
the run-time of workflow instances, how to handle the model changes of TWF-nets
needs further research. 2) In some cases a resource is allowed to execute concurrently.

Acknowledgments. This work was supported by the National Natural Science Foun-
dation of China under Grant No. 61004109.
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Abstract. Probabilistic XML data is widely used in many web appli-
cations. Recent work has been mostly focused on structured query over
probabilistic XML data. A few of work has been done about keyword
query. However only the independent and the mutually-exclusive rela-
tionship among sibling nodes are discussed. This paper addresses the
problem of keyword filtering over probabilistic XML data, and we pro-
pose PrXML{ezprindmuz} 10de] to represent a more general relationship
among XML sibling nodes, for keywords filtering over probabilistic XML
data. kdptab is defined as keyword distribution probability table of one
subtree. The Dot product, Cartesian product, and addition operation of
kdptab are also defined. In PrXML{ezpindmuz} model XML document
is scanned bottom-up and achieve keyword filtering based on SLCA se-
mantics efficiently in our method. Finally, the features and efficiency of
our method are evaluated with extensive experimental results.

Keywords: Probabilistic XML, Keywords Filtering, SLCA.

1 Introduction

Many important XML applications such as automatic information integration
and fault diagnose produce uncertainty. Probabilistic XML data management is
becoming a critical issue. In the current probabilistic XML model [T2I3I4I56], a
probabilistic XML document(p-document) is considered as a labelled tree, con-
sisting of two types of nodes, ordinary(ORD) nodes representing actual data and
distributional nodes representing the probability distribution of the child nodes.
Distributional nodes have five types, {IND, MUX, DET, EXP,CIE}. [5] de-
fines p-document family as PrXMLY.C C {IND,MUX,DET,EXP,CIE}.
[78] have discussed structured query over probabilistic XML data. Only [9]
concerns with keyword query, in which two types of distributional nodes, IND
and MUX(the children of them are independent and mutually exclusive respec-
tively), are considered.

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 183-[[74, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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From the XML keyword search aspect, SLCA [10/I1] is a widely accepted
keyword semantics. SLCA-based keywords filtering over probabilistic XML data
meets new challenges, such as how to compute the probability for a certain node
to be a SLCA node and whether a SLCA node is still SLCA node and so on.

To solve these problems, we propose a SLCA-based keywords filtering solution
over probabilistic XML data model PrXML{ezp-ind,muz},

We summarize the contributions of this paper as follows:

— We present a more general model PrXMIL{ezpindmuz} for keywords filtering
over probabilistic XML data.

— Algorithms are given to find SLCA nodes and compute the probability for
a node to be a SLCA node using kdptabs, which are keyword distribution
probability table of subtrees. Dot product, Cartesian product and addition
operation of kdptab are also defined for probability computations.

— Experimental evaluation has demonstrated the efficiency of the proposed
filtering algorithm.

The rest of the paper is organized as follows. Motivations and preliminary knowl-
edge will be given in Section 2. Section 3 gives the overview of the keyword
filtering over probabilistic XML. The system architecture and algorithms are
proposed in Section 4. Section 5 evaluates the features and efficiency of our
algorithms through experiments. Conclusions and future work are in the end.

2 Motivations and Preliminaries

2.1 Motivations

Some common and useful data dependencies deserve investigation. For instance,
both authors, Tommy and Hung, in an XML document shown in Fig. [l are
uncertain. If Tommy appears, Hung appears with some probability (for example
cooperation relationship). This kind of data dependency is common among XML
data and has great merits in maintaining data accuracy and query correctness.
The sibling dependency can be described by EXP node, which can represent
arbitrary sibling nodes dependency relationship using node sets.

However, [9] didn’t discuss the probability model including EXP nodes. This
paper focuses on keyword filtering over model PrXML{ezp-ind:muz} which rep-
resents more general relationship among sibling nodes. Following are some defi-
nitions related to our filtering algorithms.

2.2 Preliminaries

Example 1. keyword query: Tommy,2008.

Example [1 gives a keyword query. Fig. [Il shows a probabilistic XML tree. The
tree contains ordinary nodes, EXP nodes and MUX nodes. The number at-
tached on each edge in the tree indicates child node’s conditional probability
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tabgxe tabpux
00011011 Paper 00011011

020800 y w 080020 .
tabyang Probabilistic Parsing &
ooo11011  Author Year tabaoos XML Streams Probability
1000 00011011 .
00 1o Computing
tabrommy b,
tabagos
00011011 .
—_— 00011011 Publisher
—— 1000 SLCAs
2000 Keyword
Users Queries

Fig. 1. a Probabilistic XML Tree Fig. 2. Keywords Filtering over Probabilis-
tic XML

given the existence of the parent node. “1” is the default conditional probabil-
ity. The node EXP in Fig. [[l has three children sets, {Tommy}, {Hung} and
{Tommy, Hung}, whose set probabilities are 0.3, 0.2 and 0.5 respectively. IND
nodes are omitted in Fig. [[]because computing the probability of IND nodes and
of ordinary nodes are the same [9].

Definition 1. The kdptab of subtree SubT(n), namely kdptab,, is defined in
equation [

kdptab, = {item;|0 < i < 2KeywordNumber _ 13,
item; =< bitvector, Prob > .

(1)

bitvector is a binary string which record which keywords appear. kdptab, is
used to maintain the keyword distributions of the subtree SubT (n) rooted at
node n. Take node Tommy as an example. kdptabrommy is shown in Fig. [Il
One term < “017,1 > in kdptabromm, means that only the first keyword in
Example[[lappears in SubT (T'ommy) and its probability is 1. kdptab,, is defined
in Definition [

Definition 2. Dot product(-) of kdptab:

kdptab - p = {< bitvector, Prob > | < bitvector, Proby >€ kdptab,
Prob = Probg * p} @)
Dot product of kdptab is defined in Definition Bl Take kdptabsgos in Fig. [l as an
example. kdptabagos-0.2={< “00”,0 >, < “017,0 >, < “10”,0.2 >, < “117,0 >}.
Definition 3. Addition operation(+) of kdptab:
kdptaby + kdptaby = S1 U Sy U S3,
S1 ={< Bt, Probitem; + Probitem; > | < Bt, Probijem, >€ kdptabi A
< Bt, Probitem,; >¢€ kdptabs},
Sy ={< Bt, Probitem, > | < Bt, Probjjem, >€ kdptabi A (3)
(Y4, item; € kdptabs N Bt # bitvectoritem,)},
Sy ={< Bt, Probitem; > | (Vi,item; € kdptaby A Bt # bitvectorisem, )\
< Bt, Probitem,; >¢€ kdptaby}.
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Definition [3 gives the addition operation of kdptab. For example, given
k‘dpta,blzk‘dpta,bgoog . 0.6, k‘dpt&bgzk‘dpta,bgoog . 0.2, kdptabl + kdptabg = {<
“007,0.6 >, < “017,0 >, < “107,0.2 >,< “117,0 >}.

Cartesian product of kdptab is described in Definition [l

Definition 4. Cartesian product(x ) of kdptab

kdptab, x kdptaby = {item;xitem;| V item; € kdptabi AVitem; € kdptabs}. (4)

item; x item; = {< newBt,newProb > | newBt = bitvectoritem,

bitvectoritem,

A newProb = Probiiem, * Probitem, }.

()

In Fig. 0l kdptabauihor equals kdptabgxp and kdptabye., equals kdptabpyryx.
Given kdptaby = kdptabauinor - 0.7 and kdptabs = kdptaby eqr - 0.6, the result of
kdptaby x kdptabs equals kdptabpgper, which is shown in Table [

Definition [l gives the priority of kdptab’s operations.

Definition 5. The operation priority of +, X and - increases successively.

Lemma 1. For any kdptaby, kdptabs and kdptabs, kdptaby, x kdptabs+kdptabs x
kdptabs = (kdptab; + kdptabs) x kdptabs.

The detail proof for this lemma is omitted due to limited space.

3 SLCA Computation over Probabilistic XML Data

In a deterministic XML document, a node v is a SLCA node if (1) the subtree
SubT (v) rooted at the node v contains all the keywords, and (2) there doesn’t
exist any v’s descendant satisfies condition(1). [9] mentioned that a SLCA node
is represented by a 2-tuple < v,p > in probabilistic XML. v is a document
node and p is the probability for v to be a SLCA node. p can be computed by
equation

Probsrca = Pr(pathy ) * Prioca(v). (6)

Pr(path,_,) indicates the existence probability of v in all possible worlds.
Pripeai(v) is the containing probability that SubT'(v) contains all keywords.

3.1 Existence Probability Pr(path,_,,)

Bayes equation can be used to compute nodes’ existence probability in prob-
abilistic XML [2]. One node’s existence probability is only related to the con-
ditional probabilities of all the nodes on the path from the root node to the
current node. However, EXP nodes gives conditional probabilities of child node
sets instead of conditional probabilities of each individual child node. Then we’ll
discuss how to compute node v’s existence probability when EXP nodes exist.



Keywords Filtering over Probabilistic XML Data 187

If all EXP nodes appear in the descendants of the current node v, then every
conditional probability of the nodes on the path(r — v) is known. The existence
probability of v can be computed by multiplying every conditional probability of
the nodes on the path. Otherwise, If there is any EXP node on the path from the
root node r to the current node v, one of the EXP node’s child node ¢ is also on
the path. ¢’s conditional probability should be computed from sets’ conditional
probabilities firstly. Then v’s existence probability can be computed. For exam-
ple, there’s an EXP node on the path from root Paper to node Tommy in Fig.[Il
We compute node Tommy’s conditional probability using the set probabilities.
We can get the existence probability of node Tommy.

3.2 Containing Probability Priocar(v)

Given the condition that no descendants of node v are SLCA nodes, the prob-
ability for node v to be a SLCA node equals the total probability of SubT (v)’s
possible worlds including all keywords. kdptab, is used to record the probabil-
ity for SubT'(v) to contain query keywords. Following we’ll describe how to use
tuples from children to get kdptab,.

Tuples from Children to Parents: Each child node transmit to parent node
a 2-tuple < prob, kdptab >. Prob is the conditional probability of the child node
and kdptab is the keyword distribution probability table.

Example[lis an keyword query. In Fig.[Il the 2-tuple transmitted by Tommy
to its parent node is < 0.8, kdptabrommy > and 2008 < 0.2, kdptabagog >. 0.8
and 0.2 are node Tommy and node 2008’s conditional probability respectively.
Terms whose prob is non-zero are recorded to save storage space.

Tuples Processing: Normally, any none-leaf node v processes tuples from chil-
dren following three steps: (1)Compute probabilities of possible worlds which
are composed of v’s child nodes based on the relationships among child nodes.
(2)Compute the keyword distribution probability for each possible world us-
ing kdptab from children. (3)Sum correlative probabilities of all possible worlds.
Then we can obtain kdptab of SubT'(v). However, the above steps scan nodes
multiple times. Following we’ll try to merge above steps for IND(and ORD),
MUX, EXP nodes to reduce time complexity.

Case 1- MUX: M is a distributional node which has n mutually-exclusive
children X, Xo, ..., X,, and P; is the conditional probability of X;. kdptab,, is
the keyword distribution probability table for SubT'(X;) when node X; exists.
We define P, 11 as the probability for M to have no children. Then P41 =
1= <icn Pi and kdptab, 1 = {< “00”,1 >} is the keyword distribution table
of this possible world. The keyword distribution table kdptaby; can be computed
by Equation [7l Using Equation [, MUX node’s keyword distribution table can
be obtained after scanning child nodes once.

kdptaby = > kdptabx, - P; (7)
1<i<n+1
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kdptabpsu x (shown in Fig. [I) of node MUX can be obtained using kdptabagos
and kdptabogog according to Equation [1

Case 2- EXP: Suppose EXP node E has m child node subsets, which cor-

responds to SubT(E)’s m possible worlds. The existence probability for ‘"

subset is P; and the subset contains n child nodes whose kdptab information
kdptab;(1 < i < n) are already obtained. Then the keywords distribution table
for 4*" possible world kdptab,,, can be computed by Equation [§

kdptab,,,, = kdptaby x kdptaby X - -+ x kdptab,. (8)

If kdptab of each possible world is kdptaby.,, , kdptabpy,, - - - , kdptabp.,,, , kdptabg
can be computed by Equation [0l

kdptabg = P - kdptabpy, + Ps - kdptabyy, + - -+ + Po, - kdptabpy,,.  (9)

In Fig.[[l node EX P has 3 child subsets:{Tommy},{ Hung},{Tommy, Hung}.
kdptabs of SubT(EX P)’s corresponding possible worlds are shown in Table [T]
Table 2l and Table 3l Then kdptabgx p can be obtained using Equation

Table 1. kdptabyw, Table 2. kdptab,., Table 3. kdptaby.,, Table 4. kdptabpaper

00 01 10 11 00011011 00011011 00 01 10 11
0100 1000 0100 0.3872 0.4928 0.0528 0.0672

Case 3- IND and ORD: Suppose there is an IND or ORD node. It has n
independent children X7, Xo,..., X,,, whose joint distribution is:

P(X17X27~-~7Xn) = P(Xl)P(XQ)"'P(Xn)- (10)

There are 2™ possible worlds, whose keyword distribution probability table can
be obtained by Equation [l

P(X4) - kdptabx, x P(X2) - kdptabx, x -+ x P(X,,) - kdptabx,, (11)

X,’s existence probability P(X; = 1) is given. P(X; = 0) = 1 — P(X; = 1).
If X; exists, SubT(X;)’s kdptab information kdptabx,—; is already computed
using children’s kdptabs. If X; doesn’t exist, no nodes are in SubT'(X;). So its
kdptab information kdptabx,—o = {< “00”,1 >}. Using kdptab’y, to represent
P(X;) - kdptabx, (1 < i < n), Equation [[dl equals Equation [21

kdptably, x kdptably, x --- x kdptably (12)

Then we get kdptabryp by adding kdptabs of each possible world.

kdptabyyp = kdptably, x kdptably, x -+ x kdptably . (13)
X1,X2,..,Xn
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It is easy to prove that Equation [[3 equals Equation [I4] using Lemma [Tk

kdptabyyp =Y kdptab'y, x Y kdptably, x -+ x > kdptab'y. . (14)
X1 X Xn

An ORD node may contain keywords itself. So Equation [[4] needs to be altered
to Equation (kdptaborp,,.,, records the keyword distribution probabilities
of the ORD node) to compute kdptaborp. We can get the kdptab information
of IND and ORD nodes using Equation [[4 and Equation [ by scanning their
child nodes once.

kdptaborp = kdptaboRrp,,., X Y  kdptably, x Y kdptably, x---x > kdptably. .
X1 X2 Xn
(15

In Fig.[Il node Paper is an ORD node. kdptab syihor = kdptabgx p, kdptaby cqr =
kdptabyrux. kdptabgxp and kdptabypx are shown in Fig. [l kdptabpeper =
(0.7 kdptab author +0.3-{< “00”,1 >}) x (0.6 - kdptabyeqr +0.4-{< “00”7,1 >1}).
kdptabpgper is shown in tabledl The 2-tuple < “117,0.0672 > in Table @l means
that the probability for SubT (Paper) to contain both keywords is 0.0662. So the
probability for the node Paper to be a SLCA node is 0.0672.

4 Implementations

Fig.2shows the system architecture of SLCA-based keywords filtering over prob-
abilistic XML. Users submit keyword queries. The system receives probabilistic
XML data continually, parses these data and returns results based on users’
queries. The results are in the form of SLCA nodes.

We use SAX parser to read XML document. The parser will produce a stream of
events. The main events include Start Document, EndDocument, Start Element,
EndElement and Characters. We keep a record (level,id,bitvector,
nodeProb, type, expIn fo, kdptab) for every XML node (whether it is ordinary
node or distributional node). Level, id represent the depth and ID of the current
node. Bitvector are the keywords inclusion information. NodeProb records the
conditional probability of the current node. T'ype represents the type of the cur-
rent node and its value can be ORD, IND, MUX, EXP or SLCA. Type = “SLC' A”
means that either the current node or at least one descendent of it is a SLCA node
and it will be transmitted upwards to prevent ancestors from being a SLCA node.
FExpInfo records the subsets information of child nodes. kdptab is the keyword
distribution probability table. In fact, we can consider SAX parsing as preorder
traversal of XML tree. The records are transmitted bottom-up. After all descen-
dants are processed, all information of children will be combined with informa-
tion of their parent. Once SLCA node is identified, put ID of it into result-set.
When the parsing is finished, all computation will end.
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Algorithm 1. EndElement
Input:
an element name.
Output:
1: info = Stack.pop();
2: if info.getLevel() == level then
3:  nodeProb < get nodeProb from pInfo;

4:  slcaProb=isSLCA (info);

5. if slcaProb!=0 then

6: if isTopK(info,slca Prob) then

T set type of info to be “SLCA”;

8: end if

9:  end if

10:  if info.kdptab isn’t O or info.type equals “SLCA” then
11: Stack.push(info);

12:  end if

13: else

14:  pInfo <+ get current node info from Stack;
15:  modeProb < get nodeProb from pInfo;
16:  if current node is “IND” node or “ORD” node then

17: INDChild(pInfo);

18: end if

19: if current node is “MUX” node then
20: MUXChild(pInfo);

21: end if

22: if current node is “EXP” node then
23: EXPChild(pInfo);

24: end if

25:  slcaProb=isSLCA (info);
26:  if slcaProb!=0 then

27: if isTopK(pInfo,slcaProb) then

28: set type of info to be “SLCA”;

29: end if

30:  end if

31: if info.kdptab is § and info.type not equals “SLCA” then
32: Stack.pop(info);

33:  end if

34: end if

35: pathProb = pathProb |/ nodeProb;
36: level =level -1;

4.1 Implementation

Start Document event initializes some global variables. If the parser meets the
beginning of an element, it triggers StartElement event. StartFElement event
constructs current element’s record, which is “level, id, bitvector, node Prob, type,
expInfo, kdptab’, and push it into Stack. Variable pathProb is used to record
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current node’s existence probability. Bitvector and kdptab of current node may
be updated when Characters event comes.

End mark of an element triggers event EndFElement(Algorithm [I). When
EndElement event comes, we will combine the tuples from child nodes with it
of the current node and compute the probability for the current node to be a
SLCA node. If the current node is a leaf node (Line2-12), function isSLCA() is
called to get the probability of current node to be SLCA node. If the probability
is high enough(judged by function isTopK()), then the current node is a SLCA
node and this information will be recorded in type. If the current node is not a
leaf node (Linel3-34), information of all the child nodes are popped from Stack.
We’ll obtain the record of current node by equations in subsection 3.2l according
to the relationship among child nodes. If the subtree rooted at the current node
contains all the keywords and the SLCA probability is enough high, then the
current node is a SLCA node and this information will be recorded in type.

Only ordinary nodes can be SLCA nodes. Function isSLCA () makes sure that
no descendants of the current node is a SLCA node and then confirms that the
current node is an ordinary node. Afterwards function isSLCA() will read the
probability of the node containing all the keywords from kdptab. The probability
multiply pathProb and be returned as the probability for the current node to
be a SLCA node.

4.2 Optimization

Line 10 and line 31 give optimizations just for the case that p-document has
no EXP nodes. The condition shows that if the current node doesn’t contain
any keyword and its subtree doesn’t have SLCA nodes, its record needn’t to be
stored in Stack. Temporarily, there is no optimization towards the p-document
which contains EXP node.

Time complexity of the whole method is related to the number and the types
of document nodes. ORD, IND and MUX nodes need to be scanned only once
during the process. Child nodes of the EXP node, however, need to be scanned
multiple times because they may appear in different subsets. Given a document
which has n nodes, m; nodes are child nodes of EXP nodes. There are s sets
composed of child nodes of EXP nodes, and on average there will be ms nodes
in each set. In terms of the data size, the time complexity of the whole method
is O(n + s * mg — my). So, given a fixed size document, the number of subsets,
the number of nodes in the subsets, and the number of EXP nodes will affect
the algorithm efficiency.

5 Experiment

In this section, experiments are given to evaluate SLCA keywords filtering al-
gorithms over probabilistic XML. The experiments analyze the features and
efficiency of the algorithms from different aspects such as data set and query
features. The program is coded in Java. The experiments are performed using
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dual-core desktops with 2GB memory. We use real dataset DBLP.We generate
probabilistic XML tree using the same method as used in [9[7]. We visit the
nodes in the original XML tree in pre-order way. For each node v visited, we
randomly generate some distributional nodes of “IND” or “MUX” or “EXP”
types as children of v with the percentage of 5% - 20%. For the original children
of v, we choose some of them as the children of the new generated distributional
nodes. Then random probability distributions are assigned to these children with
the restriction that the sum of them for a MUX node is no greater than “1” and
the sum of them for a EXP node is “1”. The existence probabilities of each in-
dividual child node of the EXP nodes should be pre-calculated and stored. The
features of datasets used in this experiment are shown in Table [l

Table 5. Dataset Features

ID orig-size size #IND #MUX #EXP #subset #Ordinary

Docl 5M 6.24M 7,016 7,366 0 0 130,047
Doc2 5M  6.6M 4,643 4,854 4,763 9,526 130,047
Doc3 10M 12.4M 13,492 14,173 0 0 251,581
Docd 10M 13.1M 9213 9344 9,113 18,226 251,581
Doc5 30M 37.2M 41,325 42437 0 0 765,389
Doc6 30M 39.4M 27,749 28,687 28,162 56,324 765,889
Doc7 50M  62.2M 69,383 72,166 0 0 1286,098
Doc8 50M  65.8M 46,841 48,489 46,415 92,830 1,286,098
Doc9 131M 160M 83,087 86,430 0 0 3,332,130
Docl0 131M 164M 55,825 57,390 55,648 111,296 3,332,130
Docll 131M 164M 179,541 187,299 0 0 3,332,130
Docl2 131M 168M 121,172 124,653 121,268 242,536 3,332,130
Docl3 131M 173M 261,812 271,457 0 0 3,332,130
Docld 131M 177M 176,228 181,438 175,624 351,248 3,332,130
Docl5 131M 180M 343,893 356,290 0 0 3,332,130

Queries in [9] are parted of queries used in our experiment. We also adopted
the query generating pattern kN-L-H in [I1I]. kN is the number of keywords
in the queries. L and H are frequencies of the lowest frequency and highest
frequency of keywords. We randomly generate a group of queries and execute
them 5 times. The average time of each query is recorded in following figures.

Ratio of distributional Nodes: There are four options, 5%, 10%, 14.5% and
20%, of the ratio of the distributional nodes. The corresponding document are
Doc9, Docll, Docl3 and Docl5. The queries used are the same with queries in
[9). Fig. Bl shows the average execution time of different queries over different
datasets using optimized(just for no-EXP docs) or non-optimized algorithms.
Experimental results indicate that the execution time increases linearly with the
increasing of distributional nodes. Scanning and parsing the added data are the
main reason for the time growth. The optimized algorithm not only saves storage
space, but also avoids processing irrelevant nodes and boosts efficiency.
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Comparison with Previous Work: The experiment adopt similar datasets
(considering the number of nodes, ratio of distributional nodes, size of the doc-
ument) and same queries with them of [9]. And it makes comparison on query
efficiency with [9]. Fig. dl shows either for optimized or non-optimized algorithm,
the execution time of the five queries ranges from 1.6 to 3.1 seconds. However,
the execution time of the same query consumes about 7-13 seconds in [9]. Our
algorithm compute the SLCA probability as soon as a SLCA node is identified
and no redundant computations. [9] need compute all potential SLCAs and then
compute the probabilities for them to be SLCAs. And the real SLCAs will be
picked out finally. But there are so many SLCA candidate nodes that extra work
is needed to find the real SLCA nodes in [9].

Number of Query: Our algorithm only needs to scan and parse the XML
document once regardless of dataset size. So a batch of queries can make full use
of the algorithm ability. We randomly generate queries (query type is 2-100-100)
and run them on datasets Docll and Docl2. Fig. Blshows that the average query
time slowly decreases and finally stabilizes as the number of query increases.
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Frequency of Keywords: Fig.[Blrecords the average execution time of different
patterns queries on Docll and Docl2. Fig. [l shows the average execution time
doesn’t change significantly when the keyword frequency increases from 100 to
10,000. Therefore, algorithms aren’t sensitive to the keyword frequency.

Number of Keywords: Fig. [Tl shows the influence of the keyword number on
the execution time. The number of keywords increases from 2 to 4. The queries
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run on Docll and Docl2. Experimental results indicate that the execution time
increases linearly when the number of keywords increases from 2 to 4.

Dataset size: Fig. [8 demonstrates the influence of dataset size on the average
execution time. We randomly generate queries (type is 2-100-100) and run them
on Docll and Docl2. Experimental result indicates the average execution time
increases linearly when the dataset size increases.

6 Conclusions

This paper works on keyword filtering over probabilistic XML data model
PrXML{ezp.ind;muz} e analyze probability computation, define several oper-
ators concerning the computation and then give the whole algorithms which
computes the SLCA probability by scanning the document only once bottom-
up. Experimental results demonstrate the expansibility of our algorithms on
data type, dataset size and query times. Our algorithm is insensitive to query
keywords frequency and suitable for high-frequency keyword filtering.
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Abstract. Probabilistic database has become a popular tool for uncertain data
management. Most work in the area is focused on efficient query processing
and has two main directions, accurate or approximate evaluation. In recent work
for conjunctive query without self-joins on a tuple-independent probabilistic da-
tabase, query evaluation is equivalent to computing marginal probabilities of
boolean formulas associated with query results. If formulas can be factorized
into a read-once form where every variable appears at most once, confidence
computation is reduced to a tractable problem that can be evaluated in linear
time. Otherwise, it is regarded as a NP-hard problem and need to be evaluated
approximately. In this paper, we propose a framework that evaluates both tract-
able and NP-hard conjunctive queries efficiently. First, we develop a novel
structure H-tree, where boolean formulas are decomposed to small partitions
which are either read-once or NP-hard. Then we propose algorithms for build-
ing H-tree and parallelizing (approximate) confidence computation. We also
propose fundamental theorems to ensure the correctness of our approaches. Per-
formance experiments demonstrate the benefits of H-tree, especially for approx-
imate confidence evaluation on NP-hard queries.

Keywords: probabilistic database, conjunctive query, approximate confidence
computation, read-once function.

1 Introduction

Uncertain data emerging in real-world applications has led to the renewed interests in
probabilistic database. Most work of the area is concerned about uncertain data model
and probabilistic query processing. There are two basic types of data uncertainty in
probabilistic databases, tuple-existence and attribute-value uncertainty [1]. Various
models have been proposed for expressing data uncertainty and correlations, and sys-
tems have been developed based on them for efficient query evaluation [1] [3] [4] [7]
[11] [12] [16]. As an example, in a tuple-independent probabilistic database as Mys-
tig, each tuple is specified with an existence probability p, which means it belongs to
the table with p and is absent with / - p. Probabilistic database has become a popular
tool for uncertain data management.

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 195-R0d, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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In a probabilistic database, query evaluation is #P-complete based on possible
worlds [2]. Systems either evaluate queries of certain classes which allow for accurate
confidence computation in linear time [2] [10] [11], or compute approximate results
with controllable error [6] [7] [8] [9]. As an example, safe/hierarchical queries can be
evaluated in PTIME on a tuple-independent probabilistic database, while [10] and [6]
suggest that the class is likely to be too restrictive. In recent work for conjunctive
query without self-joins on a tuple-independent probabilistic database, query evalua-
tion is equivalent to computing marginal probabilities of boolean formulas associated
with query results. Specifically, according to possible world semantics, a query result
r is the disjunction of the identical r returned by all possible worlds, and its marginal
probability is equal to the probability of the corresponding formula holding true. If the
formula can be factorized into a read-once form where every variable appears at most
once (e.g. xA (yVz)), confidence computation is reduced to a tractable problem
which can be evaluated in linear time [13] [14]. Otherwise, it is regarded as a NP-hard
problem which cost increases exponentially. NP-hard queries can be evaluated ap-
proximately by formula factorization [8] [9] and Monte-Carlo simulation [5] [7].

In this paper, we study the problem of given a set of boolean formulas {®,...D,}
associated with query results {r;...r,} of a conjunctive query without self-joins on a
tuple-independent probabilistic database, computing accurate probabilities for read-
once formulas and approximate probabilities for NP-hard ones. A naive approach is to
evaluate each formula first with an algorithm which identifies read-once formulas and
computes accurate probabilities. If the algorithm finds that the formula is NP-hard, an
approximate algorithm will be invoked. Obviously, the naive approach may duplicate
formula factorization and double the cost for NP-hard formulas.

There is one important observation that boolean formulas, regardless of read-
once or NP-hard, can be factorized into pairwise independent formulas. While
read-once formulas can be decomposed to smaller read-once partitions, NP-hard for-
mulas can also be factorized into smaller read-once partitions and NP-hard partitions.
For Example 1, while boolean formula @ is NP-hard, it contains read-once partitions
X4Vs5Zo V Xs5YsZ, and XgVgZs V XgyoZsz. By the observation, we propose a novel struc-
ture H-tree to represent boolean formulas regardless of read-once or not, and parallel-
ize confidence computation based on that. That is, our approach integrates accurate
and approximate confidence computation for probabilistic query processing, and par-
allelizes the evaluation on a much smaller scale of the original problem.

Our main contributions are concluded as follows:

e We propose a unified solution of evaluating boolean formulas associated with re-
sults of a conjunctive query without self-joins on a tuple-independent probabilistic
database. It outputs accurate probabilities for read-once formulas and approximate
probabilities with a fixed error for NP-hard formulas.

e We propose a novel structure H-tree which is able to express read-once and NP-
hard formulas. Specifically, we compile each formula into an H-tree, which is
composed of ® and © (representing V and A between independent formulas) as
internal nodes and minimal read-once/NP-hard sub-formulas as leaves (details in
Section 3).
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e Based on H-tree, we propose fundamental theorems and algorithms for parallel
(approximate) evaluation on formulas.

e Experimental evaluation demonstrates that, for complex boolean formulas, our
approach outperforms the state of the art which is designed for evaluating either
read-once or NP-hard formulas.

Example 1. Fig. 1 shows a tuple-independent probabilistic database with relations R, S, T com-
posed of {x;...xg}, {yi1...Yo} and {z,...z4} respectively. We evaluate conjunctive query Q on
the database, which produces a boolean result with the corresponding formula ®.

(RI| A B (S)| A|B|C mi| c
Xp | 1] 3 | pu||va| 2|2 |1 |pyflza| 1 |pPs
X | 1| 2 |paf| V2| 1| 2|1 |pnflza]| 2 |pPs
X3 | 2| 3 |pa||ys| 2|1 |1 |pxs|lz3| 3 |ps
Xg | 3| 2 |Pu||Va| 2|21 |pyllza| 1l |pxn
X | 312 |Ps||Vs |31 2 |Ps|q R (n)S(A B)T(C) RA=SA RB>SBandS.C=I.C
X | 4| 3 | Pis|| Yo | 4 | 1| 3 |Pa|D=%y121V X124V XeY2Z1V XqYoZsV XoY121V XoY12Z4
X | 41 2 | pslly, | 4| 2] 3 |py| VXV3Z1V XsY3ZaV X3YaZ1V XsYaZsV XaYsZyV XsysZy
e | 513 |pallvel 51113 | V XY6Z3\ XgY723\ X7Y6Z3\ XgYgZ3\V XgYoZ3
Yo | 52| 3 |Px

Fig. 1. A tuple-independent probabilistic database {R, S, T'} and conjunctive query Q with the
corresponding formula @

In the next section, we provide background knowledge for the concepts used in this
paper. In Section 3, we propose an algorithm to build H-tree for a boolean formula. In
Section 4, we provide techniques to parallelize accurate/approximate confidence
evaluation based on H-tree. Experimental results demonstrate the performance of our
approach in Section 5. We conclude the paper in Section 6.

2 Preliminary

In this section, we present background knowledge of conjunctive query without self-
joins on a tuple-independent probabilistic database and read-once formula.

2.1 Conjunctive Query without Self-joins on Tuple-Independent Probabilistic
Database

In a tuple-independent probabilistic database, each tuple #; is present in the table with
an existence probability p; and absent with /-p;. The existence of tuples is independent
from each other. We associate #; with a unique binary random variable x; such that x; =
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1 if ¢ is present in the table, otherwise x; = 0. That is, p; = Pr(x; = 1). When it is clear
from the context, we refer to the tuple by its random variable as in Example 1. A tu-
ple-independent probabilistic database D = {R;, ..., R,,} is a set of relations composed
of such tuples, and represents a distribution over possible worlds each obtained by
choosing a (sub)set of tuples in R; to be present.

A conjunctive query corresponds to a select-project-join query in SQL, with
(in)equi-joins and conjunctions in where clause [15]. Generally, given conjunctive
query g on probabilistic database D, query results are defined to be the union of re-
sults returned by each possible world, and the marginal probability of each result r is
the sum of probabilities of possible worlds that return . Prior work [1] [13] [16] has
illustrated the equivalence between query evaluation under possible world semantics
and via boolean formulas. During the evaluation, a boolean formula is built for each
result, and the result’s probability is equal to the probability of the formula holding
true. Let the boolean formula for result r be ®,, the extended definitions of relational
algebra operators o, X, and I1 for building formulas are:

q)t = Xt VteR

D = if c(t) then  else F
Dy = P A CEU

Pty .. ti) = Vi1 Py

Approximate confidence computation with a fixed error is defined as follows, and we
focus on the absolute e-approximation in this paper.

Definition 1 (e-approximation). A value p’ is an absolute (or additive) e-
approximation of a probability p if p-¢ < p’ < p+e. A value p’ is a relative (or
multiplicative) e-approximation of a probability p if (1-¢)*p <p’ <(I+¢)*p. [8]

2.2 Read-Once Formula

The problem of conjunctive query evaluation on probabilistic database is #P-
complete. However, if the corresponding formula can be factorized into a read-once
form where every variable appears at most once, the accurate probability can be com-
puted in polynomial time. Given a boolean formula @, a conjunction of variables is
called a clause. A formula in disjunctive normal form (DNF) is a disjunction of
clauses. A prime clause of @ is a clause with a minimal set of variables among all that
can appear in DNFs equivalent to @ [14].

Theorem 1. A boolean formula ® is read-once iff it is unate, P4-free and normal. [17]

@ is unate if every variable appears in either positive or negative form. The co-
occurrence graph Ggo for @ is an undirected graph with the vertex set V(G¢p) equal
to the variable set of ®. The edge set E(G¢o) is defined as follows: there is an edge
between two variables iff they appear in the same prime clause of ®. G¢g is uniquely
determined by ®. Fig. 2 (a) shows an example of the co-occurrence graph. The special
graph P, denotes a chordless path with 4 vertices and 3 edges (Fig. 2 (b)). Let X
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denote a subset of vertices of G¢o, the subgraph of G¢o induced by X is formed by
restricting edges of G¢o to edges with end points in X. @ is P,-free if no induced sub-
graph of its G¢o forms a P,. @ is normal if every clique in its G¢o is contained in

some clause of its DNF.
G‘/Q 020
(a) (b)
Fig. 2. (a) G¢o for the read-once formula x,y5Z, V X5y52, in Example 1 (b) P, graph

Theorem 2. Let ® be a boolean formula associated with a result tuple produced by a
conjunctive query without self-joins on a tuple-independent probabilistic database. @
is a unate, normal, and k-monotone DNF (k is the number of relations involved). [13]

3 Formula Factorization

In this section, we propose a novel structure called H-tree for compiling boolean for-
mulas produced by a conjunctive query without self-joins on a tuple-independent
probabilistic database. We present several definitions for H-tree, and provide an algo-
rithm that compiles a boolean formula to a complete H-tree regardless of read-once or
not. We also discuss the relationship between our algorithm and the state of the art.

3.1 Definition of H-Tree

Given boolean formulas ® and ®;, we denote ®; S @ if ®; is neither null nor a con-
stant (true or false), and variables of @, all appear in ®. Let ® represents for V
(logical “or”) and © for /\ (logical “and”) between independent formulas, we apply
two decomposition methods in this paper:

e Independent-or: Factorize ® into independent ®,;,®, c ® st. & = d; ® D,;
¢ Independent-and: Factorize @ into independent &, ®, € ® s.t. & = d; O P,

Definition 2 (Sub-formula). Given a DNF ©, @, is a sub-formula of ® if &, € @,
and there exists a boolean formula @, s.t. ® = ®,X®P, or & = ®,OD,. If , S O, O,
is called ®-complement or O-complement of ®; on @, respectively.

Obviously, for any formula @, it is a sub-formula for itself.

Definition 3 (Naive Formula). Given a DNF @, it is called naive if it contains less
than 3 clauses, or its co-occurrence graph G¢o contains less than 4 vertices or less
than 3 edges. Furthermore, if @ is read-once, it is called naive read-once.
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A naive formula is P,-free. However, it may be not read-once in some cases. For ex-
ample ® = xy V yz V zx, O is not read-once for it is not normal.

Definition 4 (Minimal Read-once/NP-hard Sub-formula). Given a boolean formula
O, @, is a minimal read-once sub-formula of @ if @, is naive read-once and a sub-
formula of ®. Meanwhile, @, is a minimal NP-hard sub-formula of ® if ®, is a NP-
hard sub-formula of @ and has no sub-formula except @, itself.

Definition 5 (H-tree). Given a boolean formula @, a complete H-tree for @ is a tree
structure with @ and © as internal nodes and minimal read-once/NP-hard sub-
formulas of ® as leaves. Given a partial H-tree, the H-tree obtained by replacing a
leaf by an equivalent (partial) H-tree is called a refinement.

Fig. 3 shows the complete H-tree for formula @ of Example 1.

Theorem 3. Given a boolean formula @, there must exist a complete H-tree for ®.

Proof. We present the following steps for building a complete H-tree M, for ®:

e If @ is read-once, we can compile it to a complete H-tree where all leaves are
minimal read-once sub-formulas of ® by state-of-the-art read-once algorithms,
such as [14] [17].

e If not, let M, be a (partial) H-tree with ® as its only node. If ® is a minimal NP-
hard sub-formula for itself, M, is a complete H-tree for @.

e If not, let @, @, be sub-formulas of @ s.t. ® = ©;@D, or @ = O,OD,, refine M, by
replacing ®© with @, @, and the corresponding operator.

e Restart to handle @ and @, as ® from the first step, respectively.

Finally, all internal nodes of M, are ® and ©, and all leaves are minimal read-
once/NP-hard sub-formulas of ®. M, is a complete H-tree for ©. [

3.2 H-Tree Generation

Based on Theorem 3, given a boolean formula ® produced by a conjunctive query
without self-joins on a tuple-independent probabilistic database, we propose Algo-
rithm 1 that compiles @ to a complete H-tree. We demonstrate Algorithm 1 by
compiling formula @ of Example 1, and the H-tree is shown in Fig. 3.

Theorem 4. For a boolean formula ® produced by a conjunctive query without self-
joins on a tuple-independent probabilistic database, Algorithm 1 builds a complete H-
tree M, for ©.

Proof. First, for a naive leaf of M, built by Algorithm 1 is unite, normal and P,-free by
Definition 3 and Theorem 2, it is obviously naive read-once by Theorem 1.

Then similar to Theorem 3, we can prove that the algorithm covers all situations
that could happen.

For all internal nodes of M, built by Algorithm 1 are ® and ©, and all leaves of M,
are either minimal read-once or minimal NP-hard sub-formulas of ®, M, is a complete
H-tree for ®. [
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Algorithm 1. Compile(®)

Input: @, a boolean formula produced by a conjunctive query without self-joins
on a tuple-independent probabilistic database

Output: M,, a complete H-tree for @

1. Make an H-tree M, with @ as its only node;
2. If @ is naive then
3. Return M,;
4. Endif
5. If ® is minimal NP-hard then
6. Return M,;
7. Endif
8.  Compute sub-formulas @, ©, of ® s.t. & = O;@D;, or ® = O,OD,;
9. Refine M, by replacing ® with ®,, ®, and the corresponding operator;
10. Compile(D,);
11. Compile(D,);
12. Return M;;
®
T
© X4YsZp\/XsYsZy ©
Thimmal = T el LT T inimal
read-once vz @ read-once | ® 23! read-once

____________________________________________________

{ Minimal { | Minimal { | Minimal | | Minimal |
' NP-hard ! read-once ! ! read-once ! ! NP-hard !

...................................................................

Fig. 3. A complete H-tree built by Algorithm 1 for formula ® of Example 1

When computing sub-formulas @, ®, of @, we can utilize state-of-the-art read-
once algorithms such as [14] [17]. In fact, they compile @ to ®;@®P, or ©,OD,, which
just satisfy the needs of our algorithm. The relationship between Algorithm 1 and the
state of the art is as follows:

e The purpose for Algorithm 1 is to factorize a boolean formula, regardless of read-
once or NP-hard, into small partitions. While Algorithm 1 utilizes read-once algo-
rithms to compute sub-formulas, it handles NP-hard formulas seamlessly.

e Unlike the state of the art that decomposes the boolean formula until clauses or
variables, we define two kinds of formulas as leaves of a complete H-tree, which
makes the compilation stop at a proper level for parallelizing the confidence com-
putation in the next section.

Let n’ be the number of variables involved in the input formula at the current recur-
sive call (with different occurrences of the same variable counted multiple times), we
analysis the time complexity of Algorithm 1 as follows:
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e The process checking a naive formula takes O(n”) at the current recursive call.

e Using state-of-the-art read-once algorithms, Step 5 and 8 can be evaluated at the
same time. Specifically, when the read-once algorithm triggers its NP-hard condi-
tions, the input formula at the current recursive call is actually minimal NP-hard.

e For we have defined two specific leaves for a complete H-tree, while the time
complexity of Algorithm 1 is similar to the read-once algorithm’s, our algorithm
has less recursive calls and a lower tree structure.

4 Confidence Computation

For read-once formulas, Algorithm 1 builds complete H-trees with only naive read-
once leaves. For NP-hard formulas, it builds H-trees with minimal NP-hard leaves
and maybe with naive read-once leaves as well. All leaves of an H-tree are pairwise
independent. Based on that, we propose a parallelized confidence computation algo-
rithm in this section.

As an example, we use the algorithm [14] for accurate confidence computation of
read-once leaves in an H-tree, and the algorithm [8] for approximate confidence com-
putation of NP-hard leaves. Due to space limitations, we do not detail these algo-
rithms here. Generally, [14] computes accurate probabilities for read-once formulas,
and [8] computes the lower and upper probability bounds of formulas with e-
approximation. For formulas with the decomposition types ® and © are increasing
monotonically, the probability bounds can be propagated from leaves to the root of an
H-tree. With the complete H-tree M, built by Algorithm 1, we present a parallel algo-
rithm for the e-approximate confidence computation (Algorithm 2). The time com-
plexity of Algorithm 2 is determined by the largest minimal NP-hard leaf of M,, and
is equal to [8] when the original formula is minimal NP-hard itself.

Algorithm 2. Para_Appro(M,, ¢)
Input: M,, a complete H-tree with m NP-hard leaves
€, a parameter for approximate confidence computation
Output: [L, U], the lower and upper probability bounds of M,
Foreach leaf ® in M,
If @ is naive read-once then
Create a thread to compute p as the algorithm [14];

1
2
3
4. Else

5. Create a thread to compute [/, u] satisfying &/m as the algorithm [8];
6 End if

7.  End foreach

8. Compute [L, U] for M, from bottom to up;

9 Return [L, U];
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Theorem 5. Given a complete H-tree M, produced by Algorithm 1 for a NP-hard
formula @ and ¢ for its approximate confidence computation, Algorithm 2 generates
the probability bounds [L, U] that satisfy € for ®.

Proof. Given an internal node r of My, let [ be the number of r’s children {r; | P(;) = p;
€ [a;, bil, a; = pi-&i, b; = pi+€;}. The probability bounds [a’, b’] of r can be computed
as follows (leta’ =p’-¢’, b’ =p’+¢’).

Case 1: If ris ®, we have:

a=p —&=1-MI1-p;+¢5)
V=p'+&=1-11—-p;i—g)
g= M1 -p;+g) N1 —p; —g))/2

In the following, we prove that &' <Y € by induction on /. When [/ = 2, we have
e =¢(01—py)+&(1—p;) <ég + &, Suppose that the induction hypothesis holds
with [ - 1 and consider [ (I > 2), we have:

e =h-1A=-pi+te)A—pr+&)—[l:(1—p; — &)1 —p;—&))/2
=1 -p)AL-1(1 —pi+&) —[Ti-1(1 — pi — €))/2
+ & ([li-1(X —pi + &) + [1-:(1 — p; — &)/2
g€ <(A-p)Yiig+a<Xg

Case 2: If ris ©, we have:
a'=p —¢&=I(p;—&)
b=p' +¢&=T(p; +¢5)
g = (M(p; + &) — (p; — &))/2

As Case 1, we prove &' < Yg; by induction on / similarly.
For read-once leaves have € = 0, the probability bounds [L, U] generated by Algo-
rithm 2 satisfy ¢ for @. ]

Obviously, the algorithms [14] and [8] used in Algorithm 2 can be replaced by other
state-of-the-art algorithms that evaluate read-once and NP-hard formulas respectively.
Specially, while Algorithm 1 and 2 are seemingly similar to [8] with approximate
confidence computation for NP-hard formulas, Algorithm 1 factorizes the input for-
mula into minimal read-once/NP-hard sub-formulas as a complete H-tree, and Algo-
rithm 2 makes the approximation be processed in parallel and only on the NP-hard
sub-formulas.

5 Performance Evaluation

This section presents performance experiments for our approach (called H-tree). The
experiments are performed on a workstation with 5G memory, 160G disk and four
cores CPU of 3.6GHz respectively. We build the prototype as a middleware on an
underlying database PostgresSQL 8.3 by Java 1.5 on Ubuntu 9.10 operating system.
Experimental data is generated by a data generator which creates tuple-independent
probabilistic databases with various scale factors, where scale factor = 1 indicates that
there are one million result tuples involved in the processing. For boolean formulas
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are either read-once or NP-hard, we specify five kinds of formulas shown in Table 1
for the experiments. Experimental results demonstrate that, for complex boolean for-
mulas, H-tree outperforms the algorithms [14] (called CompRO) and [8] (called D-
tree) which are designed for evaluating read-once and NP-hard formulas respectively.
The efficiency of H-tree is impressive especially when evaluating complex NP-hard
formulas with a small .

Table 1. Five kinds of boolean formulas used in experiments

Formula kinds  Features

D, Naive read-once

o, Read-once

(O} Minimal NP-hard

D, Composed of one NP-hard and several read-once sub-formulas
D5 Composed of several NP-hard sub-formulas

5.1 Read-Once Evaluation

In this section, we compute accurate probabilities for read-once formulas and com-
pare the efficiency of H-tree to the algorithm [14] (called CompRO in the sequel).
Experimental results are shown in Fig. 4, where “n naive” indicates that the input
formula can be factorized into n minimal read-once sub-formulas. Specifically, Com-
pRO computes the probability along with formula compilation, while our approach
compiles the formula to H-tree first and computes the probability in parallel based on
it. That is, our approach needs to traverse the tree twice. When the input formula is
naive read-once, there is no gain in parallelization, and the execution time of H-tree is
almost twice that of CompRO. However, when the input formula is composed of 3 or
4 minimal read-once sub-formulas, H-tree is more efficient than CompRO as shown
in Fig. 4. Compared to CompRO, our approach performs better when the read-once
formula is larger.

20000 50000
—¢—CompRO: naive K —o—CompRO: 3 naive A
: 40000 - . " ‘
5 15000 | —k— H-tree:naive o ”...ﬁ.. - —%— H-tree: 3 naive ,lz X
§ - & -CompRO: 2 naive S X § 30000 - —4A-CompRO:4naive .. S ol
2 10000 | - -H-tree: 2 nai . 2 — % -H-tree: 4 nai o
2 ree:2 naive o % -H-tree: 4 naive
= ’/ ~ o £ 20000 - i~ -
= . b= e
5000 10000 o £
0 i t | 0 T f {
0.01 0.05 0.1 0.5 0.01 0.05 0.1 0.5
Scale Factor Scale Factor

Fig. 4. Read-once formula evaluation

5.2 NP-Hard Evaluation

In this section, we compute approximate probabilities for NP-hard formulas and com-
pare the efficiency of H-tree to the algorithm [8] (called D-tree in the sequel).
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Experimental results are shown in Fig. 5. For the same reason with naive read-once
formulas, the execution time of H-tree is about 1.25 times of D-tree’s with minimal
NP-hard formulas, as shown in Fig. 5 (a). When the input formula can be decom-
posed to several sub-formulas, the execution time of H-tree is determined by the larg-
est minimal NP-hard sub-formula. As shown in Fig. 5 (b), when the input formula is
composed of one minimal NP-hard sub-formula and several read-once sub-formulas,
H-tree just needs to approximate the NP-hard sub-formula and is more efficient than
D-tree. In Fig. 5 (c), when the input formula can be decomposed to two minimal NP-
hard sub-formulas, the execution time of H-tree is almost half of D-tree’s. On the
other hand, for the probability of the NP-hard formula is approximated along with
formula factorization, one decomposition operation may get tighter probability
bounds for the formula that satisfy several values of €, as shown in Fig. 5 (d). It may
help users to choose a proper € when evaluating NP-hard formulas.

40000 80000
—&—D-tree:£=0.005 —&— D-tree: £=0.005 A
,
o 30000 | —E—H-treeie=0.005 o 60000 - —F— H-tree:e=0.005 +7
§ — A -D-tree:e=0.001 j § - A -D-tree: e=0.001 /,’
220000 | -x-H-tree:=0.001 A 240000 -+~ _H-tree;e=0.001 " P
= = ’
= = ’
= 10000 = 20000 4
0 U’“‘”’sﬁf‘_:—{‘:{ | 0 @ . : ‘
0.01 0.05 0.1 0.5 0.01 0.05 0.1 0.5
Scale Factor Scale Factor
(a) @5 evaluation (b) @, evaluation
100000 A 12500
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80000 ~ _g H-tree:e=0.005 4 b W
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H 2500 S
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(c) @5 evaluation (d) H-tree evaluation with scale factor 0.1

Fig. 5. NP-hard formula evaluation

6 Conclusion

In this paper, we propose a framework for evaluation on both tractable and NP-hard
conjunctive queries without self-joins on a tuple-independent probabilistic database.
We develop a novel structure H-tree, where boolean formulas can be factorized into
small read-once or NP-hard partitions. We parallelize confidence computation for
query results based on it, and provide accurate probabilities for read-once formulas
and approximate probabilities with a fixed error for NP-hard ones. Experimental
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results demonstrate that our approach outperforms the state of the art with complex
boolean formulas, especially for NP-hard ones.
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Abstract. Online auctions allows users to sell and buy a variety of
goods, and they are now one of the most important web services. Pre-
dicting final prices on online auctions is a hard task. However, there has
been much pioneering work over the past ten years. In this paper, we
propose a novel method for predicting final prices using a time series
splitting and clustering method to provide higher accuracy. An evalua-
tion of the effectiveness of our method is also described in the paper.

Keywords: Time series, Prediction, Online auction, Clustering.

1 Introduction

Online auctions allows users to sell and buy a variety of items and they have
become one of the most important web services. Incresed activity on online
auction web services has led to greater research work on the online auctions.
Online auction final price prediction would be desirable for users, because it
would allow them to win an auction item at the best price. There has been a lot
of research work on final price prediction. Previous research can be separated
into two main types from the viewpoint of input sources in final price prediction:
1) prediction using muti-attributes and 2) prediction using time series data.

Prediction using multi-attributes [IH4]. Final auction price dynamics can
depend on multiple factors. It is common for the final price in an auction to
be quite variable for the same product. Many factors can affect to the final
auction price. These factors can include auction parameters such as auc-
tion length and free shipping. Item characteristics such as the seller ratting
and ”used or new” condition, are also important factors. Final price predic-
tion classifiers have been developed for auction category characteristics [2].
In addition, some learning methods such as neural network and K-nearest
neighbors have also been used to learn a model from many auction histories,
which are represented as a sequence of multi attribute values [3].

Prediction using time series data [5H11]. The auction history of an item
can be viewed as a time series data, i.e. a series of auction prices during
an auction period. Several prediction methods have been proposed in recent

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 207-PI§, 2012.
© Springer-Verlag Berlin Heidelberg 2012
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years. General and traditional prediction or forecasting methods include Box-
Jenkins and ARIMA [T4]. Other methods have also benn proposed, including
fitting with special complex expressions and use of estimated statistical dis-
tributions [BL[IOLIT]. The details of these models are described in [13].

In this paper, we present a novel prediction method for predicting final auction
prices that belongs to the second class (Prediction using time series). It is assumed
that only past auction histories are used for prediction of the final price of the cur-
rent auction and the past auction histories used for a final price prediction of the
current auction are selected before the final price prediction process. The reason
for the first assumption is that we want to focus on the prediction accuracy based
on price time series. However, the use of additional information such as auction
parameters and item characteristics, such as Seller Rating, Last-minute Bidding
and Item Condition, can contribute to a more accurate model. It is beneficial to
produce higher accuracy by introducing additional information, in an time series
prediction model. In the model presented in this paper, prediction is performed us-
ing only a subset of the vast amount of past auction histories. The time required
for prediction can be greatly reduced by this pre-selection step. A subset of the
auction histories can be extracted based on some predefined conditions related
to the product type or the item characteristics. It is assumed that the number
of auction histories used for prediction is determined by a user or a system man-
ager. We do not discuss here an extraction method of the auction histories. Our
method is based on splitting and clustering past auction histories. Before cluster-
ing commences, splitting is conducted to ensure high auction accuracy even when
the small number of past histories is available for prediction.

The paper is organized as follows. First, we describe our motivation for the
splitting and clustering method with a brief introduction. We then propose our
novel final auction price prediction method, where we present a splitting and
clustering based model in a formal manner, This is followed by an evaluation of
the method. We conclude by discussing possible extensions to the model in the
final section.

2 Motivation and Basic Ideas

2.1 Motivation

Figure [Il we consider an auction time series from the starting time until the
current time. An auction user is eager to know the final auction price at the
closing time. However, it is difficult to predict this because the future auction
price is uncertain and it can increase depending on specific circumstances. If
the price increases sharply, then the future price is very likely to be high, i.e.,
X. If there are no more bids in the auction, the price will be the same as the
current price, i.e., Z. If the price increases steadily, the price will be the value Y.
Therefore, it is difficult to predict the final price unless additional information is
available. To more accurately estimate the possible future price in an auction, it is
useful to refer to past auction histories of the same product. Figure[2 shows some
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Fig. 1. Auction price dynamics Fig. 2. Some auction price curves

past auction histories. Note that the price curves are based on the past auction
histories of the same product on an actual auction site. Each auction price curve
shown has been normalized for both price and time. As shown in the figure,
there are many dynamic variations in auction prices. Thus, it is possible that a
curve fitting method would produce inaccurate estimation of the auction final
price. In this paper, we propose a novel method for predicting final prices using
a time series splitting and clustering method which produces highly accurate
predictions.

2.2 Basic Concepts
The basic concepts of our proposed prediction method are described here.

Clustering. The role of clustering in the prediction of final prices is shown in
Figl3l We assumed eight auction histories, from A to H in the figure. Given
a query in a the current auction, Q, we can calculate the average of the final
prices of A to H. Or we can obtain the final price of the best matched auction
history from A to H, both of which may be different from the actual final
price of Q. Models such as Grey system theory [5] and the functional data
analysis [4], incorrect parameter identification can lead to many errors and
icorect predictions of the final price. Auction histories can be divided into
groups with similar curves using a clustering method and the prediction for
the auction query Q can be applied to a group containing Q. For example,
A and B found in Group G1, C and D are in Group G2, E and F are in
Group G3, and G and H are in Group G4. If Q is included in Group G3, the
final price of Q is estimated based only on the auction histories of G3 and
by calculating the average final price of the past auctions in G3.

Splitting and normalization. A second problem when predicting a final auc-
tion price is that the current auction is underway whereas the past auction
histories have already finished. Thus, the matching of the current auction
curve and a past auction history curve should not be conducted only over the
time interval from the starting time until the current time. Figure [ shows
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two past auction histories curves, X and Y, and the query auction curve Q.
Note that the current time of Q is before the closing time of X and Y. In the
figure, Q is very similar to X over the interval from the starting time until the
current time. Y looks less similar to Q over the interval. If the matching of Q
with past auction histories is only conducted over the interval, the predicted
final price may be different from the actual final price of Q. To reduce this
type of errors, we also consider the curve for Y as well as X when predicting
the final price of Q. Note that the curves of Q and Y are more similar after Q
is enlarged in the time dimension. Given the bidding situation in the actual
auctions, we should not match the query curve with past curves only for the
interval from the stating time to the current time. Thus, as shown for Y in
Figll we introduce time normalization and the splitting of auction histories.

3 Prediction Using Time Series Splitting and Clustering

In this section, we formally describe our proposed method. Table [Il defines the
notations usded in this paper.

3.1 General Process

Given a time series gdata, we assume that we have a set of auction histories A
containing past auction items for the same product. In our proposed method,
the general prediction process is conducted as follows:

Stepl: Splitting. We extract a set of split time series A’ from A.

Step2: Normalization. We produce normalized time series D, which is ob-
tained from the split time series A’. gdata is also transformed into a normal-
ized representation d,.

Step3: Clustering. Both D = {d} and d,;) are combined then segregated into
NC clusters using a clustering method.
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Step4: Prediction of the final price. The average final price is calculated
for a set of the same cluster as d,. If the number of elements in the cluster
including d, is one, the average final price of A is calculated as the predicted
price.

Table 1. Symbol definition

Symbol Definition

N the number of the auction time series
A a set of the auction time series data, A = {a;|t =1,..., N}
P;  the final price of a;
NB; the number of bidding in a;
T;(j) bidding time in a;, for j = 1,.., NB; and T;(1) =0
pi(j) bidding price at a time T3(j) in as;, P; = pi(NB;)
a;  an auction time series of A described as a sequence of < (T;(j), pi(j)) >
NI the number of split points including the closing time
S aset of split time points, S = {Sx € (0,100]|k =1, .., NI},
Sk a split time point in percentage from a start time until closing
I aset of split intervals [ = {I;}
I, a split interval represented by (1, End;(k)) for each aj;,
E’I’Ldz(k}) S {1, ,NBZ} Endl(k) < Endl(k + 1)
A’ set of split auction time series obtained from A. A" = {a}]k =1,.., N * NI}
D’ set of price normalized split time series of A’. D' = {dj |k =1,..,N * NI}
D set of normalized split auction time series of A. D = {dx|k =1,.., N« NI}
NT the number of time points in [0.0,1.0]. NT' — 1 is the no. of intervals.
The number of intervals is NT — 1
6  fixed interval length of [0.0,1.0] used for time normalization
T  aset of time points T' = {ts|s = 1,..., NT'}, t1 = 0.0, tnT = 1.0,
ts=(s—1)*4
f(,) f(ts,dy) is an interpolation function to calculate a value at ¢, from dj,
where dj; is an auction time series data after splitting.
dr  an auction time series data after splitting and normalization,
dr =< dk(l),dk(Q), ..dk(NT) > di € D and dk(m) = f(tm,d;)
NC'  the number of clusters
C  aset of clusters, C = {¢m|ma,.., NC}
gdata an auction time series data to predict its the final price
gdata is represented by a sequence of pairs (T4(j), q(4))
NQ@ the number of bidding in gdata done by now
dq  the normalized time series data of gqdata

3.2 Time Series Splitting

The first step in predicting a final price is to split the auction time series into the
same categories of query time series data gdata that we need to predict. Note
that the query time series qdata dows not need to be split.

Assume that the number of biddings in a time series a; to be split is N B; and
it is split into NI sub sequences. To do this, we split the integer intervals [1, N B;]
into a set of integer intervals I, NT integer intervals Ij,. Iy=[1, End;(k))], where
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End;(k) = [Sk/100 * NB;]|. Note that the starting value for each interval is 1.
Then, the split time series aj, of the original time series a; is a sequence of pairs
(Ti(3);pi(4)), J € Lk-

For example, suppose we have a time series a =< (0,4), (3, 30), (5, 34), ( 6, 40),
(7,60) >, NI = 2 and S = {60,100}. Then we obtain the following two split
time series a} and a) because END(1) = 3 and END(2) = 5: a} = (0,4), (3, 30),
(5,34) > and a}, =< (0,4), (3,30), (5,34), (6, 40), (7,60) >. It is important given
that the N B value should carefully determined If N7 is large in this example, we
may have many duplicate split time series.

3.3 Time Series Normalization

After splitting a time series, the obtained data A’ = {a}} and the query time
series gdata are normalized in terms of time and price.

When normalizing the price of a time series, we produce a price- normalized
time series based on the maximum price of all the final prices in the auction
time series in the same category as gdata. For an element of (T7(j),p)(j)) of
{a},} € A’, we calculate pj (j)/maxprice, where mazxprice = maz;{p;(NB;)}.
Then, we construct the time normalized time series dj, from aj,, where dj, is is a
sequence of (T.(5), pj.(§)/mazxprice).

A time series is also normalized based on its closing time. We introduce an
interpolation function f(ts,d}). The function is a function that estimates an
interpolation value at a intermediate time point of a time series dj,. A time point
ts is in [0.0,1.0] Using this function, we transform a sequence dj, to dj with
time- normalized time series as follows. We have the number of time points in
[0.0,1.0] and a set of time points T = {ts = (s — 1) % d|s = 1,.., NT'}, where
0 =1.0/(NT — 1). We then construct d, =< d(1),dr(2),..,di(s),..,dg(NT) >
where di(s) = f(ts,d},). di is obtained as follows: for each t, € T, f(ts,d'k)
is calculated and set to di(s). Any interpolation function such as B-spline and
Bezier, can be used as the function f.

For example, a =< (0,4),(3,30), (5,34), (6,40), (7,60) > can be normal-
ized such that maxprice = 100. The price- normalized time series d’ is <
(0,0.04), (3,0.30), (5,0.34), (6,0.40), (7,0.60) >. When NT = 6, a normalized
time series < (0.0, £(0.0,d")), (0.2, £(0.2,d")), (0.4, £(0.4,d")), (0.6, f(0.6,d")),
(0.8, f(0.8,d))(1.0, f(1.0,d’)) > is obtained. As the time series has the uniform
interval and the interval is common to all the normalized time series, the nor-
malized time series data obtained d can be represented < f(0.0,d’),

F02,d), £(0.4,d), (0.6,d'), £(0.8,d'), F(1.0,d) >.

3.4 Clustering

The clustering produces a set of clusters C' = {¢;,|m = 1,.., NC} from a set of
normalized time series including gdata. Any clustering method can be applied for
the clustering of the time series and any distance calculation method between
two time series data can be used, but the typical non-hierarchical clustering
method known as k-means and the conventional Euclidean are used to obtain
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the clusters in this method. The number of the clusters, NC, needs to be given
when using k-means. Based on our preliminary evaluations, we set NC to a value
from 5 to 10. After clustering, the cluster ¢, € C' containing gdata is identified
and checked. The final price estimation is achieved by calculating average(F;),
where P; is the final price of the auction related to d; € ¢4 (d; # gdata). If there
is no other auction time series other than gdata in ¢4, the average of the previous
final prices cannot be calculated. In this case, the average of the final prices of
all the auction time series A related to the qdata, is calculated.

4 Evaluations

4.1 Test Data

We used two kinds of test dataset for our evaluations: Yahoo! auction and eBay
dataset. The first of the test dataset is extracted from Yahoo! auctio7 the most
popular auction web service in Japan. The auction items used as test data are
selected to meet the following conditions:

— The number of previous auctions of a product was more than 60.

— The standard deviation of the final price of a product ranged from 2.0 to
20.0.

— No considerations on auction parameters and product characteristics were
taken into consideration on test data selections,

Based on these conditions, five products were selected as test data. We selected a
subset of test data from the past auctions at random while the rest were selected
as a query auction data set to predict their final prices. We cut the query time
series from the auction starting time up to the current time T,y ent before

Table 2. Test data

Product Product Final price Average Std. Dev. No. of No. of
name range (Yen) final price of final past items to
(Yen) prices items predict

G1 iPad2 Wifi 66,000 - 99,800 87,634 10,173 75 13
3G,64GB
G2 Herman Miller 40,500 - 105,000 56,003 16,652 185 40
Aeron Chairs
AE113AWB
G3 Toshiba 34,800 - 70,001 87,634 7,143 94 26
REGZA-32RX1
G4 Onepiece 15,000 - 25,800 19,005 3,196 62 10
Complete
G5 Ricoh 5,000 - 13,500 8,725 2,423 80 11
Camera CX1

! http://auctions.yahoo.co.jp/
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the auction closing time . Teyrrent Was set 70% of the auction closing time. The
details of the test data are shown in Table 2

The other test dataset is the complete bidding records for 149 auctions on
Palm M515 PDAs ion eBayE. All the auctions in this dataset is 7-day auctions
and transacted between March and June in 2003. A set of only time series
extracted from randomly selected 80% of the eBay dataset was used as past
auction histories. Prediction experiments were conducted for the remaining 20%.

4.2 Evaluation Results Using Yahoo! Dataset
We performed three experiments for Yahoo! data set as follows.

— Accuracy experiment. Our proposed method was compared with an actual
prediction web service and existing prediction methods using the test data
described above. The web service used for the comparison is known as
Rakuboz ﬁ, one of the web services of the auction final price estimations
made for Yahoo! auction. The two existing method were the curve fitting
method using Price = asTime® proposed by Kurosawa et al. [I2] and the
naive method which only calculates the average price. The measure used
for the comparison was defined by the following expression: Accuracy =
1 — |Pricepredicted — Priceqctuall/ Priceactuqr- Note that 1 — Accuracy is the
mean absolute percentage error (MAPE). In this experiments, we used the
proposed method without splitting to evaluate the raw performance of the
method. The number of clusters (NC) is 5 in this experiment.

— Splitting effect experiment. We made some experiments to check S effects
on the accuracy of our method. We set S={70,100} by adding a set of data
split at a point of 70% with the previous test data.

— Prediction time effect experiment. We changed the time T,y ren: When the
prediction was performed. We assumed that the conventional prediction time
was a time when 70% of the overall auction period had elapsed from the
starting time. In this experiment, we varied the time-point from 50% until
90% in increments of 10%. This evaluation determined whether the current
auction was classified into the correct clusters by checking the clustering
results by hands. For all the query auction time series for the same product,
we calculated the number of queries that were classified into the correct
cluster. We used the same method as in the first experiment, i.e. the method
without splitting.

Accuracy Comparison. Table [3] shows the result of the accuracy comparison
in the first experiment and also shows the standard deviations for the accuracy
results.

2 Available at http://www.rhsmith.umd.edu/digits/statistics)
3 http://www.rakuboz.com/
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Table 3. Results of Accuracy (left) and Standard deviations(right)

Prd. Our Rakuboz Curve Naive Prd. Our Rakuboz Curve Naive

method fitting method fitting
Gl 89.02 63.40 85.67 88.92 G1 7.53 32.80 797 9.2
G2 82.97  58.01 83.22 79.07 G2 9.25 35.97 13.41 18.83
G3 88.34  63.98 87.99 87.40 G3 7.43 3328 5.06 10.63
G4 88.40  52.23 84.56 85.46 G4 5.71 36.24 5.38 14.65
G5 84.35 61.20 86.21 75.19 G5 6.68 3749 12.87 7.79
Average Aveerage

accuracy 86.62  59.76 83.21 85.53  std. dev. 7.32 35.17  8.94 12.20

We made the following observations.

— Our proposed method was superior to the other three methods in terms of
accuracy. The average accuracy was the highest with our method, 86.63%.
The 2nd highest accuracy, 85.53% was obtained by Naive method, the total
average price calculation.

— Our method produced the lowest standard deviation for the accuracy, 7.32%.
The 2nd smallest standard deviation of accuracy, 8.94% is obtained by Curve
fitting method [I2]. Our method is considered to be stable from a viewpoint
of this smallness of the standard deviation.

— Rakuboz, the actual price prediction web site, produced the worst accuracy
and the highest standard deviation. This was because there were several
cases when Rakuboz did not produce final price predictions. We set 0.0 as
the predicted price in these cases.

Splitting Effect. In the case when a split time series is mixed with the original
time series, the result is shown in Table @l As shown in this table, the aver-
age accuracy for {70,100} was 87.11%, which was 0.49% higher than the method
without splitting. The average standard deviation for {70,100} was 6.67%, which
was 0.65% lower than 7.32%, achieved with the method without splitting. There-
fore, we conclude that the method with splitting can produce more accurate and
stable predictions, compared with the method without splitting.

However, it should be noted that the number of clusters (NC) for {70,100}
was necessary to be larger than NC for {100}, because the splitting produces
more data to be clustered, which was twice in this case. We should remark that
NC needs to be chosen carefully. It is because a wrong NC setting may produce
a worse result, observed from the result of the case S={100} in Table @l The
optimal NC determination is an issue to be remained. The optimal splitting is
another issue to be solved. Further splittings, such as {60, 70,100} and {70,
80,100}, will also be necessary to be evaluated in future.

Teurrent Effect. Fighl shows the result of the experiment, where we observed
the effect of Teyrrent on predictions. The horizontal axis represents the percent-
age of prediction time. from the start until the closing time. The percentage was
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Table 4. S and NC effects (Accuracy (left) and Standard deviations(right))

S={70,100} S={100} S={70,100} S={100}
(NC=7) (NC=T) (NC=7) (NC=7)
G1 91.20 89.30 G1 4.45 7.79
G2 81.94 79.53 G2 9.94 13.44
G3 89.20 86.66 G3 5.89 8.65
G4 87.96 87.9 G4 6.45 7.71
G5 85.24 79.84 G5 6.64 10.82
Ave. accuracy  87.11 84.65 Ave. std. dev. 6.67 9.68

Correct clustering
construction ratio(%)

100

@

Prediction time

40% 50% 60% 70% 80% 90% 100%

Fig. 5. Prediction time effect

varied from 40% to 90% in the experiment. The vertical axis represents the per-
centage where the current auction time series data was clustered into the correct
cluster. The bold line in this figure is the average of five product results while
the other thin lines are the individual product results. At 70%, the percentage
of correct cluster constructions was determined about 84%, showing that the
clustering was performed appropriately. Based on this figure, it was shown that
the 70% time-point was reasonable for accurately estimating the auction final
price.

4.3 Results Using eBay Dataset

We conducted an accuracy experiment using eBay dataset. The result is shown
in Table Bl As shown here, our method with S={70,100} was better than the
curve fitting method and Naive method. Moreover, it was obtained that our
method with splitting was better than the method without splitting, on the
eBay dataset.
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Table 5. Results using eBay dataset

Our method Our method Curve Naive
S={70,100} S={100} fitting

NC=5 NC=5
Average accuracy 91.45 89.22 85.39 87.61
Average standard deviation 5.12 7.56 11.3 7.81

5 Related Work

There are many previous studies of online auctions, which are mainly segregated
into auction analysis and auction final price prediction. Research on the latter is
briefly summarized below due to space limitations. Methods used for final price
prediction include Grey system theory [5], Functional data analysis [4], Para-
metric growth curves [6], Regression trees [1], Autoregressive (AR) [7], Curve
clustering [I1], Beta model [§], Bayesian networks [2], K-nearest neighbor [9] [10]
and Neural networks [3]. No previous methods have combined the splitting of
auction histories with clustering. Please refer to an excellent survey on online
auction final price prediction from a statistical modeling viewpoint for further
information [13].

6 Conclusion

In this paper, we propose a novel auction final price prediction method using
splitting and clustering to realize more accurate estimation of final prices. The
important points of the method are 1) the use of clustering and 2) the splitting of
auction histories. Clustering allows us to segregate a set of past auction histories
for the same product. All the auction time series in a cluster including the current
auction which are obtained by clustering of the time series, are much similar
to the current auction time series. Therefore, the prediction is more accurate
because it is based on aggregation of the similar time series rather than all the
related time series. Splitting a time series causes more time series to be clustered.
Thus, more time series patterns can be considered in the final price prediction.
Our experiments showed that the proposed method was superior to an actual
price estimation web service and some existing prediction methods.

There are several ways of extending our proposed method. First, we need to
obtain more accurate prediction in the early stage of auctions. In this paper, we
predicted the final price with 86.62% accuracy, at a time-point when the 70%
after the starting time. We need to improve the accuracy in predicting at an
early time-point. Moreover, we need to evaluate our method in more detail and
to compare our method with other final price prediction methods. Finally, we
intend to develop a new auction final price prediction web service.

Acknowledgments. This work was partly supported by Kayamori Foundation
of Information Science Advancement, Japan.
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Abstract. In some E-commerce recommender systems, a special class
of recommendation involves recommending items to users in a life cycle.
For example, customers who have babies will shop on Amazon within a
relatively long period, and purchase different products for babies within
different growth stages. Traditional recommendation algorithms cannot
effectively resolve the situation with a life cycle. In this paper, we model
users’ behavior with life cycles by employing hand-crafted item tax-
onomies, of which the background knowledge can be tailored for the
computation of personalized recommendation. In particular, our method
first formalizes a user’s long-term behavior using the item taxonomy, and
then identify the exact stage of this user. By incorporating collaborative
filtering into our method, we can easily provide a personalized item list
to this user through other similar users within the same stage. An empir-
ical evaluation conducted on a purchasing data collection obtained from
Amazon demonstrates the efficacy of our proposed method.

Keywords: Taxonomy, Recommendation with Stage, Long-Term,
Short-Term.

1 Introduction

Personalized recommendation is becoming increasingly popular due to the great
utility in providing people with products that they might be interested in and
thus purchase. Many electronic commerce websites in a business-to-consumer
(B2C) style, e.g., Amazon, have already benefited from personalized marketing
leverage offered by product recommender systems [I6JI8]. Most researchers try
to develop recommender systems by utilizing content-based methods or collabo-
rative filtering or hybrid version of these two techniques. However, such recom-
mendation paradigms cannot effectively handle all the cases that might happen
in real-world applications.

In E-commerce recommender systems, there is a special class of recommen-
dation problems, in which a user’s behavior might evolve over time, i.e., within
different stages the user will prefer distinct items, as shown in Scenario 1.

* The project was supported in part by the Natural Science Foundation of Fujian
Province of China (No.2011J05157).

Q.Z. Sheng et al. (Eds.): APWeb 2012, LNCS 7235, pp. 219-£30Q, 2012.
© Springer-Verlag Berlin Heidelberg 2012



220 L. Li, W. Hong, and T. Li

Scenario 1: A customer with a baby needs to purchase some products of baby
care. Within different growth stages of his/her baby, the desired products are
significantly different.

In this scenario, the customer’s purchasing interest evolves over time. It is
not reasonable to utilize item-based method for personalized recommendation,
as the items purchased in different time periods might significantly different.
Further, it is a non-trivial task to effectively capture the evolution of customer’s
purchasing interest. In general, an item taxonomy is often associated with a
recommender system, by which customers can easily navigate different categories
of products. In this paper, we propose to employ such taxonomic knowledge
to formalize users’ long-term preference, and in the meantime, to capture the
evolution of users’ interest. However, only long-term preference cannot provide
enough evidence against the user’s current desire, as illustrated in Scenario 2.

Scenario 2: A customer with a 6-month baby meeds to change the type of
formula for his/her baby.

In this scenario, the customer needs to purchase some new items. In gen-
eral, long-term preferences model users’ purchasing interest in a long run, e.g.,
what brands that the user prefers. However, for customers who step into a new
purchasing stage, he/she would desire new types of items that have never been
purchased before by this user. Therefore, only considering the customer’s long-
term preference will not capture his/her desire. To handle such issue, we propose
to explore the user’s short-term interest by analyzing similar users’ behaviors.
Here “similar” indicates that two users might have similar purchasing behaviors
within the identical purchasing stage. By this way, we can easily resolve the
situation that the customer desires new types of products within new stages.

In summary, the contribution of our paper is three-fold:

— We define a new class of recommendation problem, named Recommendation
with Stage (RwS), in which a user’s preference evolves over time.

— We introduce a taxonomy-oriented approach to model a user’s preference.
We propose to model a user’s preference not only on item level, but also on
the semantic correlations among the categories that the items belong to.

— We propose a novel graph-based model for recommendation, in which a

multi-modal weighted graph, including users, items and concepts, is con-
structed, and then random walk is performed on this graph for inference.

The paper is organized as follows. We describe some related work in Section 2
Section [J] defines the formal statement of the problem. In Section Hl, we discuss
the algorithmic details of our proposed method. Section [B] provides an empirical
evaluation on a real-world data set, and finally Section [6] concludes the paper.

2 Related Work

In this section, we briefly review prior methods related to recommender systems.
We also highlight the difference between our method and other existing work.

Content-Based Recommendation. The effectiveness of content-based in-
formation filtering paradigm has been proven for applications locating textual
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documents relevant to a topic. Particularly in recommender systems, content-
based methods [IJ4lf7] enable accurate comparison between different textual or
structural items, and hence recommend items similar to a user’s consumption
history. However, content-based filtering approaches suffer from multiple draw-
backs, e.g., strong dependence on the availability of content, ignoring the con-
textual information of recommendation, and etc.

Collaborative Filtering. Collaborative-based recommenders tackle the rec-
ommendation problem by exploiting similar users’ profiles and recommending
new items not previously rated or seen by the target user. Recommendation is
therefore achieved by finding common characteristics in the preferences of other
users. Common approaches in this category include k-Nearest-Neighbor (k-NN),
matrix factorization [8I15], and etc. Amazon uses an item-to-item collaborative
filtering approach to personalize the online store for each customer [11]. How-
ever, collaborative filtering requires more ratings over items, and therefore suffers
from the rating sparsity problem.

Hybrid Recommendation. Hybrid approaches combine the aforementioned
techniques in different ways to improve recommendation performance and tackle
the shortcoming of underlying methods. Some sample approaches include [39],
in which the inability of collaborative filtering to recommend items is commonly
alleviated by combining it with content-based filtering.

Knowledge-Based Recommendation. Knowledge-based personalization sys-
tems emphasize explicit domain knowledge about the items as well as implicit
knowledge about the users (e.g., psychographic, demographic, or other per-
sonal attributes of users) to extract pertinent recommendations [6/I7]. Some
researchers use item taxonomies to raise the accuracy of the results [2J5I12].

In our work we investigate a special class of recommendation problems, in
which a user’s preference evolves over time. We formalize the user’s preference by
virtue of the category correlations within item taxonomies. To provide attractive
recommendation list, we first identify the exact purchasing stage that the user
lies in, and then localize the user’s short-term preference by inference over users,
items, and concepts, where the candidate users’ short-term profiles that are
within the same stage compared with the target user are selected to construct
the inference base.

3 Problem Formation

3.1 Background

In our work, we employ item taxonomy to facilitate the recommendation proce-
dure. In general, item taxonomies are often designed or applied in E-commerce
websites, e.g., Amazon. In particular, we have the following elements within an
E-commerce community:

— User Repository: U = {u,ug, - ,u,}. U contains all users or customers
within the E-commerce community.
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— Product Repository: P = {p1,p2, - ,pm}. P is composed of all the prod-
ucts provided by the E-commerce website.

— User Rating: R = {R1, Ro, -+, Ry, }. R includes all the rating information
of users over products.

— Item Taxonomy: 7 over item category set C = {c1,co, - ,¢}. The tax-
onomy T captures the hierarchical structure of C in the E-commerce. For
simplicity, we require that one product can only fall into one specific cate-

gory, i.e., {p — ci|-¢j,¢; # ¢i,p — ¢4}

3.2 Problem Statement

Problem (RECOMMENDATION WITH STAGE): Within an E-commerce commu-
nity, given U, P, R and T, recommend items to a target user, guaranteeing that
the user’s current purchasing desire is mazimally satisfied.

To resolve the above problem, we can decompose it into two different sub-
problems based on the characteristics of the problem itself.

Subproblem 1 (STAGE IDENTIFICATION): Given an item tazonomy and a target
user’s history, identify the user’s current preference on item categories.

To identify the recommendation stage for the target user, we need to consider
the entire purchasing history of this user. Simply modeling the user’s behavior
based on transactional purchasing data cannot capture the evolution of the user’s
exact interest. Fortunately, the item taxonomy can provide us a meaningful and
elegant explanation of the user’s evolved behavior.

Subproblem 2 (ITEM RECOMMENDATION): Given a target user’s current stage,
recommend a list of items to the user such that his/her preference will be maxi-
mally satisfied.

Once we obtain the recommendation stage of the target user, a natural way to
recommend items is to refer other users’ behaviors within the same stage. In our
problem setup, we have additional resources to use, e.g., the item taxonomy, to
enrich the correlations among users, and therefore we are able to provide more
reasonable recommendation list.

4 Taxonomy-Driven Recommendation

The item taxonomy semantically encapsules the correlations among items, which
is suitable to capture users’ preferences over different item categories. Specifically
in our work, we first separate a user’s purchasing history into different stages,
and then model the user’s long-term preference by employing the item taxon-
omy. Given a target user, we construct a multi-modal graph based on the users’
purchasing behaviors similar to the target user, and then perform inference on
this graph to finalize the recommendation.

4.1 Stage Identification

The long-term user profile consists of multiple stage profiles. Formally, given
the purchasing history H of the target user u, H can be initially divided into
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multiple segments based on a specific time scheme. Here the time scheme used to
segment H can be learned according to the detailed content of H using statistical
or machine learning techniques. Taking into account the time complexity, hereby,
we simply define a uniform time frame 7' as a segment unit, and then separate
‘H based on T, i.e., H = {H,,, Hy,,- - , Hy, }, where ty means the current stage,
i.e., the latest purchasing period. For each time period t;, ¢ = 0,1,--- ,n, we
model the user’s behavior H;, using the item taxonomy.

User Profile Generation. As illustrated in Fig[Il to model the stage profile
H;, of user uq, we first extract the transactional data of w1, R1 = {pa1, ps1,p21}-
For each transaction or item in R, e.g., pa1, we locate the fine-grained category
that the item directly belongs to, e.g., ¢4, and then traverse the taxonomy from
bottom to top, to obtain the category path starting from this category, e.g.,
c4 — ¢1. Following this example, we then transfer the rating score on p4; to the
category path, i.e., assigning “1” to each category in the path. Subsequently,
we aggregate the rating score for each category and formalize the user’s stage
profile as a weighted category vector.

Taxonomy

Uil pri, Pst, Ps2 | Uil P31, Pat | UiL Pat, Pst1, P21
Rating Uzl P11, Ps2, Pat | U2l Ps2, P4t | Ul Pat, Ps2, P21
Us: P31, P41 Us: pi1, P32 | Us: P2, P21

T

T T
Ht Ht Ht

Fig. 1. An example of item taxonomy

Again for the previous example, assume the basic category vector is in the
form of (c1, ¢z, ¢3, ¢4, ¢5), then the weighted category vector RY = (1,2,0,1,1),
where each entry represents the user’s implicit rating over the corresponding
category. In such representation, we assign more weight on the categories of the
upper level in the item taxonomy, by which we can avoid being trapped into
specific topics and losing the overall recognition of the user’s preference. The
weighted category vector is lo-normalized. Finally, we can denote user u’s long-
term profile as R, = {R{,Rl' Rz ,---}, and also we can identify the current
recommendation stage of u; as Hy,.

The identification of the user’s current recommendation stage can help de-
termine what information should be used in the item recommendation, i.e., to
consider other users’ stage profiles. For example, there are three users u1, us and
ug3, whose long-term profiles are {Rl2 , Ri} , R }, {Rlo Rl Rl R R!}, and

wy )y wg )y Tlugy Flugy Ly
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{Rlo, Rl RIz, R }. Given the target user u; with the recommendation stage
H;,, we need to analyze the stage profiles of users us and us, that is, Rf}’z and
Rf}s, since these stage profiles indicate that their stages are identical to ui’s
current stage. In this sense, the long-term and short-term profiles of a user are
dependent in a way that the short-term profile is derived from the long-term
profile and also the long-term profiles of different users can contribute to the
success of collaborative filtering. The subsequent procedures are all based on
this scheme. Note that the evolution of a user’s purchasing interest exists within
the user’s long-term profile, whereas the interest would be relatively stable within
the user’s short-term profile.

Model Refinement. As proposed in the previous section, the item taxonomy
serves to connect users and items in a semantic way, in which users’ rating
behaviors are amplified via the category path. In such a model, we can easily
capture the correlations between different elements, i.e., users, items and cate-
gories. In the following, we further formalize the taxonomy-based profiling model
by specifying three different similarities.

— User-User Similarity (Sy): The user-user similarity originates from two dif-
ferent components: user-item similarity Sy; and user-category similarity
Suc. Given two users u; and us, Syy can be computed by considering
the Jaccard similarity between the item sets purchased by these two users,
Ly, I.,,, whereas Syc can be derived from the Cosine similarity between the
identical stage profile vectors of these two users R, , R,,. Specifically,

L, NI,

R., - R
s - 2.8 = B
i) = g g, S = g R |

Finally, the similarity between two users, Sy (u1,us2) can be calculated as:
Su(ur,u2) = A - Syr(ur,u2) + (1 — A) - Suc(u1, u2). (1)

In this way, we can easily capture the correlations between two users from
both the taxonomic level and real purchasing behavior level simultaneously.

— Item-Item Similarity (Sr): Similarity between items can be computed using
item-to-item collaborative filtering. Given a product p, our goal is to find
products similar to p; Here by “similar” we mean that the user sets, Uy, , Up,,
purchasing the two items have substantial overlap. To this end, we use the
Jaccard similarity to capture St(Up,, Up,), as

_ Upl N Upz

SI(UPUUpz)*U Ul
Pp1 p2

(2)
— Category-Category Similarity (Sc): This similarity can help quantify the se-
mantic correlation between two different categories in the item taxonomy. In
our work, we employ Information Content (IC) [I4] to compute S, which
measures the amount of information of a given category ¢ from its prob-
ability of occurrence, in our case, the probability that items under ¢ are



Taxonomy-Oriented Recommendation towards Recommendation with Stage 225

purchased. The larger the IC, the more popular the category. IC can be
computed as the negation of the logarithm of the probability of occurrence,
i.e., IC(c) = —logp(c). To derive the similarity between two categories, we
use the similarity measure proposed in [I0], which evaluates the correlation
between a pair of concepts as the IC of the Least Common Subsumer (LCS)
in a give taxonomy, i.e., an indication of the amount of information that two
categories share in common. Given two categories ¢; and co, the similarity
Sc(e1,¢2) can be computed as

_ 2xIC(LCS(c1,c2))
Solen ) =" o) + 10(er) @

4.2 TItem Recommendation

Once we locate the recommendation stage of the customer, a simple solution to
the recommendation is to employ user-to-user collaborative filtering to retrieve
items that the customer might prefer. However, such paradigm might result in
the overemphasis on popular items, and thus make popular items more popular,
while the items in the long tail have little chance to be recommended to the
user. To resolve this issue, we investigate the effect of using the item taxonomy to
increase the possibility that items in the long tail are being recommended. To this
end, we first construct a multi-modal graph, and then given a target customer
u, we perform random walk on this graph starting from u for recommendation.

In detail, the multi-modal graph consists of multiple resources, e.g., users,
products and categories, associated with multiple types of correlations, e.g.,
user-user, item-item, category-category relations and etc. These resources are all
originated from the user’s purchasing behaviors within the same stage. We encap-
sule the graph as an adjacency matrix. Formally, let U, P,C' denote customers,
products and categories respectively, and let U,,U., P, denote user-product,
user-category and product-category relations, then we can build a block-wise ad-

U, Uy, U
jacency matrix W = | U, P, F. |, where U,, P,, C. denote user-user, product-
U. P. C.
product and category-category relations. Here the entries of U, is calculated
by Sy defined by Eq.d), P, by Eq.@) and C. by Eq.@)). The entries of other
blocks in W can be derived by purchasing behaviors or the item taxonomy. For
example, for entries in Up, each one is a binary value (“1” or “0”), representing
whether the corresponding user has been purchasing the product or not.

Given a target user u, we perform random walk on the multi-modal graph
starting from u. Here we employ random walk with restart (RWR) [13] to retrieve
items for recommendation, such that the recommended items are not deviated
much from the user’s purchasing interest. Specifically, we construct a matrix A
using normalized graph Laplacian, i.e., A = D~Y2WD~2 in which D is a
diagonal matrix with its (i,7)-element equal to the sum of the i-th row of W.
The algorithmic detail is described in Algorithm [II

In Algorithm [l we first build a multi-modal graph whose nodes include users,
products and categories, and the weighted edges between nodes are quantified
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Algorithm 1. RECOMMENDATION USING RWR
input: An adjacency matrix W, and a target user u,.
output: A recommended item list [.

1. Let \7q> = 0 for all its entries, except a ‘1’ for the g-th entry;

2. Normalize W using A = D™Y/2WD~1/2,

3. Initialize g = v;

4. while ug not converged do

5. ug = (1—0)Aug + ovy;

6. end while

7. Select top ranked subset e from u.q> as the recommendation base;
8. if e; is a user then

9.  Select items that e; has purchased recently and put them into [;
10. end if
11. if e; is a product then
12. Put e; into [;
13. end if
14. if e; is a category then
15.  Select items that contribute more to IC of e; and put them into I;
16. end if
17. return [;

by the adjacency matrix W. Here we normalize W using graph Laplacian (line
2) to make it suitable for the random walk computation. Next, our method
executes RWR (line 3-6) to retrieve elements highly related to a given user q.
The procedure will end once the input vector 1T(>1 converges. Here the parameter
6 controls the steps of each random walk; in our case, we expect that the random
walk be not so deep on the graph so that the selected items will conform to the
user’s purchasing interest.

After 171; is finalized, our method choose a subset of elements that are top
ranked in 1T(>1, which might include users, products or categories. Therefore, to
retrieve the recommended items, we need to consider three distinct cases (Line
8-16). In this way, the resulted recommendation list is composed of products
that are originated from different recommendation disciplines.

5 Empirical Evaluation

5.1 Real-World Dataset

The dataset used in our experiment is collected from Amazon.com. It consists
of customers’ order information related to Baby Care, ranging from Jan 21st,
2005 to Mar 5th, 2009. This dataset contains 133,039 orders of 1,000 anonymous
customers on 2,187 products. The ratings in this dataset are implicit rating,
i.e., the binary rating originated from the purchasing behavior of customers.
The time span of the customer’s order history varies significantly, ranging from
several months to 4 years. The average number of orders for customers is 133.
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The item taxonomy covered by the dataset consists of 37 classes and it is a three-
layer hierarchy: the root class, “Baby Care” and subclasses, e.g., “Baby Diaper”,
“Baby Formula”, “Feeding Accessories”, and etc. For each category, the number
of products contained varies from tens to hundreds. Hereby, the taxonomy is
simple and items ratings in the dataset are relatively dense. Due to the space
limit, we are unable to list all the classes contained in the taxonomy.

5.2 Experiments

Profile Generation and Taxonomy. Long-term and short-term profiles both
contribute to the success of recommendation. To verify this, we use the long-term
and short-term profiles, respectively, to perform the recommendation task. Also
in our framework, we employ the item taxonomy to enrich the representation of
users’ profiles. Therefore, we setup four baseline methods as follows: (1) Long-
term without taxonomy (LT): use each customer’s entire purchasing history to
construct profiles and perform collaborative filtering; (2) Short-term without
taxonomy (ST): use each customer’s recent purchasing historyEI to build profiles
and perform collaborative filtering; (3) Long-term with taxonomy (LTT): use
item taxonomy to enrich each customer’s long-term profile and perform collab-
orative filtering; (4) Short-term with taxonomy (STT): use item taxonomy to
enrich each customer’s short-term profile and per