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Preface

Welcome to the proceedings of the 7th International ICST Conference on
Mobile and Ubiquitous Systems (MobiQuitous) which was held in Sydney. The
conference comprised four days of workshops, conference sessions, keynote pre-
sentations, poster discussions, networking and most importantly, enjoyment.

With every passing year, MobiQuitous has grown in reputation and stature
and has become a very selective venue for research publications in the broad
area of mobile computing algorithms, prototypes and applications. This year
was no exception. After a careful and rigorous review process and a robust
discussion among the Technical Program Committee (TPC), 24 high-quality
technical papers were selected from 105 submissions from around the world. In
addition, there were 12 work-in-progress papers and 27 posters. I am deeply
indebted to Patrick Senac and Max Ott, the TPC Chairs, for their diligent
handling of the review process and for being so particular in preserving the
quality of the selected papers. The conference program’s ten sessions reflect this,
covering a diverse range of very timely topics ranging from paper architectures
to toolkits and mechanisms for privacy, energy efficiency and context awareness.

The main conference also featured two exciting and thought-provoking
keynotes from speakers with very different backgrounds. The first was pre-
sented by Gordon Waddington from the University of Canberra, Australia, with
a background in the movement sciences and rehabilitation fields as a sports
physiotherapist and a clinical exercise physiologist. The talk titled “Towards a
Personal Wellness Footprint,” examined possibilities and research directions
from the interface between current research in health and exercise science and
new and emerging technology applications in human movement science. The sec-
ond keynote was presented by Chris Winter, from the Australian Broadcasting
Corporation’s Innovation Division, who has a long background in new media,
digital TV, technology marketing and radio. His talk titled “ABC Mobile—
Connecting to Audiences in a World of Constant Change,” examined how the
traditional broadcasters are changing to adapt so as to provide content for mobile
users.

The conference included excellent full-day workshops organized by Nikola
Serbedzija (Fraunhofer FIRST), Martin Wirsing (LMU Munich), and Alois Fer-
scha (Universität Linz) on User-Centric Pervasive Adaptive Systems. It covered
some of the most pressing issues in the design and development of pervasive sys-
tems, namely, context-aware systems, pervasive applications and ethical issues.

The organization and smooth running of Mobiquitous 2010 would not have
been possible without the unselfish support we received from a number of people.
It was a privilege to work with several other excellent and knowledgeable peo-
ple and I am personally grateful to the TPC Chairs who enthusiastically handled
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all issues related to paper submissions, to Prashanthi Jayawardhene who single-
handedly made Mobiquitous happen by making all the local arrangements and
managing the day-to-day running of the conference, and to Christophe Dwert-
man, our Web chair, for maintaining a very high quality Web presence and for
his unfailing promptness in responding to my many requests as well as providing
network connectivity at the conference venue. Finally, I would like to acknowl-
edge the support of the NSW Department of State and Regional Development,
which gave us the opportunity to host the conference at very short notice on
their premises with a magnificent 360-degree view of Sydney.

Aruna Seneviratne
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Safe Execution of Dynamically Loaded Code

on Mobile Phones

Glen Pink, Simon Gerber, Michael Fry, Judy Kay,
Bob Kummerfeld, and Rainer Wasinger

University of Sydney, Australia
{gpin7031,sger6218,Michael.Fry,Judy.Kay,Bob.Kummerfeld,

Rainer.Wasinger}@sydney.edu.au

Abstract. Mobile phones are personal devices, and as such there is an
increasing need for personalised, context-aware applications. This paper
describes DCEF (Dynamic Code Execution Framework), a framework
which allows applications to securely execute dynamically loaded code,
providing new functionality such as client-side personalisation. DCEF en-
sures the user’s personal information remains safe while executing code
from potentially untrusted sources. Our contributions are: the abstract
design of DCEF; an evaluation of the security of our design; the im-
plementation of DCEF; a demonstration that runtime performance is
acceptable and validation of DCEF by using it to create an application
which provides personalised information delivery about cultural heritage
and museum sites.

Keywords: Client-side user modelling, security frameworks, personalised
mobile applications.

1 Introduction

Mobile phones have become important personal devices. There were over 4.1
billion mobiles worldwide in 2009 [13], with smart phones making up 5%. This
is predicted to rise to anywhere from 23% by 2013 (Juniper)1 to 37% by 2012
(Gartner)2. This suggests a future where many users could benefit from the
ability to easily download third party applications.

However, this can be risky because the developers of an application may have
malicious intent, or write ‘misbehaving code’ that unintentionally damages the
phone. This creates a tension between exploiting the value of smart phone ap-
plications and the risk of exposing users to misbehaving or malicious code. One
attempt to reducing this risk is the app store model ; third-party providers can
only release code vetted by the app store provider, who ensures that it can be

1 Press Release: Smartphones to Account for 23% of All New Mobile Phones by 2013,
as Application Stores Help Drive Demand, According to Juniper Research: http://
juniperresearch.com/viewpressrelease.php?pr=131

2 Gartner Says PC Vendors Eyeing Booming Smartphone Market:
http://www.gartner.com/it/page.jsp?id=1215932

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 1–12, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012

http://juniperresearch.com/viewpressrelease.php?pr=131
http://juniperresearch.com/viewpressrelease.php?pr=131
http://www.gartner.com/it/page.jsp?id=1215932
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trusted. Our work aims to support a more dynamic model for application de-
livery, allowing phones to safely download and execute dynamic code with no
additional risk of misbehaving code.

A significant driver for this requirement is personalisation. To date, person-
alised services on mobile phones have predominantly used server-side personali-
sation, storing the individual’s user-model on a central server. This is in part due
to the limited storage and power of older phones. The improved capabilities of
smart phones can support client-side personalisation, making use of potentially
private information, such as the user’s preferences, recent activity and current
context, without allowing the data to leave the phone. We illustrate our vision
with the following scenario:

Alice installs the MuseumGuide application from an app store on her smart
phone. It immediately asks if it may access her age, education level and interests.
It assures her that it keeps these on her phone and does not release them. When
she visits a new museum, she can load a specific guide for that site. So arriving
at the Nicholson Museum, she confidently downloads their tour and receives a
personalised experience, tailored to her particular interests.

This scenario begins with a trusted application, the MuseumGuide, being
downloaded from an app store. Note that it gives the user control over what per-
sonal information they allow it to use. After installation, our framework enables
Alice (via the MuseumGuide) to download arbitrary code at any new tourist site,
such as the Nicholson Museum. The code is provided by a third party, in this
case the museum, as opposed to being shipped with the MuseumGuide. We call
these dynamic third-party applications phonelets. Alice’s phone can dynamically
load phonelets without her needing to take any action. Importantly, phonelets
cannot access Alice’s private data, corrupt or release that information.

This paper presents DCEF, our Dynamic Code Execution Framework. It en-
ables a mobile phone to dynamically load code but it prevents that code from
doing damage. The code is permitted to access, under controlled conditions,
private data on the device so that it can personalise the user experience.

The next section describes DCEF and its implementation. We then present a
qualitative evaluation of its security, an empirical evaluation of its performance
and demonstrate its use with a low-fidelity prototype. We then review related
work and conclude with a summary of our contributions.

2 The Framework and Its Implementation

DCEF is a generalised framework that can support a broad class of trusted
applications and associated phonelets. This section discusses the design goals
and implementation of the framework.

2.1 Android

DCEF was developed for the Android platform primarily due to the open and
accessible nature of the framework. Android applications have two core com-
ponents: Activities (user interface screens) and Services (background workers).
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Activities and Services can be started via asynchronous messages called Intents.
Activities can directly communicate with Services via Android’s Inter-Process
Communication [IPC] mechanism3. This isolation of applications and processes,
along with Android permissions, effectively creates a sandbox within which each
application operates. By default, no Android application can perform any oper-
ation that affects any other application, the OS, or the user4. Each application
runs as a unique user and can only read and write to their own allocated memory.
However, applications can explicitly mark their files as globally accessible and
users can allow applications to access more sophisticated phone functionality.
This access is provided through the use of Android permissions.

The permissions that an application requires, such as the ability to make
phone calls, are defined by the developer when writing the application. When the
application is installed the user is informed of which permissions it requires and
must decide whether to proceed with the installation. Any dynamically loaded
code executed by an application exists within its sandbox and will inherit all of its
permissions. It will be able to read and write any file, and access any phone fea-
tures accessible to the loading application. If the loading application has no An-
droid permissions then there is little risk. However, useful applications will want
some access to phone functionality. The trade-off is that they become vulnerable
to misbehaving code. At worst, access to the “android.permission.INTERNET”
permission would allow dynamic code full access to the Internet, creating major
vulnerabilities. Hence we need to separate the permissions that dynamic code is
given from the permissions of the application that is loading it. This was one of
the primary design goals of our framework.

2.2 Architecture

The DCEF has four components:

1. Third-party applications which request code to be downloaded and executed.
2. The application which dynamically loads the code and executes it (Code

Execution Service).
3. The application which downloads and stores code for dynamic execution

(Download Service).
4. Third party web server or other location where the dynamic code to be

loaded is hosted.

These components communicate using Android’s IPC mechanism, except for 3
and 4 which communicate with each other via standard sockets. We now de-
scribe these components in the order they are invoked. This is shown visually in
Figure 1.

The user must first install an application, obtained from a trusted third party.
This application will provide a personalised service to the user via dynamically

3 Android Developer, Designing a remote interface using aidl:
http://developer.android.com/guide/developing/tools/aidl.html

4 Android Developer, Security and Permissions:
http://developer.android.com/guide/topics/security/security.html

http://developer.android.com/guide/developing/tools/aidl.html
http://developer.android.com/guide/topics/security/security.html
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Fig. 1. Framework architecture

loaded code. The application will be obtained by an established method such
as an app store. The application will require certain Android permissions, e.g.
access to phone sensors, files, profile data, etc. The user is asked explicitly to
grant these permissions when the application is installed.

We refer to this application as a ‘stub’ because, when executed, it acquires and
executes dynamic code to realise its functionality. A URL defines the location
of the dynamic code. The code resides as a JAR file on a web server and is
downloaded using HTTP. Therefore, the application must acquire the download
URL. This could be achieved, for example, by having the user scan a QR code.
The application also obtains any on-phone data needed for the service. Step 1 in
Figure 1 shows the URL and data being passed to the Code Execution Service
[CES] via Android IPC.

The CES is the key component of the system. It manages the loading and
execution of code and provides an interface for the third party applications.
Importantly, the CES has no permissions, sandboxing potentially misbehaving
code. However, in order to download code, we require the ‘Internet’ permission.
To achieve this, the CES invokes the Download Service (Step 2 in Figure 1),
passing it the URL of the code to download.

The Download Service exposes an interface via the standard Android IPC
mechanism. This interface exposes two methods. The first downloads a Jar from
a given URL, and the second returns a list of available Jars and dynamically
loadable classes. Downloaded jars are stored in the Download Service’s private
data directory. This Jar is deliberately made world readable so it can be accessed
by the CES, as shown by Steps 3-5 in Figure 1. The Download Service requires
the Android ‘Internet’ permission to perform its task. Hence the Download Ser-
vice exists as a separate application from the CES. We must also protect the
dynamically loaded code from being modified. Since the Jars are only writable
by the Download Service itself, this requirement is already met.
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Finally, the CES loads the code dynamically in a separate thread and executes
it using the data provided by the third party application (Step 6). The thread
is monitored for attacks such as denial-of-service (described below). The result
of the code execution is then returned to the third party application (Step 7).

The interaction between the Download Service and the CES provides a mech-
anism for allowing the stub to execute dynamic code on the device while pre-
venting misbehaving code from damaging the phone or leaking data.

3 Evaluation

Securing the system against misbehaving code is our highest priority, so we first
present a security analysis. We then report measures of system performance and
describe a demonstrator application.

3.1 Security

Fundamental to securing an application is the Principle of Least Privilege [10].
Every dynamically loaded piece of code should have access to just the function-
ality it needs and that the user allows. Significant permissions for protecting user
data are those which allow user data to be transferred off the device. On the
Android platform, these are CALL PHONE, CALL PRIVILEGED, SEND SMS
and INTERNET, the last being critical. If it is granted, any number of sockets
can be opened to send or receive data across the Internet. These are not the only
permissions that can be used maliciously. Any permission that allows access to
any phone component can be used maliciously, e.g. for a denial of service attack.

Accordingly, when designing DCEF, we gave dynamic code no Android per-
missions except for those required to communicate with calling applications.
This minimises the effect the code can have on the device. We created a sand-
box, the CES, in which dynamic code runs. However, one element of extended
functionality can still be used by dynamic code, indirect communication with
other processes. This is addressed in the third of the conditions set out below.

The following is a set of four conditions which, if met, allow us to reasonably
conclude that DCEF is secure against misbehaving code. We provide our justi-
fication for choosing these requirements and explain how our framework meets
the requirements.

Dynamically loaded code may only interact with the phone via DCEF:
This is achieved by sandboxing the executing code. We prevent all access to the
phone’s data and restrict access to all functionality that would require Android
permissions.

Since CES has no permissions, the dynamically loaded code has no permis-
sions. This protects most of the phone from manipulation. The only application
it can supply data to is the DownloadService, which has no other functionality.
It cannot affect the data of any other application. Dynamically loaded code can
write to globally writable locations, such as an SD card or any file an application
chooses to create as ‘world writable’, but this is the case with any application.
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This requirement prevents access to data on the phone or removable storage.
It also prevents direct access to all phone functionality, but not indirect access
via other processes. Nor does it prevent Intents from being fired. This is discussed
below.

Dynamically loaded code must not be able to interact with other
dynamic code: Since multiple pieces of dynamic code can be executed con-
currently by the CES, they must not be allowed to interact with each other or
they could potentially corrupt data or collect information they are not allowed
to access. Processes are prevented from interacting with each other by Android.
Dynamically loaded code cannot overwrite the private data used by other dy-
namically loaded code files as it is executed within CES. This is because code
storage is controlled by the Download Service and dynamically loaded code does
not have permission to store data there. As a result, when designing applica-
tions that use DCEF, any persistence of data should be provided by the ‘stub’
application as any dynamic code can overwrite data stored by the CES.

This requirement restricts direct and indirect access to code loaded dynami-
cally. This still leaves direct and indirect access to processes in memory.

Dynamically loaded code must not be able to access the memory of
other processes: We must prevent direct access to other processes, otherwise
dynamic code could simply escalate its privileges by accessing another process
with more permissions (and of course corrupt those processes themselves). This
requirement is provided by Android as previously discussed.

Android prevents direct process access, but indirect process interaction is still
possible by using Intents5. However, Intents may still be allowed within dynamic
code. This does not allow dynamic code access to any data that it should not
have access to, as any data provided by Intents is globally accessible. Hence,
it does not compromise the system to allow dynamic code to also have this
privilege.

The device, user and user experience should otherwise be protected
from misbehaving dynamic code: By meeting the above requirements, many
of the security and privacy risks of executing code downloaded from the internet
are avoided. However, there are still risks of denial of service attacks. Code can
be loaded which can, if not otherwise restricted, execute for any amount of time.
The dynamically loaded code can also create Intents. Rapidly creating Intents
acts as a denial of service attack against the whole device. In order to deal with
denial of service attacks, the thread in which the dynamic code is executed is
monitored and given a run-time limit.

We could also, as future work, limit the resources that the code can access to
mitigate any damage that denial of service attacks may cause.

5 Android Developer, Intents and Intent Filters:
http://developer.android.com/guide/topics/intents/intents-filters.html

http://developer.android.com/guide/topics/intents/intents-filters.html
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In summary, DCEF separates the dynamic code from the device. To achieve
this, DCEF relies on Android acting as documented without bugs or exploits.
There may be unforeseen highly sophisticated attacks. For example, it is conceiv-
able that a timing attack could be implemented by making dynamically loaded
code run for certain periods of time. An application could be structured so that
it could make download requests at particular intervals, potentially signalling an
external server by timing requests appropriately. Our security analysis demon-
strates that DCEF meets the defined requirements and that these deal with
important security risks.

3.2 Performance

We evaluated the device footprint and execution time. Both the Download Ser-
vice and CES applications have small footprints: their sizes on disk are 12kB
and 13kB respectively, modest demands on a typical smart phone.

We then built and tested two demonstrator applications, DynamicLocator and
MuseumGuide. We now report results for MuseumGuide, which implements the
functionality described in the introductory scenario. We present measurements
of its download and execution times. Results for the second application were
excluded as they were similar.

Performance was measured internally using a code profiler, adding a small
overhead. We determined and report below on the time for: downloading within
the Download Service (Actual Download Time); the downloading method using
IPC (Extra Download Process Time); loading the class (ClassLoad Time); in-
stantiating the class and running it dynamically (Dynamic Process Execution);
doing other tasks in the framework (Other Execution Time); and other process-
ing in the third party application including displaying output (Other Process
Time).

Measurement starts once a user initiates a download and stops when the tour
is displayed. This includes time required to render text and images for ten items.

Table 1. Aggregated Download Times for 3G

Jar Size (KB) Tests Average download time (s) Standard deviation

1.4 10 2.436 0.730
41 40 2.769 1.832
140 40 2.804 0.641

Table 2. Aggregated Download Times for Wifi

Jar Size (KB) Tests Average download time (s) Standard deviation

41 40 0.784 0.480
140 40 0.617 0.659
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Fig. 2. Execution Time, Museum Guide Using 3G

Tests were run on a G1 phone6 running other processes in the background as
would be normal for a phone in use. The size of the jar for the Museum Guide was
140KB. The significance of the download size is discussed below. Typically jars
would contain only small amounts of code, and no media which is downloaded
separately. Download was initially performed over a commercial 3G network.
Tests were run 40 times and are displayed in Figure 2.

The total elapsed time is typically only a few seconds, usually less than 4.5s,
with the download time dominating. The variances can be attributed to other
processes running on the phone and latency variations in the 3G network. ‘Other
Process Time’ takes the next largest amount of time, but this is part of the
third party application so is not strictly a cost of DCEF. The processing time,
which represents the actual dynamic loading and execution of code, is minor
compared to the download time. Overall, the times are of a similar order to
other applications and should be acceptable.

The jars used in the tests were larger than necessary, potentially hundreds
of times larger in the case of MuseumGuide. This was for ease of testing and
implementation of testing components. To compare the effect of download size a
set of tests was run on the download component with Jars of 1.4KB and 41KB.
The results are in Table 1. This indicates the size of the file has a modest effect on
total time. Rather, download times for smaller files are dominated by latencies
in the 3G network.

We then ran the same set of tests over a standard WPA2 encrypted Wifi
network. This yielded the results in Figure 3 and in Table 2 (for two file sizes).
Downloads were much faster on the Wifi network. In fact, the average down-
load of the larger file was faster than the smaller one, suggesting that latency

6 HTC G1 specifications: http://www.htc.com/www/product/g1/specification.

html

http://www.htc.com/www/product/g1/specification.html
http://www.htc.com/www/product/g1/specification.html
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ss

Fig. 3. Museum Guide Using WiFi

and other factors have more effect on the download speed than the size of the
downloaded file. It is notable that there are still spikes in total time when using
Wifi, indicating that variables on the phone and/or the server affect the response
times. Overall, these results indicate DCEF provides adequate response times.

3.3 Demonstrator Application

While the last section referred to the MuseumGuide’s security and performance,
we now provide a brief description of it. It demonstrates the use of the DCEF
to create a valuable class of applications which provide personalised informa-
tion about a museum or cultural heritage site, as described in our introductory
scenario. This makes use of PersonisJ, a client-side user-modelling framework
[4]. PersonisJ holds and manages arbitrary information about the user, such
as their name, age, interests and location. The user first downloads the Muse-
umGuide application from a trusted source. At this point, the user is informed
that MuseumGuide would like to use the PersonisJ user-model (these are specific
permissions defined within the PersonisJ service; see [4] for more details) and
that the MuseumGuide needs to access the Internet.

Later, as the user travels to new museums, they can download phonelets im-
plementing the personalised tour created by each museum. While MuseumGuide
(i.e. the ‘third party app’ shown on the left in Figure 1) has the privileges needed
to access PersonisJ and the internet, the tour app for a given museum (i.e. the
‘dynamic code’ shown on the right in Figure 1) does not have access to the user
model or the internet. We implemented both the MuseumGuide and a demon-
stration phonelet for the Nicholson Museum at Sydney University. Figure 4 illus-
trates this in use, with the leftmost screen showing the alert that MuseumGuide
issues when it detects a nearby museum that matches the user’s preferences.
Upon clicking the notification, the user is invited to download the phonelet with
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Fig. 4.MuseumGuide application showing: a) museum proximity notification, b) down-
load prompt, c) ‘download complete’ notification, and d) personalised museum tour

the personalised tour (Figure 4b). At this point, the tour’s content and code
are downloaded and run in DCEF’s safe execution environment and the user is
informed when their tour is ready (Figure 4c). The phonelet is provided with the
user model, via DCEF, which it uses to generate the personalised tour. Figure
4d shows an example of one screen of a personalised tour.

4 Related Work

There has been considerable previous work on the broader topic of personalisa-
tion, such as that reviewed in [5] for the case of e-commerce. To date, the focus
has been on server side personalisation, as in [7], an m-commerce application
which targets promotions to users based on their preferences. Our work breaks
new ground in supporting client-side personalisation on mobile devices. This
goes beyond the recognition of the notion of portable profiles on mobile devices
described in a survey of issues [12] for mobile personalisation. The similar task
of customising multimodal interactions with smart phones was developed in [6].
However, this did not provide customisation of applications. Similarly, several
mobile application platforms allow users to download data from third parties (for
example, Layar7, Wikitude8, and Urban Spoon9). While these allow third parties
to link into their framework with ‘content’ layers, they do not allow third parties
to provide supporting ‘code’, and thus lack the flexibility and ability to support
personalised applications, such as those enabled by DCEF. Many researchers
have noted the need to ensure the privacy of personal preferences, especially in
so-called smart environments [1,3], with broad recommendations that point to
the potential value of client-side personalisation on mobile phones.

Our framework aims to ensure security for client-side personalisation and
other facilities that can be supported by dynamically loaded code on mobile

7 Layar: http://www.layar.com/
8 Wikitude: http://www.wikitude.org/
9 Urban Spoon: http://www.urbanspoon.com/choose

http://www.layar.com/
http://www.wikitude.org/
http://www.urbanspoon.com/choose
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phones. There are various attack vectors on mobile phones [2,11], such as Blue-
tooth, messaging and Internet access. These vectors allow the placement and
execution of malicious code on a device. However, because such code must be
platform specific, the diversity of current phone platforms has, so far, afforded
some protection. The main platform targeted has been Symbian OS [11]. This is
unsurprising, since for much of the last decade it has been the dominant platform
in the mobile phone market. Trojans masquerading as applications have been
detected for Symbian OS10. Java trojans have also been developed and further
potential for malware exists for mobile Java platforms [8,9]. Even so, the actual
number of attacks on mobile phones has been infinitesimal compared to the PC
world. With the recent explosive growth in smart phone sales, this may be about
to change.

Perhaps the greatest potential for the spread of malware on smart phones
lies in the form of third party applications. We have already noted that one
approach, adopted for the iPhone, relies on manual filtering mechanisms. The
Apple App Store acts as a trusted third party to verify that applications are
safe11. This does not guarantee security as errors can occur in the verification
process. Defences against malware derived from the PC world are beginning
to be adopted for mobiles, such as virus detection. However, to the best of
our knowledge, there have not been any developments aimed at permitting the
secure, automatic download and execution of code.

5 Conclusions

We have described the motivation for a secure dynamic code loading framework
and described DCEF, which combines the use of an execution proxy with a code
download mechanism. This framework enables a mobile phone to dynamically
load third party ‘phonelets’ into trusted ‘stub’ applications. Through the use
of an execution proxy, thread monitoring and other mechanisms, this dynamic
code protects the phone against misbehaving code. Importantly, it ensures that
both the ‘stub’ and ‘phonelet’ have only the access rights the user has explicitly
granted. We have demonstrated the security of DCEF in terms of four key con-
ditions that the framework satisfies: dynamically loaded code may only interact
with the phone via DCEF; dynamically loaded code must not be able to interact
with other dynamic code; dynamically loaded code must not be able to access
the memory of other processes; and the device, user and user experience should
otherwise be protected from misbehaving dynamic code. We have reported anal-
ysis of DCEF performance in terms of its modest memory and time demands.
We have also provided details of one of the demonstrator applications that makes
use of DCEF.

10 Mobile malware evolution: An overview:
http://www.viruslist.com/en/analysis?pubid=200119916

11 Apple iPhone SDK Agreement:
http://blog.wired.com/gadgets/files/iphone-sdk-agreement.pdf

http://www.viruslist.com/en/analysis?pubid=200119916
http://blog.wired.com/gadgets/files/iphone-sdk-agreement.pdf
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Our work makes an important contribution, the provision of a framework for
the secure and automatic execution of third-party code on mobile devices. Using
DCEF, programmers can develop applications that acquire new functionality on-
the-fly. This enables an important and large class of applications, namely those
that provide dynamic on-device, client-side personalisation, to operate without
compromising a user’s privacy. DCEF also provides the ability to enhance func-
tionality of a user’s device without the user having to intervene.
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Abstract. Evolution of Web browser functionality on mobile devices
is the driving force for ‘mobile mashups’, where content rendered on a
device is amalgamated from multiple Web sources. From richness per-
spective, such mashups can be enhanced to incorporate features that
are unique to the mobile setting - (1) native Device features, such as
location and calendar information, camera, Bluetooth, etc. available on
a smart mobile platform, and (2) core Telecom network functionality,
such as SMS and Third Party Call Control, exposed as services in a
converged IP/Web network setup. Although various techniques exist for
creating desktop-based mashups, these are insufficient to utilize a three-
dimensional setting present in the mobile domain - comprising of the
Web, native Device features and Telecom services. In this paper, we de-
scribe middleware support for this purpose, both on the server side deal-
ing with processing and integration of content, as well as on the device
side dealing with rendering, device integration, Web service invocation,
and execution. Moreover, we characterize how various components in this
middleware ensure portability and adaptation of mashups across differ-
ent devices and Telecom protocols. Based on our approach, we provide an
implementation of mashup framework on three popular mobile platforms
- iPhone, Android and Nokia S60, and discuss it’s utility.

1 Introduction

‘Mashups’ are applications created by integrating offerings from multiple Web
sources, and have become very popular in recent years. Further, adoption of
mobile mashups is being driven by the evolution of Web browsers on the mo-
bile device. Most modern smart phones today have browsers that are HTML
and JavaScript standards compliant, and provide a rich, powerful Web browsing
experience to the mobile users. With rapid enhancements in processing power,
memory, display and other features of mobile phones, and with continuous im-
provement in mobile network bandwidth, mobile mashups bear the potential of
being as successful as the desktop ones.

� This author is currently working at Google Inc., USA.

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 13–25, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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Fig. 1. Overview of a Mobile Mashup

To help developers create rich mobile applications, popular platform vendors
like Nokia, Blackberry and Android expose interfaces for a variety of features
available on the mobile handset, for both data (user’s contacts, calendar, geo-
graphic location, etc.) and functionality (making calls, sending SMSes, using the
camera, etc.) [2]. On similar lines, there is willingness by Telecom operators to
move from a walled-garden model to an open-garden model [12], whereby they
expose core functionalities of Location, Presence, Call Control, etc. as services
to developers. From the perspective of mobile mashups, it is desirable that such
Device and Telecom features are utilized to enhance the entire mashup experi-
ence of a mobile user. For example, location and presence information available
on mobile phones/Telecom can be used to design interesting mashups related
to directory services, workforce management, social networking, etc. Similarly,
camera on the phone can help enrich a retail mashup with the facility to retrieve
product information based on scanning of bar-codes.

Various tools and technologies exist [4,11,18] that help developers create
mashup applications for the desktop. However, these fall short in the context
of a three-dimensional setting present in the mobile domain - native Device fea-
tures, Telecom services and Web-based offerings. In this paper, we start with
our view of a next generation mobile mashup consisting of device side and server
side mashup components, as depicted in Figure 1. The server side mashup ex-
ecutes on a Web server and deals with processing and integration of content
received from each dimension. The device side portion, on the other hand, re-
sides on the browser environment of different platforms, such as iPhone, Android
or Nokia S60, and renders the content received from server. Through client-side
scripts (JavaScript and AJAX), this portion executes Telecom functionality -
SMS, Third Party Call Control, etc., Web offerings - Map information, News,
etc., as well as various features of the device, such as Camera and Bluetooth.
Moreover, this portion also participates actively in a mashup by feeding device
information, such as Location and Calendar, to the server side component for
inclusion in the processing logic.

We argue that in order to enable the above mashup scenario, the following
novel characteristics need to be incorporated -
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(1) Two-way Mashup Model. In current mashups, the client is responsible
only for rendering the content it receives from the server. However, for mobile
mashups, the device can act as an active component, augmenting a mashup with
its own information and features. In essence, a client1-server architecture for
mashups requires middleware enhancements to provision (a) a two-way flow of
information - from device to server, apart from server to device, and (b) a two-
way mashup support where the device and Telecom features can be used ‘both’
on the server (during processing and content integration) and the client (during
mashup rendering and execution).

(2) Device Integration. On most platforms, APIs for device features are
available in native language (J2ME, C++, Objective C, etc.), while for mashup
development the interfaces are required along the Web programming model, i.e.
JavaScript. Therefore, on a given mobile platform, we first need a bridge that
takes the native APIs and exposes them in a Web mashable form. We emphasize
that such a bridge needs to have three distinct attributes -
(i) support for a bidirectional communication between the mobile browser and
the native APIs, so that a) input objects required for invoking a native feature
can be passed from within the mashup, through the browser, to the underlying
platform, and b) output objects (return values, exceptions) available as a result
of native invocation can be marshaled back to the mashup through the browser.
(ii) provisioning a channel for callbacks, in case result of an API invocation is
not immediately available or possible - for example, periodic proximity alerts. In
essence, events generated in the native context on a mobile platform should be
channeled through appropriate signaling and notification to the invoking browser
context of a mashup.
(iii) handling immense fragmentation in syntax and semantics of various device
features across different platforms - starting from diversity in the ‘name’ of the
interface, to ‘name’, ‘data type’ and ‘ordering’ of attached parameters, to the
differences in the set of ‘exceptions’ thrown by each platform.

(3) Telecom Support. A number of legacy protocols exist in the Telecom
domain, while new standards continue to be drafted and absorbed by different
operators. Therefore, to reduce burden on a mashup developer, we need an ab-
straction layer that lets various Telecom features be invoked without requiring
the developer to know the underlying protocol specifics. Moreover, for a given
feature, this layer should enable a seamless switch among different protocols; es-
pecially required in scenarios where the Telecom networks are gradually evolving
to move from legacy interfaces to standards like Parlay-X [14] and SIP [8].

2 Mobile Mashup Framework

In this section, we describe a framework that enables realization of the mobile
mashup view outlined above. Our framework consists of middleware components,
both on the device side, as well as the server side. We describe these components
next, while characterizing the role played by each component in the mobile
mashup setting.

1 in this case, the device
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2.1 Mobile Device Middleware

As shown in Figure 2, the device side middleware runs on top of existing platform
middleware, and provides an Enhanced Browser Context in which the client
side mashups execute. In essence, the enhanced browser context uses the exist-
ing Browser Runtime available on a platform to render the HTML pages and
to execute associated JavaScript code. It further uses a Native-to-Mashup
Bridge to allow access to device features, such as Camera, Calendar, Con-
tacts, etc., using JavaScript interfaces from within a mashup. As discussed in
the previous section, this bridge provides a bi-directional communication capa-
bility between the browser context and the native APIs (allowing the browser to
invoke native APIs, pass inputs and receive outputs), and also supports passing
of events from native APIs to the browser through JavaScript callbacks. The
bridge can be realized in multiple ways, - 1) through modification of the source
code of an existing browser to allow access to native capabilities via JavaScript,
2) through creation of a plugin for the browser that adds device features with-
out modifying the browser source code, and 3) by embedding a browser runtime
(where it is available as a ‘class’ in the native programming language) within
a native mobile application, and enabling access to native features for mashups
rendered through the embedded runtime. Depending on the specifics of a given
platform, one or more of these techniques could be used.
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Fig. 2. Middleware Support on Device

Another component of device mashup middleware is the De-fragmentation
Layer. This layer builds on the JavaScript interfaces exposed by Native-to-
Mashup bridge and exposes a consistent set of interfaces across various platforms.
Our generic model for common JavaScript interfaces is -

<interface name> (<arguments 1 ... n>, <callback>, <errorCallback>, <options>)

For instance, consider the following listing that defines a uniform API across An-
droid, iPhone, and Nokia S60 for invoking periodic location updates -

startUpdatesOnTimeChange (timeFilter, callback, errorCallback, options)

Here, semantics of the above API as well as data structures of the parameters
involved, such as timeFilter, are uniform across the platforms. Similarly, up-
dates for location information, encapsulated in a Location object are provided
through a commonly defined callbackmethod, while errors are propagated with
the help of a common errorCallbackmethod. Note that a generic options pa-
rameter is also provided with the interface. Similar to what we argue in one
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of our earlier works [2], this parameter is optional and can be used to con-
figure platform-specific attributes, such as Criteria in the case of S60, Location
Provider in the case of Android, and accuracy for iPhone. The structure and val-
ues of this parameter are platform dependent, and therefore should be strictly
used only when a developer wishes to fine-tune mashups on a particular platform.
Normally, null value should be used for this parameter, in which case default
values for various attributes would be used on the corresponding platform.

Accessing a device or Telecom feature might have monetary cost associated
to it, such as sending an SMS, making a Call, etc. or mashup might deal with
sensitive personal information stored on the device, for instance Location and
Calendar entries. Therefore, a component that becomes intrinsic to the entire
set-up is the Access Control Layer that performs the task of regulating access
to these features based on user defined policies. More specifically, this component
intercepts each request from within a mashup application for invoking a feature,
and performs appropriate checks to determine whether the desired access is
allowed. These policies take into consideration different factors such as frequency
of access, time of day, user’s current location, etc. to take automatic decisions or
prompt the user for explicit approval. A user should be able to configure various
policies when the mashup is first accessed and refine the same over time.

2.2 Server Side Middleware

As shown in Figure 3, the server side middleware consists of two blocks - 1) a
Telecom block to enable access to Telecom network functionalities, and 2) a
Device block to receive information feeds from mobile devices and to perform
device specific adaptation of mashups.

At the heart of Telecom block is the Protocol Binding component that con-
nects to various Telecom services using the underlying network protocols, such as
SIP, Parlay-X and CORBA. Through these binding components, the framework
removes the burden - from mashup developer - of knowing Telecom specifics,
for instance session management for SIP, broker object for CORBA and SOAP
headers for Parlay-X. Note that once the bindings are in place, the Telecom
block provides mashable interfaces for different services in various programming
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languages - Java, C, C++, etc. While these interfaces can be directly used in
a server side mashup, REST based interfaces are also exposed so that Telecom
services can be invoked from client side mashups using JavaScript.

Binding stubs also enable seamless switching between different protocols. Con-
sider a scenario where network location information can be fetched using both
SIP and Parlay-X. In SIP, this information is obtained by subscribing to a Pres-
ence Server for the presence information, and parsing the returned document.
Parlay-X, on the other hand, requires the request to be made using a SOAP en-
velope, and returns the location information encapsulated again under SOAP. In
our framework, these disparate steps are wrapped under generic interfaces and
corresponding stubs for various Telecom protocols are provided. Properties and
attributes required for each protocol, such as service port information, tolerable
delay, accuracy, etc. are configured using an options parameter similar to the
device middleware model.

The device block consists of a Device Listener component that receives data
feeds from a device side mashup and provides this information to the server side
mashup for processing and integration. As mentioned earlier, these feeds enable
the mobile device to participate actively in a mashup for server side content gen-
eration. Another component in this block is the Device Adapter that performs
device specific adaptation of mashups. For example, appropriate JavaScript li-
braries (containing code to access device features) need to be included in a
mashup page depending on the device where the mashup is being rendered.
Also, the look and feel of a mashup is adjusted based on the device properties,
such as screen size, resolution, etc. by including appropriate CSS files. Further,
any other device specific adaptation, for example, altering the layout of a mashup
to resemble native look-and-feel, is done using this component.

As shown in Figure 3, the server side middleware can be hosted either on the
service delivery platform (SDP) of a Telecom operator or on a third party server.
In the first scenario, Telecom features only from a single operator are available. In
the second setup, however, multiple operators can make their offerings available,
which makes it imperative for the Telecom block to provide uniform APIs across
different providers for enabling easy portability of mashups.

3 Implementation

In this section, we describe an implementation of our mobile mashup framework
consisting of device-side and server-side middleware components.

3.1 Device Middleware

On all the three platforms we consider in this paper - Android, iPhone, and
Nokia S60 - it is possible to embed a browser engine inside a native application
that allows rendering of Web content developed using artifacts like HTML and
JavaScript. We extend this embedded browser model to develop mashup bridges
for native device capabilities on each platform.
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TheAndroid platform provides a WebView class in Java for creating a browser
instance inside a native Android application. Further, this class provides a generic
API ‘addJavaScriptInterface()’ that allows addition of Java objects within a
WebView browser instance, and lets them be treated as pure JavaScript entities.
In essence, any such object now becomes a ‘connection’ between the browser con-
text and the native Android platform; we use this facility as the basis to expose
JavaScript functions for various device features. An issue that required resolution
pertained to callbacks, since a JavaScript ‘connection’ object in thebrowser context
lacks the ability to provide a callback function for the underlying Java object. To
overcome this, we utilize the ‘loadUrl()’ method in the WebView class using which
a JavaScript function, qualified as a URL, can be invoked from a Java object. Also,
since only string arguments can be passed to the called JavaScript function using
this technique, all parameters are marshaled as string serialized JSON objects.

The iPhone andNokia S60 platforms providemechanism for attaching listen-
ers to the embedded browser for receiving events corresponding to changes inURL,
title and status text of the browser.Weuse thismechanism for accessing nativeAPIs
through JavaScript on these platforms. In essence, we first define listeners that lis-
ten for changes in URL, title or status text of the embedded browser. Specifically,
on iPhone we attached listener for URL change event, whereas on Nokia S60 we
intercepted the title change event. Now, whenever we need to call a native API
from JavaScript we change the URL/title to <mashupDomain>?Id=<id>&Name

=<deviceFeature>&Values=<values>. Here, Id is the request identifier, Name is the
native feature being called and Values contains the parameters needed to invoke
the feature. Execution of this code is trapped by above listeners, where the unique
mashupDomainqualifier helps to deduce that a native service is being accessed. The
listener extracts the values of the parameter and calls the specified native API.
Moreover, these platforms provide amechanism similar to that onAndroid for call-
ing a JavaScript function from the native code - iPhone provides a method called
stringByEvaluatingJavaScriptFromString() in the UIWebView class, whereas S60
provides a method called setUrl() in the Browser class. We use these methods to
send the response back to JavaScript from the called native API.

Using the mashup bridges, we exposed various device features such as Loca-
tion, Contacts, Camera, etc. through JavaScript interfaces within an embedded
browser context on each platform. We then provided a de-fragmentation layer
that absorbs differences in syntax and semantics of these interfaces across different
platforms. Towards this, we build upon our previous work [2], and handle hetero-
geneity of mobile features using a three-phased process - 1) semantic phase, where
we fix the structure of the interface, in terms of the method name, associated pa-
rameters (including their name, ordering and dimensions), as well as the return
value, 2) syntactic phase, in which we remove differences in data structures of var-
ious objects, and 3) binding phase, which contains implementation of the common
interface on top of the original platform offering, and also provides mechanisms
to fine-tune an interface using platform specific attributes and properties. Due to
lack of space, we omit further details here, and direct the interested reader to [2]
for more information.
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Finally, we designed an access control layer [1] that allows a user to configure
access policies for various device and Telecom features. Currently, the implemen-
tation is available for Android platform, and allows policies defined around three
basic tenets - domain (determined by URL) of the mashup in consideration, con-
text of the user (determined through a combination of user’s current location and
the current time), and frequency of access (for example, how often can a feature
be accessed). In essence, whenever a feature is invoked in a mashup, depending
upon the policies configured for that mashup, the invocation is either allowed or
denied.We are working towardsmaking this access control layer available on other
platforms as well.

3.2 Server Middleware

ForTelecomsupport, we first defined commonAPIs for various services in Javaand
then created protocol bindings for different Telecom protocols. In particular, we
took two real-life Telecom products - IBMTelecomWeb Services Server (TWSS)2

and IBMWebSphere Presence Server (WPS)3, and built stubs for calling SMS, Lo-
cation, Presence and Third-Party Call Control (3PCC) services. TWSS allows ac-
cess to network services through standards-based Parlay-XWeb Services, whereas
WPS provides real-time presence information via the SIP protocol. Apart from
this, we also created stubs for various network services exposed in CORBA by a
Telecom network simulator - Open API Solutions (OAS)4 version 2. As discussed
earlier, these Protocol Binding stubs allow easy switching of Telecom protocols
without requiring any changes in a mashup application.

For mashable client side APIs, we created JavaScript interfaces for Parlay-X
based functionality bydefiningXML fragments containing the desired SOAPhead-
ers - sending the XML as AJAX requests to the server, and parsing the returned
XML fragments that contained SOAP responses. However, for SIP based Pres-
ence service, this procedure does not work since SIP messages are exchanged over
TCP/UDP. A JavaScript interface in this case was created by first implementing a
servlet that talks to the Presence Server using SIP over UDP messages. The Pres-
ence JavaScript interface interacts with this servlet to fetch presence-related infor-
mation. Interfaces for CORBA based OAS services were similarly developed using
the servlet model.

For the device block implementation, we develop three JavaScript files contain-
ing code for invoking features of eachdevice and threeCSSfiles to tailor themashup
UI for the corresponding platform, one each for Android, iPhone and Nokia S60.
The Device Adapter component is implemented as a servlet that detects the de-
vice platform using ‘user-agent’ field in the request header and adds appropriate
JavaScript and CSS files. An option is also added to selectively disable certain de-
vice features that are not available - an instance in case is the SMS service which is
not exposed in iPhone. The Device Listener component was also implemented as a
servlet where information from the device can be submitted using the servletPost

2 http://www-306.ibm.com/software/pervasive/serviceserver/
3 www.ibm.com/software/pervasive/presenceserver/
4 www.openapisolutions.com

http://www-306.ibm.com/software/pervasive/serviceserver/
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method. The device data is stored by the listener using a 3-tuple<mobile phone#,
device data, time-stamp> and made available to various mashup applications.

3.3 Integration withMashup Environments

We took two environments for creating mashup applications, Eclipse5 - a popular
open source meta application framework, and Lotus Mashups [11] - an integrated
suite from IBM for mashing widgets and data feeds frommultiple sources, and en-
hanced them to enable mashing of device and Telecom features in addition to web
offerings. ForEclipse, theseAPIswere integrated via the ‘SnippetContributorPlu-
gin’ that provides drag-n-drop of APIs in the web editor. In Lotus Mashups, on the
other hand, the APIs were made available in the required ‘iWidget’ format. We do
not provide integration details here due to lack of space, and direct the interested
readers to [3] for more information.

4 Discussion

We have developed several mashups that use Device and Telecom features enabled
byour framework;Figure 4presents snapshots of one such socialnetworkingmashup.
As shown, the mashup brings together various offerings from the device (Camera
to take pictures, Contact List to obtain a user’s friends list, Location Updates to
get GPS location periodically), Telecom network (Call and SMS to communicate
with friends, Presence Services to get their presence data), and the Web (Twitter
to publish and fetch tweets of friends, Facebook for photo and profiles,Google Maps
for visual display of friends on a map).

Note that a single application was developed, which looks and behaves exactly
the same acrossAndroid, iPhone andNokia S60 platforms. The common interfaces
provided by the framework hide semantic and syntactic heterogeneities of device
features, thereby allowing a single code base and ease of programming. Moreover,
when a new version of a platform introduces changes in device APIs, it is absorbed
in our framework, alleviating the need of application maintenance ‘as platforms
evolve’. For example, APIs for accessing contact information were changed in An-
droid platformmoving from release 1.5 to 2.1 - these changes were accounted for in
the mashup bridge implementation of the corresponding Android releases. Similar
arguments apply to usage of various Telecom features.

The core of our device middleware is the bi-directional communication between
themobile browser and the native platform.Figure 5shows the overhead associated
with this communication for eachplatform.Here,we took three device features and
measured the time for - 1) invoking a native device feature from
JavaScript code, and 2) callback from native code to JavaScript. Each number re-
ported is an average of ten execution traces. As the figure shows, the overhead of
device middleware is very small, and indicates a fast transfer between the embed-
ded browser context and the corresponding native feature. There are variations,

5 www.eclipse.org
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(a) (b) (c)

Fig. 4. Social Networking Mashup on (a) Android (b) iPhone (c) Nokia S60
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Fig. 5. Performance of Device Middleware

however, across the platforms and across the APIs on a given platform, due to dif-
ferences in JavaScript processing engines, event passing and handling mechanisms
in the embedded browser, de-fragmentation logic, etc.

On the server side, we did a similar performance evaluation of various compo-
nents - device adapter, device listener, and Telecom block. The overhead of these
components too was found to be small - of the order of a few milliseconds. From
a broad perspective, considering the time a typical application spends in UI in-
teraction, business logic, etc., we conclude that the cost of using our middleware
components is negligible as compared to the total mashup runtime.



Mobile Mashups 23

5 RelatedWork

There are several professional tools in the industry that facilitate the creation of
Webbasedmashups.Examples areYahooPipes [18], and IBMLotusMashups [11].
Academic research on mashup tools has also been undertaken. For instance, [10]
presents an environment for developing spreadsheet-basedWeb mashups. None of
theseworks, however, establish components for integrating device andTelecom fea-
tures in a mobile mashup. [6] presents a mobile mashup platform that integrates
data from Web-based services on the server side and utilizes users’ context
information from sensors to adapt the mashup at the client side. However, this
framework is far from a comprehensive approach required for incorporating the
three-dimensional mobile setting that we outline in this paper. Also, it currently
runs on certain Nokia devices only.

Most smart-phone platforms todayprovide nativeAPIs for several services, such
as GPS location, address book, calendar and camera. We find that APIs for com-
mon services in even J2ME-basedplatforms have become fragmented on platforms
that support new hybrid Java runtimes, such as Android. Fragmentation is further
exacerbated on non-Java based platforms like iPhone, which uses the Objective-C
language and theCocoa user interface library.Various standardization efforts, such
as OMTPBondi [13], attempt to overcome this fragmentation. In [2], we presented
a three-tiered model for absorbing heterogeneity in syntax, semantics and imple-
mentation of interfaces corresponding to device features acrossmultiple platforms.
Similarly, PhoneGap [15] is an effort towards enabling uniform JavaScript access
to native APIs. From the perspective of our framework,we could use either of these
approaches as building blocks in our device middleware stack.

Session Initiation Protocol (SIP) is a standard being widely adopted byTelecom
operators to expose their core functionalities - voice service, SMS service,CallCon-
trol, etc. - using SIP. JSR-289 [9] has been proposed by Sun andEricsson to enhance
existing SIPServlet specification and support development of composed applica-
tions involving both HTTP and SIP servlets. Web21C [17] from British Telecom
is aWeb 2.0 based service aggregation environment that allows developers to inte-
grate core Telecom functionality with otherWeb services into a single application.
On the other hand, [5] gives a broad overview of existing approaches for enabling
a unified Telecom and Web services composition. However, both fall short in de-
scribing a generic model for supporting mashable Telecom interfaces. In [12], we
introduced SewNet which provides an abstraction model for encapsulating invo-
cation, coordination and enrichment of Telecom functionalities; but did not deal
with mobile mashups.

One of themajor challenges in the area ofmobile applications is the huge privacy
and security implication around sensitive user information like location, contacts
and calendar entries [7]. PeopleFinder [16] is a location sharing application that
gives users flexibility to create rules with varying complexity for configuring pri-
vacy settings around sharing their location. In this paper, we have created a sim-
ilar policy framework, but differ on two counts. Firstly, we move beyond location
and cover other sensitive information as well. Secondly, we apply the policies to a
generic mobile mashup setting, and not to a specific application.
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6 Conclusion and FutureWork

Evolution of mobile browsers is driving the adoption of mashups that are accessed
through the mobile device. In this paper, we proposed a framework for creating
next generation mobile mashups that amalgamate data and offerings from three
dimensions: Device features, Telecom network, and Web accessible services. To-
wards this, we described middleware components, both on the server side as well
as the device side, to provide support formashing device andTelecom features.Our
framework allows portability across different device platforms and different Tele-
com protocols. We demonstrated the utility of our framework using three popular
platforms - Nokia S60, Android and iPhone.

In the future, we would like to extend our framework to cover more platforms,
Device features and Telecom services, as well as enhance the existing security and
privacy considerations.Moreover,we wish to integrate our frameworkwith several
mashup andmobile development environments. Finally, we intend to conduct user
studies thatwill help us gain valuable feedback from the developer communitywith
respect to further refinements and extensions.
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Abstract. More and more applications and functionalities have been introduced
to smartphones, but smartphones have limited resources on computation and bat-
tery. To enhance the capacity of smartphones, an interesting idea is to use Cloud
Computing and virtualization techniques to shift the workload from smartphones
to a computational infrastructure. In this paper, we propose a new framework
which keeps a mirror for each smartphone on a computing infrastructure in the
telecom network. With mirror, we can greatly reduce the workload and virtually
expand the resources of smartphones. We show the feasibility of deploying such
a framework in telecom networks by protocol design, synchronization study and
scalability test. To show the benefit, we introduce two applications where both the
computational workload on smartphones and network traffic in telecom networks
can be significantly reduced by our techniques.

1 Introduction

Smartphones have become more and more intelligent and powerful. Many complex ap-
plications, which used to be only on PCs, have been developed and running on smart-
phones. These applications expand the functionalities of smartphones and make it more
convenient for users to get connected. However, they also greatly increase the work-
load on smartphones and introduce a lot of data transmissions between smartphones
and telecom networks. The heavy workload and traffic affect both smartphone users
and Telecommunication Service Provider (TSP). For users, heavy workload and traf-
fic drain smartphone battery quickly. As we tested on Android Dev Phone 1, scanning
a folder with 200MB files would take about 40 minutes and cause 10% battery; and
uploading a 20MB file would cost more than 10% battery.

Recently some research [1] [2] [3] [4] has been done leveraging cloud techniques
to help smartphones. An augmented execution model is provided to off-load applica-
tion execution from smartphone to its clones in cloud [2]. In the in-cloud antivirus
system [3], smartphones can send suspicious files to the antivirus service in cloud for
scanning so as to avoid performing resource consuming scanning applications locally
at phone.In addition, Zhang et al. [4] suggested to build elastic applications which can
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be partitioned into function independent components. Those components can be exe-
cuted in cloud instead of running on smartphones. Cloudlets [1] are designed for appli-
cations that require real-time interactive response, such as augmented applications. In
their framework, the smartphone delivers a virtual machine (VM) overlay to the cloudlet
infrastructure. Via this overlay, smartphones deliver part of execution to launch VMs,
which provide various services and return results to smartphones. Smartphones are con-
nected with cloudlets via high speed wireless network connections.

Contributions: We propose a new framework which keeps a mirror for each smart-
phone on a computing infrastructure in the telecom network. With the mirror we can
shift some computational workload from a smartphone to its mirror. Since a mirror is
synchronized with its corresponding smartphone, some operations, such as file sharing
and virus scanning, can be performed on the mirror directly. In this way, we essentially
reduce the workload and virtually expand the resource of a smartphone.

The design of our framework leverages the emerging Cloud Computing and virtu-
alization techniques. On the smartphone side, a client side synchronization module is
deployed to collect smartphone user input data and transmit them to the mirror server,
a powerful application server. With Cloud Computing techniques, the mirror server is
capable of hosting hundreds of mirrors and each mirror is implemented as a VM. To
keep loose synchronization between mirror and smartphone, the mirror server replays
inputs to smartphone on its mirror with exactly the same order (Section 3).

To illustrate the feasibility and compatibility of deploying the proposed framework
in 3G networks, we present a network architecture based on UMTS, a 3G network
architecture currently used by T-mobile (Section 3.4). We show that only minor modi-
fications are needed on the current UMTS 3G network. Moreover, we use multimedia
service (MMS) and web browsing service as examples to illustrate our protocol design.
To show the benefits of our framework, we present two applications (Section 4). One
is the data caching application, which saves both the power consumption of the smart-
phones and network traffic of 3G networks by caching smartphones’ data in a mirror
server. Another application is virus scanning in a smartphone.

We have built a prototype of the mirror server using Dell PowerEdge 1900 (Sec-
tion 5). By measuring its workload with different number of mirrors, we show that the
scalability of our framework is acceptable. We also tested the power consumption of
running synchronization client side module on Android Dev Phone 1. According to the
result, the performance overhead in the smartphone is very small.

Scope of This Work: Given the complexity of our whole system, it is infeasible to de-
scribe every detail in this paper. From the system point of view, issues like how to
implement and deploy the client-side software and how to design mirror servers effi-
ciently are of great importance, but they require independent study. We believe with
the advances of technology in Cloud Computing and VM techniques, such issues could
be solved in the near future. Instead, in this stage of our work, we focus on describing
the design from the networking point of view and demonstrating the feasibility of this
framework by analyzing and evaluating its scalability and its benefit/cost. Note that due
to the hardware diversities of existing commodity smartphones, building mirrors sup-
porting hardware-specific features, such as accelerometer sensor, could be very difficult
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and costly. In this paper, we focus on common features, such as touch screen, key pad,
and 3G connection. In other words, currently we do not provide mirroring services to
applications whose functionalities rely on sensor inputs.

2 Related Works

The idea of leveraging cloud computing techniques to enhance smartphones has been
discussed in recent years. Our framework distinguishes itself from two aspects. First of
all, in our architecture, the cloud is located in TSP. A smartphone is connected with its
mirror via 3G telecom network. Secondly, our mirror is for more general purposes, al-
though it can certainly be used for specific applications. Smartphones and their mirrors
are kept synchronized via a loose synchronization mechanism.

Satyanarayanan et al. proposed a cloudlet infrastructure [1], where a smartphone is
connected with a cloudlet via high speed wireless LAN. In the proposed infrastructure,
the mobile device delivers a small VM overlay to the cloudlet infrastructure. Smart-
phones provide input to launch VMs in the cloudlet. Launch VMs provide services
based on the input and return the result. The focus of this work is to provide real-time
interactive responses between smartphones and the launch VM, which are essential to
such applications as augmented reality applications. It tries to connect service providers
in the cloudlet with smartphones while making this process invisible and seamless to
user. Different from this work, first in our proposed architecture, smartphones are con-
nected with cloud via Telecom networks. A server in our case has much wider coverage
than a cloudlet. On the other hand, the data transmission rate of existing 3G networks
cannot compete with that of wireless LANs. Secondly, different from launch VMs, mir-
rors are always synchronized. Files exist on a smartphone also exist on its mirror.

Oberheide et al. extended the CloudAV platform [5] to a mobile environment [3]. In
the proposed model, smartphones send suspicious files to a remote in-cloud antivirus
network service, which provides a scanning service. The purpose of [3] is to move the
mobile antivirus functionality to an in-cloud antivirus network service, so as to save
the resources on the smartphones. The author claims that it is worthwhile to get the an-
tivirus scanning service by paying for the file transmission cost. Different from [3], first
we propose a generic framework which is not limited to the antivirus service. Secondly,
because a smartphone and its mirror are always synchronized, scanning can be per-
formed on-the-fly and directly on the mirror, reducing the file transmission cost in [3].

Zhang et al. suggested an elastic application model [4]. In this model, one appli-
cation is partitioned into components called weblets. By partitioning, some workload
can be outsourced from smartphones to cloud elasticity services. In our framework, no
application partitioning is required.

Chun and Maniatis proposed a new architecture [2] to augment the capabilities of
smartphones by moving, in whole or in part, the execution of resource expensive ap-
plications to smartphone clones at an external computational infrastructure such as a
nearby PC. Their work focus on how to move parts of execution of applications to the
augmented clones that are more powerful than smartphones. To get the clone of a smart-
phone, they proposed to perform synchronization via whole-system replication, which
is expensive because of the power consumption in synchronization. Different from [2],
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we discuss and evaluate the feasibility of implementing a mirror for a smartphone in a
real telecom network. We focus on saving power on smartphones and minimizing the
network traffic between smartphones and telecom network.

3 System Design

Our system provides an architecture for shifting computing from smartphones to their
mirrors in the telecom network. Fig. 1 illustrates a high-level overview of our system.
On the smartphone side, a client-side synchronization module, called Syn-Client, is de-
ployed within the smartphone operating system (OS) to collect smartphone input data,
including user keyboard inputs, and transmit them to the mirror server for synchroniza-
tion. The Syn-Client module is designed according to the specification provided by TSP
and manufacturer. On the mirror server side, the mirror server is a powerful application
server maintaining a set of VMs. Each VM is a mirror to one smartphone. To keep
mirrors and smartphones synchronized, the server side synchronization module, called
Syn-Server, updates mirrors based on the data provided by Syn-Clients and network
traffic between smartphones and IP network, which are collected by the Traffic Monitor
module. Next we will focus on location of mirror server, mirror design and synchro-
nization. The detailed designs and implementations of the other modules are out of the
scope of this paper.
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Fig. 2. Timelines for mirror synchronization

3.1 Location of Mirror Server

In the proposed architecture, the mirror server monitors all network traffic of smart-
phones. In our case, we consider traffic from both ISPs (e.g., Internet websites) and the
TSP (e.g., AT&T). Bluetooth or WiFi connections are not considered in our discussion.
We only consider the case when a smartphone is connected through a 3G network.

To deploy the mirror server, there are two options. One is to deploy it in ISPs, i.e. the
server I shown in Fig. 3(a). The dotted line and dashed line represent the message flow
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Fig. 3. Placing the mirror server

with proxy P and proxy G. And the other option is to deploy it in the TSP, i.e. the server
T shown in Fig. 3(b). In this case, a copy of traffic from both TSP and ISP is forward
to server T within telecom network. This forwarding requires modification to existing
telecom network and we present details of modification in the next section.

In the systems proposed in [4], the Cloud assisting smartphones is deployed in ISPs
and connected with smartphones via IP networks. However, in our architecture, if we
want to deploy the mirror server in the ISPs, an additional proxy will be needed to
collect incoming traffic of smartphones and forward it to the mirror server. As shown in
Fig. 3(a), such a proxy can be deployed either besides GGSN in TSP or the smartphone,
represented as proxy G and proxy P respectively. However, placing proxy in GGSN will
also need to change the telecom network in order to forward messages, and then similar
to placing mirror server in the TSP. Considering these concerns of placing mirror server
in ISPs, we deploy the mirror server in the TSP.

3.2 Mirror Design

Compared with PC, creating mirrors for smartphones has many advantages. First of all,
all smartphones of one model share the same hardware specifications, default factory
settings, OS, and a lot of application software. Moreover, under the restriction of usage
agreement with TSP, users are not allowed to modify the hardware or OS of their smart-
phones. Therefore, for one model, the mirror server only needs to keep one template of
its factory default state.

On the other hand, we also notice that advanced smartphones have additional ways
of system input, such as accelerometer sensors, which do not exist on PCs. These in-
put methods introduce much difficulty to synchronization between a smartphone and
its mirror. Currently, our mirror only supports general user interfaces, which are pro-
vided by most existing commodity smartphones, such as touch screen, keypad, and 3G
network connection.

To build a new mirror for a smartphone, the mirror server creates a VM with ex-
actly the same hardware/software specifications using the factory default template. If
the smartphone is in its initial state, i.e. the first-time use, the mirror server can quickly
update the mirror by supplying user information to the mirror. If the smartphone is not
in its initial state, the mirror server copies software specifications and user personal data
from the storage of the smartphone to the mirror. During the copying process, the state
of the smartphone will be frozen and no operation from user is allowed.
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3.3 Synchronization Mechanisms

To keep smartphone and its mirror synchronized through the telecom network, the mir-
ror needs to be updated when the state of smartphone changes. The choice of synchro-
nization mechanisms depends on applications which the mirror server supports.

Loose Synchronization. In this paper, we present one option for loose synchroniza-
tion, which requires identical hardware specification, storage (e.g. SD card), OS, and
installed application software. The loose synchronization is easier to achieve and is
sufficient for applications like firewall, data caching applications, and virus scan appli-
cations. Indeed, because a smartphone rarely changes its hardware and OS, and user
applications are not frequently changed either, in the first stage of our work, we mainly
consider the issue of keeping storage consistency between a smartphone and its mirror.

An intuitive way for storage synchronization is data replication. That is, copying
every new or updated data item to the mirror. This however is too expensive when the
data activity is frequent in the phone. Instead, we propose a periodical synchronization
mechanism by replaying smartphone inputs at its mirror periodically.

The first question for such a design is: why data storage is uniquely determined by in-
puts? We noticed that, the change of smartphone state is always triggered by user inputs
(e.g. keyboard typing) or network inputs (e.g. arrival of data packets), and most appli-
cations are deterministic. That is, given a list of inputs, the application will generate
deterministic outputs. In this case, if we apply the same list of inputs to a smartphone
and its synchronized mirror, both will generate the same output and will be synchro-
nized again after applying the inputs. Note that in our design, to save communication
overhead, only the user inputs are forwarded to the mirror server. The mirror server
caches the network inputs to a smartphone in the past synchronization period, so later
it can directly feed in the cached data to the mirror. Also, the outputs from the mir-
ror execution do not actually go out of the mirror server. We use the global clock of
the telecom network to time stamping all kinds of inputs/outputs. For example, on the
smartphone side, the user pushes a button to open an email client application, types an
email, and sends the email by clicking an icon on the screen. On the mirror side, if we
exactly replay the “pushing”, “typing”, and “clicking” actions in order, the mirror will
send the same email and both will have the same archived email in the storage.

Based on this observation, we make an assumption that, by applying exactly the
same inputs to a smartphone and its mirror in the same order, the storage of a phone
and its mirror will be synchronized. This assumption may be untrue for certain appli-
cations, such as the application that generates a random number. However, it is suitable
for most applications on current smartphones, such as email, IM, web browser, VoIP,
MMS/SMS, and the present service. Therefore, we monitor all the inputs to the smart-
phone and later apply to the mirror in order.

The second question is: what are the pros and cons of periodical synchronization
and the impact of the synchronization period on the system? Qualitatively speaking, the
periodical synchronization improves the transfer efficiency and reduces much power
consumption by sending the inputs in a batch. In normal cases, it does not cause prob-
lems to user applications, as long as the interaction between a mobile phone and the
network need not involve mirror’s cooperation. One counter example we can think of
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is related to our cache based file uploading application. In this application, when a user
wants to share a file with a friend, to save power no file is actually sent out from the mo-
bile; instead, the mirror will make the data transfer after it receives the send command
through synchronization. Thus, no file transfer happens immediately.

Synchronization Timelines. Next we explain the detailed operations and timelines in
our periodical synchronization mechanism. Let tlatency be the network transfer latency
between the mirror server and the smartphone, and tmax be the maximal network trans-
fer latency. In 3G networks, tmax is a constant value, 100 ms [6]. Let tsyn int be the
synchronization interval and the last synchronization time point be tk. Thus, the data
input to the smartphone between tk and tk + tsyn int are batched and transferred to its
mirror at tk + tsyn int. Due to the network transfer latency, it will arrive at the mirror
server at tk + tsyn int+ tlatency . To make the replay interval even, the mirror server re-
plays the network input data and keyboard input of the smartphone to the mirror at time
tk+ tsyn int+ tmax. As a result, the state of the mirror is tsyn int+ tmax later than that
of the smartphone. Fig. 2 illustrates how this approach works with the email service
by showing the time lines at the three parties: smartphone, mirror server and mirror.
Note that in this figure the network acknowledgement is monitored and replayed by the
mirror server to the mirror. Solid arrow lines stand for input data, and dash arrow lines
stand for synchronization messages.

When a smartphone boots up, the initial time for the synchronization is set. At this
time, on the smartphone side, the user can configure the value of tsyn int for balancing
the efficiency and reaction delay, while on the network side, the mirror server starts up
this smartphone’s mirror. When a smartphone is turned off, the mirror server stops this
smartphone’s mirror and saves its states.

3.4 Network Design

The mirror server stays in 3G networks as an application server, which supports such
applications as security, storage and computation delegation services. It is easy to con-
figure the nodes of 3G networks to route all incoming/outgoing messages (such as ses-
sion control messages, data packets, and other 3G signaling protocols) of a smartphone
to traverse the mirror server without any interaction with the smartphone. We do not
need to modify any protocols or software in network nodes.

Taking UMTS as example, for a user who has subscribed to our mirror service, we
will update his/her user profile in the Home Subscriber Server (HSS) node, as well
as registering user policy and mirror service profile to the CSCF. HSS periodically
updates the SGSN with the changes of user information; thus, SGSN becomes aware
of the mirror service for this user. When SGSN receives a message from/to this user, it
will either forward the message to CSCF, or forward it to the mirror server, subject to
whether the message belongs to a service with session control.

Due to the limit of space, please refer to the technical report [7] for the details of
deploying the mirror server in UMTS network. In this technical report, we present two
sample message flows of typical telecom services to show that the mirror server works
compatibly with UMTS network with only minor changes.
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4 Applications

The proposed framework can support many applications. In this section, we identify
two of them.

4.1 Data Caching Application

Recently, more and more people use their smartphones to share multimedia data with
friends. Although data downloading/uploading speed between smartphone and BS has
been significantly increased in recent years, receiving and sending bulk data still take
time and consume a lot of power.

The current file sharing on smartphones has many weaknesses. For example, if the
receiver runs out of battery or has very slow downloading speed in the current loca-
tion (e.g. weak signal), the user may have to give up the file downloading. Also, if a
user sends the same file to different people in a short time period, for each send, the
smartphone has to do a separate file uploading, wasting lots of bandwidth and power.

Basing on the proposed framework, we present a data caching application. It is de-
ployed on the mirror server which brings more flexibility to file downloading and sig-
nificantly saves battery and time in file uploading.

Bulk Data Downloading. For bulk data downloading, the data caching service pro-
vides a temporary storage service. When the user wants to download a file from the
Internet, the caching service will first download the file to its temporary storage. Once
the downloading is complete, the caching service sends a “file-cached” notification to
the user via the synchronization message. This file will be kept for a period of time de-
pending on the TSP policy. When the user decides to download the cached file, he can
download it from the mirror server directly. Moreover, according to the synchroniza-
tion mechanism, once the smartphone starts to download a file from the mirror server,
its corresponding mirror will also download the file from the mirror server. Therefore,
no extra storage synchronization is needed.

For the file sender, the caching service provides an illusion that the file transfer has
been completed. For the file receiver, he is able to choose a time which is suitable for the
actual downloading. For example, when he moves to a place with better downloading
speed or has the access to battery charging.

Bulk Data Uploading For bulk file uploading, the data caching service utilizes the
mirror of the smartphone on the server. The mirror has the same storage as its corre-
sponding smartphone and can replay all actions performed on the smartphone. Thus, if
a user wants to send a bulk file to multiple people, he does not need to upload the file
multiple times through the wireless link. Instead, the data caching service can send the
file directly from the mirror to multiple people and save the wireless bandwidth.

To achieve this, the caching service registers the “upload” event in the synchro-
nization modules. When the Syn-Client module intercepts the uploading action on the
smartphone, instead of uploading file immediately, it replaces the default uploading
action by a “fake” action without actual uploading. When the next synchronization is
performed, the mirror sends the same data. In normal cases, the data sent from a mirror
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will be dropped by the mirror server. In the file uploading service, the data sent from
the mirror will be delivered to the receiver pretending that it is sent by the smartphone.
For both the file sender and the receiver, the caching application provides an illusion
that the file is sent from the smartphone. Compared with uploading from smartphone,
performing synchronization costs much less battery power, especially when the file size
is large.

Note that the caching service can be used for all file uploading and downloading
activities on the smartphone, such as IM client and web browser, etc. To reduce the delay
caused by the synchronization, the user should have the flexibility to activate/deactivate
the data caching service. For example, a user may want to send small files from the
smartphone immediately, but use the caching service for files larger than 500KB.

4.2 Antivirus Scanning Service

Recent research [8] [9] shows there is an incoming number of mobile phone malware
such as worm and virus in 3G networks. Virus scan is one of the most common func-
tionalities provided by almost all antivirus software. In virus scan, the scanner reads
files, compares them with some virus signatures, and returns a result of “virus found”
or not to the user. Obviously, the scan process is CPU and I/O intensive. In case of
smartphone, performing such scans adds inconvenience to users and drains the battery
quickly.

In the proposed framework, an antivirus scanner can be deployed as a service on
the mirror server, and the scanner can access the file system on the mirrors. Further, a
hook application is installed on the phone. When a user launches the hook application
on the smartphone, it sends a request with parameters to the mirror server. Instead of
scanning the real files on the smartphone, the scanner service performs scanning on the
synchronized mirror. The result will be sent back to the smartphone. As the smartphone
and its mirror are synchronized, scanning on the mirror generates the same result as
scanning on the smartphone. The feasibility of building an antivirus service outside of
protected VM has been proved in the VMwatcher [10] which can be deployed directly
on our framework.

Shifting antivirus scans are threefold. First, it saves battery power on smartphones.
Second, as the CPU and I/O intensive workloads are shifted to the mirror server, the
scanning will not affect the common usages of smartphones. Finally, the scan speed on
mirror will be much faster than that on the phone due to its limited hardware capabilities.

5 Evaluation

In this section, we first describe our prototype. Then, we evaluate the synchronization
cost and the scalability of our framework with this prototype.

5.1 The Prototype

Because the UMTS 3G network is very complicated with multiple protocols and
many different nodes, currently only big telecom equipment vendors, such as Nokia,
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Alcatel- Lucent and Ericsson have real prototypes. In order to evaluate the performance,
scalability and feasibility of our framework, we setup a simplified prototype. In this
prototype, the Android Dev Phone 1 is used as the smartphone, while Dell PowerEdge
1900 is used as the mirror server which has two Quad Core Intel Xeon 1.60GHz CPUs,
8GB Memory, 320GB Disk and installed Ubuntu 8.04 Desktop OS. The mirror server is
connected to the IP network and can be accessed by the smartphone through T-mobile
3G network. In this prototype, for the synchronization feature, because we can not route
or collect the incoming and outgoing messages of the smartphone in T-mobile 3G net-
works, we only replay the user input data on the mirror server so that the mirror takes
the same tasks as the smartphone.

The Smartphone. We use Android Dev Phone 1 as our smartphone. It is a SIM-
unlocked and hardware-unlocked device that is designed for advanced developers. We
implement a syn-client module on it to monitor the user keyboard input. The user key-
board input can be got from system program “/dev/input/event2” in real time. Whenever
the user enters a key, this program generates 32 bytes data which includes the key press-
ing time, key releasing time and key id. We develop a syn-client module to collect the
input data from “/dev/input/event2” in real time and transfer it through 3G network to
our mirror server periodically.

The Mirror Server. We use Android emulator as the mirror of Android Dev Phone 1.
The size of the whole running Android emulator is 165MB. The Android OS is based
on the simplified Linux kernel OS. Many virtualization techniques can be applied to
our mirror server, such as OpenVZ [11] and QEMU. However, the current OpenVZ
does not support Android OS. Android emulator basing on QEMU is simple and totally
virtualization of the Android system.

3G Networks. To measure the uplink and downlink speed of T-mobile EDGE and 3G
networks, we develop a test program, which sets up a socket connection between the
smartphone and the server. Then it keeps downloading UDP data from the server to the
smartphone or uploading data to the server. The result is measured in State College as
shown in Table 1. The 3G bandwidth is much faster than the EDGE, but currently the
EDGE has more coverage than 3G, especially in a suburban area.

To measure the average time for uploading or downloading files in EDGE networks,
we transfer several different size of files. As shown in Fig. 4, to transfer same amount
of data, the downloading takes less time than uploading. In addition, it takes several
minutes to transfer 5 MB data which is around the normal video file size.

Table 1. The download and uploads speeds for EDGE and 3G

Uploading (kbps) Downloading (kbps)
Advertised Tested Advertised Tested

T-mobile EDGE 75-135 140-160 75-135 170-190
T-mobile 3G 500-1200 708 700-1700 1259
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5.2 Synchronization Cost

In the proposed framework, the Syn-Client module inside the smartphone will send the
input information to the mirror server periodically. The battery cost of this periodical
sending is determined by two factors. One is the frequency of inputs and the other is the
time interval between two sending operations. More frequent inputs will generate more
data to send. A shorter time interval means a more timely synchronization but will lead
to more frequent sending operations.

To measure the power consumption with different input frequencies and sending time
intervals, we have measured the power consumption of periodical sending in two cases.
In the first case, the smartphone is very active and generates two events every second.
In the other case, the smartphone only generates one event every five seconds. Each
event is encoded as a 32-byte synchronization message, and the sending is through a
UDP connection. In both cases, we have measured the total battery cost with different
sending time intervals in 6 hours.

The battery consumption is shown in Fig. 5. As can be seen from the figure, with
the same frequency of event generation, the shorter sending interval will bring more
battery cost. Also, with the same frequency of sending operations, more input events
cause more data to be sent thus cost more battery power. For example, in case the
user generates two input events per second, if the synchronization interval is greater
than 180 seconds, the total battery cost for sending synchronization information on the
smartphone will be less than 4%.
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Table 2. The time and battery cost for performing antivirus scanning

Folder Size (MB) SMobile on smartphone Symantec on PC
Time (sec) Battery (%) Time (sec)

10 120 2 12
50 600 3 31
100 1140 6 57
200 2340 10 110

To show the benefit in downloading/uploading service, we also compare the bat-
tery cost for synchronization and file downloading/uploading using ftp with 20MB file.
When synchronizing periodically, we choose a case in which the user generates 0.5
event per second in average and the smartphone synchronization period is 60 seconds.
Fig. 7 and Fig. 8 show the power consumption of a smartphone in standby or when it
synchronizes periodically with the mirror server. When in standby, the average power
consumption is around 0.09% per minute in average. In this case, the average power
consumption is around 0.117% per minute.

To show the benefit in antivirus scan applications, we install the SMobile Virus-
Guard [12] on an Android Dev Phone 1 and use it to scan folders with different sizes.
All folders are filled with Android Package (APK) files which are used for application
installation. As shown in Table 2, the time and battery needed for scan increases as the
folder size increases. When the folder size is 200 MB, it takes more than 39 minutes
and 10% battery to complete the scan, as shown in Fig. 9. During the scan, the user can
explicitly feel the slow down of smartphone. Table 2 also shows much less time cost for
scanning the same folders on PC using Symantec Endpoint Protection software.

5.3 Scalability

To evaluate the scalability of our framework, we study how many mirrors the server can
support with different workload. In this experiment, we use web browsing service as an
example to evaluate the scalability.

Fig. 6 illustrates the CPU usage versus different number of emulators, together with
different workloads. In general, the mirror server can support at least 20 mirrors with
heavy workload (browsing web every 1 minute) or more than 30 mirrors with light
workload (open a webpage every 5 minutes). In this case, the CPU usage increases
almost linearly with the number of mirrors.

6 Conclusion and Future Work

In this work, we propose a new framework, which uses Cloud Computing and VM
techniques to shift the workload from smartphones to a computational infrastructure in
telecom networks. It can greatly reduce the workload and virtually expand the resources
of smartphones. We show the feasibility of deploying such a framework in telecom net-
works by protocol design, synchronization study and scalability test. A great number
of issues are not addressed yet at this stage, especially those related to synchronization
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and actual system implementation. In our future work, we will study different syn-
chronization mechanisms and find out what mobile applications can benefit from our
framework. We will continue building the whole system and seek to evaluate its perfor-
mance in a real 3G network. Finally, we will investigate the situation with additional
incoming traffic through bluetooth and WiFi connections.
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Abstract. In this paper, we present our lightweight semantic publish/
subscribe system μC-SemPS that is targeted towards battery-powered
micro-controllers and wireless sensor nodes in ubiquitous computing en-
vironments. The key challenge that we address is to minimize the overall
energy consumption for subscription matching and delivery. Our system
relies on an efficient representation of semantic subscriptions and favours
computation over the more expensive wireless communication for the se-
mantic matching and routing of events. When compared to more con-
ventional pub/sub routing implementations, experimental results from
network and energy simulations with MiXiM, an OMNeT++ modeling
framework for wireless mobile networks, show that our approach for rout-
ing semantic events significantly reduces energy consumption.

Keywords: energy-awareness, publish/subscribe, semantic routing.

1 Introduction

The publish/subscribe (pub/sub) communication paradigm [4] provides a many-
to-many anonymous event communication model that is decoupled in time and
space, and as such an ideal distributed notification platform for ubiquitous com-
puting systems. Traditionally, an event is a collection of attributes as key-value
pairs, structured according to an a-priori known event schema, and communi-
cated by means of push/pull interactions between possibly mobile publishers
and subscribers. An event notification service acts as the mediator to notify
subscribers about published events that match the constraints in at least one of
their subscriptions. For scalability reasons, the event notification service is often
implemented as an overlay network of event brokers [7] that match and route
events/subscriptions to other brokers and clients.

The major challenge that we address in this paper is the energy-efficiency of
semantic pub/sub systems for wireless and battery-powered embedded systems.
This class of pub/sub systems [2,10,3,9] is gaining importance given the fact
that (1) emerging computing paradigms like the Internet of Things will generate
ever-increasing amounts of data, and that (2) participants in loosely-coupled
heterogeneous systems will use a variety of terminologies. The fact that all events
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Fig. 1. Mapping of a semantic overlay structure onto a peer-to-peer network

must be unambigously interpreted by the publishers and subscribers is the main
motivation why semantics must become a first class entity of the pub/sub system.

In this paper, we investigate how a pub/sub system can be optimized for
battery-powered wireless sensor nodes and embedded microcontrollers (μC), by
matching and routing semantic events in such a way that reduces computation
and communication energy usage. Merely implementing a semantic pub/sub sys-
tem as a mobile overlay structure on top of a (power efficient) wireless peer-to-
peer network can still be inefficient from an energy perspective. A direct unicast
between two nodes may be more expensive than sending over intermediate nodes,
because the energy consumption of the wireless signal amplifier is quadratically
proportional to the distance. This is illustrated in Fig. 1. On the left, a message
is transmitted with direct unicast from a to b requiring E′ nJ/bit, or through
m − 1 intermediate nodes requiring m.E nJ/bit. For transmission over larger
distances, the latter is often more efficient (depending on the number of inter-
mediate nodes, the distance between them, and the energy dissipated in the
transmitter/receiver/amplifier electronics). However, the decission is not clear
cut. If the batteries of the intermediate nodes are almost depleted, a direct uni-
cast can improve the network lifetime. On the right, a direct mapping of the
routing in the semantic overlay network can lead to inefficient routing paths
in the physical network. The event routing from b to c can be avoided by a
multicast/broadcast at node x to reach nodes b and c.

In this paper, we present μC-SemPS, a semantic event pub/sub system for
battery-powered micro-controllers in mobile and ubiquitous computing environ-
ments that aims to optimize the network lifetime. The main contributions are:

– An event subscription model for efficient semantic pub/sub matching
– A semantic-based clustering approach for efficient event routing
– A significant energy usage reduction vs. more conventional pub/sub schemes

The paper is structured as follows. After discussing related work in section 2, we
present in section 3 our semantic subscription model. The semantic pub/sub
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middleware and algorithms are explained in section 4. We elaborate on the
MiXiM-based experimental results in section 5. A concluding overview of our
contributions and opportunities for further work are highlighted in section 6.

2 Related Work

Current solutions attempt to build semantic-awareness with a simple hierarchi-
cal topology of concepts (taxonomies of classes and properties). S-ToPSS [10]
extends the conventional key-value pair-based systems with methods to pro-
cess syntactically different, but semantically equivalent information. S-ToPSS
uses an ontology with synonyms, a taxonomy and transformation rules to deal
with syntactically disparate subscriptions and publications. The Ontology-based
Publish/Subscribe system (OPS) [14] represents subscriptions as RDF graph
patterns and uses a subgraph isomorphism algorithm for efficient matching.
Follow-up research on semantic pub/sub systems of some of the authors resulted
in the Semantic Publish/Subscribe System (SPS) [9], which leverages more of the
expressive power of OWL Lite but relies on a centralized broker with a power-
ful server to do the semantic matching. Chand et al. present containment-based
and similarity-based proximity metrics [2] for peer-to-peer overlays of pub/sub
networks to tackle the lack of expressiveness in many subscription languages.

Many of the above semantic pub/sub systems go beyond the capabilities of
embedded devices. The DSWare [8] middleware offers publish/subscribe services
to distributed wireless sensor networks and supports the specification and detec-
tion of patterns of compound events. Resource-aware publish/subscribe in wire-
less sensor networks is studied in [13]. The authors propose a protocol that aims
to extend the network’s lifetime by offering tradeoffs between fixed event dis-
semination paths that increase communication efficiency, and resource-awareness
that provides freedom for event routing. Network hops are used as a measure
for the delivery cost. With energy efficiency being the main concern, hops are
not a good measure for quantifying energy usage. Energy consumption of a wire-
less amplifier increases quadratically with the hop distance, so that transmitting
over smaller distances (i.e. with more hops) could be more optimal. In [6], De-
meure et al. present an energy-aware middleware for MANETs of handheld de-
vices which includes a publish/subscribe event system. The middleware is made
energy-aware by providing policies that specify adaptations in the middleware
for a variety of battery thresholds. These adaptations may trigger the use of
more energy-friendly encryption algorithms or change communication by using
a non-acknowledged protocol to reduce network activity. The authors do not im-
mediately focus on optimizing the event matching and routing. For an overview
of energy-aware routing in wireless sensor networks, we refer to the survey of
Akkaya et al. [1].

3 Semantic Event Subscription Model

In this section, we will briefly discuss the basic concepts of our event and sub-
scription models as used in our μC-SemPS system.
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Fig. 2. Inheritance of ontology classes and properties with prime number assignment

3.1 Concept Model

Concept-based semantic publish/subscribe systems describe events and subscrip-
tions at a higher level of abstraction than simple key-value pairs. The semantic
relationships are defined in ontologies for an unambiguous interpretation of the
event structure. In Fig. 2, we illustrate this with a familiar example often used
for educational purposes. The concept model to define the semantic meaning of
a subscription or event consists of the following constructs:

1. Inheritance hierarchy of named classes: A class (or concept) can have
multiple parent classes and subclasses. Any individual (entity or instance of
a class) of a class is also a member of its ancestor classes:

Student ⊆ Person

2. Inheritance hierarchy of properties: An (object or datatype) property
defines a role of a class by pointing to another class. A similar inheritance
relationship can also be defined for properties (or roles):

isFatherOf ⊆ isParentOf

3. Equivalence of classes and properties: Classes and properties are de-
fined semantically equivalent if they represent the same set of individuals.
For example, the class Car could be a synonym for the class Automobile:

Car ≡ Automobile
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Synonyms and the two types of inheritance relationships are typically found
in most semantic pub/sub systems. The acyclic, reflexive and transitive inheri-
tance relationship is in the literature sometimes referred to as containment, type
inclusion or subsumption.

3.2 Event Model and Subscription Language

The event model specifies the organization of data inside the events and provides
an expressive subscription language for subscribers to define their interests in
certain events. Rather than using a directed labeled graph representation for the
semantic relationships of an event of interest, we use the user-friendly compact
Manchester syntax for OWL [5] to express semantic subscriptions. For example,

Student or Person that hasAge all xsd:integer[ <= 25 ]

would represent with the usual precedence rules an interest in students and
persons that are 25 years or younger. Rather than relying on subgraph isomor-
phisms, we make use of an efficient encoding of semantic relationships based on
the properties of prime numbers, as explained in the following subsection.

3.3 Semantic Event Matching

The encoding that we use in our system counters one of the major disadvan-
tages of semantic matching with ontologies: the reasoning engines supporting
the semantic modeling with ontologies are not designed with the limited com-
putational resources of an embedded system in mind. Our prime number-based
encoding algorithms were developed with the aim to reduce the memory and
processing complexity. See our matching algorithms in [12,11] for more details.

The encoding of a multiple inheritance hierarchy χ = {Person, Student,
Employee, ...} is based on the prime numbers assigned to each class as illus-
trated in Fig. 2. For example, class Teaching Assistant inherits the prime num-
bers 2, 3 and 5 from its ancestors and is assigned 7 as its own prime number. The
encoding of this class becomes γ(Teaching Assistant) = 2 × 3 × 5 × 7 = 210.
As class Person has no ancestors, its encoding γ(Person) is solely based on its
own prime number. Testing for a semantic match can be done with a simple
division. For example, Undergrad Student is a semantic match for a Student
because γ(Undergrad Student) = 102 can be divided by the prime number of
Student = 3. In several cases, the division is not even necessary as many heuris-
tics can be used to rule out subsumption [12,11]. The degree of compaction solely
depends on the prime number assigned to each class. For the very simple hier-
archy in Fig. 2, the original OWL ontology file is more than 3000 bytes long,
whereas our prime number encoding generates an equivalent representation of
less than 200 bytes. The advantages of our semantic encoding are:

1. A class (or property) can be identified by a simple prime number rather than
a possibly long string that represents its URI.
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Fig. 3. Organizing nodes according to the specificity of their subscriptions

2. All the relevant semantic relationships are embedded in the encoding of each
class and property.

3. Partial imports of an ontology are possible because you only need the class
and property encodings of the terminology you are interested in.

These characteristics have an immediate effect on the message length of events
that have to be routed, as textual descriptions are being replaced with a sim-
ple prime number. Message size reductions of a factor of 50 or more were not
uncommon in our experiments.

4 Publish/Subscribe for Low-Power μC Systems

Given that the most energy savings can be gained from optimizing the wireless
communication, our μC-SemPS pub/sub subsystem for microcontrollers will fa-
vor spending more effort in the semantic event matching if it can further reduce
the energy impact of semantic event routing.

4.1 Semantic Event Subscription Polyhierarchy

The event notification routing protocol aims to reduce the delivery of events
to nodes without a matching subscription, as well as the amount of undeliv-
ered events for nodes with a matching subscription (i.e. maximize precision and
recall). Note that reducing energy consumption does not necessarily mean less
messages between peers (as illustrated in Fig. 1). The challenge is to organize the
peers according to their interests in events (i.e. their subscriptions) to improve
the event routing efficiency (both in terms of event delivery accuracy and energy
usage for communication).

Our event routing protocol will first establish semantic routing tables by or-
ganizing the peers into a polyhierarchy according to the specificity of their sub-
scriptions. Nodes that have an a subscription for a very specialized concept will
be at the bottom of the tree, whereas nodes interested in very general concepts
are at the top of the tree. If a node has more than one subscription, it appears
multiple times in the tree. See Fig. 3 for an example of a subscription polyhier-
archy of named classes and anonymous classes (intersections of named classes).
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Algorithm 1. BuildSubscriptionHierarchy(in: fromPeer, subscription)

1: (subscriptionRelevant, subscriptionForwarded) = (false, false)
2: if (AlreadyReceived(subscription)) then
3: FeedbackSubscription(fromPeer, DUPLICATE, subscription)
4: else
5: MarkReceived(fromPeer, subscription)
6: if (IsMatchingAncestor(subscription)) then
7: subscriptionRelevant = true
8: else
9: LabelSubscription(subscription, OUT OF INTEREST)
10: if (subscription.hopsLeft > 0) then
11: subscription.hopsLeft = subscription.hopsLeft - 1
12: for each Peer p in ForwardFilter(adjacentPeers, subscription) do
13: subscriptionForwarded = true
14: ForwardSubscriptions(p, MatchingSubscriptions(subscription))
15: if (not subscriptionForwarded) then
16: if (not subscriptionRelevant) then
17: FeedbackSubscription(fromPeer, OUT OF INTEREST, subscription)

The algorithm for constructing this polyhierarchy (and semantic routing tables)
is partially shown in Algorithm 1. For every subscription a node receives, it basi-
cally checks if it already received the subscription via other routes and whether
it has a matching local subscription (equivalent or subclass). If so, it forwards
its own matching subscriptions to its adjacent peers for which it did not receive
a matching out of interest message before. The purpose of the algorithm is to
ensure that any event matching the subscription of a node always matches those
of its ancestors, and that an out of interest event will not match the subscriptions
of the node’s descendants.

4.2 Energy Based Clustering and Event Routing

In principle, routing events from the root nodes towards the leaf nodes (until
they stop matching the subscriptions) is a way to minimize sending events to
nodes that do not match their subscriptions. However, there are a few drawbacks
with strictly following this routing scheme:

– The root nodes with broader interests will have a lot more events to forward
than the nodes at greater depths in the polyhierarchy.

– Strictly following the routing path may not be efficient from an energy point
of view depending on the distance between the nodes involved.

Cluster-based data routing [15] is a way to improve energy consumption. To
improve traffic confinement we cluster subscribers with similar interests in such
a way that a subscriber that receives an event can broadcast it to all the nodes
of the cluster it is part of. Our clustering algorithm uses a percentage P of the
nodes (here 5%) to become cluster heads:
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Fig. 4. Grouping into clusters of nodes with similar subscriptions

1. Cluster heads are self-selected at the beginning of a cycle. In the r-th cycle,
a node that has not become a cluster head during the previous 1/P cycles
decides to become a cluster head with probability P/(1− P (r mod 1/P )).

2. Other nodes join all clusters for which the cluster head is an ancestor in the
subscription polyhierarchy.

The first step rotates cluster heads in such a way that current cluster heads
have a lower probability to become cluster heads in the next cycle. The second
step groups nodes with similar interests. It is possible that a node does not find
a matching cluster, especially if these nodes have subscribed to very general
concepts (located near the top in the subsumption polyhierarchy). See Fig. 4 for
an illustration of this grouping into semantically similar clusters. So rather than
having to route events in the network according to subscription polyhierarchy of
Fig. 3, we can now route on two different levels:

– Clusters: within a cluster, we use a mixture of unicasting and minimum
transfer energy to maximize the lifetime of the cluster.

– Cluster overlay: between cluster heads and nodes without a cluster, we
route events with minimum transfer energy (MTE) strategy, because it in-
creases the lifetime better than unicasting and event matches are more likely
for nodes with very general subscriptions anyway.

This approach basically breaks down into a partitioning of the subscription hi-
erarchy into two parts: (1) the subhierarchies imposed by the cluster heads and
their descendants that will form the clusters, and (2) the hierarchy imposed by
the ancestor classes of the cluster heads and the nodes without a cluster. We use
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Fig. 5. Experimental results with the MiXiM wireless network modeling framework

two different routing strategies in the two partitions, and by reselecting the clus-
ter heads we balance the energy load amongst all nodes. The efficient encoding
and semantic matching makes the overhead of managing the clusters low. This
is important for mobile nodes that connect to a variety of nodes and for nodes
that frequently change their subscriptions. However, theoretical situations exist
where the majority of communication is spent on regrouping messages.

5 Experimental Performance Evaluation

In this section, we will analyze both energy usage as well as the publish/subscribe
effectiveness of the event delivery (in terms of event routing through non-
subscriber nodes). To test the effectiveness of the semantic routing part of our
μC-SemPS pub/sub system on larger setups (500 nodes), we conducted simu-
lations with MiXiM1, an OMNeT++ modeling framework (see Fig. 5) created
for mobile wireless and ad-hoc sensor networks with built-in energy framework.
We simulated a ZigBee wireless network using energy characteristics of a IEEE
802.15.4 low-power digital radio.

5.1 Energy Cost of Semantic Matching

Regarding the computational complexity, we estimated based on [12] that verify-
ing for a semantic match between two concepts in a very large ontology with more
than 25000 concepts requires on average about 50 instructions on an ARMv4
CPU, which at 2 nJ/instruction means something like 100 nJ.

1 http://mixim.sourceforge.net/

http://mixim.sourceforge.net/
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5.2 Energy Cost of Semantic Routing

In Fig. 6, you can see the advantage of using our semantic clustering approach
with cluster head rotation on the lifetime of the network. For this particular ex-
periment, the routing protocols from our μC-SemPS semantic publish/subscribe
system are more efficient compared to direct unicasting and minimum energy
transmission. The energy for computation (the semantic matching) is quite neg-
ligible compared to the energy dissipated due to communication (less than 10%
for some nodes). For nodes that were not transmitting themselves, either because
they were not a publisher or because they did not forward any event, there was
still some communication energy spent for creating and maintaing the clusters,
but the significant difference between communication and computation was less
outspoken. Note that these results are very specific for the experiment. If the
average distance between the nodes grows, then this will have an effect on the
total energy dissipation for all protocols.

Fig. 6. Measuring the network lifetime

Fig. 7. Measuring the delivery of out-of-interest and missed events



μC-SemPS: Energy-Efficient Semantic Publish/Subscribe 49

5.3 Pub/Sub Efficiency of Event Routing

We compared in another experiment in which we measured how many out-of-
interest events were delivered (counting the events received by a node that did
not have a matching subscription) and missed events (events that should have
been delivered but were not). These metrics boil down to precision and recall
from an information retrieval point of view. See Fig. 7 for the results. Due the
fact that MTE uses more intermediate nodes, it is clear that its precision is
smaller. The max hop count for delivery also had an effect on its lower recall.
The direct unicast performed better, but our μC-SemPS system performed even
better due to the semantic clustering approach.

6 Conclusions

As the publish/subscribe community expands towards new computing paradigms
like the Internet of Things, it is paramount that semantic awareness and energy
consumption is taken into account in the matching and routing of events. While
many energy-efficient routing protocols have been proposed for wireless sensor
networks, they only focus on optimal delivery paths and do not consider opti-
mizing the routing paths for precision and recall of the pub/sub system.

This paper addresses energy-efficient semantic matching and routing for low-
power wireless and mobile devices. We presented our μC-SemPS semantic pub-
lish/subscribe for battery-powered microcontrollers and sensor nodes. Rather
than relying on a centralized broker for ontology-based semantic matching, we
use an encoding scheme that represents semantic relationships in an efficient
compact representation that helps reduce the packet size of the network mes-
sages. We have demonstrated our clustering technique that takes both semantic
similarity as well as energy awareness into account for the efficient delivery of
events to subscribers. We have shown that our approach is significantly better
in terms of energy consumption and network lifetime while maintaining a high
precision and recall of delivered events.

A key direction of our future work, will be to investigate the effects of node
mobility and churn to maintain the subscription polyhierarchy, and to create a
larger testbed with many more energy-efficient wireless routing protocols. While
none of them focus on semantic publish/subscribe systems, it will be interesting
to see how well they fare in terms of precision and recall. This could provide
interesting insights into how energy efficiency can be traded for more accurate
routing to increase precision and recall for the semantic events.

Acknowledgments. This research is partially funded by the Interuniversity
Attraction Poles Programme Belgian State, Belgian Science Policy, and by the
Research Fund K.U. Leuven.
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Abstract. Discovery and announcement processes are regular tasks in 
ubiquitous scenarios, since they are important to support devices’ self-
adaptation. However, devices enable a multitude of protocols by default, 
including many not always required by users or networks. For example, the 
NetBIOS protocol is rarely used in some networks, but it is continuously 
executed by several Desktops. Consequently, today's networks waste energy 
processing protocol messages that should be turned off. In this paper, we 
analyze such energy cost, and we propose devices’ collaboration and sharing of 
traffic knowledge to save energy. Firstly, we suggest that devices should view 
protocols in the same way of users through a social analogy. Skype, MSN, ARP 
and other protocols are seen as societies with specific languages, which devices 
can learn and teach, similarly to societies. Finally, simulations showed that our 
proposal is able to reduce energy consumption for all network's devices. 

Keywords: Energy efficiency and awareness, Architectures, systems and 
applications. 

1   Introduction 

The ubiquitous scenario brought new opportunities with regard to sharing services 
between users, providers and autonomous devices. In such environment, providers 
and users frequently use several protocols to announce their services, but such 
behavior have been increased the energy consumption of users’ devices and 
providers’ network devices. For instance, researchers from Bell Labs found that 
current networks use 10,000 times more energy than the absolute minimum required 
to transport data bits across them. For this reason, researchers have been studying 
solutions to save energy and how efficiently to use energy resources.  

According to [1], approaches to reduce consumption span several levels from 
applications and operating systems to hardware. For example, work in [4] introduces 
changes to the Bitorrent application to reduce its energy consumption and to 
encourage P2P and grid networks to save energy in data centers. At the hardware 
level, [18] introduced optical technologies to save energy. It approached the optical 
switching to avoid the use of electronic forwarding and switching of IP routers that 
have high consumption of energy. The research in [5] and [6] are examples of efforts 
for finding hardware solutions to build devices that consume renewable energy. 

Authors in [1] and [19] also point to the network infrastructure as the key issue to 
control energy consumption. The proposal in [19] identified the consumption of 
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conventional devices in a 3G infrastructure and proposed changing the conventional 
devices to optical in the access network architecture. Work in [7] presents several 
factors that should be analyzed to reduce the energy consumption such as collisions at 
the MAC layer, amount of switching between sending and receiving data, 
communication modes, computation of transmission schedule and others. 

Future networks must consider the use of energy-aware devices, applications and 
protocols. Such networks, one may call, as green networks [8]. Green networks may 
have membership policies whereby, only devices that turn off some network 
protocols, or those that implemented certain operation modes for energy saving, etc., 
would be able to join the network.  

In this work, a communication device is seen as a mean for a user to join in some 
groups or services which we refer to as societies. Societies are distinguished by their 
inherent set of protocols and languages (messages). As a result of the above, a green 
network could define and enforce, within its policies, the sets of societies (protocols) 
that devices must participate (turn on) or must reject (turn off) in order to joining the 
network.  

As these policies differ between networks, it is important that devices implement a 
mechanism to recognize societies’ information in order to change their behavior to 
suit the rules of a given network before joining it. To achieve this goal, this work 
develops a flexible and sharable mechanism for network elements to learn and teach 
each other knowledge about traffic and consequently allows devices to self-configure 
while minimizing their energy consumption.  

Formally, our approach slices the communication in societies modeled to be 
recognized by automata. An automaton sharing algorithm is developed for devices to 
learn and teach others about the identification of societies, providing a flexible and 
dynamic solution for acquiring knowledge by observing traffic. Using wireless trace 
data, we show how sharing of automata allows devices to build dynamically a green 
network and reduce the energy consumption. 

The remainder of this paper is organized as follows. Next section introduces the 
relationship between the standard concepts of societies and network protocols. 
Section 3 introduces the proposal for a collaborative algorithm to automatically share 
automata between network devices in order to recognize societies and provide the 
functionality of management for users and networks. Section 4 presents an evaluation 
of these algorithms in a scenario of green networks. Finally, a discussion about related 
works, conclusion of this paper and future works are presented respectively in 
Sections 5 and 6.  

2   Why and How Should We Recognize Societies? 

Our work in [2] showed that relationships between machine and humans are towards 
socially inspired structures, embracing new networking contexts with new business 
models, services and technologies. We also showed that overlay networks are an 
interesting model to exemplify societies constituted of elements. Here, we address 
protocols as societies and protocol messages as the vocabulary for such societies. 
Thus, we see the vocabulary as a syntactic pattern to extract the society knowledge, 
i.e., the set of know addresses and messages within a given interval of time. 
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We suggest that such co-existence among vocabulary, messages and addresses can 
describe higher level information such as business relationships (representing 
customers or services of some enterprise) as well as low level or less abstract 
information such as network protocols (ARP, LLC, IP,  NetBIOS and others). 
Although our proposal is towards modeling syntactically each society with its own 
vocabulary (pattern to express addresses and messages), this networking case study 
maps societies to the protocols or low level information that make them up. 

We assumed that each society has a specific vocabulary or a syntactic pattern 
consisting of address information and message symbols. Then automata theory is a 
promising mathematical model to express a machine to recognize such vocabulary 
constituted by a set of words that identify a society. Such model is extensively used 
by compilers and linguistics research to describe the precise and correct vocabulary 
(formal grammar) of any programming language. 

Conceptually, an automaton changes its current state according to read symbols. 
When the symbols of message are completely consumed the last state indicates if the 
input were accepted as part of the language. Formally, an automaton si is defined by si 
= {Q, ∑, δ, q0, F}, where Q is a set of states. ∑ is a finite set of symbols a.k.a. the 
alphabet of the language whereas we will refer to as the vocabulary of a society. δ is a 
function such that δ: Q x ∑ Q. q0 is the initial state, that is, the state in which the 
automaton is when no input has been processed yet, where q0 ∈  Q. Moreover, an 
automaton can have one or more states represented by F that is a set of states of Q 
called accept states. Each transition function of δ receives an input symbol and goes 
to some state or stays in the same state. For example, δa or δ(q,a) represents a 
transition in state q to q’, where δa:QQ and q’ ∈  Q. Hence, a pair of symbols can 
be a unique function δ’:QQ, for example, δab:QQ, or denotes a composition 
function processed sequentially δa and after δb, or defined by δa o δb:QQ. 

Consequently, a society is completely known when the automaton si identifies all 
possible exchanged messages among its elements, i.e., when all combination of 
vocabulary ∑* are known. Hence, a society is identified by an automaton si = {Q, ∑, 
δ, q0, F}, when si = {w ∈  ∑* | δ’(q0,w) ∈  F}. The messages identified by si of a 
given device constitute its knowledge ki. 

Further the most intrinsic social mechanism, - knowledge sharing by learning and 
teaching - needs to be executed by networking devices. We suggest that sharing 
automata, users, service providers and any network may control the traffic. 

Before giving details of our proposed algorithm for sharing automata, let us 
emphasize that the specific creation of automata is outside the scope of this work. We 
assumed that such task could be manually performed by any individual using any 
mechanism such as L71 or tcpdump/libpcap(T/L)2 filters support to identify a society. 
Our focus was on the design of a generic algorithm that saves energy due to automata 
share. L7-filter deal regular expression that can be derived to translate it into finite 
automaton and T/L has a specific expression to identify societies.  

These tools are able to receive an expression and translate it into a finite 
automaton. L7-filter is able to translate a file containing a regular expression. For 
example, Figure 1(a) shows an automaton used to identify the NetBIOS society. 

                                                           
1 http://l7-filter.sourceforge.net/ 
2 http://www.tcpdump.org/  
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Please note that such filter is limited to identifying societies only in the application 
layer. Differently, the T/L can identify any society in any layer of the OSI 
architecture. For comparison, Figure 1(b) shows how to do an automaton to recognize 
NetBIOS using T/L filter. 

\x81.?.?.[A-P][A-P][A-P][A-P][A-
P][A-P][A-P][A-P][A-P][A-P][A-P][A-
P][A-P][A-P][A-P][A-P][A-P][A-P][A-
P][A-P][A-P][A-P][A-P][A-P][A-P][A-
P][A-P][A-P][A-P][A-P][A-P][A-P][A-
P][A-P][A-P][A-P][A-P][A-P][A-P][A-P] 

eth.dst and eth.src and 
eth.type == 0x0800 and ip.dst 
and ip.src and udp.dstport == 
137 and nbns.id 

 
 

(a) (b) 

Fig. 1. Recognizing NetBIOS by different filters: (a) L7-filter and (b) T/L filter 

Due to the use of different mechanisms to identify societies, we generalized our 
solution to associate the regular expression of L7-filter, or the tcpdump filters or any 
other new identification mechanism for protocol/societies. This includes the 
representation of applications that change frequently theirs patterns and require often 
automata update. For example, we identified that, if a Skype user executes a login, a 
logout immediately after and it executes again the login after at least 15 minutes, the 
user machine executes the following steps: 

1 Trigger NAT-PMP [20] to define the UDP port used by such protocol; 
2 Send several messages using the same port configured by NAT-PMP. We 

identified that some UDP messages and NAT-PMP was inside ICMP messages; 
3 Send DNS messages to find the IP that corresponds to the name containing 

skype.com and 4publishers.com; 
4 Send TCP messages using IPs from Autonomous Systems (AS) associated to 

messages described in items 1, 2 and 3.  

Using such procedure, we recognized more than 90% of Skype traffic executed in 
three distinct scenarios: a small network with NAT (3 machines); a medium network 
with firewall and NAT (40 machines); and a machine with direct Internet access. Note 
that such evaluation is not within the scope of this work. It was described to 
contextualize the creation of a regular expression to recognize Skype society as can be 
seen in Figure 2. However, we will need to change tcpdump/libcap to filter a list of 
AS numbers. Additionally, such list and port configured by NAT-PMP should be 
dynamically updated according new values found by sequence 1-4. 

In this context, our central observation and also main contribution is that the use of 
an automata sharing algorithm can be efficient in the dynamic collaboration of 
devices to identify and consequently manage societies, enabling power-aware control 
of its resources. In the following sections the automata sharing algorithm is described. 

 

Fig. 2. Extension of tcpdump/libpcap to recognize Skype 

(udp.srcport = port_identified_pmp or udp.srcport = 
port_identified_pmp) or (list_ASN contains ip.dst or list_ASN 

contains ip.src) 
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3   Collaborative Algorithm to Identify and Acquire Knowledge 

We assume that the user’s device has a set of automata (Su = {s1, s2… sn-1, sn}) used to 
to identify one or more societies. Thus, the device could then bind the semantic 
context of the traffic and acquire knowledge (store address information and messages) 
for the societies and their relationships. Such knowledge provides adequate semantic 
for users to select and announce routes, store data, block traffic and perform other 
network management tasks. As result of a lack of contextual knowledge, devices are 
forced to adopt the extreme behavior: block all traffic or unblock all traffic; cache all 
or cache nothing, enable all protocols, and so on. 

In order to turn on or off such societies and avoid a lack of user control over its 
own device configuration, a dynamic learning mechanism is used. It is based on 
automata sharing used by devices to acquire si ∉  Su and consequently to obtain new 
knowledge according to the social interests of each user. First, the following 
considerations need to be made. 

User device (node) traffic can be classified according to two message types as 
showed in Figure 4: received messages (α) or sent message (β). 

 

 

Fig. 3. Flow of user’s messages Fig. 4. Set of all user´s messages 

The set of all messages received and sent by each node is expressed by M as shown 
in Figure 5. They are subdivided in two sets: recognized or unrecognized messages, 
respectively expressed by K and W. Where K = k1 ∩  k2 ∩ … kn-1 ∩  kn, |S

u| = n, and 
ki is the set of messages recognized by the used automaton si ∈  Su. W is the set of the 
messages unrecognized to all automata si ∈  Su. Also, M = (K U W) = (α U β). 
Additionally, we state that ki,α = ki ∩  α and Wα = W ∩  α, and β-type messages 
follow these same conventions. 

Each device or node has a knowledge base (B) which can store the following set 
according to user’s interests: Su (the set of all automata that device has learned) and M 
(the set of messages stored along the communication). Hence, B = <Su, M>, where Su 
= Ø when node has no automaton; M = Ø, when the device is configured to discard all 
the recognized messages or when the algorithm to share automata did not start yet. 

Moreover, each device has a mechanism which frequently collects user traffic, 
generating a set of gathered messages in a given instant t expressed by Gt, where Gt = 
{Gt

1, Gt
2,…Gt

n-1, Gt
n, Gt

w}. The gathered messages that were recognized by 
automaton si∈  Su is expressed by Gt

i, and the gathered messages that failed to be 
recognized by any of the si ∈  Su is defined by Gt

w. Additionally we have: Gt
i,α = Gt

i 
∩  α and Gt

w,α = Gt
w, ∩  α. Again, β-type messages follow these same conventions. 
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Given that the input and output messages for a node are common information to all 
nodes in any network and that each type of information in Figures 1 and 2 provides a 
basic and semantic information, even when the node does not have any automata, we 
propose an algorithm Ashare_automata whose behavior depends on recognized and 
unrecognized, received and sent messages.  

By approaching these variables with social semantics, and considering that there is 
an equilibrium generated by cooperation, we design an algorithm Ashare_automata(M, 

vcollect, vstore, λlearn, ∪
|S|

i
teach,i

u

λ , k, kα, kβ) to share automata as shown in Figure 5. 

Variables λlearn and λi,teach, respectively, express numerically the node’s motivation to 
learn automata and their capability to teach a specific automaton si; M is the set of 
messages already sent and or received that may contain nothing when the algorithm is 
started; the parameter vcollect is a Boolean configuring the node to collect or not 
messages; the parameter vstore configures the node to store or not gathered messages 
into M and the other parameters (k, kα, kβ) are values set according to user interests. 
They establish when a node must learn and/or teach by setting the rate of knowledge, 
of messages types α and β for each given automaton si ∈  Su. 

The algorithm to share automata is subdivided in four steps as seen in Figure 6. 
The algorithm Acollect_data(vcollect) is the simplest one, it collects data according to the 
Boolean variable vcollect. The algorithm Astore(vstore, M, c1, c2) is also simple, it stores 
the gathered messages from Gt into M according to Boolean the flag vstore once the 
algorithms Alearn and Ateach are finalized (c1 = true and c2 = true). 

 

 

Fig. 5. Flowchart of algorithm to share automata 

 

Fig. 6. Flowchart of entire algorithm to share automata 
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The algorithms Alearn (M, λlearn, G
t, k, kα, kβ) and Ateach (M, ∪

|S|

i
teach,i

u

λ , Gt, k, kα, kβ) 

are the head processes for a node to share an automaton. These were designed 
following the pseudo-code given in Figures 7 and 8 to increase or decrease the node’s 
capability to learn and teach once the process of message gathering has finalized. We 
set the learning process to increase the node’s motivation to learn (λlearn) when: 

1 The node has a low rate of recognized messages; 
2 The node receives a high rate of unrecognized messages from the node or to the 

node; 

Moreover, we also encourage that a node increases its capability to teach (λi,teach) the 
automaton si to other nodes, when: 

1 The node has high rate of recognized messages; 
2 The node frequently recognized received and sent messages; 

Alearn (M,  λlearn, G
t, k, kα, kβ) Ateach (M, ∪

|S|

i
teach,i

u

λ , Gt, k, kα, kβ) 

if (λlearn=∞+ or λlearn=∞-) 
    then   λlearn=1 
if (|K|=0 or (|K|≠0 and |K∩Gt|/Gt < k)) 
    then λlearn=λlearn+1 
if (|Wα∩  Gt

w,α |/|  G
t
w,α | > (1- kα)) 

    then  λlearn = λlearn + 1   
if (|Wβ ∩  Gt

w,β|/| G
t
w, β  | > (1 - kβ)) 

    then  λlearn = λlearn + 1   
λlearn = λlearn – 1 

if (λi,teach =∞+ or λi,teach =∞-) 
    then  λi,teach =1 
if (|Ki ∩ Gt

i| / | G
t
i | > k) 

    then λi,teach = λi,teach + 1 
if ( |Kα ∩ Gt

i,α|/| G
t
i,α | > kα ) 

    then λi,teach = λi,teach +1 
if ( |Kβ ∩ Gt

i,β|/| G
t
i,β| >kβ) 

    then λi,teach = λi,teach + 
λi,teach = λi,teach – 1 

Fig. 7. Algorithm Alearn Fig. 8. Algorithm Ateach 

When theses algorithms finalize, the result is a tuple constituted by the node’s 
capability to learn and teach each automaton of node. When λlearn ∈Z+, the device 
will accept to request and receive any automaton, otherwise the device will not accept 
any, neither could it request any. In same way, when λi,teach ∈Z+ then the device will 
agree to announce and send the automaton to nodes, otherwise the device will not 
announce it, neither would it send this to another node. However, two nodes nA and nB 
only share a automaton si, when λlearn from nA and λi,teach from nB are positive values or 
when λlearn from nB and λi,teach from nA are positive values.  

4   Evaluation 

The objective of this evaluation is to demonstrate qualitatively the benefit of using the 
proposed algorithm for automata sharing in a scenario where policies may be defined 
to reduce the energy consumption through the rejection of societies with high levels 
of energy consumption at their network devices. 
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The scenario was evaluated in a local area condominium network made up of four 
buildings and a total of 288 apartments. Along seven hours, we captured packets 
exchanged among the network devices using the wireshark3 tool. We identified 418 
devices and analyzed the traffic in this environment in terms of dynamicity, number 
of messages and devices in order to measure the energy consumption in Section 4.1. 

For running our simulations, we assumed that the condominium‘s devices could 
belong to the same network, where equipments may collaborate and share automata 
and dynamically turn off some protocols to save energy as detailed in Section 3.  

Unlike some existing energy saving approaches that rely on new hardware or its 
replacing by optical technologies, the present proposal adopts a simple automata based 
technique. Although there are security and trust issues with the exchange of automata, we 
leave these outside the scope of the current work. The proposed scheme is scalable as it 
does not require wire-speed processing as captured packets may be processed 
subsequently. The algorithm may run continuously or periodically depending on the 
amount of traffic passing through and the dynamicity of the societies. In a deployment 
scenario, automata sharing may be policy based as in [9], a proposal to negotiate policies 
considering a social approach. For simplification, we considered that policies to 
selectively turn off the recognized societies after the learning and teaching processing, 
would be enforced by all devices to reduce their energy consumption. 

4.1   Analysis of Real Data from Wireless Network 

Initially the wireless interface of a fixed notebook was set up in promiscuous mode to 
capture packets and to identify societies (protocols) and their traffic characteristics 
including packets size, number of received and sent messages seen here as are 
important parameters to measure the energy consumption. According to [13], we use 
the four linear models (a), (b), (c), and (d) to measure energy consumption in terms of 
broadcast and direct (peer-to-peer – p2p) communication, where size corresponds to 
the packet size:  

E broadcast -send = 1.9 x size + 266                                             (a) 

E broadcast -recv = 0.5 x size + 56                                                                      (b) 

Ep2p-send = 1.9 x size + 454                                                    (c) 

Ep2p-recv = 0.5 x size + 356                                                    (d) 

Packet capture was terminated after seven hours. The collected traffic of three main 
protocols will be used in our case study. NetBIOS was chosen, because it is very 
rarely used by a network to support file and printer sharing and it is very insecure 
[10]. The ARP also was selected for turning off, because devices could use static 
instead of dynamic ARP in order to protect the network against ARP spoof attacks 
[11]. Broadcast of ICMP messages is another society selected to turn off, to mitigate 
ICMP Smurf attacks which can create a Denial of Service in one or more machines in 
the network. This decision is unlikely to provoke a problem to the network, because it 
is a setup already used by some operational systems. For instance, a device running 
Microsoft’s Windows-XP with Service Pack2 security software is designed to drop 
ICMP packets by default [12]. 
                                                           
3 http://www.wireshark.org/ 
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The NetBIOS Name Service (NBNS) and the NetBIOS Session Service (NBSS) 
protocols of NetBIOS were considered as two different societies in addition to ARP 
and ICMP, hence reaching a total of four societies. The libpcap filter was used to 
define the automata correspondent to each societies. The ARP society was identified 
by expression “eth.dst and eth.src and eth.type == 0x0806”. The ICMP society was 
recognized by “eth.dst and eth.src and eth.type == 0x0800 and ip.dst and ip.src and  
ip.proto == 0x01”. The NBNS society was identified by “eth.dst and eth.src and 
eth.type == 0x0800 and ip.dst and ip.src and udp.dstport == 137 and and nbns.id”. 
The NBSS society was recognized by expression “eth.dst and eth.src and eth.type == 
0x0800 and ip.dst and ip.src and udp.dstport == 137 and and nbss.type”. 

The total energy consumption by these protocols corresponded to 7% of all energy 
consumed by network along these seven hours. Figure 9(a) details consumption for 
each society, where the total energy consumption of NBSS was very low and for such 
reason it is not seen in the graph. 

  

(a) (b) 

Fig. 9. Energy consumption by protocol: (a) without using automata sharing algorithm; (b) 
using automata sharing algorithm 

4.2   Simulation 

We defined a packet as a message in the form <src_address,dst_address,prot>, where 
src_address and dst_address are the source and destination MAC addresses, and the 
“prot” field is the protocol/society which can be one of ARP, NBNS, NBSS, or 
ICMP. Please note that this message structure was chosen for simplicity and that each 
society must define its message representation. 

For this trace-based simulation, we assumed that all devices in the network ran the 
Ashare_automata algorithm with the same parameters k=0.5, kα=0.5 and kβ=0.5. The set M 
is initialized without messages. Also, the sampling time of the algorithm was set to 30 
minutes. Thus, at each time t the set Gt of each device is populated with messages 
sent/received by the node, which feed the algorithms Alearn and Ateach that control the 
parameters λlearn, λARP,teach, λNBNS,teach, λNBSS,teach, and λICMP,teach. The initial 196 devices 
start the simulation with all automata and through the lambda parameters these 
devices may learn and teach automata to new devices. After learning a new 
automaton, the device turn off broadcasts messages for such automaton. 
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Figure 9(b) presents the behavior of energy consumption when the automata 
sharing algorithm was enabled. Although the energy consumption of society NBSS 
has not been showed, it uses the same energy than in the previous experiment (5,749.6 
uW*sec). That occurred because the number of similar messages for each interval of 
30 minutes was not enough for the algorithm increase λlearn and λNBSS,teach. 

The total energy consumption of the condominium reached 15023237.75 uW*sec. 
It corresponds to a reduction of 77.58% (51990376.52 uW*sec) without changing the 
conventional devices with new equipments based on renewable energy or other 
technologies. So, our approach could be seen as an intermediary solution before 
investing into new equipments. 

5   Related Work 

Authors in [14] used the Turing Machine as fundamental model to understand and 
reduce computation time and identified the similarities between research about how to 
reduce energy consumption and computation time in a device. However, they did not 
find any theoretical models to compute the energy complexity and for such reason 
propose to augment the Turing Machine (a variation of Automata Theory) to 
determine the energy consumption of algorithms. 

Similarly to this approach, we proposed a mechanism also based on theoretical 
model to reduce energy. However, we did not propose to modify any aspect of 
Automata Theory, we used it as the mechanism to recognize societies in order to turn 
off some and consequently to reduce energy consumption. The principal contribution 
was a mechanism to learn, teach, and the recognition of societies by automata sharing. 

Work in [17] dynamically adapts the network based on the exploitation of the 
resources for power management. For such approach, some policies were presented to 
configure and manage the operating frequency and voltage of devices maintaining a 
certain performance. Our proposal focuses on application level, providing a 
mechanism for users to dynamically detect and control network resources. So, our 
proposal is a more flexible and extensible algorithm than [3] and [15] that are likely to 
need additional mechanisms to support dynamic policies. The research in [3] studied 
the traffic of a cellular network and proposed to temporarily inactivate some cells 
when the traffic is not high. The work in [15] proposed a specific algorithm to turn off 
some devices, links, protocols and application of the network. 

Our approach is believed to be closer to that in [16], given that both allow hosts to 
participate directly in network management and traffic engineering. Moreover, the 
automata sharing and [16] provide mechanisms for devices to distinguish among 
network applications, deal differently with the traffic of each one independently of 
port-based filters at routers. The difference to [16] is mainly in the mechanism 
adopted. The approach in [16] is based on exception handlers - the network 
administrator defines the combination of condition and actions, while our proposal is 
based on sharing automata with an explicit cooperation and synchronization between 
hosts. The first proposal needs predefined static policies (action and conditions) and 
our proposal is to slice the communication in societies which can be recognized by 
automata to detect societies’ messages (protocol). Instead of having predefined 
automata, these can be shared and dynamically built by devices that learn and teach 
these to others including the network management space.  
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Although [16] and our proposal were evaluated in different scenarios, we believe 
that our proposal could be evaluated to control the network resources in term of 
firewall services, load-balance and link failures that are scenarios studied by [16]. 

6   Conclusions and Future Works 

In this paper, we suggest that hosts should be able to control their own traffic in order 
to accept flexible policies and consequently collaborate with other nodes in the 
network. Devices were shown to be able to dynamically identify and turn off some 
protocols in order to save energy’s device as well as to reduce the energy 
consumption of all network.  

Core to the proposal are three points: the society’s analogy to provide a flexible 
description of policies, the handling by automata to identify societies and automata 
sharing algorithm by devices that are able to dynamically obtain knowledge about the 
network traffic. However, the main objective was to demonstrate the handling by 
automata sharing in the context of energy saving.  

Future work includes the building of automata and applying of policies in terms of 
high level information (i.e. business model information). The policies should reflect 
future green SLAs (service level agreement in term of energy) in order to reduce 
energy and its cost based on learning and teaching of societies. 

Other studies and applications of the present solution are planned. Automata 
sharing will be evaluated in terms of load-balancing work, link failure recovery and 
new routing algorithms in disconnected networks. Future network devices, making 
use of our mechanism, will dynamically coordinate themselves to take rapidly 
decisions such as: store data (as a proxy) or forward data (as routing algorithms) or 
block traffic (as a firewall) according to its policies. 

This work has shown that there is space for intermediary simple solutions that, 
when introduced into current networks, may offer important energy cost savings 
without the need for immediate hardware renewal. While our approach does not 
require wire-speed traffic analysis it suffers from security and trust problems which 
have been left out of this initial study. 

Although the results are promising there is urgent need to conduct further 
experiments to determine how best the adopted parameters k, kα and kβ can be tuned. 
Moreover, we intend to design the control messages of automata sharing algorithm 
and add such information to be executed and account by our simulation in order to 
measure the energy consumption of our proposal mechanism to save energy. 
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Abstract. With smart electricity meters being widely deployed, data on residential 
energy usage is increasingly becoming available. To make sensible use of these 
data, we investigated the suitability of mobile phones as an interface to provide 
feedback on overall and device-related energy consumption. Based on the results 
of a user survey, we implemented the most highly valued feedback features on an 
iPhone that communicates with a smart meter. In a follow-up user study, we 
evaluated how users perceive the experience of such energy consumption 
feedback and how they rate the importance of different functionalities. Our work 
confirms the suitability of energy feedback delivered on a mobile phone. It 
outlines that a clear and easy to explain use case scenario is key and that 
knowledge-increasing functionalities as well as those functionalities from which 
monetary savings can be directly implied are perceived as most important. To 
address technophobe users, action-guiding feedback that goes beyond displaying 
aggregated information is required.  

Keywords: Advanced metering, energy conservation, feedback systems, 
behavioral change, energy use. 

1   Introduction 

Information and communication technology (ICT) can help in many ways to conserve 
energy. On the one hand it does so by optimizing various industrial processes (and 
thus increasing their energy efficiency), on the other hand it can increase transparen-
cy, create energy awareness, and support individuals to make informed decisions that 
contribute to a more efficient energy use. Besides the industrial and the transport 
sector, residential and commercial buildings are a major consumer of resources. Their 
share is increasing, and they now account for approximately 73% of total electricity 
use in the U.S. The residential sector alone consumes 37% of electricity end use in the 
U.S., whereas it accounts for 29% in the EU1. 

It is widely accepted that electricity consumption in residential buildings is highly de-
pendent on the habits of the occupants [16]. However, feedback on energy usage is typi-
cally only provided by a monthly (if not yearly) utility bill and thus remains rather vague 
                                                           
1 See www.eea.europa.eu/data-and-maps/figures/final-electricity-
consumption-by-sector-eu-27-1 and www.eia.doe.gov/aer/ 
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and opaque to most consumers. Most people could reduce their energy consumption (and 
thus save money and contribute to a reduction of greenhouse gas emissions), but few 
know how much they consume and even fewer know for what purposes they use how 
much energy and which of their appliances in the house consume the most energy. 

“Smart” ICT now provides opportunity to change that situation. With smart elec-
tricity meters being widely deployed and the broad availability of technologies from 
the ubiquitous computing domain (such as cheap sensors, low-power CPUs, wireless 
proximity communication, spontaneous networking, touch screen displays, mobile 
internet connectivity, etc.), it becomes possible to provide real-time energy use feed-
back on the spot, with almost no additional hardware equipment. 

The main contribution of this paper is the goal-driven development of a mobile 
phone application2 for residential energy monitoring based on consumption data ac-
quired by a smart meter. It considers general experience on feedback systems de-
scribed in the psychological literature as well as results obtained from a survey of 
potential users. The resulting prototype on an iPhone shows how mobile phones can 
help users to monitor and control their energy consumption and allows evaluating 
which functionalities are regarded as most important, also with regard to individual 
differences concerning technological affinity. 

The structure of the remainder of this paper is as follows: We first discuss related 
work before we outline in section 3 different feedback features that are important to 
get “users in the loop” when it comes to electricity conservation. In section 4, we 
describe the survey we conducted to gather an indicative basis for our prototypical 
development. Section 5 describes the experimental setting we used to evaluate the 
suitability of electricity feedback on mobile phones. In section 6, we describe the user 
study and report on selected results, before we summarize our main findings and 
conclude with an outlook in section 7. 

2   Information Provisioning on Mobile Phones 

With the rise of ubiquitous computing, data about real-world events is being captured 
at an increasingly detailed level. Together with the rapid growth of the mobile phone 
market and mobile internet access, this has led to a large number of mobile applica-
tions which aim to support users’ daily life in a wide range of areas. To name a few, 
this ranges from insurance claims assistance [3] over shopping assistance [2] to emer-
gency response [13]. 

Other work focuses on providing information about the personal environmental im-
pact of travel, shopping, and residential resource consumption. Ecorio (ecorio.org) and 
Carbon Diem (carbondiem.com) for example allow for tracking the personalized carbon 
footprint with the help of the smart phone´s GPS sensor. The greenMeter 
(http://hunter.pairsite.com) aim at reducing the fuel consumption and resulting cost by 
using the mobile phone’s internal accelerometer to measure forward acceleration and 
calculate fuel economy as well as carbon footprints. The Carbon Tracker 
(www.clearstandards.com/carbontracker.html) application serves a similar purpose, but 
bases the calculation mainly on self-reporting. The authors of [10] developed a mobile 
application prototype that semi-automatically senses and reveals information about 
personal transportation behavior and motivates users to choose green transportation.  
                                                           
2 Technical details about the infrastructure and its components can be found in [22]. 
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Information provisioning with respect to residential resource consumption has re-
ceived considerable attention lately. There exist numerous mobile phone applications 
that allow users to monitor the electricity consumption of individual household devic-
es. These solutions are often based on smart power outlets, like Tendril (tendril.com) 
or the Energy UFO (visiblenergy.com). Once installed, they measure the attached 
load and are capable of transmitting the measurement data wirelessly to a remote user 
interface (UI). However, these products lack the possibility to aggregate the consump-
tion of multiple sensors and to fuse the different data into a comprehensive picture. To 
surpass this limitation, other work has focused on developing systems that combine 
multiple sensors. The authors of [23] built a system that enables the integration of 
commercially available smart power sockets that transmit their measurements via 
Bluetooth or Zigbee. A gateway is responsible for the discovery of the smart sockets 
within wireless communication distance. The approach facilitates functions such as 
remote on/off switching, and offers local aggregates of device-level services (e.g., the 
accumulated consumption of all sockets). While the concept is interesting and helps to 
provide important findings for future work, deploying a large number of sensors in a 
residential environment is often too cumbersome and expensive. In contrast to solu-
tions which provide consumption feedback on device level, Peterson et al. [18] use a 
circuit breaker box that has to be attached to the fuse box to acquire the electricity 
data per circuit. Other work has been conducted by Björkskog et al. [4] who devel-
oped a mobile prototype targeted to establish a more playful access to energy con-
sumption data to better address non-engineering-related user groups.  

Our mobile phone application differs from those applications as it is fully inte-
grated into a backend architecture that is based on smart meter technology which is 
going to be installed in large numbers in the U.S. and Europe over the next years. This 
allows us to combine both, feedback on the entire electricity consumption and – with 
a simple yet powerful functionality – on the consumption on device level. We also 
emphasize on concepts to present and preprocess information in a way that motivates 
users to become engaged into their energy consumption.  

3   Energy Consumption Feedback 

We expect that automation and ambient, autonomous systems will play a major role in 
increasing energy productivity and energy efficiency. However, in addition to systems 
which do not require user involvement, approaches that explicitly get users engaged into 
a sustainable lifestyle can considerably help to achieve today’s ambitious saving targets. 
User-induced saving effects mainly result from two factors: First, the energy demand of 
many loads (including heating, air conditioning, ventilation, warm water systems, driv-
ing habits, etc.) is highly dependent on how we operate them. Virtually identical house-
holds (same buildings, same number of habitants, identical age, same location etc.) can 
vary by a factor of 2.6 in energy usage [17]. Second, the decision to invest in efficient 
devices and energy saving technologies (including ambient systems, thermal insulation, 
etc.) is largely up to the consumer. Therefore, awareness and willingness to take action 
are crucial. Both aspects can be addressed by ICT.  
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The existence of many unnecessary loads can be attributed to a lack of transparen-
cy in energy consumption [5]. This leads, at least partly, to lost saving potentials, 
because residents lack knowledge about their energy consumption in general as well 
as about the pool of devices used at home. In fact, they have rather limited possibili-
ties to investigate their household’s efficiency with simple measures [20]. However, 
feedback has been shown to be one of the most effective strategies in reducing elec-
tricity usage in the home [12]. With the advent of low-cost sensing technologies and 
advances in machine learning, we now have the potential to provide personal, relevant 
feedback in real time for a variety of consumption activities [11].  

It is generally expected that with detailed and immediate feedback, 5% to 15% of 
the residential electricity consumption can be conserved [6]. However, to maximize 
saving potentials, technology itself is not sufficient, nor is the pure visualization of 
consumption values in some “obscure” electrical measurement unit. In fact, feedback 
on energy consumption is often presented in a rather technical and non-interactive 
way on somber devices that lack the ability to motivate users. We tried to improve on 
that: By connecting a smart electricity meter with a mobile phone application, our 
electricity feedback prototype is not only particularly easy to use (and features a nice 
interface on an iPhone), but it realizes those features that seem to be most promising 
in terms of energy feedback. Following the literature [9], feedback in the context of 
energy monitoring has to feature several key characteristics, which we outline below. 

Reduce usage barrier. Many available energy monitoring systems require either 
complex installation around the central fuse box or the use of many electricity sen-
sors. These systems typically induce a high usage barrier because the wiring around 
the fuse box is – at least across Europe – only accessible to technicians, and because 
equipping appliances throughout the house with a dedicated sensor is costly and ra-
ther burdensome3. However, since energy monitoring is a low involvement topic for 
many people, systems should be designed to allow for easy interaction. 

Strong integration into daily life. Integration of feedback into users’ daily life is 
important for long term energy conservation. Trials have shown that when using an 
additive battery-dependent display for feedback, in 50% of all cases users do not 
replace the battery once it is depleted [21]. This indicates a loss of interest after the 
initial curiosity has been satisfied. Thus, since not being integrated into daily life, 
these additive displays seem not capable motivating for a longer time.  

Timeliness of informational support. Feedback should be provided frequently, in 
real time, and at hand when needed allowing users to relate feedback to a certain 
behavior or device usage [1]. Continuous feedback has been proven to be most effec-
tive. The authors of [20] investigated the effects of continuous versus monthly feed-
back. The results show that people confronted with continuous feedback save more 
(12 %) than those who had received monthly feedback (7%). In addition, only feed-
back that is at hand when needed is able to satisfy spontaneous curiosity.  

Breakdown of the entire energy consumption. It is important to provide a possibili-
ty to disaggregate the overall consumption. A breakdown (e.g., allocation to specific 
rooms, appliances, or times of the day) is a powerful way of establishing a direct link 
between action and result. This considerably improves the intensity of reflection and 
interpretation of a measure [9]. 

                                                           
3 A comparison of different energy monitoring solutions can be found in [16]. 
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The above-mentioned characteristics are believed to be important for energy feed-
back systems to be effective. Hence, we further investigate them in the next sections. 
We specifically consider how to get “users in the loop”, to attract users’ attention, and 
to increase the added value for users.  

4   The User Survey 

Before designing and developing an energy consumption feedback prototype, we 
conducted a survey to provide us with an idea what functionalities users would ex-
pect. The survey design was developed in three steps. First, we initiated and led a 
discussion in a focus group4 in order to identify two applications where the partici-
pants were confident that these were easy to explain in a paper-based survey and 
offered varying degrees of the above-mentioned characteristics. Applications which 
were found to be suitable were: 

1) A mobile phone application that utilizes a smart metering infrastructure that al-
lows users to get feedback on the consumption of individual appliances (timeliness of 
informational support, suitable for investigation of specific loads, high degree of inte-
raction, and portability). 

2) A washing machine with a simple display which provides feedback on energy 
consumption of specific programs and information on the energy that is saved by 
choosing eco-programs (low timeliness of information, low degree of interaction, and 
no portability). 

The approach of contrasting two different applications allowed us to draw conclusions 
based on the “inverse” application, and we also expected the study design to reveal 
the degree to which user expectations achieved a mature state, i.e. a state where they 
can be used as a stable basis for a requirements analysis. In a second step, we ex-
tended the question catalogue by a set of constructs to evaluate general functionalities 
of consumption feedback. We used established constructs taken from the Technology 
Acceptance Model (TAM) [7], constructs on the word of mouth, and questions con-
cerning the willingness to pay. To evaluate the validity of the reported willingness to 
pay, we used a technique called framing. Framing means that information can be 
presented in different contexts which affect the perception of the information [14]. In 
a third step, we evaluated the comprehensibility by reviewing the constructs of the 
questionnaire with non-experts. 

The survey was conducted at lively points throughout the city center of Zurich., 
Switzerland. 185 persons participated in the survey (50.3% male) with all age groups 
evenly represented. The sample was slightly biased as respondents with a higher educa-
tion degree and an above–average income were overrepresented. However, we do not 
expect this to considerably reduce the validity of the findings. In the following, selected 
results of the survey are presented. Regarding the general attitude towards conserving 
energy, roughly 50% of the participants think it is rather cumbersome to save energy 
and not fun. In doing so, 89% like to be supported by innovative technology. 

The left side of Fig. 1 depicts the comparison of the perceived usefulness and the 
intention to use of the mobile phone application with the washing machine display. 
                                                           
4 3 experts from academia, 4 industry experts, and 4 employees of consumer organizations.  
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The figure shows the mean as well as the standard deviation (as black error bars).  
The ratings for both applications are above average, with the mobile phone applica-
tion performing worse over all the ratings. It was surprising to us that the washer 
application performed better than the mobile device with regard to the likelihood to 
recommend the application to a friend, the likelihood to use the application, and the 
expectation that the information would lead to energy savings. A potential explana-
tion for this unexpected outcome is that the washer application had an inherent use 
case (the application domain “washing” and saving by selecting an “eco-program” 
was clear), while the innovative phone application had a more general and not very 
obvious use case (“you can follow your energy consumption and measure how much 
energy your devices consume, which can help you save”). 

In addition, we investigated the self-reported willingness to pay for a mobile applica-
tion that allows for measuring the electricity consumption only. Knowing of the difficul-
ty to obtain a reasonable indicator for a sales price with this method, we used the  
findings to get an indication for the relative price range, and for developing a better 
understanding on how stable the perceived value is. For that, we used two different, 
slightly modified versions of the questionnaire and distributed them half-half amongst 
the participants. The first version asked people for their willingness to pay, but not indi-
cating the possible saving potential of such a technology measure. The second version 
indicated the monetary amount of potential savings (85$), thereafter asking for the 
amount people would spend. While the mean values do not vary significantly between 
both versions, the median increases from 16$ to 30$ when presented the version with 
frame. Thus, by providing an annual saving value, participants were willing to pay a 
higher price for the application. In addition, the standard deviation decreases significant-
ly. This effect is referred to as framing effect and highlights that the expectations are 
only vague. From these results we can conclude that the price regarding such a mobile 
phone application is not yet set. Participants have a general understanding that mobile 
phone applications are low-priced. On the other hand, the results also show that it is 
hard to determine the price for an innovative product that is not yet touchable and the 
price can be varied according to the context the application is presented. 

Fig. 1. 
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In order to conserve energy, it is important to be aware of how much particular ap-
pliances consume as well as of effective measures that increase the energy-efficiency. 
Thus, we asked users with what information they would like to be provided on a mo-
bile phone application. The right part of Fig. 1 shows the participants’ assessment of 
the different functionalities offered. Besides depicting the overall mean of the whole 
sample and the standard deviation in error bars, the figure provides a more in-depth 
view on the mean of participants that regard energy conservation as their own respon-
sibility (N=65) and those that believe it is industry’s responsibility (N=120). Those 
who strongly or slightly disagreed on the statement “The industry is primarily respon-
sible for saving energy” (1 or 2 points on the four point Likert scale) belong to the 
first group. The second group consists of people who slightly or strongly agreed with 
the statement mentioned above (3 or 4 points). Overall, we find that participants pre-
fer to be provided with the yearly cost of single appliances followed by the last month 
consumption and the biggest energy guzzlers of the household. However, users do not 
want to compare their consumption to the one of their friends or family. A closer look 
on the attitude of the participants reveals that participants who regard saving electrici-
ty as their own responsibility rate the identification of the biggest energy guzzlers 
significantly higher than others. We assume this goes along with their higher in-
volvement and interest for both, their personal energy efficiency and defined meas-
ures that allow for conserving energy. 

The survey results served as an indicative basis for our prototypical development. 
It encouraged us to offer a simple use case that makes the value of an innovative 
energy consumption feedback application clear even to individuals who are not famil-
iar with the system. As an easy to explain use case, we identified a measurement func-
tion that can be explained as “learn how much a device consumes by just switching it 
on or off”. On that basis yearly costs can be calculated and the biggest energy guz-
zlers can be identified.  

However, the results on willingness to pay, perceived usefulness, and the intention 
to use the system also showed us that innovative services seem to go beyond the im-
agination of users. Thus, it is necessary to investigate possibilities of electricity con-
sumption feedback on mobile phones in a controlled environment, ideally in a user 
study where users can get in touch with the application and where the understanding 
of the application`s functionalities can be guaranteed. 

5   Experimental Setting 

In this section, we present the setting we used to evaluate the suitability of electricity 
consumption feedback on mobile phones. Our prototype [16, 22] consists of a back-
end architecture and an UI on the iPhone, and implements the above mentioned key 
feedback features. Being based on smart meters, which are currently rolled out in 
large numbers in Europe and in the U.S., the system requires no further modifications 
by the user. Thus, the necessary effort is limited to downloading an application, which 
leads to a low usage barrier.  

By providing feedback through a mobile phone application, the prototype features 
both: feedback on a device that is already integrated in users’ daily life, as well as  
the opportunity to provide immediate feedback that is at hand when needed. Through 
an interactive measurement functionality, the application not only allows users to 
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monitor, measure, and compare the energy consumption of the entire household, but 
also the electricity consumption of individual devices. It thus allows for users to link 
specific actions to their effects and helps them to identify the biggest energy guzzlers, 
which is key to take effective energy conservation measures [19]. 

The System Architecture of our prototype consists of three independent, loosely 
coupled components: The mobile phone application is linked through a gateway to a 
smart meter which measures the total electricity consumption of all household devic-
es. The gateway’s function is to manage and provide access to the data acquired by 
the smart electricity meter, while the mobile phone application allows users to interac-
tively monitor, measure, and compare their energy consumption in real time. The 
system is based on the REST (Representational State Transfer) paradigm [8]. It 
enables easy and seamless integration of physical resources to the Web and makes 
them available through URLs. Through providing a web-based interface to the smart 
meter, we allow for easy interoperability with other applications, such as the mobile 
phone application. 

Compared to traditional electricity meters used today, a smart meter contains a 
communication interface that is intended to enable remote meter readings for billing 
purposes. In order to achieve real-time feedback, we extended the meter’s capabilities 
to send out all available consumption data every second to a gateway, which parses 
and stores the received data in a SQL data base. A small Web server provides access 
to the gateway’s functionalities and the meter readings through URLs. It further han-
dles the incoming requests from the UI. A more detailed view on the system and the 
benefits gained by using embedded Web technologies can be found in [22].  

The User Interface. The mobile phone application, realized on an iPhone 3GS, is 
used to provide electricity feedback. The UI consists of four main views (Fig. 2) – 
current power consumption, history, device inventory, and measurement – on which 
we elaborate in the following. 

 
 
 
 
 
 
 
 
 
 

Fig. 2. The UI (left to right): Consumption view, history view, measurement view, and device 
inventory view 

The consumption view is used to determine the real-time electricity usage of the 
entire electricity demand of the household. Once the view is active, the scale is auto-
updated every second to provide instantaneous feedback. The color-coded intervals 
help users distinguish how high their current consumption is compared to their histor-
ic values. Red indicates a high, yellow a normal, and green a low consumption. Since 
an equidistant partition of the color ranges leads users to believe their consumption is 
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seldom high, we tried experimenting with different interval sizes and ended up with a 
partition where the intervals correspond to the quantiles. The blue part of the scale 
depicts the level of the household standby electricity consumption (i.e., base load). It 
is determined by a weighted moving average of the consumption values measured 
between two and four o’clock in the morning. The weight for each new value taken 
into account corresponds inversely proportional to the difference between this value 
and the previous average consumption value.  

The history view combines historical consumption feedback with budgeting and 
projections. The view’s upper half depicts the historical consumption of the house-
hold in form of a line graph. Users can choose between different predefined time 
periods ranging from one hour to one year. The lower part of the screen can be 
changed to either display aggregated consumption or budgeting and projections. For 
both the scale can be swapped between kWh and cost. Per default it shows the aggre-
gated consumption of the last five selected periods (Fig. 2) and provides users with an 
easy way to identify at what times their accumulated consumption peaked. The bar 
scale is color-coded, providing users with feedback on how their consumption com-
pares to a typical household with same characteristics (e.g., size, location). When 
changed to budgeting and projections, users can see their remaining budget on a bar 
that drains as budget runs out together with a projection of where their consumption is 
going to cease in case it remains at the current level. All calculations are done based 
on values users enter on the application’s first startup. 

The measurement view allows for users to interactively breakdown the entire elec-
tricity usage and to detect how much power switchable appliances consume in opera-
tion (and by unplugging the device also in standby). To perform a measurement, users 
simply activate the process by pressing the start button and thereafter switching the 
device under measurement on or off. The corresponding result is shown in two to ten 
seconds. Besides considering the increase or drop in real power, the measurement 
algorithm [24] also takes the different electric circuits and other physical variables, 
such as apparent power and power factor, into account. This allows determining on 
which circuit the switching event has occurred, and can be used for failure detection.  

The device inventory view provides users with an overview of the previously 
measured devices as illustrated in Fig. 2. After measuring a device, users can perso-
nalize the measurement. The UI offers the possibility to take a picture of the ap-
pliance, adjust utilization on which incurred cost calculation is based, enter a location, 
and assign a device category. In case a category is selected, further category-specific 
information and guidance on how to save energy can be obtained.  

6   The User Study and Selected Study Results 

In the following, we first focus on the user study we conducted to evaluate the suita-
bility of mobile phones as energy feedback devices, before we report on selected 
study results with respect to the application and the perceived value of different feed-
back functionalities. 

The User Study. To evaluate which of our implemented functions are perceived as 
most valuable on a mobile phone, we conducted a user study with 25 participants  
of different background from students over marketing and sales persons to industry 
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experts. Twelve of them were male (48%). We covered all age groups: 32% were 
between 18 and 25 years old, 28% between 26 and 35 years, 36% between 36 and 49 
years, and 4% between 50 and 70 years.  

The user study was divided into two parts: The first part aimed at familiarizing par-
ticipants with the functionalities of the application. First, the consumption as well as 
standby consumption of five appliances (a light bulb, an energy saving lamp, a kettle, 
a game console, and a flat screen monitor) had to be measured by each participant 
(Fig. 3) to provide an idea of how easy it might become in the future to determine the 
consumption of different devices – compared to the rather cumbersome solutions that 
exist today. This also allowed us to validate the measurement functionality of the 
iPhone application. After that, we used a guided interview to explore and discover the 
different functionalities and their meanings. For that, each user had to accomplish 
different tasks which involved various implemented features (e.g., determine highest 
historical consumption or current consumption, how current consumption compares to 
historical, standby consumption, etc.) and aimed at gaining a solid understanding of 
the application.  

The second part of the study consisted of a questionnaire that aimed at a general 
evaluation of the application and at assessing the functionalities that are perceived 
most valuable from a user perspective. The questionnaire was anonymously com-
pleted in an unobserved environment. We asked the participants to rate the impor-
tance of implemented as well as possible future functionalities. Moreover, users had 
to rate the complexity, usefulness, ease of use, ease of learning, and satisfaction of the 
mobile phone application. The latter four factors are taken from the USE, an estab-
lished questionnaire for measuring the usefulness, satisfaction, and ease of learning of 
a UI by Lund [15]. Additionally, we asked the participants to indicate their intention 
to use (once a week, once a month, or never), and the willingness to tell their friends 
(word of mouth). All items were rated on a five-point Likert scale. 

Selected Study Results. The general evaluation of the mobile applications shows that 
participants had understood the UI and the underlying functionalities. On a scale from 
one (lowest) to five (highest), participants rated the ease of use (4.04), ease of learning 
(4.04), and satisfaction with the application (4.16) all significantly above average (means 
in brackets). Taking into account that we covered a wide age range (18 to 51 years) and 
only five participants were iPhone users, we regard this as a very positive response for a 
prototypical application. General results also indicate that the feedback latency was per-
ceived as more than satisfactory, the measurement functionality as easy to handle, and the 
individual views as easy to understand (Fig 3 right). Determining the consumption of 
individual devices, over all conducted measurements participants achieved an accuracy 
of ±5% compared to the real consumption we had previously verified. 

The left of Fig. 4 illustrates the results for the mobile application assessment in 
terms of usefulness, intention to use, and word of mouth. Besides depicting the over-
all mean of the whole sample and the standard deviation in error bars, the figure pro-
vides a more in-depth breakdown in terms of technological affinity. It was assessed 
based on four items: 1) my friends and colleagues often ask me what I think about 
new telecommunication technologies, 2) my friends and colleagues are better in-
formed about new technologies than me (inversed), 3) I am always up on the latest 
technologies in my area, and 4) I think it is fun to test new technologies. We calcu 
lated the average response for the four items after inverting question two. People 
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Fig. 3. User measuring the power consumption of a device (left) and evaluation of the iPhone 
application (right) 

with a scale mean of 3.64 or less were grouped to “not technological affine” (N=10), 
whereas people with a higher mean were assigned to the group “technological affine” 
(N=15). The evaluation on perceived usefulness, intention to use, and word of mouth 
was only marginally affected by the technology affinity (except frequency of use 
where the technophile users received higher scores). The application reached high 
scores especially for positive expectations towards saving effects and knowledge 
gains. Not surprisingly, technophile people indicate they would use the application 
more often than others. The word of mouth effect is significantly high. It thus offers 
potential for utilities or smart meter manufactures to positively influence their image 
providing such an application. A large part of the participants agrees that the applica-
tion is useful. The prime use of the application – especially with technophobe partici-
pants – is seen in increasing the knowledge about the electricity consumption of indi-
vidual devices. In consistence with the survey results, the claimed external social 
motivation (“demonstrate good behavior to others”) to use such a mobile application 
remains low. Users in general do not feel the need to express their proenvironmental 
behavior to others (or are not willing to admit it), but technophile people would rather 
do it than non-affine. 

In order to evaluate which functions with respect to energy feedback are perceived 
as most valuable on a mobile phone, we asked the participants to indicate their im-
pressions on the following functionalities: Real-time visualization of the total con-
sumption; visualization of the household’s standby consumption; comparison of the 
current consumption with the historic consumption; costs of recent months; consump-
tion of individual devices; consumption of recent months; projections of yearly cost 
on device level; efficiency grade of appliances; overview of biggest energy guzzlers; 
comparison of the consumption with the one of friends; possibility to show others my 
appliance pool; possibility to set a saving target.  

Fig. 4 right provides an overview of the assessment of mobile electricity consump-
tion feedback features. It depicts an in-depth view on the rating per functionality 
sorted in an ascending order according to the overall mean value (shown on the right). 
Overall, we find that participants value at-a-glance-feedback on their most prominent 
energy guzzlers most (mean of 4.72), followed by those functionalities that increase 
the knowledge about consumption or cost. The real-time view of the entire consump-
tion achieves similar ratings with a mean of 4.6. For both, 96% of the participants 
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Fig. 4. Mobile application assessment: Usefulness, intention to use, and word of mouth (left). 
Mobile electricity feedback: Functionalities (right). 

indicated the importance of these functionalities. Down to a mean value of 4.16, still 
80% of the participants perceive functionalities such as standby consumption and 
consumption of an individual device important. All these functionalities have in 
common that they provide an action-guiding feedback from which users can directly 
draw effective measures to lower their electricity usage. Surprisingly, cost of the 
recent months receives a high importance ranking of 84%, although the feature itself 
is not action-guiding. Below a mean value of 4.16 the picture changes. Those functio-
nalities that present aggregated information from which people cannot imply a direct 
action (e.g., consumption of recent months, comparison of the current vs. historical 
consumption) receive significantly lower ratings and reside in the bottom half. Func-
tions aiding users through motivational support (e.g., set a saving target) are not per-
ceived as important, nor are those that deal with social aspects (e.g., compare to  
others). They reside in the bottom third and especially the latter two receive a low 
importance rating of 16% and 0% respectively. A closer look on the technological 
affinity reveals that in general technophiles rate the functionalities higher. However, 
technophobes value features that present action-guiding (e.g., energy guzzlers) and 
device-level information (e.g., consumption of an individual device) over aggregated 
information. 
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7   Discussion and Future Work 

Our contributions are threefold: First, we could confirm that the existence of a clear 
and simple to explain use case behind energy consumption feedback systems is a key 
success factor, whereas when left to the imagination of the potential users, energy 
consumption feedback applications receive only medium ratings. Second, we devel-
oped a system that implements several promising feedback features, and which suc-
ceeded to receive positive ratings from users. The findings can serve as a starting 
point for further application development in this field. And third, we tested the bene-
fits and capabilities and confirmed the suitability of such a mobile phone application 
to serve as an energy feedback system in a user study. We also identified the functio-
nalities that are perceived most valuable by users, in general and with regard to indi-
vidual differences concerning technological affinity. 

We consider the applied methodology to develop a prototype application based on 
preliminary interviews and a survey with diametric application scenarios to be well 
suited for application development at an early stage. It helped us to critically assess 
the user requirements and to extend the application’s functionalities. Exposing people 
to a functioning prototype was crucial for us to gather experience with the application, 
while at the same time participants better understood the usefulness of the application. 
In order to get users in the loop, we implemented the most promising feedback fea-
tures and evaluated the different functionalities with our application. We found that 
the knowledge-increasing functionalities as well as those from which monetary sav-
ings can be directly implied are perceived as most useful. In contrast, functionalities 
that present aggregated information receive lower scores. In addition, the survey re-
sults as well as the user study indicate that social motivation is so far not an important 
factor in terms of energy consumption feedback. In order to address different target 
groups, we focused on the individual difference between technologically and non-
technologically oriented people. To target the latter ones, a closer look revealed that it 
is important to implement simple, easy to understand, and action-guiding feedback 
that goes beyond aggregated information, such as a list of energy guzzlers. 

Another important aspect is the interactivity of energy consumption feedback that 
is introduced through the mobile phone application. We believe that this is key to get 
users involved into energy conservation. The measurement functionality, which al-
lows users to determine the consumption of individual devices, is a good example 
how interactivity can be used in this context. It easily enables users to familiarize with 
their energy consumption. However, providing feedback to get users in the loop is just 
the first step. As our results show, participants are more likely to use the application 
once a month rather than once a week without additional measures. Thus, it will be 
crucial to develop concepts that aim at keeping users in the loop. Besides further ana-
lyzing which functions users expect, our future work will investigate engagement 
strategies (e.g., competitions, alerts, and bonus points) to further involve users after 
their initial curiosity has been satisfied. Overall, we believe that the user-in-the-loop-
paradigm together with automated energy saving systems can contribute considerably 
to mitigate energy consumption. 
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Abstract. The development of Pervasive Systems is an emerging re-
search topic due to the high heterogeneity of involved technologies and
the changing nature of the existing platforms/devices, which make it
hard to develop this kind of systems. This work presents a Model Driven
Development approach to develop agent-based software for Pervasive En-
vironment in order to design and implement application prototypes in
an easy and productive way. Our approach provides a method for the
specification of Pervasive Systems, which allows to face the development
of such systems from a higher abstraction level. The deployment over
different execution platforms is achieved by means of automatic trans-
formations among models that described entities and the environment
(UML-like). The result is a simplified and homogeneous deployment pro-
cess for Agent-Based Pervasive Systems.

Keywords: Multi-Agent Systems, Pervasive Systems, Model Driven
Development.

1 Introduction

Pervasive Systems is a paradigm in which technology is virtually invisible in our
environment. Pervasive Systems are very common nowadays and will be even
more in the next years. This is due to the appearance of new objects (of daily
usage) with different technological capabilities, because they incorporate differ-
ent electronic devices [14]. So, it is easy to think that this paradigm requires,
from a designer point of view, the development of applications in different soft-
ware and hardware platforms depending on the diversity of the objects in the
environment. This raises big challenges.

In this way, the development of Pervasive Systems is a complex task, with
multiple actors, devices and different hardware environments; where it is diffi-
cult to find a compact view of all components. The requirements of this kind
of systems are very different[15]. However some of them are basic: (i) integra-
tion of external devices and software systems, the services that are provided by
Pervasive System can be supplied by physical devices and also by existing soft-
ware systems, and it is essential that the system supports these issues; (ii) the

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 78–89, 2012.
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isolation of the technology and the manufacturer-dependent devices, in order to
facilitate the development of this kind of systems, the manufacturer dependent
devices must be well encapsulated in independent and generic functionalities.

Software engineering based onMulti-Agent Systems (MAS), particularly Open
MAS, has the capability to fulfill these requirements[4]. This approach supports
the integration of highly heterogeneous platforms, where agents work together to
support complex tasks, in a collaborative and dynamic way, with the ability to
adapt, coordinate and organize each other[20]. Therefore, it seems appropriated
a MAS-based development process to facilitate the orchestration and integration
of the functionalities of physical devices.

Moreover, Model Driven Development (MDD) approach can facilitate and
simplify the design process and the software quality in the development process
of a MAS-based Pervasive System. It allows to re-use software and the transfor-
mation between models[23]. This methodology can be applied in the development
of embedded agents for Pervasive Systems, where different technologies and exe-
cution platforms coexist. That is, to design applications automatically, where the
toolkits guide the developer in the design process, using unified models to apply
transformations allowing to obtain specific code for the deployment platforms.

This work proposes to use a MDD approach to facilitate the development pro-
cess of Agent-Based Pervasive Systems, providing the user with a set of abstrac-
tions that ease the implementation of Pervasive Systems and the deployment
of a platform for their execution. To sum up, this work presents: (i) an Envi-
ronmental meta-model, which allows to incorporate in the modeling process the
different environment devices of a Pervasive System; and (ii) a layered deploy-
ment architecture. This allows to design pervasive applications using high-level
abstractions, avoiding the low-level implementation details and, after that, the
Pervasive System deployment (with embedded agents and devices) is generated
by using automatic transformations. In this way, a non-expert programmer will
be able to develop Agent-Based Pervasive Systems, reducing the gap between
the design and the implementation phases.

This document is structured as follows. Section 2 explains the MDD approach
and some related works. Section 3 explains how we use MDD for Agent-Based
Pervasive Systems. Section 4 presents the proposed Environment meta-model.
Section 5 shows how to implement the MDD approach in order to develop Perva-
sive Systems and explains the deployment architecture. Finally, some conclusions
are presented in section 6.

2 Model Driven Development

The purpose of MDD is to create models legible by computers that can be
understood by automatic tools to generate code templates and proof models,
integrating them in multiple platforms[5]. Model driven methods make a clear
distinction between the problem space (centered on what the system is) and the
solution space (centered on how it is implemented as a software product).
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2.1 MDD for MAS

From the viewpoint of the design of agent-oriented systems, application develop-
ment consists of how to obtain the agent code that could be executed in different
platforms. That is, to concentrate the development of the application from a
unified agent meta-model and, after that, to apply different transformations to
obtain implementations for different platforms.

In MAS literature, researchers have formulated a set of typical meta-models
that guide the process of MAS development using a model-driven approach.
Some works have concentrated their efforts on creating a generic unified model
for analyzing and modeling the system using different methodologies. Some of
the most significant proposals are: INGENIAS[17], PIM4AGENT[18] FAML[9],
Agent UML(AUML)[7] and AML[13]. However, although these proposals use
similar components in their meta-models, none of them focus in the development
of the MAS as a Pervasive System. Those approaches have a limited scope in
order to design how the agents perceive/act on the physical world.

The difference of our proposal with respect to the existing approaches is that
we propose specific Environment meta-model which provides access to physical
devices located in the real world. Furthermore, some of the proposals (FAML,
AUML and AML) just define high-level meta-models, and they do not arrive
to the implementation phase, and difficulting enormously the developer work
when trying to obtain executable code. Moreover, even in those methodologies
that include the implementation phase, there exist a gap between design and
implementation models. Since there exist notable differences between the high-
level agent definition and the implemented agent class.

2.2 MDD for Pervasive Systems

Although the application of model-driven approaches has no been widely adopted
in the Pervasive System field, some heterogeneous efforts can be identified that
follow this development paradigm. The most important proposals include:
CML[19], pervML[22], VRDK[21], among others [11][19]. These approaches us-
ing a modeling language to model Pervasive Systems, focused on the description
of context-aware data (or framework system), and to provide visual tools to facil-
itate the system development. Some proposals (such as CML and VRDK) focus
directly on the device as the main system component and the implementation
of the functionality using this device.

Our proposal provides high-level abstractions to decouple the dependencies
of the devices with the functionality that the device provides. So, it is based on
the encapsulation of the device in an independent service controlled by agents.
Similarly as pervML and other[11], we have the aim to decouple the system
functionality from the implementation software, using a Service Oriented Archi-
tecture (OSGi environment).

The OSGi1 framework, (Open Service Gateway Initiative) is a standard tech-
nology that defines an environment for the execution of services and their

1 http://www.osgi.org/

http://www.osgi.org/
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life-cycle management. The OSGi is originally focused in networked devices mar-
ket, using services that provide access to different existing device networks (EIB,
UPnP, X10, etc.). These features are very interesting for developing Pervasive
Systems. The OSGi proposal uses a component called Bundle, which is Java-base
technology that provides a mechanism for releasing and deploying applications.

In summary, our approach allows agents to manage, interact and control phys-
ical worlds and thereby create a versatile Pervasive System model, since the
agents (and developer) interacts with the environment using independent ser-
vices, which can be combined, composed, and so on.

3 πVOM Approach

Models is a MDD approach are defined through meta-models[23]. One funda-
mental challenge when defining a meta-model is selecting which concepts or com-
ponents will be included in order to model the system. To achieve this objective,
some of the most well-known approaches in the area of MAS and Pervasive Sys-
tems were studied (mentioned in Section 2). The purpose of this analysis was to
extract the common features from the methodologies studied and adapt them
to the current proposal, specifying a generic platform-independent meta-model
of an Agent-Based Pervasive System.

This set of meta-models is created by the detection of common concepts in an
iterative cycle consisting of a bottom-up analysis. Common elements in existing
MAS and Pervasive Systems methodologies, have been identified and incorpo-
rated to the Computation Independent Model (CIM) level (see Figure 1). These
models can be adjusted as MDD models that specify the concepts of the sys-
tem, as roles, behaviors, tasks, environment, interactions or devices. The models
can be used to describe an Agent-Based Pervasive System without focus on
platform-specific details and requirements, as a Platform Independent Model
(PIM). After that, it is possible to transform PIM models into Platform Specific
Models (PSM). Figure 1 shows relationships between the concepts of different
MDD models and their transformations.

The proposed set of meta-models integrate different MAS modeling approaches,
and it mainly focuses on the integration of Services and MAS techniques for sup-
porting dynamical and open MAS societies[4]. This set of meta-models is called
πVOM (Platform-Independent Virtual Organization Model). The main views of
πVOM are the Structure, Functionality, Normative, Agent, and its Environment.
Therefore, to model the characteristics of these components in our approach, five
key concepts are used: Organizational Unit, Service, Environment, Norm, and
Agent [4]. According to this, πVOM is structured in five meta-models or views,
which cover the above mentioned key aspects.

These five elements describe those members (entities) that form the orga-
nization: the topology of the organization; the services and features that the
organization offer; the evolution of the organization over time; the environment
where the organization is situated; and the rules about the behavior of mem-
bers respectively. These five elements are described in more detail in [3]. In this
paper, an extension of the Environment meta-model is described in detail. This
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Fig. 1. MDD for MAS

meta-model allows agents to easily interact with the different physical devices
in the environment, which enables agents to manage, perceive and be located in
a Pervasive System. This new Environment meta-model is able to capture the
details and requirements of a Pervasive Systems (whereas the old meta-model
no). Next section explains in detail this Environment meta-model.

4 Environment Meta-model: An Ubiquitous Meta-model

This new meta-model is focused on describing environmental components, rep-
resenting perceptions and acts of the devices. Moreover, it defines permissions
for accessing them. The proposed Environment meta-model is showed in Fig-
ure 2. The Environment concept represents the physical world where the agent
is located. The Environment can be perceived using the Perceive relationship.
The Environment is a recursive model, which allows the creation of sub-worlds
(workplaces) contained one inside another. These sub-worlds may be connected
with other neighboring worlds using the relationship neighborhood.

The Environment consists of Resources and Devices. A Resource is a software-
oriented environment component and its access is performed by a standard pro-
tocol, not requiring an adjustment of the device drivers. A Device represents
a physical component, which access is made directly through a physical inter-
face (sensor or actuator). In this case, it is required to bind the low-level driver
(firmware) to a software component.

The EnvironmentService concept allows to use the functionalities of the phys-
ical devices through a service, decoupling the low-level abstraction. Resources
and Devices are accessed through an EnvironmentPort. An entity (agent or or-
ganization) is in charge of managing the access permissions to these elements
using the Port abstraction. Each Port is controlled by an entity and it can be
used by one or more roles (played by the entities). A Port represents a point of
interaction between the Entity and physical devices, and it serves as an interface
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Fig. 2. Environment meta-model of πVOM

Table 1. Main concepts used in the Environment meta-model

πVOM concepts Description
Entity Specification of something that has an individual existence in the MAS.
Role Specification of a behavioral pattern expected from some MAS entities.

Service A single activity (or complex block of activities) that represents a functionality
of the agents/devices/resources.

Environment Physical world, workspace where the agents are situated.
Resource Specification of a software artifact, that has a reasonable representation in the

environment, which can be perceived and shared using data protocols.
Device Specification of a hardware artifact, which we can perceive and act through

low-level interfaces (using proprietary firmware).
Port This abstraction is an interface to the service, that allows the input/output of

data.
EnvironmentPort Access point to interact with the environment (with the physical world).

ServicePort Access point to use an agent-based service.
EnvironmentService High-level functionality, which decouples the protocol or firmware of the envi-

ronmental artifacts.

to the physical world. Finally, all these basic concepts and relationships will en-
able agents (and users) to create new high-level representations of the Pervasive
Systems, as context-aware models[6], Service discovery/composition models[10],
and adaptation models[24]. Table 1 summarizes the main concepts used in the
Environment meta-model.

Finally, in order to illustrate the use of this meta-model, a typical case study
of a Pervasive System is analyzed. The case study presents a little office where
some pervasive services are provided. The office is structured in three locations:
the reception desk, the head office and meeting room. Every location provides
a lighting service which is activated when is detected in the space the presence
of a user. The head office and the meeting room provide services for multimedia
content (audio, video, and presentations). When employees make a presentation
or use multimedia devices in the meeting room, the light intensity is decreased
and the blinds are automatically closed to improve the visibility. The ubiquitous
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office provide others services, such as: security and recording; but, due to the
space limitations of the paper, these functionalities are not described.

In order to model the ubiquitous office, the developer must specify the different
components which model the different devices, resources, environments, services
and agents, of the Pervasive System. Figure 3 shows the partial model (focused
on meeting room) of the office using πVOM Environment meta-model. Figure 3
shows that the ubiquitous office uses different devices, such as: smart bulbs (using
X10 protocol), gradual light bulbs and blinds automatic, are used to control the
lighting room. Also, the ubiquitous office uses infrared sensors that are motion
detectors and cameras. Furthermore, the developer can create new services such
as Security and Recording, using the basic services (EnvironmentService) offered
by each device.

5 Implementing Agent-Based Pervasive Systems

This work proposes to use a homogeneous and unified model for implementing
Agent-Based Pervasive Systems permitting its translation into different execu-
tion MAS platforms through MDD, in which agents act/perceive about the en-
vironment and thereby manage/control the Pervasive System. This means that
the user can design a Pervasive Systems with a unified, intuitive, visual model,
i.e., with a high level of abstraction. Then, the user can get the agent code au-
tomatically using MDD with minimal user intervention. Finally, the drivers or
firmware must be added to support environmental devices. These drivers will
be encapsulated within a service (an OSGi service), to export their functional-
ity as a high-level abstraction (which will be managed by agents). Finally, this
code should be compiled for execution over an OSGi framework, as is showed in
Figure 4.

5.1 Development Process

The design process starts trying to modelize the agents and the environmental
devices using the abstract components of the proposed meta-models (commented
in the previous section). The Pervasive System design process is formed by a set
transformations that finally will obtain the OSGi-Java code. In order to do these
steps, a set of tools, which support the process, are required. The tools used at
each stage of the design can be summarized as follows (see Figure 4):

Step 1: At the beginning, the developer must create the different diagrams
(using the EMFGormas toolkit[16]) which model the different devices, resources
or services of the agents. To perform this step, an Eclipse IDE with a set of
plugins is employed[16]. These plug-ins are mainly EMF, Ecore, GMF and GEF,
which allow the user to draw the models that represent the Pervasive System.

Step 2: Once the model has been developed, it is necessary to select in which
platforms the user wants to execute the agents. This phase corresponds with the
PSM model definition of each agent. To do this, it is necessary to apply a model-
to-model transformation (PIM-to-PSM). This is done using the Eclipse IDE and
the ATL plug-in incorporating the appropriated set of transformation rules. It
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Table 2. Transformation rules between agent meta-model and JADE-Leap model

Rule Concept Transformation
1 Agent πVOM.Agent ⇒ JADE.Agent
2 Behaviour πVOM.Behaviour ⇒ JADE.ParallelBehaviour
3 Capability πVOM.Capability ⇒ JADE.OneShotBehaviour
4 Task πVOM.Task ⇒ JADE.Behaviour

Fig. 3. Partial view of the office using Environment meta-model of πVOM

is important to remark that the same agent model can be transformed into
different specific agent platforms. Table 2 illustrates the agent transformations,
from agent meta-model of πVOM to JADE-Leap[8]. These rules are a subset of
the transformation rules needed in this phase, which are explained in detail in
[2]. In this way, agent concepts are mapped from source models to target models,
and agent components are transferred or changed from one model to another.

Step 3: After the second step, the developer must apply a transformation to
convert the models into the MAS code (OSGi-based). To do this, we must use a
PSM-to-code transformation. In this case, we use MOFScript which is an Eclipse
plug-in that uses templates to do the translation. These templates have been de-
veloped for two MAS platforms: JADE-Leap and Andromeda[1]. Figure 5 illus-
trates how one rule is implemented using MOFScript. Part of the code of the rule
shows the transformation of the agent concept.

Step 4: Finally, the process finishes by adding the necessary drivers for the
different environment devices needed in the Pervasive System. All the function-
ality of physical devices are encapsulated as OSGi services, which allow agents
to use them without worrying about low-level features. However, it is neces-
sary to provide the driver/firmware/protocol of the new devices that are not in
the OSGi bundle library. This application has a bundle library, which store the
EnvironmentService (service devices) for frequent use or re-use.
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Fig. 4. Implementing Agent-based Pervasive System using MDD transformations

texttransformation AGENT2ANDROMEDA (in myAgentModel:uml2)
//Rule1: Agent transformation
uml.Package::mapPackage () {

self.ownedMember->forEach(c:uml.Class)
if (c.name != null)

if (c.name = Agent) c.outputGeneralization() }
uml.Class::outputGeneralization(){

file (package_dir + self.name + ext)
self.classPackage()
self.standardClassImport ()
self.standardClassHeaderComment ()
<% public class %> self.name <% extends Agent { %>

self.classConstructor()
<% // Attributes %>
self.ownedAttribute->forEach(p : uml.Property) {

p.classPrivateAttribute()
} newline(2) ...

Fig. 5. Agent translation using MOFScript

5.2 Deployment Platform

Implementing Pervasive Systems is a challenging and exciting task, since a
solid background knowledge about how to implement this kind of systems do
no exist. Many research efforts are currently being developed on prototype
implementations[15]. However, some Pervasive System prototypes share a com-
mon architectural style, which correctly fits the requirements of this systems.

As discussed above, the requirements of this kind of systems are basically two:
(i) is essential that the Pervasive System must support the integration of services
provided by external devices and software systems (as another services); (ii) the
isolation of the low-level abstraction of the devices (manufacturer dependent),
the environmental devices must be well encapsulated in independent and generic
functionalities. Therefore, an architecture style that meets these requirements is
the well-known layered architecture[15]. By means of this architecture, the sys-
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Fig. 6. Proposal architecture of Pervasive System

tem elements are organized in different levels with well-defined responsibilities.
Our proposal follows this architecture style. Figure 6 shows our deployment plat-
form, which is a framework based on OSGi technology. The main layers of this
deployment platform are:

Physical layer, has the resources/devices that are perceived in the environ-
ment. Fully represents the real world, where the Pervasive System is located.

Sensor layer, has the responsibility of accessing to physical devices, through
actuators and sensors, which allow to change or read the state of the devices.

Environment layer, has the responsibility of encapsulating the manufac-
turer dependent technology of the environment devices. The drivers that con-
form this level directly export their functionalities through a bundle. The bundles,
which manage similar devices of software systems from different technology or
vendors, are implemented as a common interface, in order to provide a uniform
way of communicating within the environment devices.

Service layer, provides the system functionality, offering services that the
Pervasive System must supply. The services are provided by the devices located
in the physical world, and by the MAS entities (agent or organizational unit).
Also, at this level the services can be single or composite services, which are
formed by the composition of other services.

Agent layer, supports the mechanisms in order to register, de-register and
discovery of agents. In this layer the agents work together through different
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interactions to support complex tasks in a collaborative and dynamic way. This
layer also supports the information management (knowledge) and the needed
knowledge models, including the reasoning engine and ontologies needed by the
agents. Furthermore, this layer provides the necessary mechanisms to support
the communications and needed languages used by agents, such as FIPA ACL.

Organizational layer, is used as a regulatory framework for the coordina-
tion, communication, and interaction among different computational entities.
This layer is formed by a set of individuals and institutions that need to coordi-
nate resources and services across institutional boundaries. This layer supports
high level interoperability to integrate diverse information systems in order to
share knowledge and facilitate collaboration among entities. This layer is an
open system formed by the grouping and collaboration of heterogeneous entities.
From a technical view, these functionalities are obtained using the THOMAS
platform[12], which consists basically of a set of modular services that enable
the development of agent-based organizations in open environments.

6 Conclusions

This work presents the application of the ideas proposed by the MDD for the
design of Agent-Based Pervasive Systems. Although the use of MDD refers pri-
marily to methodologies of object-oriented software, it was verified that the
approach can be adopted in the development of Agent-Based Pervasive Systems.

The application of these technologies to the development of Pervasive Sys-
tems can provide many benefits: (i) the Pervasive System can be adapted to
new devices technologies in an easy way, because the approach uses high-level
abstraction that are not so hardware dependent; (ii) the development of a Perva-
sive System is more intuitive using this model-driven method than using classical
approaches, because the developer models the Pervasive System as an UML-like
model avoiding technical details; (iii) the implementation of Pervasive System
over a service-based framework (as OSGi) using agent-oriented software engi-
neering, allows agents to manage the services, the context, adapting the envi-
ronment, giving the possibility to create more advanced and powerful models.

Future work of this research will focus on developing an explicit support to
Context-Awareness specification, using ontologies to describe the contextual in-
formation, allowing new knowledge in the environment to be inferred.
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Abstract. Pervasive computing systems execute in dynamic highly variable 
environments and need software that are context-aware and can adapt at 
runtime. Mobile agents are viewed as an enabling technology for building 
software for such environments due to their flexibility, migratory nature and 
scalability. This paper presents a novel approach which aims to further enhance 
this advantage by building compositionally adaptive mobile software agents 
that are also context-driven, component-based and have the ability to exchange 
their components with peer agents.  We present the formal underpinnings of our 
approach and a decision making model which assists agent adaptation. We also 
describe our current implementation and experimental results to evaluate the 
benefits of the proposed approach. 

1   Introduction 

As we move towards the era of invisible computers envisioned by Weiser [1], 
computers are becoming smaller and increasingly pervasive in day-to-day 
environments. Pervasive computers now have to execute in diverse and rapidly 
changing environments where low powered devices and wireless communication 
media are de rigueur. The miniaturization and portability of devices have also 
contributed to these devices having lower computing capacity in comparison to their 
stationary counterparts.  

Developments in pervasive computing have been primarily driven by advances in 
hardware and communication technologies, whereas application development for such 
environments has lagged behind considerably. Pervasive applications need to be 
adaptive and versatile to survive rapidly changing environments and requirements. 
How to build such applications is a current challenge in pervasive computing research 
[2]. Self-adaptive software, autonomic computing and mobile software agents [3] are 
amongst some of the approaches seen as attractive options for pervasive application 
development. Flexibility, scalability and ability to reduce complexity by delegation 
are some of the desirable features that mobile agents bring to pervasive computing 
applications [4]. Pervasive applications are also likely to require mobility - a salient 
feature of mobile agents – in order to support mobile users as well as to migrate when 
faced with intermittent connectivity and device resource constraints. The ability of a 
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statically defined agent to survive in an uncertain environment is limited. Thus, 
adaptive agent systems are being investigated to overcome this limitation [5]. 

Our research explores the use of compositionally adaptive software agents to build 
applications for pervasive environments. In our proposed approach, agents are 
lightweight, mobile and can autonomously adapt based on contextual input [6]. We 
aim to provide adaptations in agent capabilities in a manner that accommodates 
dynamic changes, with flexibility that is unprecedented compared to earlier work. 
This we see as important in pervasive environments where actual resources available 
at a particular location cannot be determined a priori, so that dynamic uptake and 
exchange of capabilities become useful. Context-awareness is another major 
requirement in pervasive applications [2] as they should be able to sense changes in 
the environment and adapt accordingly. For example, an application may need to 
monitor the power level of its current device and migrate to another node if the level 
falls below a threshold. Adaptation decisions are affected by multiple criteria such as 
resource availability, application semantics and user preferences. This paper discusses 
a multi-attribute cost model to assist agents in making dynamic adaptation decisions 
based on contextual and user given criteria. We formally define our cost model and 
present preliminary evaluation results which illustrate the benefits of the model. In 
particular, we show that an agent, using our cost model, and having access to 
contextual information about parameters of the model, can make accurate estimates of 
performance with different agent capabilities, and so, can make effective adaptation 
decisions at run-time. 

The rest of the paper is structured as follows. In section 2 we present a conceptual 
overview of our compositionally adaptive agents. Section 3 describes the formal 
underpinnings of the approach and the adaptation cost model. A brief introduction to 
our prototype implementation is given next, followed by experimental evaluations in 
section 5 and some related work in section 6. Finally, we conclude in section 7. 

2 Conceptual Overview 

We propose a novel approach to develop smart pervasive applications through the use 
of dynamic compositionally adaptive mobile software agents [6]. The proposed 
VERSAG (VERsatile Self-adaptive AGents) agents are context-driven, adapt by 
acquiring new software components at runtime, and execute on dynamic 
heterogeneous environments. An agent’s component-based structure allows it to have 
different architectures embedded within during its lifetime, and its useful functionality 
is provided in the form of reusable software components termed Capabilities. Two 
salient features are the ability of agents to acquire new behaviours from peer agents 
without depending on designated component providers, and an agent’s ability to adapt 
itself based on contextual input. An agent’s high-level task is to execute an itinerary 
assigned to it where an itinerary specifies a list of locations it has to traverse and 
activities to execute at each location. To carry out an activity, the agent may need 
multiple capabilities. It decides when and from where the necessary capabilities are 
acquired and may load necessary capabilities in advance, or load them at a later 
location based on criteria such as capability availability, number of locations a 
particular capability is required at, network cost and resource constraints at locations.  
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Fig. 1. A hypothetical scenario showing VERSAG agents deployed in a pervasive environment. 
The capabilities contained in each agent are shown beside it within braces, and the subscript 
corresponds to an activity that the capability can carry out. 

Figure 1 illustrates a hypothetical scenario of how this approach can be useful in a 
pervasive computing environment. A human user requests his personal agent A, which 
resides on his PDA, to do a task. This task is converted into an itinerary as shown. 
The agent first does activity a using capability Ca. Then, discards its capabilities and 
migrates without carrying anything. On the desktop PC, it asks nearby agents for 
capabilities to do activity b. Agents B and C respond with C”b and C’b. A selects C’’b 
which is nearer, executes it, and then discards it before moving to the laptop. Once on 
the laptop, A searches for Cc to do activity c. D and C respond and D’s response is 
selected because it is more suitable for resource-constrained devices. 

If the agent has a choice of capabilities to select from, it needs to be able to select 
those which minimize execution cost. Time required to carry out the activity, 
generated network load and reliability, memory/CPU requirements, component 
accuracy, security, probability of reuse, monetary costs and user preferences are some 
of the many possible criteria which make up the cost. While many of these criteria are 
interrelated, it is neither necessary nor realistic to consider each one before a decision 
making step. Thus, this research limits itself to supporting the following main criteria: 
time, network load, maximum memory needs, CPU usage and level of accuracy of 
execution. Which costs should be minimized for a given situation can be explicitly 
specified by the user or inferred from environmental conditions.  

Specific adaptation actions of an agent include stopping and starting a capability, 
discarding a capability, acquiring a new capability, migrating to a different location or 
terminating itself. Two other forms of adaptation an agent could undertake are 
changing its base implementation to support migration to a different platform or 
changing the order of visits in its itinerary. These two forms of adaptation are outside 
the scope of this research and are therefore deferred for further investigation. 

3   The Formal Model 

Having provided an overview of our proposal, in this section we formally define the 
key concepts that underpin our approach. We also describe how an agent executes an 
activity at a particular location and the adaptation cost model. 
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Definition 1: Adaptive agent 
Let I be an agent’s itinerary, O = {move, terminate, get_c, drop_c, start_c, stop_c} be 
the set of operations an agent can perform, with *_c operations performed on 
capabilities and, C be the set of capabilities that the agent is carrying.  Then an agent 
A can be defined as a tuple of the form (I, O, C). 

Definition 2: Capability 
A capability is a central concept in our approach and provides an agent with 
application specific behaviours. Let U be a set of unique identifiers, F be the set of 
functionalities that the capability contains, Y = {primitive, compound} be a set of 
capability types,  E be the set of environments on which the capability can execute 
and M represent meta-data about the capability such as owner, version, security 
certificates, algorithms/units used and optimizations. Then, a capability is a tuple of 
the form (u, F, y, E, M) where u ∈ U and y ∈ Y. Functionality of a capability could 
range from a simple database query execution to providing the agent with a new 
architecture such as the BDI model. 

Definition 3: Capability Specification 
A capability specification (spec) is used to identify capabilities that can fulfil a given 
set of functions and can execute in a given set of environments. Let F represent the set 
of functions the capability contains and E define the set of environments on which the 
capability can execute. A capability spec is then a tuple of the form (F, E).  

Given a capability spec cs = (Fs, Envs) and a capability c = (u, F, y, Env, M), 
capability c will match the spec cs if and only if Fs ⊆ F and Envs ⊆ Env. That is, for a 
capability to match a capability spec, the spec’s full set of functionalities and 
supported environments must be supported by the capability. 

Definition 4: Activity 
An activity is the unit of work an agent has to carry out at a particular location. 
Multiple capabilities may need to be executed in sequence to carry out the activity. 
Let CS be a set of capability specs and O be a set of operations 
{get_c, drop_c, start_c, stop_c}. A tuple  (cs, o) where cs ∈ CS and o ∈ O represents 
application of an operation on a capability. An activity A is defined as a finite 
sequence (cs1, o1), (cs2, o2), …, (csn, on) where csi ∈ CS, oi ∈ O, i∈ {1, 2, .., n} and n is 
the number of capabilities in the activity. 

A location is a place an agent can visit and contains the necessary runtime 
environment for the agent to exist. Various computational resources are available at a 
location. A capability can only use resources available at its current location. Cost 
elements are used to represent different types of costs incurred during itinerary execution 
and have integer values. Constraints place limits on cost elements and can be associated 
with a location, an itinerary, an itinerary step, a capability or an agent. Relative 
constraints are generally user specified and used to indicate relative weights of cost 
elements. Absolute constraints place limits on permissible value ranges for cost elements. 

Definition 5: Relative constraint 
A relative constraint r is a finite sequence of the form (q1, w1), …, (qi, wi), …, (qn, wn) 

where qi ∈ Q the set of cost elements and w ∈ ℤ represents the weight of that cost 
element. 
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Definition 6: Absolute constraint 
An absolute constraint places an upper and lower limit on a cost element. It is a tuple 
of the form (q, min, max) where q ∈ Q the set of cost elements, min < max and min, 

max ∈ ℤ represent the lower and upper limits of the cost element. For example, (time, 
0, 10) means the “time” cost element must have a value between 0 and 10. 

Definition 7: Itinerary 
An itinerary consists of a sequence of itinerary steps the agent has to carry out. An 
itinerary step is a tuple (l, A, R) where l is a location, A an activity and R a set of 
constraints. Let L be the total set of locations and A the set of activities. Then, an 
itinerary is defined as a finite sequence  (l1, a1, R1), …, (li, ai, Ri), …,(ln, an, Rn)  where 
li ∈ L, ai ∈ A and  i∈ {1, 2, .., n}. Activity ai ≠ ∅  while constraints can be empty. 

While an itinerary is defined as above, it is expected that users would be issuing 
high-level commands to the system, which would be converted to detailed itineraries 
for agents to execute.  

We next describe an agent’s activity execution process. The following discussion 
assumes that the agent first migrates to the relevant location and then searches for and 
acquires capabilities required at that location. Therefore the activity fails if suitable 
capabilities could not be found. Figure 2 provides an algorithmic description of this 
process. 

 

1 Let CS = {cs1, cs2…, csm} be the set of capability specs which can 
be used to carry out activity a 

2 Search for capability instances matching CS 
3 Combine capability instances to form groups of capabilities  

G = {g1, g2 …, gp} where each gi can fulfil activity a 
If G = ∅ 

Fail 
End if 

4 Build set of constraints CONS = {r1, r2 …, rn} from explicit and 
implicit constraints identified through context sensing. 

5 Sort G in increasing order of cost By applying the adaptation cost 
model. 

6 For each gi in G 
Acquire capability instances of gi by applying operation get_c() 
If acquisition successful 
   Break loop 
End if 

End for 
If a completed group is not available 

Fail 
End if 

7 Execute capabilities in correct sequence to fulfil activity 

Fig. 2. Activity execution algorithm of an agent 

Step 1: Identify sequences of capability specifications that can accomplish the given 
activity. It is possible that more than one such sequence exists. Activity to capability 
spec group mappings may be contained in the itinerary, stored with the agent or 
available from an external source. 
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Step 2: For each capability spec, search for matching capability instances in the 
agent’s local repository and from peer agents. The search mechanism itself is 
implementation specific and is expected to be changeable. 

Step 3: Combine received capability descriptions to build groups that can accomplish 
the given activity. If no groups can be formed, the activity has to fail. Group 
formation needs to take into account limitations of capability instances and their 
compatibility with each other. 

Step 4: The agent senses environmental conditions at the current location and 
identifies applicable implicit constraints. These are combined with the explicitly 
specified constraints to build the complete set of constraints. 

Step 5: Apply the adaptation cost model to sort the capability groups according to 
cost. Constraints, capability group details and available capability descriptions are 
used as input to the selection process. Groups that don’t meet absolute constraints are 
removed. 

Step 6: Select the least cost capability group and acquire the relevant capability 
instances (if they are not already with the agent). If acquisition fails due to any reason, 
acquire the next best capability group. 

Step 7: Execute the acquired capabilities in correct sequence. 
The adaptation cost model of step 5 above is illustrated in Figure 3. 

1 Let Q = {q1, q2, … qk} be the set of cost elements 
relative constraint {(q1, w1), … (qm, wm)} where m ≤ k 
Cons = {con1,con2,… conn} be absolute constraints where n ≤ k  
G = {g1, g2, … gp} be the set of alternative groups 

2 For each coni in Cons with cost element qi 
    For each gj in G 
        Estimate cost in terms of qi for gj  
        If estimated cost does not satisfy coni 
            Remove gj from G 
        End if 
    End for 
End for 
If G = ∅ 
    Fail activity 
End if 

3 From relative constraint, build normalized priority vector  
4 For each gi in G 

    For each qj part of a relative constraint 
        If cost estimate of gi not available 
            Estimate cost in terms of qj for gi  
        End if 
    End for 
End for 

5 Build utility matrix  from group cost estimates 
6 Calculate utility vector V  

Sort  in decreasing order of utility 

Fig. 3. Adaptation cost model 
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The input to the cost model consists of cost criteria, relative constraint (provides 
weights of each criterion), absolute constraints and a list of available groups. Step 2 
evaluates each capability group against the absolute constraints and discards groups 
that fail to meet the necessary constraints. If no groups remain at the end of this step, 
the process fails. Step 3 normalizes the weights from the relative constraint to build a 
normalized priority vector of the cost elements. In step 4, for remaining groups, costs 
are estimated for elements that are part of the relative constraints. Step 5 builds a 
utility matrix from these estimated costs. Given that there are p alternative groups 
remaining and k different cost criteria, the utility matrix is an p x k matrix where 
element uij is the reciprocal of the estimated cost value of group gi for cost criterion qj 

(except for “accuracy” criterion which is used as it is). The reciprocal of the cost 
value is used as an indicator of the benefit or “utility” that can be gained by selecting 
a particular group. Thus, lower the estimated cost, higher the utility gained. In step 6, 
by multiplying this utility matrix with the priority vector, which indicates the relative 
importance of each cost element, we obtain a vector which provides aggregate utilities 
for each group. The group with highest utility is the one that has lowest cost and is to 
be selected by the agent.  

4 Implementation Details 

This section presents the prototype implementation of the VERSAG concepts and 
theory previously discussed. It is built on top of the JADE agent toolkit [7] with an 
OSGi [8] based capability model. Figure 4 illustrates the structure of an agent. The 
agent, as previously mentioned is itinerary-driven at its core with the kernel driving 
this behavior. The capability repository stores the agent’s application specific 
capabilities. The itinerary service holds the agent’s itinerary and provides methods to 
interpret itinerary commands. The capability execution service provides the means to 
load, run and stop capabilities that are available in the repository. The capability 
exchange service (not in figure) fulfils the dual roles of a capability requestor and 
provider. In its provider role it listens for capability requests from peer agents and 
respond as appropriate. The requestor role gives an agent the ability to request 
capabilities from peers. The base JADE agent is the framework’s point of contact 
with the underlying agent platform and provides access to services such as mobility 
and communication. Capabilities themselves are agent-platform agnostic and can  
 

 

 

Fig. 4. Structure of a JADE based VERSAG agent 
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execute wherever a suitable execution environment is made available. Since the 
context service and adaptation service are implemented as capabilities, it is possible 
for a VERSAG agent to switch to different implementations of these services or be 
stripped of them to become a lightweight itinerant agent. An agent’s reference 
architecture and more design details are described in [6].  

This implementation limits itself to considering time, network load, maximum 
memory needs, CPU usage and level of accuracy as the cost criteria to be considered 
before adaptation. Itinerary execution time is often a crucial factor that needs to be 
minimized. It is also desirable to reduce network load, especially in wireless 
networks. Hence, these two are the primary cost elements supported. For a mobile 
agent, it is difficult to make design-time assumptions about the computational 
resources that would be available during its lifetime, as it traverses devices with 
different enabling opportunities. Thus, it is desirable if the agent can dynamically 
adapt itself to work with available computational resources. A VERSAG agent is able 
to achieve this by dynamically changing its constituent components. For example, an 
agent maybe required to execute an activity on a resource-constrained device, which 
has limited memory, processor and battery capacity. Available resources may be 
further limited by having to share them with a number of other agents. Memory and 
CPU cycles are two key resources that have to be thus shared. However, due to 
differences in computer architectures, hardware and system software, it is difficult to 
provide estimates of CPU or memory requirements of a software component in a 
useful platform-independent manner. Therefore, we use a CPU usage ranking which 
can be used as a relative indicator of a capability’s processing needs. For memory, the 
maximum required heap memory size in the Java Virtual Machine is used as a 
criterion. In certain applications, it is desirable to generate an approximate result 
using fewer resources rather than a more accurate output which is considerably more 
resource-intensive. The cost element of accuracy is incorporated into the decision 
making model to reflect this requirement. Thus, an agent may decide to select a less 
accurate capability over a more accurate one in order to reduce overall costs. 

5 Experimental Evaluation 

This section describes experimental evaluations carried out to verify the performance 
of the agent adaptation cost model. The experiments were conducted with two main 
goals: to check whether an agent correctly selects the least cost alternative from 
among many, and to check whether the generated estimates are representative of the 
actual costs. We describe two sets of experiments: one using network load and the 
other using time consumed as the main cost criterion. No absolute constraints are 
specified in both cases. Three separate workloads representing a simple agent GUI, an 
information retrieval task and a file sorting task were used. Time based tests were 
conducted over a high-speed LAN and an IEEE 802.11g wireless network while a 3G 
wireless broadband link was also used for load based tests. The three test computers 
used each had comparable computational capacity and were running Windows XP, 
Vista and Ubuntu Linux. All had Java SDK 1.6.0 and JADE version 3.7 with the 
LEAP add-on was used. We first describe the formulae used by the prototype to 
estimate costs followed by the experimental results. 
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The total network load generated when executing an itinerary step consists of the 
load due to execution of the capabilities as well as the load generated when the agent 
searches for and acquires the relevant capabilities. Given that an alternative group has 
n capabilities, the total network cost of selecting that group is made up of the load 
generated during adaptation decision making ( ), load generated during the 
actual acquisition of the capabilities ( ) and any network load generated during 
capability execution ( ). The total cost can be expressed as shown in equation 1. 

. (1)

Further,  is made up of request size ( ), capability size ( ) and the 
overhead of each request ( ) as shown in equation 2. It is assumed that the size 
of a capability request and overhead of each request is constant for a given network. 2 . (2)

The network cost of capability execution ( ) is functionality and implementation 
specific and it is expected that a fixed value or a formula to estimate the same will be 
provided with the capability’s meta-data. For the experimental workloads used, 
network traffic generated during execution was nil. 

For an alternative that has n capabilities; the time to sequentially acquire the 
capabilities and execute the itinerary step can be expressed as follows: 

 _ _ _ . (3)

Here  is the time taken for the decision making process, _
 the time to 

request a capability, _  the time to receive a capability in response,  _   the 
time to start execution of the capability, and  the time to execute it at location 
loc. The time T, to move B bytes over a network link with latency λ and bandwidth 
bw can be represented as  / . Using this in equation 3 we get: 

2 2 _   .
 

(4)

Every prototype agent is equipped with a context-sensing capability which measures 
network parameters. While it could measure bandwidth and latency, for our experiments 
request size, overhead, load and time for decision making were estimated manually 
using trial runs and supplied to this context-sensing capability. For the wireless network, 
the context-sensing capability measured the average latency as 1ms and average 
bandwidth available to the agents as 13.5Mb/sec. For the LAN, latency was negligible 
and average available bandwidth was 81.3Mb/sec. Based on our trial runs it was 
concluded that  can be estimated as 3900 .   . 
Similarly, request size and message overhead were estimated to be 224 and 2000 bytes 
respectively while decision making time ( ) was estimated to be 300 
milliseconds. It is expected that in real-life situations the context-sensing capability 
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makes these estimations. Of the needed capability meta-data, capability size was 
measured by the peer agent. Time to start a capability and execution time were also 
estimated in trial runs and added to its meta-data. During the experiments, Wireshark 
was used to measure the actual network load generated and code was instrumented to 
log actual time consumption. 

Based on experimental data, the error between estimated and actual values was 
calculated as a percentage of the estimated value. For the load based experiments, 
mean percentage error was 7.17% with a maximum of 13.5%. For time based 
experiments, higher error percentages could be observed when the estimates were less 
than 2 seconds whereas it was less than 10% when the estimate was larger than 2 
seconds. In figures 5 and 6 we compare the estimated and actual costs for the two sets 
of experiments. They clearly illustrate that our estimates are representative of the 
actual cost, an indication that the strategies used to estimate time and network load are 
accurate. Since they are used by the cost model to make adaptation decisions, it is 
essential that the estimates are accurate. 

a) b) 

Fig. 5. Comparison of Actual and Estimated Loads for the tests, sorted in ascending order of 
estimate size. Two graphs are plotted for clarity, each graph containing 9 tests. 

 

Fig. 6. Comparison of average Actual and Estimated time consumption. The first 6 tests were 
on a LAN environment and the following 6 conducted over a WLAN. 
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Table 1. Predicted utility values and actual costs for the three workloads, each with two 
available alternatives a and b are shown. Load and time values shown are averages. 

  Network Load  (KB)  Time (ms) 
Workload Alternative Utility Actual  Utility Actual  

1 a 0.021 731.0  0.78 709 
1 b 0.971 17.8  0.22 1089 
2 a 0.214 3495.9  0.75 1306 
2 b 0.786 913.5  0.25 2919 
3 a 0.4995 11.2  0.90 638 
3 b 0.5004 11.4  0.10 1378 

 
In Table 1, we compare predicted utility values for the three workloads with actual 

measured values. Columns 3 and 4 are for the first set of experiments with network 
load as the constraint. For the first two workloads the agent correctly predicts higher 
utility values while in workload 3, the utilities are identical to three decimal places 
and the actual difference between the two workloads less than 200 bytes. In columns 
5 and 6, time is the constraint and we see that all predictions are accurate. The results 
clearly indicate that the cost model is able to correctly select the least cost alternative 
for the agent to fulfil its goals. 

While our experimental results validate the accuracy of the model, prediction 
accuracy is dependent on multiple factors. Primary among these are the meta-data 
provided by capability developer which includes time to start and execute a capability 
and network traffic generated by the executing capability. These are in turn likely to 
depend on other factors such as the runtime environment and data being processed. 
We expect that a capability’s temporal and traffic generation behaviours will be tested 
on a standard environment and used to build the meta-data which in term could either 
be constant values or formulae for use by the adaptation cost model. These then need 
to be adapted by the agent to suit its current environment. Non-deterministic nature of 
the environment, especially the network, is another primary factor which can affect 
the prediction accuracy. 

A major feature of our approach is the ability to simultaneously aggregate multiple 
criteria for decision making. The accuracy of cost aggregation has been separately 
tested using synthetic data and is not reported here. Our twin aims were to check 
whether the predictions are representative of the actual costs and whether the 
alternative with lowest cost is correctly selected. As per the experimental results, it is 
evident that the proposed approach achieves these two aims and can be beneficial for 
adaptation decision making in pervasive environments. 

6 Related Work  

We briefly list some previous research where mobile agents were applied to pervasive 
computing scenarios. GAMA (Generic Adaptive Mobile Agent architecture) [9] 
builds compositionally adaptive mobile agents from ground up for use in ubiquitous 
computing environments. The open source JADE agent platform [7] also provides 
rudimentary support for runtime adaptation of agent functionality. Preuveneers and 
Berbers [10] describe a non-agent solution to mitigate service disconnections in 
mobile ad hoc networks with dynamically migrating services. Further related research 
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is listed in [6].  Our approach aims to overcome various limitations found in these and 
to provide a flexible component based solution to build intelligent adaptive agents 
suited for pervasive environments. 

7 Conclusions 

Building software for pervasive computing environments is a current challenge in 
pervasive computing research. Our goal was to build an approach to address this 
challenge while making use of desirable features provided by the agent paradigm. To 
this end, we proposed a novel context-driven component based mobile agent 
framework. As contributions of this paper, we presented the formal underpinnings of 
the approach and described a multi-criteria decision making model which assists the 
agents make context and user preference driven adaptation decisions at runtime. A 
prototype implementation of this novel approach was also described.  

Experimental evaluations were carried out using three different workloads on 
wired and wireless networks. The results confirm that our estimation strategies for 
time and network load are accurate and allow agents to effectively select the least cost 
alternative to carry out its given task when multiple options are present. We are 
currently engaged in further evaluations and intend to verify the scalability of our 
approach in environments with large numbers of agents and alternatives. As future 
work, we also plan to implement a case-study scenario to demonstrate the benefits of 
our approach in real-life pervasive computing applications. 
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Abstract. Body Sensor Networks offer many applications in healthcare,
well-being and entertainment. One of the emerging applications is rec-
ognizing activities of daily living. In this paper, we introduce a novel
knowledge pattern named Emerging Sequential Pattern (ESP)—a se-
quential pattern that discovers significant class differences—to recognize
both simple (i.e., sequential) and complex (i.e., interleaved and concur-
rent) activities. Based on ESPs, we build our complex activity models
directly upon the sequential model to recognize both activity types. We
conduct comprehensive empirical studies to evaluate and compare our so-
lution with the state-of-the-art solutions. The results demonstrate that
our approach achieves an overall accuracy of 91.89%, outperforming the
existing solutions.

Keywords: Body sensor networks, activity recognition, data mining.

1 Introduction

The recent advance of wireless sensing and the development of miniaturized
sensors have led to the use of Body Sensor Networks (BSNs). A BSN consists
of a number of sensor nodes, placed or implanted on a human body, which
provide sensing and wireless communication capabilities. Such systems offer
many promising applications in healthcare, assistive living, well-being, sports,
and entertainment. One of the applications is recognizing activities of daily liv-
ing. In such an application, user observations in the form of a continuous sen-
sor data stream are collected from various sensor nodes and transmitted to a
gateway device. Useful features will be first extracted from the sensor data to
train an appropriate activity classifier, which can then be used to identify new
observations.
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Recognizing activities using BSNs has attracted many research interests from
academic researchers and industry participants. Most of the existing work focus
on recognizing sequential activities (i.e., one activity after another in a timeline)
in different settings [1–5]. However, the situations in real life are more com-
plex since people often multitask when performing their daily activities. Such
multitasking can occur in an interleaved (i.e., switching between the steps of
two or more activities) or concurrent (i.e., performing two or more activities
simultaneously) manner. Little work has been done in addressing complex issues
rise in recognizing sequential, interleaved and concurrent activities in a unified
framework. Existing solutions, such as Interleaved Hidden Markov Model [6] and
Factorial Conditional Random Field [7], rigidly model interleaved or concurrent
activities using Markov chains which require proper training. However, in real
life, there exists many different ways in which activities can be interleaved and
performed concurrently, e.g., when performing an activity, one may start another
activity any time interleavedly or concurrently. Hence, it may not be feasible, if
not impossible, to construct the complete models for interleaved and concurrent
activities through training.

In this paper, we investigate an efficient way to recognize both simple and
complex activities. By analyzing the trace involving both simple and complex
activities, we observe many unique feature sets for each sequential activity and
there exists an inherent sequential order among these features. In addition, we
observe that the sequential order of the feature sets will not be changed regardless
of whether this activity is performed sequentially, interleavedly, or concurrently.
Intuitively, such sequential orders correspond to the intermediate steps or sub-
actions of an activity, e.g., in the brushing teeth activity, there exists a sequential
order—taking a toothbrush, squeezing toothpaste, brushing, and washing with wa-
ter. Discovering such sequential orders (complete or partial orders) provides an
additional, useful discriminator to recognize the activities which are performed
interleavedly or concurrently.

To address the aforementioned problem, we aim to eliminate the training
process of interleaved and concurrent activities. To achieve this, we propose a
novel knowledge pattern, named Emerging Sequential Pattern (ESP), to capture
unique contrast sequential patterns among different activity classes, and build
our activity models based on ESPs. While the sequential activity model requires
a training process, our complex activity models are built directly upon the se-
quential model without training. In this way, our system has a great flexibility
and applicability for real-life applications. We design and implement our activity
models and recognition algorithms in our ESP-based Activity Recognizer (ES-
Par). Through comprehensive empirical and comparison studies, we demonstrate
both the effectiveness and flexibility of our proposed system.

The rest of the paper is organized as follows. Section 2 discusses the related
work. Section 3 describes ESP and the mining algorithm. We then present ES-
Par in Section 6. Section 7 reports our empirical studies, and finally, Section 8
concludes the paper.
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2 Related Work

To classify activities in BSNs, probabilistic models are typically used due to the
non-deterministic nature of human activity. Probabilistic models can be cate-
gorized into static and temporal classification. In the static model, features are
first extracted from sensor readings, and then a static classifier is applied for
classification. Typical static classifiers include näıve Bayes used in [1,2], decision
tree used in [1, 9], and k-nearest neighbor used in [1, 2]. Multiple binary classi-
fiers can be exploited to recognize interleaved and concurrent activities; however,
this solution may not work properly because many activities share the common
features.

In temporal classification, state-space models are typically used to enable
the inference of activity labels. We name a few examples here: Hidden Markov
Models (HMMs) used in [3, 4] and Conditional Random Fields (CRFs) used
in [4, 6]. Recent work showed that Interleaved Hidden Markov Model [6] can be
used to model interleaved activities and Factorial Conditional Random Field [7]
can be used to model concurrent activities. However, they require a predicting
instance must have its model presented in the training dataset. On one hand, this
implies that the training dataset has to be large enough to build the complete
models for interleaved and concurrent activities. Any partial model will result
in loss of accuracy. On the other hand, in real life, there exists a great variety
of ways in which activities can be interleaved and performed concurrently by
different individuals. As a consequence, it may not be possible to obtain the
complete models for interleaved or concurrent activities through training. Hence,
the applicability and flexibility of these solutions are limited.

The solution presented in this paper is fundamentally different than the exist-
ing work by introducing a new knowledge pattern—ESP. We use ESP to build
the models for interleaved or concurrent activities directly on the sequential
activity model without training. In this way, our system is more easy to train.
ESPs extend our earlier approach of Emerging Pattern based model [8] by taking
the sequential order of observations into account, and mining unique contrast,
sequential patterns to achieve better classification accuracy.

3 Emerging Sequential Pattern

In this section, we introduce ESP and present an algorithm to efficiently mine
ESPs. ESP is motivated by the concept of Emerging Pattern [11] which is a
kind of contrast patterns among unordered features/items. ESP greatly extends
Emerging Pattern by considering the inherent sequential information among
sequences and discovering the unique contrast sequential patterns.

3.1 Definitions

Let I = {i1, i2, · · · , in} be a set of items and C = {C1, C2, · · · , Ck} be a set of
class labels. An itemset is a subset of I. A sequence is an ordered list of non-
empty itemsets, denoted by s = 〈e1, e2, · · · , em〉, where ei is a non-empty itemset
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and it is also called an element of s. Each sequence has a class label Ci ∈ C. We
use label(s) to denote the class label of a sequence s. In the context of activity
recognition, items are feature items, elements are feature vectors, sequences are
segments of traces within a continuous period of time that belong to the same
activities, and the class labels of the sequences are the activities they belong to.

Given two sequences s1 = 〈a1, a2, · · · , an〉 and s2 = 〈b1, b2, · · · , bm〉, if there
exists integers 1 ≤ i1 < i2 < · · · < in ≤ m such that a1 ⊆ bi1 , a2 ⊆ bi2 , · · · ,
an ⊆ bin , then we say s1 is a subsequence of s2, and s2 is a super-sequence of
s1, denoted as s1 ≺ s2. If s1 ≺ s2, we also say s2 contains s1.

Definition 1. (Support of a Sequential Pattern) Given a sequence database
D, the support of a sequence s in D is defined as the number of sequences in D
that contain s, denoted as supD(s) = |{si|s ≺ si, si ∈ D}|.
Note that the support of a pattern is defined as the number of distinct sequences
containing it instead of the total number of occurrences. The support of s in D
with respect to a particular class C is defined as the number of sequences in D
with label C that contain s, that is, supD(s, C) = |{si|s ≺ si, si ∈ D, label(si) =
C}|.
Definition 2. (Frequent Sequential Pattern) Given a user-specified mini-
mum support threshold min sup, if supD(s) ≥ min sup, then we say s is a
frequent sequential pattern in D.

We are interested in sequential patterns that can distinguish sequences of differ-
ent classes. We expect such patterns to occur frequently in one class and rarely
in other classes. The discriminative power of a sequential pattern s with respect
to a class C is defined as follows:

dpower(s,C) = p(C|s) · p(C|s) =
supD(s, C)

supD(s)
· (|D| − supD(s)) − (supD(C) − supD(s, C))

|D| − supD(s)

where p(C|s) is the probability of class C if s is present, and p(C|s) is the
probability of other classes if s is absent. The range of dpower(s, C) is [0,1].
The higher the dpower value is, the more discriminative the pattern is. In the
ideal case, all sequences containing s belong to class C (p(C|s)=1), and all the
sequences that do not contain s belong to classes other than C (p(C|s)=1), and
we have dpower(s, C)=1.

Definition 3. (Emerging Sequential Pattern) Given a user-specified min-
imum support threshold min sup and minimum discriminative power threshold
ρ, if sup(s) ≥ min sup and dpower(s, C) ≥ ρ, then we say s is an emerging
sequential pattern with respect to class C.

Our task here is to enumerate the ESPs with sup ≥ min sup and dpower ≥ ρ
from training sequences, and then use them to recognize the activities of new
sequences. To mine ESPs, we use the pattern growth approach and propose an
algorithm named ESPMiner presented in the next section.
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Fig. 1. Our mining framework

3.2 Mining ESPs

The search space of the sequential pattern mining problem can be represented
as a prefix tree as shown in Fig. 1. In this tree, each node represents a se-
quential pattern, and it is a prefix of its children nodes. A sequential pattern
s = 〈e1, e2, · · · , ek〉 can be extended in two ways: (1) element extension: one
new item is added to the last element ek; and (2) sequence extension: one new
element containing only one item is added after ek. For element extension, we
sort the items in lexicographical order, and an item can be added to an element
only if the item is larger than all the existing items in the element. For example,
an element e = {b} can be extended by item c but cannot be extended by item
a. The purpose of this restriction is to avoid generating the same pattern more
than once.

ESPMiner explores the search space in depth-first order, and it generates a
sequential pattern from its prefix. The support of sequential patterns has the
anti-monotone property. That is, the support of a sequential pattern is always
no larger than that of its sub-sequences. ESPMiner uses this property to prune
the search space. It starts from the empty pattern 〈〉 and recursively adds items
to the pattern until the support of the pattern is below the minimum support
threshold.

Algorithm 1 illustrates ESPMiner. When it is first called, s=〈〉 and Ds = D.
For each sequential pattern s, ESPMiner scans its projected database Ds to find
its frequent element extensions and sequence extensions (line 1). An item x is a
frequent element extension of s = 〈e1, e2, · · · , ek〉 if s′ = 〈e1, e2, · · · , ek ∪ {x}〉 is
frequent. An item x is a frequent sequence extension of s if s′ = 〈e1, e2, · · · , ek, {x}〉
is frequent. ESPMiner constructs the project databases of extensions of s from
Ds (line 2). If a sequence in Ds contains s′ = 〈e1, e2, · · · , ek ∪ {x}〉 or s′ =
〈e1, e2, · · · , ek, {x}〉), then the sequence is put into the projected database of s′.
Next, ESPMiner outputs s′ if dpower(s′, C) ≥ ρ (lines 5-7, lines 12-14), and then
extends s′ recursively (line 8, line 15).

3.3 Mining ESPs for Activity Recognition

We then apply ESPMiner to mine the ESPs for activity recognition. Before
the mining process, we first need to convert the data stream to a sequence of
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Algorithm 1. The ESPMiner Algorithm
Input: s = 〈e1, e2, · · · , ek〉 is the frequent sequential pattern currently being processed;

Ds is the projected database of s;
min sup is the minimum support threshold;
ρ is the minimum discriminative power threshold;

Output: Mined ESPs

1: Scan Ds to find frequent extensions of s, denoted as Felm(s) and Fseq(s), where Felm(s) contains
frequent element extensions of s, and Fseq(s) contains frequent sequence extensions of s;

2: Scan Ds a second time to construct projected databases for super-sequences of s that extend s
by one new item in Felm(s) or Fseq(s);

3: for all items x ∈ Felm(s) do
4: s′ = 〈e1, e2, · · · , ek ∪ {x}〉;
5: if dpower(s′) ≥ ρ then
6: output s′;
7: end if
8: DFSMine(s′, Ds′ , min sup, ρ);
9: end for
10: for all items x ∈ Fseq(s) do
11: s′ = 〈e1, e2, · · · , ek, {x}〉;
12: if dpower(s′) ≥ ρ then
13: output s′;
14: end if
15: DFSMine(s′, Ds′ , min sup, ρ);
16: end for

observation vectors by concatenating all of the raw data in a fix time interval
(set to one second in our experiments), and then we extract useful features as
follows.

For acceleration data, we compute five common features—DC mean, variance,
energy, frequency-domain entropy and correlation. The DC mean is the mean
acceleration value in a time interval. Variance is used to characterize the stabil-
ity of a signal. Energy captures the data periodicity, and it is calculated as the
sum of the squared discrete FFT component magnitudes of a signal. Frequency-
domain entropy helps to discriminate activities with similar energy values, and
it is calculated as the normalized information entropy of the discrete FFT com-
ponent magnitudes of a signal. Correlation between axes is especially useful for
discriminating between activities that involve translation in just one dimension.
It is computed for every two axes of each accelerometer and all pair-wise axes
combinations of two different accelerometers. For RFID reading or location in-
formation, we use object name or location name as features. We then transform
these observation vectors into feature vectors. A feature vector consists of many
feature items, where a feature item refers to a feature-value pair. Feature vec-
tors are indexed by a simple encoding scheme and will be used as inputs to the
mining process.

The mining process leverages on sequential activity instances only. Specifically,
for each sequential activity class SAi, we mine a set of ESPs to contrast its
instances, DSAi

, against all other activity instances D′
SAi

, where D′
SAi

= D −
DSAi

and D is the entire sequential activity dataset. After mining, we obtain
a set of ESPs for each sequential activity. Table 1 presents an ESP subset for
making oatmeal. Columns 3 and 4 show the corresponding values of support and
dpower, respectively.
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Table 1. An ESP Example for making oatmeal

ESP Support dpower

{ACCEL BODY X MEAN@(−900.75 ∼ −822.75],

ACCEL LEFT X MEAN@(214.39 ∼ 352.87], LOCATION@kitchen};
{ACCEL LEFT X MEAN@(543.27 ∼ 843.19],

ACCEL LEFT Z MEAN@(441.53 ∼ 847.59]};
{ACCEL RIGHT Z MEAN@(467.36 ∼ 701.17], OBJECT@tablespoon};
{LOCATION@kitchen}; {OBJECT@burner}

75.0% 1.0

4 ESP-Based Activity Recognition

4.1 ESPar Overview

We first give an overview of ESPar. The input is the sensor data stream which
will be first pre-processed into a sequence of feature vectors. ESPar operates
in two phases—model training and activity recognition. In the training phase,
a training dataset consisting of sequential activity instances will be used to
train our activity models. In the recognition phase, given a sequence of feature
vectors (i.e., St, t = 0 ∼ T ), we first segment its sequence using a sliding window
(i.e., LAi) to obtain a test instance (i.e., St∼t+LAi

, t = 0 ∼ T ), and then we
apply our recognition algorithm to label this sequence segment. This process
will be performed recursively, and each sequence segment will be assigned with
a candidate label. For each pair of consecutive sequence segments we label, we
apply a boundary detection algorithm to detect the boundary, and adjust the
length of each sequence segment according to the new boundary. The above
recognition processes will be performed recursively until the end of the sequence.
In the following sections, we first describe our activity models. We then present
the ESPar algorithm.

4.2 Sequential Activity Model

We design the activity model for each sequential activity SAi based on a set of
ESPs (i.e., ESPSAi) we mined from sequential activity instances. Each set of
ESPs contains many subsets in which a single ESP can sharply differentiate the
class membership of a fraction of the test instance St∼t+LSAi

that contains the
ESP. To make use of each subset of ESPs to achieve good overall accuracy, we
combine the strength of each ESP based on the aggregation method described
as follows.

Suppose an instance St∼t+LSAi
contains an ESP, X , whereX ∈ ESPSAi , then

the odds that St∼t+LSAi
belongs to SAi is defined as dpower(X). The differen-

tiating power of a single ESP is then defined by the odds and the fraction of the
population of class that contain the ESP. More specifically, the differentiating
power of X is given by dpower(X) ∗ supSAi(X). The aggregated probability of
St∼t+SAi

belongs to SAi is defined as follows.

aggr p(SAi, St∼t+SAi
) =

∑
X⊆St∼t+SAi

,X∈ESPSAi

dpower(X) ∗ supSAi(X) (1)
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where supSAi(X) is the support of X in SAi. The ESP measurement of each
activity are then normalized by dividing them using the median probability
value in the training instances of that activity. Finally, the ESP measurement is
defined as follows.

esp(SAi, St∼t+LSAi
) =

aggr p(SAi, St∼t+LSAi
)

base p(SAi)
(2)

where base p(SAi) is the median probability value of aggr p(SAi, St∼t+LSAi
) in

the training data.
In addition to the ESP measurement, we model activity correlation (i.e., when

an activity SAj has been performed, the probability of another activity SAi be-
ing performed) in the design of our sequential activity model. We use condition
probability to model correlations between activities. We define the activity corre-
lation probability of SAi as P (SAi|SAj), which is the conditional probability of
SAi given SAj . The activity correlation probability for each sequential activity
can be easily obtained from the training dataset.

4.3 Interleaved and Concurrent Activity Models

The design of complex activity models is crucial. A common practice is to train
both interleaved and concurrent activity models from complex activity instances.
We design our complex activity model based on our sequential model only, elim-
inating the need for training. To illustrate, we denote CAi as both interleaved
and concurrent activities. We denote CAi as SAa & SAb) for an interleaved
activity and SAa + SAb for a concurrent activity, where two single sequential
activities SAa and SAb are involved in. We set the number of single activities
involved in interleaved or concurrent activities to two for illustrations although
in theory it can be more than two. We define the sliding-window length of CAi

as LCAi = LSAa +LSAb
, and use LCAi to get the test instance St∼t+LCAi

. Since
an instance of CAi containing both ESPSAa and ESPSAb

(i.e., some of the
steps that belong to SAa and SAb respectively are interleaved or overlapped),
the ESP measurement of CAi can be computed as follows.

esp(CAi, St∼t+LCAi
) = max[esp(SAa, St∼t+LCAi

), esp(SAb, St∼t+LCAi
)] (3)

The computation of activity correlation probability for interleaved and concur-
rent activities can be quite complex. There are three cases: a sequential ac-
tivity followed by an interleaved or a concurrent activity, an interleaved or a
concurrent activity followed by a sequential activity, and an interleaved or a
concurrent activity followed by another interleaved or concurrent activity. Given
the rational that a higher condition probability implies a stronger activity cor-
relation, we choose the maximum value of all possible condition probabilities
for all these cases. To illustrate, given CAj , where CAi = SAa & SAb or
CAi = SAa+SAb, the activity correlation probability of CAi, where CAj = SAc

& SAd or CAj = SAc + SAd, can be computed as follows.
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P (CAi|CAj) = max(P (SAa|SAc), P (SAa|SAd), P (SAb|SAc), P (SAb|SAd))
(4)

The computation of P (SAi|CAj) and P (CAi|SAj) follows the same method.
In summary, our activity model for sequential, interleaved and concurrent

activities is defined as follows.

Definition 4. (Activity Model) Given a time t and an activity Aj which ends
at t, for each activity Ai, a test instance St∼t+LAi

is obtained from t to t+LAi ,
the activity model of Ai is then defined as follows:

model(Ai, Aj , St∼t+LAi
) = esp(Ai, St∼t+LAi

) ∗ P (Ai|Aj)

4.4 The ESPar Algorithm

We are now ready to classify activities based on the above model. We first use a
sliding window based algorithm to segment the sequence. For each possible ac-
tivity, we obtain the test feature vectors using its corresponding sliding window
(the length is the average duration of this activity), and compute the proba-
bility based on Definition 4. We then assign the activity label with the highest
probability to the feature vectors. The process can be applied recursively to the
entire sequence. However, since the sliding-window length of each activity is an
approximation of its actual length, the segmentation may not be accurate. To
overcome this drawback, we use a boundary detection algorithm in [8] to detect
and adjust the boundary between two adjacent activities so that the next sliding
window can be applied from the correct boundary.

5 Empirical Studies

We now move to evaluate our proposed algorithm. In this section, we first de-
scribe the trace we use, and then present and discuss the results obtained from
a series of experiments.

5.1 Trace and Methodology

We use a real-wrold trace collected in [8]. The dataset consists of 26 sequen-
tial activities, 11 interleaved activities and 13 concurrent activities with a total
number of 532 instances. We use ten-fold cross-validation (a common technique
to evaluate predictive models) for our empirical studies. Note that the training
process involves sequential instances only.

We evaluate the performance of ESPar using time-slice accuracy which is a
typical technique in time series analysis. It represents the percentage of correctly
labeled time slices. The length of time slice Δt is set to 15 seconds as our ex-
periment shows different Δt does not affect the accuracy much. This time slice
duration is short enough to provide precise measurements for applications. The
metric of the time-slice accuracy is defined as follows.

T ime slice =
1

N

N∑
n=1

[inferred(n) = true(n)] (5)
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Fig. 2. Breakdown for type of activities Fig. 3. Breakdown for overall accuracy

where [inferred(n) = true(n)] produces 1 when true and 0 when false; N = T
Δt ,

i.e., the total number of time slices.

5.2 Accuracy

In this experiment, we evaluate the accuracy of ESPar. ESPar achieves an ac-
curacy of 91.61% for sequential activity, 92.26% for interleaved activity, 92.32%
for concurrent activity, respectively, and an overall accuracy of 91.89%. Figure 3
shows the breakdown for the overall accuracy, and Fig. 2 shows the breakdown
for type of activities. One observation is that we obtain similar results for all the
three types of activities. Most confusion takes place in the following three cases:

Case 1: A sequential activity is predicted as another sequential activity, e.g.,
for a sequential activity washing face, our result shows while 51.2% of its en-
tire observation sequence is predicted correctly, 16.3% of them is predicted as
brushing teeth and 14.1% of them is predicted as brushing hair.

Case 2: In a complex activity, only one of the sequential activities is de-
tected and the other one is missed, e.g., for an interleaved activity reading
book/magazine & using phone, while 76.1% of its entire observation sequence
is predicted correctly, 19.1% of them is predicted as reading book/magazine (i.e.,
using phone is missed).

Case 3: A sequential activity is predicted as an interleaved or a concurrent
activity, e.g., while 75.6% of the entire sequence of reading book/magazine is
predicted correctly, 23.9% of them is predicted as an interleaved activity reading
book/magazine & using phone.

To analyze the above results, we suggest a number of reasons for Case 1.
Firstly, we observe many similarities among these activities such as similar hand
movements and the same location. Secondly, RFID sensors may not work in
some activities such as washing face since face towel is not tagged, or fail to
detect tagged objects due to out of range. Thirdly, many tagged objects may be
placed in close proximity. As a result, sensor noise may be introduced to the data
stream. For Cases 2 and 3, the above possibilities may hold as well. In addition,
for the two activities involved in a complex activity, ESPar seems to bias to the
longer one. Possible solutions include adding more sensor modalities, which we
leave for our future work.
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Table 2. Comparison Results

Classifier
Accuracy

Remark
Sequential

Activity

Interleaved

Activity

Concurrent

Activity
Overall

ESPar 91.61% 92.26% 92.32% 91.89% pattern based model

HMM 70.99% N.A. N.A. 70.99% temporal probabilistic model

CRF 86.93% N.A. N.A. 86.93% temporal probabilistic model

5.3 Comparison Studies

In this experiment, we compare ESPar with temporal models (HMMs and CRFs).
The results of the temporal models are based on sequential activities only since
both models can not be directly applied to recognize complex activities. For a
fair comparison, we use the same training and testing datasets for all the models.
Table 2 summarizes the results.

For each dataset, an HMM was trained and the Viterbi algorithm was used to
recover the state sequence; similarly for CRF. The result is shown in Table 2. ES-
Par outperforms both CRF (86.93%) andHMM (70.99%). This result can be prob-
ably explained as follows: First, the amount of training data is relatively small. In
such circumstance, mining the differences between classes tends to be more effec-
tive for building a discriminative model. Although CRF is also a discriminative
model, it focuses on mining the regularities in which a large amount of training
data is typically required. This result reveals that ESPar tends to be more effi-
cient with the same amount of training data. HMM, as a generative joint model,
is least effective due to the known shortcomings such as over-fitting the training
data and strong independence assumptions. ESPar also outperforms the Emerg-
ing Pattern based model [8], demonstrating that the ESP-based model is more
efficient because it mines not only the differences between classes, but also the
inherent ordering among activity sequences.

6 Conclusions

In this paper, we study the problem of recognizing sequential, interleaved and
concurrent activities using a BSN. We propose a novel Emerging Sequential
Pattern, and demonstrate that, leveraging on ESP, both simple and complex
activities can be effectively recognized in a unified framework.

For our future work, we will integrate more sensors such as acoustic sensor and
gyro sensor into our BSN. The more sensor modalities we use, and the stronger
ESPs we obtain. We will also explore the concept of ESPs to other classification
tasks.
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Abstract. For location in indoor environments, the fingerprinting technique 
seems the most attractive one. It gives higher localization accuracy than the 
parametric technique because of the existence of multipath propagation and fast 
fading phenomena that are difficult to model. This paper introduces a novel 
positioning system based on wireless the IEEE802.15.4/ZigBee standard and 
employs Support Vector Machines (SVMs). The system is cost-effective since 
it works with real deployed IEEE 802.15.4/ZigBeeTM sensors nodes. The whole 
system requires minimal setup time, which makes it readily available for real-
world applications. The resulting algorithm demonstrates a superior 
performance compared to the conventional algorithms. 

Keywords: Location-based Services, Support Vector Machines, Radio 
Mapping, RSSI, Underground mines. 

1   Introduction 

Wireless sensor networks are becoming more and more popular in many areas such as 
agriculture activity, construction, industrial, manufacturing plants, large buildings, 
and so on. In these environments it is preferable to set up a wireless network rather 
than the traditionally wired sensor network because the flexibility and freedom that 
can provided. Based on the wireless infrastructure, a many new and promising 
applications are coming into our lives [1].   

Even if the main applications of wireless sensor are security and environmental 
data monitoring, they can be used to locate and track people and objects.  The 
technique is based on the received signal from a few anchors (node with known 
location) and some traditional location algorithm. This application is called the WSN 
positioning system [2].  

Location tracking systems has brought tremendous benefits, especially to the 
mining industry; one of its benefits is to help keeping track of miners and equipment 
is a challenge in any the underground mines.  
                                                           
∗ Corresponding author. 
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To implement a successful WSN-based location application, the most important is 
to locate sensor node accurately, at least within an acceptable range, to pin-point the 
user’s positioning. 

In practice, two types of location techniques are used: the first one is based on 
received signal information [2]-[4] and the second is the fingerprinting technique [5]-[8].  

In the first technique, an important factor is to find the mechanisms for physical 
distances/angles measurements [9]. Several techniques have been used. The most 
known are the angle of arrival (AoA), the received signal strength (RSS) and the time 
delay information (ToA).  

However, the performance of this localization mechanism is largely determined by 
both physical distances measurements mechanism and radio propagation channel 
characteristics.  As a result, this positioning algorithms may not provide optimum 
performance in indoor environments, which necessitates the design of new 
positioning algorithms for indoor geolocation systems 

The second approach is fingerprinting technique. This technique assumed that the 
characteristics of the propagation signal are different at each location of the zone of 
interest. In other words, each location has a unique fingerprint or signature in terms of 
propagation characteristics [7].  

The basic idea of the fingerprinting positioning algorithms is simple. Each location 
spot in the area of interest have a unique signature in terms of the RSS observed from 
different sensors.  A fingerprinting technique determines the unique pattern features 
and then this knowledge is used to develop the rules for recognition. 

This technique seems to be the most attractive particularly for indoor environments 
and small coverage areas. In fact, a judicious sensor network planning can significantly 
reduce the estimation errors of the location metrics caused by the both NLOS and 
multipath propagation condition.  Therefore, the structural information of the sensor 
network can be easily employed in the intelligent positioning algorithms [9]. 

In this paper we present a new ZigBee–based sensor networks for localization in 
underground environments.  Amongst all of the possibilities of choosing methods of 
positioning, we focused on the received signal strength method along with 
fingerprinting. So, in the first time, a measurement campaign was conducted in an 
experimental underground mine to collect the RSS from two transmitter sensors 
nodes. We use RSS as a metric instead of trying to extract the ToA or AoA which is 
more challenging task at the physical layer.  Secondly, we introduce localization in a 
cooperative technique when two transmitters’ nodes share the responsibility of 
estimating the position of mobile node. 

After building the database, we introduce a new algorithm which uses the support 
vector machine technique as a matching algorithm to localize. Then we present the 
performance of localization algorithm in terms of mean localization squared error is 
evaluated. 

The remainder of the paper is organized as fellows. Section 2 provides an overview 
of localization systems. The importance of the fingerprinting method is also 
examined. Section 3 describes the testbed development and discusses on the SVM 
which is used as the matching algorithm for localization.  Section 4 provides the 
details of measurement scenarios and discusses on the result. Finally, Section 5 
summarizes the results and discusses the future work which can be done through this 
testbed measurement. 
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2   An Overview of Fingerprinting Localization Techniques 

The technique using the RSS fingerprint was applied for the first time in the RADAR 
system [5] for a mobile user’s location on a second floor of a 3-storey building. It 
opened the door for many different techniques to be applied for the localization 
problem.  

For example, Nibble [10] is one of the first systems to use a probabilistic approach 
for location estimation. To date, Ekahau’s Positioning Engine Software [11] claims to 
be the most accurate location system based on probabilistic model; they claim a one-
meter average accuracy with a short training time. 

 Statistical learning theory [12] and neural networks [6], [7], [8], have also been 
investigated for localization. Some works [13], [14] also try to aggregate localization 
data from different technologies (e.g., Wi-Fi and Bluetooth) in order to achieve finer 
accuracy. 

Another emerging approach that has better accuracy and potential is Ultra 
wideband (UWB) technology. The large bandwidth provides high time-domain 
resolution which in return provides better ranging accuracy [15]. 

In underground mines, the geolocation can be placed in two main categories: 
commercial, like task optimization, logistic, traffic management in galleries and the 
most important factor, miners’ safety. 

Accurately predicting the location of an individual or an object definitely can be a 
difficult task producing ambiguous results because of the harsh wireless environment.  

Few works have been carried out in underground mining environments [2], [6], [7], 
[8]. The characteristics of underground mining environments differ from other 
traditional indoor environments since the roughness of its walls leads to scattering of 
the RF signal. Thus, underground mining environments have specific radio 
propagation characteristics.  

On one hand, the harsh site-specific multipath environment in underground mines 
introduces difficulties in accurately tracking the position of objects or miners. The 
growing interest and demand for such applications dictates examining position 
estimation more carefully. The underground mines propagation channel poses a 
serious challenge to system designers due to the harsh multipath environment. 

On the other hand, the structural information of the wireless network can be used 
in the intelligent positioning algorithms. The small (relatively) coverage of 
underground mines, as compared without outdoor environment, makes it possible to 
conveniently conduct extensive pre-measurements in mine gallery. 

The main contributions of this paper are: 

(1) Investigate more profoundly on the location problem in indoor environment 
and particularly in underground mine. This task is considered as important for 
many applications.  

(2) Developing a testbed for RSS-based indoor positioning systems. 
(3) Using ZigBee signal as reference for our localization system. The current trend 

for localization is based on IEEE 802.11standard. However the main limiting 
factor of localization systems for underground mines is the absence of line of 
sight (LOS). In an underground mine, the surface and the architecture are often 
irregular. The localization system based on a wireless sensor network can 
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solve this problem. Instead of employing a few relatively expensive 802.11 
access points, we can use several inexpensive ad-hoc sensor nodes to estimate 
the position of an object. In addition, it is easier to exploit the small size of 
ZigBee nodes compared to a PC Laptop for example. 

(4) We adopt cooperative localization technique where more than one transmitter 
nodes shares the responsibility of estimating the position of the receiver node 
in experimental underground mines.  

(5) We present an efficient algorithm based on SVM technique for location. The 
proposed algorithm is practical and scalable. The choice of this point is 
motivated by the high performance of SVM compared to other classification 
technique such as Neural Networks. 

3   Design of Indoors Positioning System 

Concurrently, there has been an increasing deployment of wireless sensor networks in 
many domains including mining industry. The popularity of wireless sensor networks 
opens a new opportunity for location-based services. 

In our localization system, mobile node measure RSSI from two fixed nodes.  The 
collected data is compared by this mobile node with a known data base in under to 
estimate his location.  

3.1   Characteristics of the Sensor Nodes 

When choosing deployment of WSN in underground mine, it should be necessary to 
make a compromise between conflicting requirements. The priority is to insure a 
robust global network with battery-operated nodes.  

Wireless communication is achieved with a transceiver compliant with the IEEE 
802.15.4/ZigBeeTM standard. ZigBeeTM is a global standard for wireless network 
technology that addresses remote monitoring, environmental data measurements and 
control applications.  ZigBeeTM is an open specification that enables low power 
consumption, low cost and low data rate for short-range wireless connections between 
various electronic devices.  

3.1.1   Hardware Description 
The Silicon Laboratories 2.4 GHz 802.15.4 Development Board (DB) provides a 
hardware platform for the development of 802.15.4/ ZigBeeTM networks. The DB 
includes a Silicon Labs 8051-based MCU, a Chipcon CC2420 RF Transceiver, a 
JTAG (Joint Test Action Group or IEEE 1149.1 standard) connector for in-circuit 
programming, an assortment of programmable buttons and LEDs and a USB interface 
for connecting to the host computer. 

3.1.2   Software Description 
The 2.4 GHz ZigBeeTM development kit contains all necessary files to write, compile, 
download, and debug a simple IEEE 802.15.4/ ZigBeeTM -based application. The 
development environment includes an IDE, evaluation C compiler, software libraries, 
and a several code example. The software library includes the 802.15.4 MAC and 
PHY layers.  
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The ZigBeeTM demonstration provides a quick and convenient graphical PC-based 
application. The kit also includes an adapter for programming and debugging from the 
IDE environment. 

A Network Application Programming Interface (API) contains all necessary 
network primitives to build a 802.15.4 network from a user-defined application. A 
software example illustrates the MAC API. This example builds an ad-hoc 802.15.4 
network using the included MAC API software library [16]. 

3.2   Support Vector Machines 

SVMs (Support Vector Machines) are a useful technique for data classification. SVM 
is considered easier and more powerful than the Neural Networks [17]. 

Let  ,  be the mobile node location to be determined, Θ ,  are 
the observed RSS vector form sensor A and B respectively.  

A set of fingerprint is the radio signature of many known location. For each 
geographic location ,  a known vector  Θ represented by:  

                                              Θ ,                                                               (1) 

with , ,  
where  is the received signal from transmitter node A at three adjacent positions 

(located in left, middle and right), ditto for node B. So each physical location is 
characterized by six parameters.  

When the mobile node changes his location, the parameter of vector Θ changed. 
We can get data sample D Θ,  by sampling ,   and Θ ,  in grid. 
The input of    is RF signal (featured by RSSI) and output is location (coordinate).  

Given training set (here D Θ, ), the support vector machines require the 
solution of the following optimization problem: 

 

                                  , , wTw C ∑ ξN                                                       (2) 

                                   Subject to wT x b 1 ξ  
                                   ξ 0 
 

Here training vectors  are mapped into a higher dimensional space by the function  
 . SVM finds a linear separating hyperplane with the maximal margin in this higher 

dimensional space. C> 0 is the penalty parameter of the error term. Furthermore,  , ′ T  is called the kernel function. 
We can change linear inseparable problem of (2) in lower dimension space into 

linear inseparable problem in higher dimensional space by kernel function , ′ . 
The optimization result is as follows: 

                                           (3) 

In localization phase, the input of system is the collected RSS vector Θ′ ′ , ′    
of the mobile. The output of the system is the estimated location  ′ ′, ′  of the 
mobile node. 

We choose LS-SVM [18] to build model. LS-SVM is an improvement version of 
the standard SVM. It is simple-calculation, can improve convergence speed, and 

 



Indoor Cooperative Positioning Based on Fingerprinting and Support Vector Machines 119 

suitable for WSN for resource constraints.  Here we chose the radial basis function 
(RBF) given by: 

                                                  (4) 

The SVM-based localization mechanism is represented in figure 1. 

 

Fig. 1. Simulation procedure of sensor networks localization system 

3.3   Closest Neighbor (CN) 

Our algorithm will be compared with classical algorithm in pattern recognition class 
is called the closest neighbor (CN) or nearest-neighbor (NN) [19]. In this algorithm 
mobile sensor compares an observed RSS vector with all available fingerprints in the 
reference radio map and finds a reference point with the smallest Euclidean distance 
in signal space and reports that as the current location of the device. Suppose that MS 
observes Θ^′. The Euclidean distance between this vector and the k-th reference point 
entry in the radio Θ is given by: 

                                 ∑ Θ Θ                                                  (5) 

The CN algorithm maps the location of MS to an entry on the radio map. 

4   Measurement Setup and Results 

4.1   Experimental Testbed 

The measurement campaign necessary to build the fingerprints’ database has been 
carried out in an underground mining gallery. Figure 2 shows digital picture of the 
underground mine gallery. It has a width of approximately 2.5 m, a length of 72 m 
and is located at 70 m below the level of the ground. Two transmitter node (Tx node 
A and B) are located on the ceil of the mine gallery.  
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Fig. 2. Illustration of underground mine gallery and the deployment of the node (A) 

 
Fig. 3. Layout of the underground mining gallery used for measurements 

The mobile node start form 1 m with regard to the node A (reference node) to 105 
meter. The grid spacing between two adjacent mobile user’s locations was set to 1 m 
along the x-axis and 0.8 m along the y-axis. At each location, the RSS value has been 
recorded in each three point (left, middle and right). A set of RSSs has been collected 
at 630 (105*3*2) different mobile user’s locations. All the measurement locations are 
shown in Figure 3.  
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As for the pattern-matching algorithm, the SVM has been trained with the 530 
location points leaving the remaining 100 points for localization purposes. 

4.2   Reference Radio Map 

In figure 4, received power measurements signatures are recorded follow the gallery 
long. The received power is recorded at uniform distance step from the source emitter 
following a route located at the gallery center, a route following the right lateral wall 
and the route following left lateral wall of the gallery. So for each separation distance 
three data were collected (middle, left, and right).  

4.3   Separation of Location Fingerprint 

The performance of indoor positioning systems depends greatly on the separation of 
location fingerprints. A location fingerprint corresponding to a location can be 
identified correctly if it is difficult to classify it (incorrectly) as another fingerprint by 
a pattern classifier [20].  

Theoretically, a change in RSS is proportional to the logarithm of the distance 
between a transmitter and a receiver. Therefore, two different locations with different 
distances from the same transmitter node should have different average RSS values. 
However, in practice the RSS is a random variable that has its value fluctuating 
around the average value due to the dynamics in the environment. These fluctuating 
values can be grouped to get her as patterns of RSS at a particular location. 

 

Fig. 4. The received power measurements signatures 
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Fig. 5. Signature separation problem of four location 

Figure 5 shows two-dimensional plots of patterns form node A (x-axis) and node B 
(y-axis). The group of patterns at each location can be called the location fingerprint 
of that particular location. From the plot, patterns of each location can be grouped 
together as a cluster.  

This figure indicates that RSS’s patterns can be separated by a separate cluster. 
Each signature is well distinct. This good indication is useful for localization 
mechanism.  

4.4   Localization Results 

The performance of the presented localization techniques will be evaluated using the 
CDF graph. The first two plots show the results of the SVM localization technique 
based on cooperative localization (node A and node B). The third plot represents the 
position errors when using SVM with only one transmitter node. The last plot shows 
the results of using the localization technique based on closet neighbor. 

As shown in Figs.  6, closet neighbor algorithm provides the worst results. Form 
the results 3.03 meter of localization error is needed to cover 90 % of the testing data. 
The positioning error when only one transmitter is used is around 2.2 m for 90% of 
the testing data. However, when two nodes are used for localization (the cooperative 
localization), this error decrease to 1.45 m for 90 % of testing data. This can be 
explained by the size of signature location (six parameters instead of three when one 
transmitter is used).   
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Fig. 6. CDF  plots  of  the  position  estimation  errors  at  a  receivers’  several localization techniques 

5   Conclusion 

This paper has described the implementation of a novel algorithm, based on a set of 
support vector machine (SVMs) applied to ZigBee RSS fingerprinting technique in an 
underground mining gallery. We investigated the performance of our system 
experimentally. The advantage of our technique is that it does not use coordinates, 
special hardware is not required, and it is simple and robust in dynamic environments. 
The performances in terms of localization accuracy of algorithm is evaluated and 
compared to a conventional algorithm. The experimental results showed that the 
percentage of measurement points where our system could localize the mobile node 
with a median distance error of 0, 67 m. The algorithm performs slightly better than 
the conventional closet neighbor algorithm (median error distance is 1. 4 m). 

In the future our algorithm will be compared with other more sophisticated 
algorithm such as generalized radial neural network. 
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Crowd Sourcing Indoor Maps with Mobile Sensors 

Yiguang Xuan, Raja Sengupta, and Yaser Fallah 

University of California, Berkeley 
Berkeley, CA, U.S.A., 94720 

Abstract. The paper describes algorithms required to enable the crowd sourcing 
of indoor building maps, i.e., where GPS is not available. Nevertheless to 
enable crowd sourcing we use the 3-axis accelerometers and the 3-axis 
magnetometers available in many smart phones and the piezometer in a Nike 
running shoe. Volunteers carry the sensors while walking around in buildings, 
and use some application on their smart phone to send the data to a mapping 
server. We present the algorithms to obtain walking trajectories from the data 
by dead reckoning, and to estimate indoor maps with multiple walking 
trajectories.  

Keywords: crowd sourcing, indoor mapping, dead reckoning. 

1   Introduction 

Open map systems (e.g., openstreetmap.org, waze.com) are viable today due to the 
rise of crowd sourcing. Open map systems combine two major sources of data: GIS 
databases and motion trajectories contributed by the crowd. Any person with a GPS 
receiver/logger on an increasing number of consumer devices can record his/her own 
trajectory and send it in to help an open map system. However, this approach does not 
work when the GPS signal is poor or not available, for example, within buildings. 
Thus the objective of this paper is to explore ways to crowd source indoor maps 
without relying on GPS. 

The literature shows how to navigate and map indoor environments with relative 
and absolute positioning technologies other than GPS. For example, [1] describes the 
use of laser to scan buildings from outside through windows and map the interior of 
buildings. The quality of the map depends on obstructions due to the windows. The 
work in [2] uses radio frequency (RF) ranging to measure the distance from a sensor 
worn by a person to multiple base stations, and then triangulate to localize the person, 
in a manner similar to GPS. The accuracy of the positioning depends on the severity 
of the multi-path effect. These mapping methods require the installation of a bases 
station infrastructure. 

In the relative positioning literature, maps are built using inertial navigation 
systems (INS) and imaging sensors such as vision, lidar, sonar, or radar. A robot 
equipped with such sensors navigates through the environment to be mapped without 
any absolute position measurement [3, 4, 5, 6]. [7] describes the use of a compass and 
an accelerometer to locate personnel within buildings. The work is similar to ours, but 
requires the compass to be fixed with known orientation. 
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We focus on indoor mapping using smart phones (iPhone or G-Phone) and Nike 
shoes. This paper describes the algorithms developed to crowd source indoor maps.  
We envisage people carrying these phones and wearing piezometer equipped shoes 
installing an application and communicating data to the mapping server. The shoe 
automatically networks with the phone. Our algorithms utilize the 3-axis 
accelerometers and 3-axis magnetometers on the smart phone. These are fused with 
the piezometer in the Nike running shoe. We do not need prior information about the 
orientation of the sensors as in [7]. 

The rest of the paper is organized as below. Section 2 introduces the sensors 
involved; section 3 presents the methodology to produce walking trajectories with the 
sensors; section 4 describes how floor map is estimated; section 5 summarizes and 
discusses the result. 

2   Sensors 

The 3-axis accelerometer and magnetometer used in this study are integrated in a G-
Phone. The G-Phone coordinate is defined as in Fig. 1a: +x direction extends along the 
short edge of the screen to the right; +y direction extends along the long edge of the 
screen to the front; +z direction extends perpendicularly out of the screen. The G-
Phone measures its own accelerations and the magnetic intensity along the three axes 
at a frequency of about 46Hz. The bias in the magnetic intensity measurements is well 
documented [8, 9], and can be calibrated by simply rotating the G-Phone along its 
three axes. 

  

(a)    (b) 

Fig. 1. The devices. (a) G-Phone with its three axes; (b) Nike sensor 

The piezometer is mounted under the inner sole of the Nike shoe, as shown in  
Fig. 1b. The sensor measures the amount of time that the foot spends on the ground, 
and estimate pace based on the contact time [10]. The information is then sent to and 
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recorded in an iPod or iPhone. The iPhone/G-Phone mix is only to facilitate data 
collection as a proof of concept. We envision that for a real application, data will be 
collected from a single platform. 

During our study, volunteers walk around within the same building multiple times, 
carrying the G-Phone and wearing the Nike+ sensor. The logged data are used to map 
the building. We make the following assumptions to create an experiment simple 
enough for a proof of concept: (1) the map is restricted to one floor; (2) the hallways 
are straight, and are parallel or perpendicular to each other; (3) the orientation of the 
G-Phone is unknown (i.e., we do not know how people carry it during data 
collection), but is fixed or changes slowly with respect to the trunk of the volunteer 
(for example, as happens when carried in a chest pocket or backpack). 

3   Navigation 

The methodology for navigation is described in three steps. First, the orientation of 
the G-Phone is estimated with the measurements of the gravity and the magnetic 
north. Second, the walking direction is estimated with some human walking patterns. 
Finally, walking speed is estimated with the piezoelectric accelerometer. Then dead 
reckoning is applied to produce the walking trajectories. 

3.1   Estimation of Phone Orientation  

Besides the G-Phone coordinates, we define the world coordinate, with +E/+N/+U 
direction pointing to magnetic east/magnetic north/vertically up. Thus the orientation 
of the G-Phone can be described by a transformation matrix 

X Y Z

X Y Z

X Y Z

e e e

n n n

u u u

=
⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

T , 

where unit vectors along the +E, +N, and +U direction can be expressed as 

[ ]T

X Y Z
e e e=e , [ ]T

X Y Z
n n n=n , and [ ]T

X Y Z
u u u=u  respectively in 

the G-Phone coordinate. With this definition, T =T T I . Also, if a vector can be 

expressed as [ ]T

G X Y Z
V V V=V  in the G-Phone coordinate and as 

[ ]T

W E N U
V V V=V  in the world coordinate, then 

W G
=V TV  and T

G W
=V T V . 

To estimate the orientation of the G-Phone, some prior knowledge is exploited: the 
gravity points into the –U direction; the magnetic north lie on the plane formed by the 
–U and +N directions. So we want to estimate T , with the measurements of gravity 

[ ]T

G X Y Z
G G G=G  and magnetic field [ ]T

G X Y Z
M M M=M , knowing that 

[ ]0 0
T

W U
G= −G  and [ ]0

T

W N U
M M= −M . Interested reader can verify 

that the following procedure yield the estimate of T :  
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[ ]T=T e n u , 

where ×  denotes cross product.  
Note that the magnetic north is not the true north, and the magnetic declination 

angle (the direction of magnetic north with respect to the true north) can be looked up 
by location and by date [11].  

3.2   Estimation of Walking Direction 

Accelerometers have been widely used to predict human moving behavior [12, 13, 
14]. Here, the accelerations along the 3 axes are used to predict the walking direction 
of the volunteer, with the knowledge of two human walking patterns. These walking 
patterns have been identified previously by researchers, but they have not been used 
to predict walking direction. 

Define the volunteer coordinate: +AP (for anteroposterior) direction points to the 
front, +ML (for mediolateral) direction points to the left, and +V (for vertical) 
direction points up. We find that the acceleration along the ML axis always has the 
smallest root mean square (RMS) compared with the acceleration along the V/AP 
axis. For example, in one of our walking samples with speed 1.3 m/s, the RMS of the 
acceleration along the AP, ML, and V axes are 1.0 m/s2, 0.6 m/s2, and 2.4 m/s2 
respectively. Figure 4 of [15] confirms our finding, although the purpose of [15] is to 
estimate walking speed rather than to use this pattern to obtain the direction of 
walking. Since the average acceleration for motion with uniform speed is theoretically 
zero, the RMS can be interpreted as the intensity of motion. Thus the physical 
interpretation of this pattern is that there is less motion in the ML direction compared 
with AP and V directions.  

Making use of this pattern, we carry out a principal component analysis (PCA) on 
(part of) the time series of the 3-D acceleration. PCA decomposes the 3-D 
acceleration into three principal components, so that the first principal component 
captures as much variance as possible, and the second principal component captures 
as much of the remaining variance as possible. Thus the third principal component is 

the estimate of the ML axis ( ML ). Among the first and second principal components, 

the one closer to gravity is the estimate of the V axis ( V ), and the other is the 

estimate of the AP axis ( AP ). 

Now we have identified the axes AP , ML , and V  of the volunteer coordinate. 
But these axes are bidirectional and we need to decide whether the walking direction 

is in the AP+  direction or the AP−  direction. 
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We further find out that during walking the up and down movement along the V 
axis and the acceleration and deceleration along the AP axis are correlated. The 
acceleration along the AP axis is followed by the up movement along the V axis, then 
the deceleration along the AP axis, and then the down movement along the V axis. 
The process is shown with sample walking data in Fig. 2. [16] confirmed this pattern 
with similar experiments, though the purpose of their study is to estimate the energy 
related to walking, not to predict walking direction. 

 

(a)     (b) 

Fig. 2. Walking pattern: correlated V-axis component and AP-axis component of acceleration. 
(a) V-axis and AP-axis components vs. time; (b) V-axis component vs. AP-axis component. 

Using this pattern, one can easily determine whether the walking direction is in the 

AP+  direction or AP−  direction, based on whether the gravity lies in the V+  or 

V−  direction. The estimated walking direction is then converted from the G-Phone 
coordinate into the world coordinate with the estimated transformation matrix T  from 
Section 3.1. 

3.3   Estimation of Walking Speed  

The walking speed is estimated by measuring the contact time of foot on the ground 
with the piezoelectric accelerometer [10]. We do not have access to the contact time 
to calibrate the relationship between the contact time and the walking speed. Thus we 
use the calibration software available on the iPod or iPhone. The predicted speeds 
from the software are then calibrated against the true walking speeds measured from a 
treadmill with preset speeds. The result of the calibration is shown in Fig. 3. There are 
still errors in the speed estimation, and these errors are later diminished by 
aggregating multiple measurements. 

The walking speed can also be estimated through the RMS of the acceleration 
(from the G-Phone). The rationale is that the RMS of the acceleration, which is an  
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Fig. 3. Calibration of the speed predicted by iPod software against true speed 

indicator of motion intensity, is correlated with walking speed. There have been 
studies like this [15, 17, 18]. But the motion intensity also depends on where the 
accelerometer (or the G-Phone) is located. Thus the relationship between the RMS of  
the acceleration and the walking speed will be different depending on where the G-
Phone is located. This factor can introduce inaccuracy to the measurement of walking 
speed, and has been partially corrected by the proposed method here. 

3.4   Post-processing  

After obtaining the walking direction and walking speed in sections 3.2 and 3.3 
respectively, dead reckoning is applied to obtain the walking trajectories as post-
processing. During post-processing, we correct the trajectories, to assure that the 
hallways are straight and any two hallways are parallel or perpendicular.  

The walking direction is represented by the azimuth angles, with 0, π/2, π, and 3π/2 
indicating true north, east, south, and west. Fig. 4a shows the azimuth angle versus 
time for a sample walking trajectory. First, we discretize the azimuth angle  
by clustering, with the assumption that hallways are straight. The center of the 
clusters are shown in Fig. 4a, while the discretized azimuth angle versus time is shown 
in Fig. 4b.  

Note that the discretized azimuth angles can be neither parallel nor perpendicular 
due to distortion of the local magnetic field. To account for this problem with the 
assumption that any two hallways are either parallel or perpendicular, we define an 
independent orientation parameter to be the orientation of an arbitrary hallway. Then 
the orientation of all the hallways can be expressed by this orientation parameter plus 
or minus integer times of π/2. Thus we use the measured azimuth angles to estimate  
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(a)     (b) 

 

(c) 

Fig. 4. Adjustment of azimuth angle. (a) clustering of azimuth angle; (b) discretized azimuth 
angle; (c) correction for distortion of the local magnetic field. 

this parameter, and then express the orientation of all the hallways with the estimate 
of this orientation parameter. This adjustment is shown in Fig. 4c. If however, the 
magnetic distortion can be well corrected, then this assumption of parallel or 
perpendicular hallway is not needed. 

A volunteer walked the hallways of the 5th floor of Davis Hall at the University of 
California, Berkeley, holding/wearing the aforementioned sensors. During walking, 
the G-Phone is held still with respect to the trunk of the volunteer, but the orientation 
of G-Phone is not used in the study. Shown in Fig. 5a is the center of the hallways, 
which is comprised of two side-by-side rectangles. The aforementioned method is 
used to obtain walking trajectories (we have no information about the walls though), 
two of which are shown in Fig. 5b and Fig. 5c. With discrete azimuth angles, it is easy 
to find out when the volunteer takes a turn. Note that the north shown in the figures is 
the true north, after correcting for the magnetic declination angle.  
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(a) 

 

 (b)     (c) 

Fig. 5. True floor map and walking trajectories of the 5th floor of Davis Hall, UC Berkeley. (a) 
true floor map; (b) one sample walking trajectory; (c) another sample walking trajectory. 

4   Estimation of Floor Map  

One way to model a floor map is to represent each leg of the hallways with a length 
parameter and an orientation parameter. Not all parameters are independent. Since the 
hallways form loops, not all length parameters are independent. For example, only 
three length parameters are needed to determine the floor map shown in Fig. 5a. Also, 
all the hallways are either parallel or perpendicular, thus there only needs to be one 
parameter for orientation. We use the orientation of the northbound hallway. 

Here we propose a method to estimate the dimension of floor maps with multiple 
walking trajectories, to diminish the inaccuracies in the estimation of walking speed. 
We assume the walking always starts and ends at the same location, e.g., the elevators 
or the entrance of buildings. To integrate the floor map into a geo-coded outside map, 
this location needs to be known in some global reference, e.g., from GPS or Wi-Fi 
hotspots. 
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(a)    (b) 

Fig. 6. Imaginary floor map.  
(a) with only one loop; (b) with two loops (map of 5th floor of Davis Hall). 

The floor map is divided into loops (Fig. 6a shows one such loop). Each leg of a 
loop is represented with unknown length parameters Di (i=1 to n, n is the number of 
legs) and known azimuth angles ai (i=1 to n). Let us assume that with trajectory j 
(from 1 to mi, leg i is measured mi times for each trajectory), the measurements of Di 
is Lij. Then the estimation of Di’s can be formulated as a constrained optimization 
problem so that the total sum of squared errors is minimized: 
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Singularity problem may arise with quadratic optimization when the number of 
parameters is huge. But this is unlikely to happen because the number of parameters 
in this application is generally much less than the number of measurements. 

For our example of the 5th floor of Davis Hall, as shown in Fig. 6b, it turns out that 
the sample mean is the best estimate for Di, due to its simple geometry: 
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Fig. 7a – Fig. 7c show how the estimates of D1, D2, and D3 converge to their true 
values with increasing number of walking samples. With just six walking samples, the 
length parameters can be estimated with a relative standard error of 3%. 



134 Y. Xuan, R. Sengupta, and Y. Fallah 

 

(a)     (b) 

 

(c)     (d) 

Fig. 7. Estimation of the length and orientation parameters vs. number of walking samples. (a) 
estimation of D1; (b) estimation of D2; (c) estimation of D3; (d) estimation of the orientation of 
the northbound hallway. 

Similarly, the orientation parameter is estimated with the measured azimuth angles 
as described in the previous section. The estimate of the orientation of the northbound 
hallway is shown in Fig. 7d. With six walking samples, the orientation parameter can 
be estimated with a standard error of 0.074 radian (about 4 degrees).  

With just six walking samples, the estimated floor map has 
1

D = 26.75m, 
2

D = 

26.58m, 
3

D = 20.02m. The estimated orientation of the northbound hallway is -

0.3538 radian (about -20.3 degrees). The estimates are comparable with the true floor 
map with D1 = 26.51m, D2 = 26.51m, D3 = 19.35m, and the orientation of the 
northbound hallway -0.2934 radian (about -16.8 degrees). The estimated and true 
floor maps are shown together in Fig. 8. 
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Fig. 8. Estimated vs. true floor map of the 5th floor of Davis Hall, UC Berkeley 

5   Discussion and Conclusion 

A successful project to crowd source indoor maps includes at least the following 
problems: the relative mapping, the global mapping, and the incentive problem. The 
relative mapping problem is to make a map with the correct proportions and 
orientation. This problem is the focus of the paper. The global mapping problem 
locates the relatively correct map in a common coordinate system such as the GPS 
Universal Transverse Mercator (UTM) system. We intend to address this problem 
next by using GPS readings at the entrances and exits of buildings (trajectory starting 
and ending point) and Wi-Fi hotspot readings. The incentive problem is about how to 
motivate the crowd to collect walking data and send them to a mapping server. 
Waze.com does an excellent job on this problem. 

The contribution of this paper is a solution to the relative mapping problem. We 
proposed a methodology to estimate the lengths and orientations of the hallways. We 
then validate it by showing that we are able to estimate a floor map accurately with 
just a few walking samples. We compute the map for one floor requiring the correct 
estimation of three lengths and one orientation. The length parameters are estimated 
with a relative standard error of 3%, and the orientation parameter is estimated with a 
standard error of 0.074 radian (about 4 degrees), with six walking samples. The 
methodology should be generally applicable to other floors as long as the lengths and 
orientations of hallways can be estimated correctly. We expect the difference from 
floor to floor to lie in the number of samples required to obtain a correct map.  

As future work, the proposed method needs to be tested on more than just one 
floor. Also, our study is restricted to identify hallways within buildings. They are 
relatively easy and not a lot of samples are needed. Looking forward, there are also 
open space and stairs within buildings, which are hard to identify, these are the cases 
when “crowd sourcing” will truly be needed. 
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Abstract. The goal of this paper is to present the development of a tracking 
technology to interact with a virtual object. This paper presents the general 
procedures of building a simple, low cost tracking system by using Wiimote (a 
remote of Nintendo game console) and the Open source Computer Vision 
(OpenCV) software library as well as interfacing the tracking system with an 
immersive virtual environment (Vizard). We used an iterative position and 
orientation estimation (POSIT algorithm) which is optimized as an OpenCV 
function for extracting position parameters.  We filter out the noise in the 
coordinate values using Kalman filters. The orientation and translation of the 
tracked system are then used to manipulate a virtual object created in the virtual 
world of Vizard. Our results indicate that it is possible to implement an 
inexpensive and efficient application for interacting with virtual worlds using a 
Wiimote and appropriate digital filters. 

Keywords: WiimoteIR tracking, 6 DOF pose estimation, OpenCV, 3D TV 
visualization. 

1   Introduction 

Tracking of moving objects has a wide variety of application areas including medical 
science, interactive entertainment, gaming, control technologies and military 
applications.  Motion tracking can be performed either by tracking a moving object 
with a fixed capturing device or by capturing movement of a camera using stationary 
objects. The information related to motion in both cases is extracted and used 
according to the requirements of the systems.  

One useful technology for optical motion tracking are Infra-Red (IR) cameras 
which can report the 2D projected coordinates of IR light sources. The reported 2D 
projected coordinates of a known specific 3D arrangement of IR sources are then 
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processed to estimate the position and orientation of an object in three dimensional 
space (six Degree of Freedom – 6 DOF) using appropriate computer vision 
algorithms. 

Pose estimation and gesture recognition brings distinct advantages to Human 
Computer Interaction (HCI) in comparison to conventional input devices. These 
techniques enable users to interact with computers in a more intuitive and natural 
way. Commercially available tracking systems do not appeal to ordinary computer 
users due to their lack of affordability and reduced availability [1]. Wiimote is a game 
input device that allows the user to manipulate objects in a virtual environment, with 
the capability of sensing gestures through its accelerometer and optical sensors (Fig. 
1). It can measure yaw, pitch and roll orientations via built-in acceleration sensors, 
and report the coordinates of infra-red light sources with a resolution of 1024x768 
pixels.  

 

Fig. 1. Nintendo Wiimote controls [2] 

Due to its unique features, affordability and availability, the Wiimote handset has 
attracted great attention in recent years. It has been used not only in computer games 
but also in HCI applications. For example, a head mounted IR LED arrangement can 
replace the ordinary mouse in order to enable people with limited mobility to surf the 
internet with minimal effort [3]. The click function can be realized with a pre-defined 
voice vocabulary in this system. In the study [4], Wiimote acceleration sensor 
readings are used to control a wheelchair with simple hand gestures.  Low latency of 
the IR camera due to high refresh rates [5, 6] allows programmers to use Wiimote to 
control a virtual object [7], to navigate interactive maps [8], and build low cost 
interactive electronic whiteboards [9]. 

Our goal in this study is the development of an inexpensive 3DTV interactive 
environment for the user to interact with a virtual world, using head and ultimately, 
hand tracking.  

We use a similar methodology for tracking IR light sources as presented in [5, 6], 
to demonstrate the potential use of such 3D tracking methods in medical imaging.  
The commonly used approach towards tracking objects using an IR camera and IR  
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LED (Light Emitting Diode) beacon is to extract orientation and translational 
movements from 2D image data. The structure of our tracked object is described in 
section 2 below.  We present a method of pose estimation and its computer 
implementation in section 3.  The software environment and coding are presented in 
section 4. We present the results of filtering in section 5. In section 6 we discuss our 
findings and directions for future studies.  

2   IR Beacon Architecture   

The Wiimote has a monochrome “camera” with a resolution of 128x96 pixels.  On-
camera proprietary Nintendo hardware post-processes the camera image and outputs 
the x-y coordinates of up to four infrared light sources at a refresh rate of 100 Hz.  
The coordinates of light sources are reported with a resolution of 1024x768 pixels via 
interpolation.  There are scant details regarding the actual hardware makeup of the 
“camera” in the Wiimote (i.e. it is not clear whether it is an array device like a CCD 
chip in ordinary cameras), but it has a peak sensitivity in the IR though can also detect 
in the visible. In the Wiimote visible light is blocked with a plastic IR bandpass filter, 
which sharply attenuates light transmission below 900 nm. The combination of this IR 
filter and the spectral sensitivity of the “camera” results in the Wiimote being most 
sensitive to light around a wavelength of 940 nm [5, 6, and 10]. We conducted an 
experiment measuring the spectral properties of the IR bandpass filter as shown in 
Fig. 2.    

 

Fig. 2. Percentage transmission of light through the Wiimote’s IR band-pass filter as a function 
of wavelength. We see a sharp attenuation below light of wavelength below 900 nm.  

We used four LEDs which emit light at 940 nm wavelength in our LED beacon 
since the OpenCV pose estimation algorithm requires four non-planar points.  A 
similar LED structure was used in the applications developed in [5] and [6] (Fig. 3, a, 
b and c).   
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(a) 

(b) 

 

(c) 

Fig. 3. (a) LED arrangement used in this study, IR Beacons used in [1] and [5] (b and c) 

We used four resistances in the circuit to exceed the current limit (100 mA) for 
LEDs (Fig. 4). Resistance values are calculated using the rated forward current of 
these LEDs for a specified voltage bias and we found 3V batteries and 4 Ohms 
resistances where sufficient for our application.   

 
Fig. 4. Circuit diagram of our IR LED beacon where the LEDs (D) and associated resistances 
(R), are arranged in parallel and connected to a +3V voltage source 



 Real Time Six Degree of Freedom Pose Estimation 141 

3   Methodology and Implementation 

The Wiimote communicates bi-directionally via an on-board Broadcom 2042 
Bluetooth driver chip [11]. This allows great flexibility in wireless communication 
between the device and the computer. There are freely available Wiimote libraries for 
different programming languages such as C#, Python, Matlab and C++. As OpenCV 
is a C++ based library we chose C++ as a development environment, and we used the 
Wiiuse library for the communication with Wiimote via Bluetooth. 

There are a number of methods to estimate the orientations and positions of tracked 
objects, tagged by a constellation of tracking points [11, 12 and 13]. Among these 
methods the POSIT algorithm has some advantage since an initial pose estimation is 
not required [12]. However it suffers from a lack of accuracy when the tracking points 
lay on the same plane.  

We used the POSIT function available in OpenCV to estimate the rotation matrix 
and translation vector of a tracked IR beacon. The OpenCV pose estimation method is 
also used in [5]. Alternatively one can solve a system of non-linear equations using 
the Levenberg-Marquardt minimization method to find the orientation matrix and 
translation vectors [6]. 

In the OpenCV C++ library, the cvPOSIT function takes the physical 
measurements of the configuration of lights on the object to be tracked (which are 
assumed to be pre-measured and fixed on the beacon to be tracked), the number of 
iterations, (or iteration sensitivity) as a termination criteria, and the camera-observed 
image points in 2D (as well as camera focal length in pixels). The function returns a 
rotation matrix and a translation vector. In nearly four or five iterations the process 
finds an estimate for the object’s pose which is highly accurate [14, 15]. The use of 
extra non-coplanar points helps the algorithm to converge.  

The camera focal length is an intrinsic parameter used to compute the z-coordinate 
of the 3D coordinate system and we model the optics using a pin-hole camera model. 
From this model the focal length can be found by using the camera calibration 
functions of OpenCV. A special IR beacon arrangement (a camera calibration pattern 
or a grid), whose geometry is known precisely (such as four LEDs positioned at  
eachcorner of a square), is required to use the camera calibration routines [14, 16]. 
However, camera calibration is beyond of the scope of this study and we used camera 
parameters as reported in [5, 6]. 

An important part of all pose estimation algorithms is the correct association 
between individual light points imaged by the camera and their respective sources on 
the object to be tracked. In [6] and [21], the Wiimote’s linear accelerometer was used 
to obtain an initial point match and new poses were estimated successively with 
subsequent pose matchingbeing performed on a nearest neighborhood basis. In the 
study [5], three of the LEDs on the beacon were nearly collinear and thus the image 
points as seen by the camera lay also on a line in all poses. Thus the source and image 
point association can be achieved by applying co-linearity tests. We use a different 
geometrical approach to establish the association between the image and source 
points. Four different triangles can be constructed from four points (Fig 5).  The 
triangle which has the biggest area excludes the point D, and this is true when viewed 
in any pose. 
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Fig. 5. The view of our IR LED arrangement from the z-axis direction 

We can label point C since the vector DC constitutes the biggest angle in the 
combination of the vectors AD, AB and DC. Thus the point C can be distinguished 
from the others. Once the points, C and D are labeled, A and B can be labeled using a 
clockwise rotation check relative to point C.   

The physical arrangements of IR LEDs on the beacon we use are given in Table 1. 
From our experiments the distances between the points are sufficient to track the 
device up to two meters away from the camera. The coordinates of point A are taken 
as the origin of the system. The other point’s coordinates are then defined with respect 
to point A.  

Table 1. Coordinates of the LEDs making up our IR beacon 

Points/Coordinates [mm] x y z 
A 0 0 0 
B 105 10 0 
C 52 73 -10 
D 54 13 7 

3.1   Filtering Noisy Signal 

Every digital measurement contains noise to some extent.  Before processing the 
signals noise should be filtered out to increase the accuracy and to smooth the 
variation of the signal.  Accuracy of six degree of freedom (6DOF) IR tracking with a 
single Wiimote IR camera was evaluated in [1, 6], by comparing the tracking 
performance with a more accurate 6DOF commercial tracking system.   

 In the study [1] the Wiimote tracking developed there had errors in estimating the 
coordinate and orientation parameters of the pose: x-y-z coordinates  ~ 7-8 mm, yaw-
pitch angles ~ 0.8 degree . Nearly same levels of accuracy are reported in [6]. The 
noise values as well as the offset in the y direction of the IR beacon are apparent in 
Fig. 6.     
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Fig. 6. Gauging the accuracy of the pose estimation. Graph plots the y coordinate in mm versus 
time at a stationary position taken from the study[6]. 

From these studies one observers that the Wiimote IR camera is not suitable for 
applications where precision is required, but it is sufficient for manipulating virtual 
objects or for use as a pointing device [1].   

We can filter out the noise from the signal by applying a Kalman filter to the 
coordinates sent to the computer from the Wiimote. Kalman filtering is a powerful 
method to estimate the state of dynamical systems subject to random noise. It has 
been widely used in tracking systems to filter out noise from the signal [17]. Once the 
filter is initialized with initial state values and error covariance, the Kalman filter 
estimates the next state variables and error covariance in time by maximizing the 
posterior probability recursively and new measurements are used to update the  
estimation [14, 17].  

Kalman filtering functions are available in the OpenCV library. We used these 
functions instead of writing the filtering class from scratch. Models of the system’s 
dynamics and measurement are required for Kalman filtering.   

Given a dynamic system at time step k, we can express the state and measurement 
models (1), (2) as follows 

xk= Fxk-1+Buk+wk (1)

zk=Hkxk+vk (2)

Here, xk and zk represents the states and measured variables, uk represents the control 
input, wk and vk represents the process and measurement noise respectively [14].  F, B 
and H are the matrices representing the state transition, control input and 
measurement matrices respectively.  
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State variables in our system for an individual LED position are   
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Here dt is the sampling time (refresh rate). Since we only measure the position, our 
measured variables will be x and y. 
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The random variables wk and vk are independent from each other and they have a 
normal probability distribution [14, 18].  

P(w) ~ N(0, Q) (5)

P(v) ~ N(0, R) (6)

[ ]T
kkk eeEP =  (7)

Q, R and P represent process noise covariance, measurement noise covariance and 
error covariance respectively.  An initial state and initial error covariance matrix 
should be assigned to start the filtering process. We assigned the coordinates of the 
LEDs as an initial state as if they are estimated in a virtual preceding step by using the 
OpenCV Kalman filter functions’ state_post method. We assumed that our tracking 
system is linear and our model reflects the dynamics of the system accurately. 

The underlying aim of this assumption is to smooth the visualization of the object 
since high accuracy is not needed for our intended use (3D pointer). Thus we kept the 
measurement and process noise covariance values at very low levels.   

4   Visualization and Virtual Environment / 3D TV 

In the visualization stage, we used the Vizard Virtual Reality engine developed by 
Worldviz. By using the Vizard SDK we created a plugin that receives our tracking 
data and makes it available within the Vizard environment. We could then easily 
attach the 6 DOF location of our physical sensor to either a graphical 3D model or to 
the virtual camera position. 

In order to display our test platform in stereoscopic 3D, we used a recently released 
3D television (Samsung UA55C7000). Vizard is able to output to the display in various 
3D standards, one of which is to use side by side stereo images, a left eye scene and a 
right eye scene displayed side by side horizontally, or one above the other vertically. 
The 3D TV can then be manually set to the relevant side by side 3D stereo mode. 
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We were then able to see the results of our tracking device, which being a 6 DOF 
device moves in 3 dimensions and 3 orientations, on a screen capable of displaying 
the result in full (Fig. 7). 

 

Fig. 7. Brain Model as a virtual object 

5   Results 

We used a Kalman filter to feed pose estimation model with a low level of noise, and 
not to allow the error level to increase after the use of applied functions. The effect of 
filtered coordinates on the Roll angle is seen in the Fig. 8. 

The dotted line shows the roll angle computed using the Kalman filtered 
coordinates. There are eight coordinate values for four points. The coordinate values 
are integers and reported in the resolution of 1024x768 pixels. The errors occur  
 

 

Fig. 8. Roll angle comparison computed using filtered and raw coordinates 
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jumping the coordinate values in the neighborhood of the LEDs’ real position. The 
Kalman filter tries to estimate real position. The estimated coordinates have decimal 
values jumping between neighborhoods in small intervals.  

Although the Kalman filter reduces error level in computed Euler angles, we still 
must use appropriate filters to smooth the visualization.  In our experiments, we 
applied a moving-average filter to computed Euler angles for smoothing the 
visualization. The moving-average filter behaves as a low pass filter and attenuates 
the high frequencies. We continue to analyze the results, and design and test these and 
new filters for future phases of the project. A study of a first order low pass 
Butterworth filter on roll angle is given Fig. 9. As seen in the Fig. 9 Butterworth filter 
produces better results in smoothing the data. 

 

Fig. 9. Butterworth filtering after Kalman filter 

6  Conclusion and Future Work 

We demonstrated tracking and pose estimation of a moving IR beacon by using 
OpenCV and Wiiuse libraries. We built an IR LED beacon consisting of four non-
coplanar LEDs and estimated the pose of this beacon using the OpenCV Posit 
function. Before calling cvPOSIT function to extract the rotation matrix and position 
vector of the device we applied a Kalman filter to smooth the visualization. 

Movement of the manipulated object (in our study we used a 3D brain model) was 
very jittery before implementing the Kalman filter due to the very high level of noise 
associated with the Wiimote digitization hardware  (also found by the studies [1, 12]). 
We suspect this noise arises from the actual low resolution of the Wiimote camera 
and the resulting hardware interpolation of coordinate values within the Wiimote 
camera. 

Our results indicate that band pass filter algorithms can be used to achieve smooth 
pose estimation in virtual environments.  Wiimotes provides an inexpensive and fast 
developing hardware platform for computer vision and gesture recognition studies, 
although they cannot be used in the application where precision and accuracy is 
essential. Future research will focus on developing greater pose accuracy, greater field 
of view and the ability to track many IR beacons simultaneously. 
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Abstract. Many vehicles rely on the Global Positioning System (GPS)
to compute their locations. The inaccuracy of GPS devices means
sometimes vehicles believe they are located in different lanes or roads
altogether. Vehicular Ad Hoc Networks (VANETs) allow vehicles to com-
municate with each other using wireless means and thus connect them
in a very dynamic wireless network. The algorithm VANET LOCation
Improve (VLOCI), proposed in this work, uses VANETs and distance
measurements taken by each vehicle to improve the location estimates
provided by all GPS devices. VLOCI is shown to perform efficient when
erroneous distance measurements are present in the environment/
computations.

Keywords: vehicular ad hoc networks, localization, GPS, distance mea-
surements, location improve/refinement.

1 Introduction

VANETs are types of mobile networks—where the nodes are vehicles. The vehi-
cles are equipped with wireless communication devices allowing them to trans-
mit and share real-time information. With this information vehicles and drivers
will have up-to-date information regarding the state of traffic, allowing them
to avoid congested and other abnormally affected areas. VANETs are dynamic
with vehicles travelling at speeds up to, and in excess of, 100 km/h. This leads
to ever-changing wireless connections between vehicles resulting in some dense
(on some city roads) and sparse (on country roads) areas which change over time
(some city roads are dense only during certain hours of the day).

Many vehicles are nowadays equipped with GPS devices and it is quite possible
that most, if not all, vehicles will have these devices as well in the future. GPS
devices are accurate to within 10 metres [1]—more than the length of most
family cars—resulting in situations where the GPS device incorrectly places
its vehicles on the wrong road. Obtaining more accurate coordinates (position

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 149–161, 2012.
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estimates) allows the vehicles to construct more precise models of their local
traffic conditions.

With increased accuracy and better models, accidents can be prevented. Multi-
car ‘pile-ups’ can be avoided if vehicles know immediately that other vehicles
further in front are stopping suddenly or skidding. Although some sensors are
already providing information about the vehicles directly in front and around
the vehicle—VANETs can be used to provide information about vehicles fur-
ther away. For example, when a vehicle detects a dangerous pot hole or other
situation on the road, the exact co-ordinates of the problematic area can be im-
mediately passed on to nearby vehicles. VANETs can be used to increase driver
safety on the roads, but accurate coordinates is required for all vehicles—some
drivers may incorrectly assume an accident or other incident is occurring on the
wrong road.

This paper will look at using VANETs to improve on the position estimates
provided by the GPS devices. Every vehicle can provide their position estimate
to all vehicles within broadcasting range. It is also assumed every vehicle can
measure the distance between them and other vehicles using already existing
sensors/equipments [2,3]. When all vehicles combine the collected information,
the algorithm LOCI can be used to adjust the GPS estimated position into a
more accurate one.

An overview of previous work found in literature is presented in Section 2. Sec-
tion 3 introduces the notation and defines the problem addressed in this paper.
The method used to solve the problem is described and the VLOCI algorithm
is presented in Section 4. Section 5 describes the simulations performed to test
the devised algorithm. An discussion of the simulation results and concluding
remarks are presented in Section 6 and 7, respectively.

2 Related Work

There does not seem to be much work in literature with the idea of improving
location estimates in VANETs. There are algorithms designed to take advantage
of some nodes that have GPS, or some other positioning, functionality to allow
all nodes to compute their location.

Priyantha et al. proposed a technique called anchor-free localization (AFL)
of providing localization to wireless sensor networks [4]. Their algorithm is de-
centralised where each node starts with a random initial coordinate assignment,
and modifies its location estimates based on local distance measurements. The
only information each node collects is the relative distance to its neighbouring
nodes. With this information, the nodes construct a graph with the edges at
the measured length/weight. A mass-spring based optimization is used to ad-
just the edge lengths of the graph. The edge lengths are adjusted based on the
difference between the measured distances between neighbouring nodes and the
corresponding computed distances in the constructed graphs.

Barani and Fathy [5] looked at the problem where not all vehicles are equipped
with GPS devices or cannot receive signals from the GPS satellites. In their
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approach, the vehicles first attempt to find three neighbours within one-hop
distance. If there is only one or two neighbours within one-hop, then distance
information from neighbours within two-hop distance is used. They found when
more than 40% of vehicles are equipped with GPS, most of the vehicles in the
network will have at least three GPS-equipped neighbours. From these neigh-
bours, methods such as trilateration [6] can be used to compute their location.
Here the problem is not to improve GPS coordinates, but to provide localization
to those unable to use the GPS.

Liu and Lin [7] improved location accuracy using the least-squares technique.
Their technique is applied to cellular networks, where base transceiver stations
are established and within communication range. Results obtained in field tri-
als are compared to the co-ordinates computed by GPS devices. Consequently,
these tests assume the GPS devices provide sufficient accuracy. The mean error
produced, using their technique, is within the range of 200 metres: extremely
large for use in VANETs.

Xu et al. [8,9] have developed an algorithm for use in wireless sensor net-
works where some of the sensors are located indoors—preventing detection of
the signals from the GPS satellites. In their approach, only a subset of nodes are
GPS-equipped, while other anchor nodes also know their true locations. The re-
maining nodes are able to compute their location based on distances between the
GPS nodes and the GPS satellites, and distances between the GPS nodes and
anchor nodes; as a result, not every node uses GPS to estimate their location.
The DV-Hop algorithm is used by the remaining nodes for localization. Other
techniques also exist that utilize the DV-Hop algorithm, where its accuracy is
significantly proportional to the network density. Therefore, this cannot be used
in VANETs where the network density continuously changes. Their tests results
show the location error for the non GPS nodes achieving the same range as the
nodes which use the GPS. However their algorithm does not improve further on
this location error.

Some alternative solutions [10,11,12] are applied in situations where a subset
of nodes, usually termed anchor nodes or base stations, have knowledge of their
own positions. The remaining nodes then communicate with the anchor nodes
to determine their locations as they have no other method to estimate their lo-
cations. Similarly, Benslimane [13] addresses the situation where not all vehicles
are equipped with GPS devices, or some cannot obtain data from their GPS
devices and need to collaborate with the GPS-equipped vehicles to determine
their locations.

No work have so far been found in literature where all nodes are equipped
with GPS devices and the problem addressed is finding ways to improve these
estimates.

3 Problem Statement

The network in question is a VANET, thus the nodes are in fact vehicles. The
set of all vehicles will be denoted V . The number of vehicles in the network is
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N = |V |. Given any particular vehicle ni ∈ V , any other vehicle that ni can send
and receive messages from are deemed its neighbour. The set of all neighbours
of ni is denoted nbrs(ni) and the number of neighbours of ni is mi = |nbrs(ni)|.

Each vehicle ni is located at pi = (xi, yi) (true location) and, due to inaccu-
rate measurements, believes it is located at p̂i = (x̂i, ŷi) (computed/estimated
location). The location error for ni is the distance between its true and computed
location δi = ‖pi − p̂i‖. It is assumed that every vehicle is able to take distance
measurements between them and other vehicles. The true distance between ve-
hicles ni and nj is denoted di,j , while the distance measured by ni between itself

and vehicle nj is given as d̂i,j = ε · di,j , for some ε ∈ R. Since each vehicle is

assumed to have their own measuring device, it is also assumed that d̂i,j �= d̂j,i
because d̂i,j is the distance measured by ni while d̂j,i is the distance measured
by nj .

A metric used to gauge the performance of the localisation algorithm of a
network is the network location error (Definition 1). For each vehicle ni, its
location error is already defined as δi. The network location error is the average
of every vehicle’s location error.

Definition 1 (Location Error). Given a network of vehicles V , where each
vehicle ni believes it is located at p̂i, while its true location is pi. The location
error of the network (EV ) is defined as

EV =
1

n

∑
ni∈V

δi =
1

n

∑
ni∈V

‖pi − p̂i‖

Using the definition of network location error, the problem of localization can
be formulated as shown in Definition 2.

Definition 2 (Localization). Given a network of vehicles V , the goal of lo-
calization is for every vehicle ni ∈ V , located at pi = (xi, yi), to compute its
position p̂i = (x′

i, y
′
i) such that the network location error is minimised.

The problem of Location Improvement (Definition 3) is addressed in this pa-
per. The aim is to find a method of adjusting every vehicle’s current estimated
position p̂i such that the location error is reduced.

Definition 3 (Location Improvement). Let V be a network of vehicles. As-
sume that every vehicle ni has computed its own estimated position p̂i. The prob-
lem of Location Improvement is to find a function f which modifies some or
all of the vehicle’s estimated position such that the location error of the modified
network has minimised.

4 Method and Algorithm

4.1 Network Topology

In many situations, also addressed in literature, the topology of the network
in question is modelled as a random topology with little or no restrictions on
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a

nα

b

nβ

c d

Fig. 1. The network topology within a single lane of a road. Node nα has three neigh-
bours {a, b, nβ} and node nβ has four neighbours {nα, b, c, d}.

the nodes’ locations: a non-realistic issue in VANETs sometimes. For example,
within a lane of a road, the local network topology is already known and all
vehicles in the same lane are lined up one behind another. Figure 1 depicts the
‘lane topology.’

In this paper the vehicles are assumed to be travelling in one lane and in the
same direction. In this model a co-ordinate scheme is used where yi = yj for all
ni, nj ∈ V . Each vehicle ni ∈ V has an estimate of their position p̂i and this
information is periodically sent to its neighbours. Using their distance-measuring
device, each node measures the relative distance d̂i,j .

Road-side infrastructures (permanent, static nodes) can be used to provide
vehicles the necessary linear transformation required to convert the local co-
ordinates into their global counterparts.

4.2 Accuracy of Distance Measurements

The accuracy of the distance measurement devices refers to the values of d̂i,j in
the simulation and how far they differ from true distances di,j . Two techniques
used to measure distance are time-of-arrival and received signal strength [14].
The accuracy of these techniques can be modelled such that as the distance to
be measured increases, the accuracy of the measurements taken also decreases
[15,16]. This is how distance measuring is modelled in this paper. The statement

‘the accuracy is set to α metres’ means that d̂i,j = E ·di,j for all ni, nj ∈ V , where
E ∼ N(1, α2); N(1, α2) refers to the Gaussian distribution with mean 1 and
standard deviation α. Thus, if a vehicle is di,j meters away, then roughly 68% of

the distance measurements d̂i,j lie within the range (1−α)di,j < d̂i,j < (1+α)di,j .
Using this model, vehicles further away have a larger probability of producing

more erroneous data. The further away a neighbouring vehicle is (i.e. the larger
the value of di,j), the larger the error range of the measured distance. Measuring
the distance to vehicles within close range is more accurate than measuring the
distance to those further away.

4.3 Neighbourhood Size

Since the network is modelled as a single lane, the size of the network is straight-
forward. There are N vehicles, two are at the end points while the rest form the
line. This leads to the definition of a vehicle’s set of neighbours. Every vehicle
has at most 2M neighbours (for some M ∈ Z) they can communicate with; the
M closest vehicles in front and the M vehicles in behind. That is, M defines the
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maximum number of neighbours in either direction. Figure 1 gives an example
when M = 2. Here, every vehicle has at most 4 neighbours. Vehicle nβ has the
maximum of four neighbours—two in front and two behind—while vehicle nα

only has three.
In this paper, the statement ‘the half-neighbourhood size is M ’ means every

vehicle can communicate with up to 2M vehicles.

4.4 Computing Position Estimates

Each vehicle receives messages from its neighbours containing their estimated
positions. Additionally, each vehicle can measure the distance between itself and
its neighbours. To counter the variance in erroneous distance measurements,
multiple measurements can be taken for which the average can be used as the
final distance measurement.

If vehicles nj and ni are neighbours, then ni can obtain nj ’s estimated position

p̂j and the measured distance d̂i,j . Using these two pieces of information, vehicle
ni can calculate its position assuming that nj ’s estimated position is correct, i.e.

p̂ji = (x̂j
i , ŷi) = (x̂j ± d̂i,j , ŷj) (1)

remembering that since in this model yi = yj , the vehicles can assume ŷi = ŷj =
0. Converting these co-ordinates into global co-ordinates requires a simple linear
transformation. For generality define p̂ii = p̂i and d̂i,i = 0. The reason for the
plus/minus term in Equation 1 is that vehicle nj may be relatively in front or

behind vehicle ni and so the value of x̂j
i should be adjusted accordingly.

Now given the set of neighbours nbrs(ni), vehicle ni can construct the set
{p̂ji |nj ∈ {ni} ∪ nbrs(ni)}. With this set of co-ordinates, an average can be
computed to calculate a new estimate for p̂i. A weighted average function w :
V → R is defined in this work to estimate x̂′

i as follows:

x̂′
i =

∑
{ni}∪nbrs(ni)

w(nk) · x̂k
i∑

{ni}∪nbrs(ni)
w(nk)

(2)

This value becomes the new estimated x co-ordinate for vehicle ni. Figure 2
shows graphically how an average estimate is used to compute the new estimated
position from the cluster of points.

p̂1 p̂2p̂1i p̂i p̂2i

p̂′i

Fig. 2. The cluster of points from the computed set {p̂ii, p̂1i , p̂2i , . . . , p̂mi
i }
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This weighted average position becomes the new estimated position for ve-
hicle ni, and this is the coordinate transmitted to its neighbours in the next
turn/iteration.

4.5 The Weight Function

To compute the weighted average, a weight function w needs to be defined. As
the measured distances become more inaccurate the further away neighbouring
vehicles are, it was decided the weights should be influenced by the measured
distance d̂i,j . For example, vehicles should put more weight to the estimated
position constructed from data obtained from a vehicle that is 20 metres away,
compared to a vehicle that is 400 metres away since there is more error involved
in the calculations involving the latter case.

The weight function must therefore be inversely proportional to the measured
distance. Two functions were considered: (1) inverse functions of the form g(x) =

A/xB and (2) inverse exponential functions of the form f(x) = Ae−x2/B. In both

cases, x = d̂i,j . Thus the weight function takes the distance d̂i,j as the parameter
and gives more weight to vehicles closer to ni. The latter form f was chosen over
the alternate inverse function because results have shown g generally decreases
too quickly and better results were achieved using a function of the form of f .

4.6 VLOCI Algorithm Overview

The concepts explained in the previous section are used to design a location-
improvement algorithm that is both (1) distributed as multiple vehicles collabo-
rate to achieve the goal of improving every vehicle’s position estimates, and (2)
scalable as the number of vehicles able to participate is not restricted.

An iteration, performed by vehicle ni is the process of receiving messages
from its neighbours then updating its estimated position. The number of itera-
tions hence determines the number of times every vehicle updates its estimated
position as shown in Algorithm 3

1. Transmit a message containing the current estimated position (p̂i).
2. Wait to receive messages from neighbouring vehicles. The received messages

should contain the estimated position of the vehicle that sent the message.
3. For each vehicle a message was received from, measure the distance to it. The

vehicle that is taking the measurements should take multiple measurements
(D times) and use the average as the final measured distance. The value of
D is based on the technique used to obtain distance measurements. Smaller
values of D can be used with more accurate distance measuring devices.

4. Vehicle ni now knows the values of {p̂j, d̂i,j} for each of its neighbours.
Equation 1 is then used to compute possible co-ordinates it could be located
at. A set of these possible position estimates {p̂ii, p̂1i , p̂2i , . . . , p̂mi

i } is then
constructed.

5. The weighted average of the set of possible position estimates (Equation 2)
is calculated. This final co-ordinate becomes the new estimated position.
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while iterationCount < I do
transmitMessage(p̂i) M contains the received messages

// We have each nj’s computed position. Now measure the distance from

them.

// Wait for λ messages

wait(M) foreach Mj ∈ M do
// Use avg of D measurements.

d̂i,j =
1
D

∑D

k=1
takeDistMeas(nj)

if x̂i < x̂j then

p̂ji = (x̂
j
i , ŷi) = (x̂j − d̂i,j , 0)

else

p̂ji = (x̂
j
i , ŷi) = (x̂j + d̂i,j , 0)

end

end
// Now compute the weighted average of all the probable co-ordinates

of ni.

x̂′
i =

∑
w(nk)·̂xk

i∑
w(nk)

ŷ′
i = 0

end

Fig. 3. Algorithm VLOCI: updating position estimates (vehicle ni)

4.7 Skewed Positions

Additional scenarios were devised where the initial estimated positions were pre-
determined. A vehicle ni is said to be skewed to the left, if x̂i < xi and skewed to
the right when x̂i > xi. Figure 4 gives a examples of this concept. The number
of vehicles initially skewed to the left is γ. The remaining N − γ vehicles are
then positioned skewed to the right.

(a) Skewed to the
right

(b) Skewed to the
left

Fig. 4. Example of cars “skewed to one side”

4.8 Metric for Measuring Performance of VLOCI

The metric used to gauge the performance of VLOCI is the location error (Defini-
tion 1). The location error is the average distance between a vehicle’s computed
position and its actual position at the current point in time. The smaller the
location error, the better the computed model of the vehicle’s locations.
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Assessing how the computed positions of all the vehicles would improve over
time was the goal of the tests. The vehicles were simulated to receive GPS
measurements only once and at the beginning. Afterwards, only VLOCI was
used to further improve the position estimates.

5 Simulation Results

Simulations were performed to assess the effect of two variants in VLOCI: the ac-
curacy of the distance measuring devices α (Section 4.2) and the neighbourhood
size 2M (Section 4.3). The simulations were run with the parameters shown in
Table 1. The network itself was static and the vehicles were set to be stationary.
The weight function coefficients were chosen empirically. When vehicles were ap-
proximately 50m away the error in distance measurements were not detrimental
to VLOCI’s performance. The coefficients of the weight function were chosen to
reflect this. It was the aim of the simulations to find how the neighbourhood size
affects the rate of improvement of VLOCI and for what values of α does VLOCI
still perform adequately.

Table 1. The simulation parameters used

Parameter Value

Network size (N) 10
Half-neighbourhood size (M) 1–10
Distance measurement accuracy (α) 0–30%
No. distance measurements taken (D) 5
Distance between vehicles 20 metres
Weight function f coefficients A = 100,

B = 550
No. iterations (I) 10
No. tests per scenario 10 000
No. Vehicles skewed to left (γ) 0,1,2,3,4,5

5.1 Results

Figure 5a shows how the neighbourhood size effects VLOCI’s performance, for
half-neighbourhood sizes (M) of 1–5. To give a clearer picture of how the different
curves compare after 7 iterations, Figure 5b shows the same graph for iterations
8–10 inclusive. The distance measurement error (α) was set to zero for these
simulations to model errors only arising from the initial GPS measurements.

When the half-neighbourhood size ranges from 5–10, Figure 6 shows how
the location error reduces, for iterations 8–10 inclusive. Again α = 0. The best
results occurred when the half-neighbourhood size is set to M = 7. This is the
value M was fixed at when testing VLOCI’s ability to handle errors in distance
measurements.
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Fig. 5. The effects of local neighbourhood size on location error. Half-neighbourhood
size 1–5. α = 0.
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Fig. 6. The effects of local neighbourhood size on location error. Half-neighbourhood
size 5–10. α = 0. Magnified for iterations 8–10.

The graphs in Figure 7 show how VLOCI performs when errors are incorpo-
rated in distance measurements. For the value of α > 0.20 the location error
began to increase after the fifth iteration. When α < 0.20 the location error still
decreases during the first 10 iterations.

One of the reasons explaining why the location error begins to increase after
some time is due to how the vehicles are skewed over time. Eventually too many
cars believe they are located on the same side of their actual position. That is,
too many cars are skewed on the same side. Figure 8 shows that once all the
vehicles are on the same side (skewed to the right) the location error no longer
improves. Here α = 0.

The effectiveness of VLOCI when α = 0.1 and 0.20 and with multiple cars
skewed to one side is shown in figures 9a and 9b respectively.

6 Discussion and Analysis

The results show a definite improvement on the location error. Figures 5a, 5b
and 6 show that with accurate distance measurements (i.e. α = 0) VLOCI
does indeed improve the average location error. When α = 0 and the half-
neighbourhood size is set to M = 7, after 10 iterations the average location error
reaches a value of 2.38 meters—an improvement of 52%. With the accuracy set
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Fig. 7. Effects of the accuracy of distance measurements on location error. Half-
neighbourhood size 7.
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Fig. 8. Effects of skewness in initial positions. Half-neighbourhood size 7. α = 0.

to α = 0.20, the average location error improves by 41%, before increasing from
the fifth iteration. This is still acceptable as there is an overall improvement on
the location error after 10 iterations and due to the mobile nature of VANETs,
the vehicles sometimes cannot perform time-consuming operations restricting
the number of iterations possible.

Figure 7 shows that VLOCI still improves the location error when inaccurate
distance measurements are introduced. For values of α < 0.20 the location error,
after 10 iterations, has improved to values less than 2.7 metres. If VLOCI is set to
iterate 10 times, this value of α is an upper bound on the average location error.

Figures 8, 9a and 9b shows how VLOCI is affected when the initial position
estimates of the vehicles, relative to their actual positions, is set to have a portion
of vehicles skewed to one side (Section 4.7). When all the vehicles are skewed
to one side, the location error does not noticeably increase or decrease within
the first 10 iterations. This is because while the vehicles have adjusted their
estimated positions such that the distance between them is consistent with the
true distance, they are still skewed to the same side. There needs to be at least
one vehicle skewed to the other side to ‘pull’ the other vehicles from one side
of their true position to the other. As expected, the best results occur when
approximately half the vehicles are skewed to one side (and the other half skewed
to the other side). Even when only one vehicle is skewed to one side, the average
location error still improves.
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Fig. 9. Effects of skewness in initial positions. Half-neighbourhood size 7. α = 0.1.

7 Conclusions

The VLOCI algorithm presented in this paper is shown to improve every vehi-
cle’s initial position estimate. Assuming the vehicles are connected via a VANET
and are equipped with a distance measuring device, along with a GPS device
to provide the initial position estimate, VLOCI is still able to improve locations
estimation when erroneous distance measurements are included in the computa-
tions. The effect of skewness is also shown in this paper. Only in the situation
where all vehicles are skewed to one side does VLOCI not improve the average
location error. For the remaining situations, VLOCI still reduces the average
location error.
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12. Lazos, L., Poovendran, R., Čapkun, S.: ROPE: robust position estimation in wire-
less sensor networks. In: Fourth International Symposium on Information Process-
ing in Sensor Networks, IPSN 2005, pp. 324–331 (April 2005)

13. Benslimane, A.: Localization in vehicular ad hoc networks. In: Proceedings of Sys-
tems Communications, pp. 19–25 (August 2005)

14. Boukerche, A.: Algorithms and Protocols for Wireless, Mobile Ad Hoc Networks.
Wiley-IEEE Press (2008)

15. Bellusci, G., Janssen, G.J.M., Yan, J., Tiberius, C.C.J.M.: Modeling distance and
bandwidth dependency of TOA-based UWB ranging error for positioning. Research
Letters in Communications, 1–4 (January 2009)

16. Powell, S., Shim, J. (eds.): Wireless Technology: Applications, Management, and
Security. Springer, Heidelberg (2009)



On Improving the Energy Efficiency

and Robustness of Position Tracking
for Mobile Devices

Mikkel Baun Kjærgaard

Aarhus University, Denmark
mikkelbk@cs.au.dk

Abstract. An important feature of a modern mobile device is that it
can position itself and support remote position tracking. To be useful,
such position tracking has to be energy-efficient to avoid having a major
impact on the battery life of the mobile device. Furthermore, tracking has
to robustly deliver position updates when faced with changing conditions
such as delays and changing positioning conditions. Previous work has
established dynamic tracking systems, such as our EnTracked system, as
a solution to address these issues. In this paper we propose a responsibil-
ity division for position tracking into sensor management strategies and
position update protocols and combine the sensor management strategy
of EnTracked with position update protocols, which enables the system
to further reduce the power consumption with up to 268 mW extend-
ing the battery life with up to 36%. As our evaluation identify that
classical position update protocols have robustness weaknesses we pro-
pose a method to improve their robustness. Furthermore, we analyze the
dependency of tracking systems on the pedestrian movement patterns
and positioning environment, and how the power savings depend on the
power characteristics of different mobile devices.

Keywords: energy-efficiency, positioning, mobile devices, power con-
sumption, GPS, position update protocols.

1 Introduction

An important feature of a modern mobile device is that it can position itself. Not
only for use locally on the device but also for remote applications that require
tracking of the device. Examples of such applications are geo-based information
applications [2] or proximity and separation detection for social networking ap-
plications [9] just to mention a few. To be useful, such position tracking has to be
energy-efficient to avoid having a major impact on the power consumption of the
mobile device. Optimizing the operation of mobile devices for energy efficiency
is an important issue and research is trying to address it from many angles as
surveyed in [5], for instance, by trying to lower the impact of network traffic on
power consumption [8] or by optimizing the execution at the operating system
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level [1]. Furthermore, tracking has to be robust in order to deliver position up-
dates within limits when faced with changing conditions such as delays due to
positioning and communication, and changing positioning accuracy.

As a basis for this work we divide the responsibility of remote tracking into
sensor management strategies that on the device decides how to use available
position sensors to estimate the current position and position update protocols
that controls the interaction between the device and remote services. Such a
division enables us to analyze the different combinations of sensor management
strategies and position update protocols. Position update protocols has previ-
ously been studied, e.g., by Leonhardi et al. [11]. We will denote the combination
of a sensor strategy and a protocol with Strategy:Protocol.

To quantify the impact of remote position tracking on power consumption,
we have emulated the power consumption of a Nokia N95 phone in four different
setups using the emulation tools and residential neighborhood dataset presented
in Kjærgaard et al. [7]. In the first setup (Periodic:Simple) a periodic sensor
management strategy every Tperiod seconds positions the phone using the built-
in GPS receiver and then uses a simple protocol that immediately sends the
position data using UMTS to a remote service hosted on an internet-connected
server1. In the second setup (Default:Distance) a default sensor strategy posi-
tions the phone continuously by the update rate of the built-in GPS receiver
(1Hz) and then uses a protocol that tries to minimize the number of position
updates by only sending position data when the phone has moved more than
a distance threshold Tdist meters from the last reported position. The third
setup (Default:Dead) also uses a default strategy to position the phone by the
update rate of the built-in GPS receiver and then uses a dead-reckoning proto-
col that sends an update when the distance between the current position and
a server-side predicted position from the last reported heading, speed and po-
sition becomes greater than a given threshold Tdist meters. The fourth setup
(Dynamic(EnT):Simple) uses a dynamic sensor strategy implemented by the
EnTracked system [7] that tries to minimize the needed GPS fixes based on an
accuracy limit Tacc meters and then uses a simple protocol that immediately
sends the position data to the remote service.

The average power consumption for each setup with different accuracy thresh-
old parameters are plotted in Figure 1 together with a robustness plot of the
percentage of time the distance between the real position and the server known
position is greater than the threshold. ComparingDefault:Distance, Default:Dead
and Dynamic(EnT):Simple we can notice that all three are able to lower the
power consumption with between 560mW to 734mW compared to Periodic:Simple
for the same accuracy threshold. The EnTracked system both minimize GPS
and radio consumption whereas the distance-based and dead-reckoning proto-
cols only save on radio consumption. Therefore we hypothesize that more power
can be saved by combining EnTracked with either a distance-based or a dead-
reckoning reporting protocol. However, a problem with either protocols is that
they are less robust than Periodic:Simple and for most accuracy thresholds also

1 10 m/s is used as a conservative upper bound on the speed of pedestrian movement.
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Fig. 1. Comparison of average power consumption and robustness for Periodic:Simple
(T = 10m/s ∗ Tperiod), Default:Distance (T = Tdist), Default:Dead (T = Tdist) and
Dynamic(EnT):Simple (T = Tacc).

Dynamic(EnT):Simple as shown on Figure 1. This drawback of the protocols
has been overlooked by previous work on position update protocols as they did
not consider the ground truth accuracy [3,11,10].

We make the following contributions in this work: First of all, we propose a
responsibility division for position tracking into sensor management strategies
and position update protocols and combine the sensor management strategy of
EnTracked with position update protocols which enables the system to further
reduce the power consumption with up to 268 mW extending the battery life with
up to 36% compared to the original system presented in [7]. Secondly, we propose
a solution for improving the robustness of distance-based and dead-reckoning
position update protocols that only marginally increases the power consump-
tion. Thirdly, we evaluate how the power savings and robustness depend on the
movement characteristics of pedestrian targets and the environment. Fourthly,
we analyze how the power savings and the optimal system setup depend on the
power characteristics of different mobile devices by deploying the system on the
newer Nokia N97 phone which has significantly different parameters and power
consumption levels.

2 Related Work

Previous work such as [3,10,11] has studied position update protocols to mini-
mize communication and to minimize the load on server nodes by lowering the
number of position updates. Leonhardi et al. [11] study time-based and distance-
based protocols that takes a constant positioning accuracy and target speed into
account. They study by simulation the number of updates each protocol pro-
duces and the average and maximum uncertainty of the server-known position.
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They have later extended this work to consider dead-reckoning protocols [10].
Systems that tries to minimize the number of position updates for a specific
application such as GeoPages have also been proposed [2].

A later work focusing both on sensor management strategies and position up-
date protocols is Farrell et al. [4]. They propose strategies and protocols that
take into account a constant positioning delay, target speed, and stress the im-
portance of the fact, that it is not energy-free to use the GPS constantly as
assumed by earlier work. Their solutions have been evaluated by simulation,
where they can save around 50% energy in the evaluated scenarios. They have
later extended this work for area-based tracking where they also take constant
position accuracy and communication delays into account. For an indoor sensor
network setting, You et al. [12] propose strategies and protocols that take into
account a constant positioning accuracy and delay, target speed and accelera-
tion to detect if the target is moving or not. They evaluate the techniques by
emulation for IEEE 802.15.4 signal-strength-based indoor positioning and one
of their results is that considerable energy savings can be gained from the use
of an accelerometer to detect if the target is stationary or not. In our previ-
ous work Kjærgaard et al. [7] we proposed the EnTracked system that take into
account dynamically estimated position accuracy and delays, communication de-
lays, power constraints, target speed and acceleration (to detect if the target is
moving or not). Furthermore the techniques was evaluated both by emulation
and in real-world deployments.

In comparison, in this work we extend EnTracked with position update pro-
tocols to further reduce the energy consumption. Furthermore, we propose a
method to improve the robustness of position update protocols and analyze the
dependency of tracking systems on the pedestrian movement patterns and po-
sitioning environment, and how the power savings and optimal system setup
depend on the power characteristics of different mobile devices.

3 Overview of Strategies and Protocols

As introduced earlier we divide the task of remote tracking into sensor manage-
ment strategies and position update protocols. Sensor management strategies
decide how to use available position sensors to estimate the current position.
Sensor strategies could be implemented considering relevant properties such as
position accuracy, power consumption, the availability of positioning in different
environments (e.g., outdoor versus indoor) and privacy (e.g., WiFi positioning
reveals a target’s existence). Position update protocols control the interaction
between the device and remote services which have to consider relevant prop-
erties such as server-side position accuracy, power consumption, data carrier
availability and privacy.

In this paper we focus on outdoor GPS positioning of pedestrian targets and
strategies and protocols for this setting. Figure 2 gives an overview of the consid-
ered strategies and protocols. A basic sensor management strategy is the default
strategy that delivers position updates with the rate of a position sensor. This
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strategy was implicitly assumed by prior work such as Leonhardi et al. [11].
The second strategy is a periodic strategy that with a frequency Tfrequency Hz
requests a new GPS position fix. The third strategy is a dynamic strategy that
dynamically changes the sampling rate depending on requests and availability. A
system implementing a dynamic strategy is the EnTracked system [7] which con-
sists of several elements but in this work we will consider it as a whole and refer
the reader to the evaluation of the individual elements presented in [7]. The sys-
tem consists of the following elements: distance-based scheduling, device-aware
power minimization and movement awareness. The distance-based scheduling es-
timates when the next GPS fix is needed according to an error model that takes
into account the positioning accuracy and requested accuracy. The device-aware
power minimization uses a power minimization algorithm implemented using
dynamic programming to predict when sensors has to be turned on and off. The
algorithm uses a profiled device model to ensure that the system will correctly
minimize the consumption and take into account, e.g., the delays associated with
powering on and off the GPS and the radio. The movement awareness enable the
system to switch between GPS and sensing motion using accelerometer readings.
If the system can sense that a mobile phone is not moving, there is no reason to
update the position on the server and the GPS can be switched off. But as soon
as motion is sensed, the system switches the GPS back on.

Periodic

Sensor 
Management

Dynamic

Position Update 
Protocols

Simple

Time-based

Distance-based

Dead 
reckoning

Default

Fig. 2. Overview of sensor management strategies and position update protocols

In terms of position update protocols we restrict ourselves to protocols for a
pedestrian scenario and device-controlled reporting protocols. Leonhardi et al.
[11] list the following four types of reporting protocols that applies to the pedes-
trian scenario. Simple reporting which sends an update each time a position
sensor provides a new position fix. Time-based reporting which sends an update
each time a certain time interval of Tperiod seconds has elapsed. Distance-based
reporting which sends an update when the distance between the current position
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and the last reported position becomes greater than a given threshold Tdistance

in meters. Dead-reckoning which sends an update when the distance between
the current position and the server-side predicted position from the last report
position extrapolated with the reported speed and heading becomes greater than
a given threshold Tdistance in meters. We refer the reader to [11] for a more
detailed discussion and analytical analysis of these protocols in terms of their
accuracy guaranties and communication efficiency. In this paper we will focus
on the power consumption and robustness of these protocols on actual mobile
devices. We will not consider Time-based combinations as any Default:Time
combination is more efficiently implemented as a Periodic:Simple combination
because this will lower both the GPS and radio usage.

The above discussion might indicate that out of the box any sensor strategy
can be combined with any protocol, however, one have to take care of implemen-
tation pit falls. An example is the dead-reckoning protocol which assumes that
the server can extrapolate the position as long as it does not receive new updates
from the mobile device. In the classic protocol the threshold is tested continu-
ously because a default strategy is implicitly assumed. The problem is what to
do when a movement-aware dynamic strategy avoids to provide new updates
because the device is detected not to move. In this case the server will continue
to extrapolate the position which might violate the threshold. To address this
issue we have extended the dead-reckoning protocol to test periodically if the
server predicted position is about to violate the threshold and in this case send
an extra position update with the last reported position and zero speed to stop
the extrapolation.

A problem when implementing distance-based and dead-reckoning protocols
is that they have robustness problems because they might not be able to keep the
maximum error below Tdistance due to delays and positioning errors. Previous
research such as Leonhardi et al. [11] did not observe this problem as they
only considered data collected with a highly accurate differential GPS with a
dedicated antenna in good signal conditions. In our work we focus on the more
common case of less accurate GPS receivers found in mobile phones with smaller
embedded antennas and in the non-optimal signal conditions found in urban and
residential areas. To improve the protocols’ robustness we propose to use the
GPS receiver’s estimates of it’s current accuracy agps in meters and take this
into account when evaluating if a threshold has been passed, e.g., for distance-
based reporting the threshold equation then become: dtraveled + agps < Tdistance

where dtraveled is the distance between the last reported position and the current
estimated position. This is an optimistic solution to strike a balance with power
consumption as the pessimistic solution would be to also include the estimated
accuracy of the last reported position because both the current and the last will
be effected by GPS positioning errors.

4 Improving EnTracked Using Position Update Protocols

To evaluate the extension of EnTracked with position update protocols we will
consider several datasets in the following sections. This section considers the
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residential neighborhood dataset presented in Kjærgaard et al. [7] which was
recorded on Nokia N95 phones for three pedestrian targets walking a 1.7 km tour
in a residential neighborhood with several stops. The dataset consists of ground
truth positions and 1 Hz GPS and 35Hz acceleration measurements collected
from the built-in sensors. The ground truth was collected manually by walking a
known route and collecting timestamps on a mobile device when reaching known
points on the route. As mentioned earlier we will denote the combination of a
sensor strategy and a protocol with Strategy:Protocol. For the dynamic strategy
we will add ”(EnT)” to mark that it is the EnTracked system that is used and
the protocols that implements the accuracy extension have a ”+” attached to
their name, e.g., Distance+ or Dead+.

The results for combinations of sensor strategies and protocols are shown in
Figure 3. From the figure one can observe how the results for Default:Distance+
slowly approaches it’s lower limit which is equal to the background power
consumption (62mW) plus the GPS consumption (324mW) because it only
saves radio consumption. When comparing Dynamic(Ent):Simple with Dy-
namic(Ent):Distance+ we can see, as hypothesized, that the distance extended
version is able to further decrease the power consumption with between 95mW
to 268mW for the evaluated thresholds which equals a 17% to 36%2 increase
in battery lifetime. To highlight that Dynamic(Ent):Distance+ both save GPS
and radio usage we have split up the consumption for the 200 meter threshold.
For this threshold the average power consumption of the radio was 45mW, for
the GPS it was 176mW, and for the background, CPU and accelerometer it was
63 mW. We have also evaluated Dynamic(Ent):Dead+ which also provides an
improvement comparable to Dynamic(Ent):Distance+. The main difference is
that the dead-reckoning version is a few mW better for thresholds smaller than
100 meters and a few mW worse for larger thresholds. One reason behind the
negligible improvement over the distance-based protocol is that if one compares
with ground truth the average accuracy for the speed and the heading estimates
are 0.35 m/s and 52◦ and therefore the server predictions will often be extrap-
olated in a non-optimal direction. It can also be linked to the movement style
of a pedestrian which often take turns. For the protocol part previous work [10]
has in terms of communication efficiency for a pedestrian movement style also
observed only a small decrease in the number of position updates specially for
large thresholds.

A problem with the original position update protocols as discussed in the in-
troduction is that they might not satisfy the given thresholds if the magnitude
of GPS errors are significant compared to the length of the threshold. Therefore
we have evaluated our proposal of extending the protocols to take the estimated
accuracy into account. Figure 3 shows a robustness plot of the percentage of
time the distance between the real position and the server known position is
greater than the threshold. In most cases the Dynamic(Ent):Simple protocol has
the lowest values, often below two percent. For the ten and twenty-five thresh-
olds the percentage is higher because the GPS errors alone often are enough

2 The largest percentage is for the 200 meter threshold.
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Fig. 3. Comparison of average power consumption and robustness for combinations of
sensor strategies and position update protocols for the residential neighborhood dataset

to violate the smaller thresholds as the average GPS error for the dataset is
11.8 meters. Comparing Dynamic(Ent):Distance with Dynamic(Ent):Distance+
the proposed extension is able to lower the percentage of violations with be-
tween six to eighteen percentage points. The Dynamic(Ent):Dead+ generally
performs similar to Dynamic(Ent):Distance+ except for two cases where it per-
forms worse.

5 Power Consumption and Mobility

The previous section presented results that provided evidence that the combina-
tion of EnTracked with position update protocols can lower the power consump-
tion and that the proposed extension can improve the robustness. In this section
we would like to consider how the combination performs given urban positioning
conditions and a pedestrian movement pattern with no stops. To test this we have
collected a dataset with Nokia N95 phones for three pedestrian targets walking
a 4.85 km tour in a urban environment with no stops. The dataset consists of
ground truth positions and 1 Hz GPS and 35Hz acceleration measurements col-
lected from the built-in sensors. The ground truth was collected at 4Hz with a
high accuracy u-blox LEA-5H receiver with an dedicated antenna placed on the
top of a backpack carried by the collector. The ground truth measurements were
manually inspected to make sure they followed the correct route of the target.
Using an urban setting instead of an residential setting tripled the magnitude of
average GPS errors to 29,1 meters. That the dataset does not include any stops
is adding to the difficulty because it means that EnTracked cannot save power
using motion detection, it can only save power by distance-based scheduling and
device-aware power minimization.
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The results from running different combinations of sensor strategies and pro-
tocols is shown in Figure 4. Due to the fact that the dataset does not contain any
stops the average power consumption for Dynamic(Ent):Simple is higher than
for the residential dataset especially for smaller thresholds. The combination of
EnTracked with distance-based or dead-reckoning protocols provides a decrease
in power consumption between 102mW to 274 mW. The difference between
dead-reckoning and distance-based is again insignificant. For the robustness the
percentage of threshold violations are twice as high as for the residential dataset.
This difference can be explained by the magnitude of GPS errors in the urban
dataset but again the accuracy extended version is able to lower the percentage
of threshold violations with ten percentage points except for the smallest thresh-
old of ten meters. Therefore even in more difficult conditions the combination
can provide savings while improving the robustness.
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Fig. 4. Comparison of average power consumption and robustness for combinations of
sensor strategies and position update protocols in the urban setting

6 Power Consumption and Hardware Characteristics

An interesting question is how much the preceding results depends on the char-
acteristics of the specific device. To answer this we collected a dataset with
Nokia N97 phones during the same walks as for the urban N95 datasets (the
collector carried both N95 and N97 phones). For the emulation and for the pa-
rameters needed by EnTracked we have profiled the delays, power consumption
and needed thresholds of the N97 which are quite different from the N95 as can
be seen from Table 1 which list values for both phones. To illustrate the values
as they impact the combination of Periodic:Simple with Tperiod = 60s we have
collected energy measurements on both phones which is shown in Figure 5. The
plot clearly illustrates that the power consumption for using both the GPS and
radio is lower on the N97.
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Table 1. Comparison of parameters for N95 and N97

Power Consumption Delays
N95 [mW] N97 [mW] N95 [s] N97 [s]

GPS 324 255 GPS Off 30.0 1.00
Radio idle 466 - Radio idle Off 31.3 -
Radio active 645 753 Radio active On 1.00 3.06
Accelerometer 50 51 Radio active Off 5.45 4.75
Idle 62 32

Thresholds
N95 N97

TMovement 1000 20
Anorm 3.71 2.53
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Fig. 5. Power consumption for N95 and N97 for Periodic:Simple with Tperiod = 60s

The new platform also significantly impacts the tracking results as shown in
Figure 6. Generally the power consumption of all combinations are lower. The
Periodic:Simple strategy is in this case a much better option than for the N95
data and is even better than Default:Distance which is limited by the GPS and
background consumption as noted earlier. Considering the improvements of com-
bining EnTracked with a distance-based or a dead-reckoning protocol there are
significant savings for the thresholds below 125 meters, these savings are between
50mW-300mW and above between 20mW-30mW which extends the battery life
with between 26% to 52%. Even though the savings are smaller in absolute
numbers they are at least as significant as for the N95 due to the lower general
power consumption. The robustness plot is given in Figure 6 for data collected
in urban conditions with an average GPS error of 20.6 meters. The magnitude of
GPS errors can again explain that values are higher for the ten meter threshold.
The accuracy extensions are in this case able to lower the violation percentage
with 2-7 percentage points for the distance-based combination. Therefore we can
conclude that the combined system is able to improve the power consumption
and robustness given another hardware platform.
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Fig. 6. Comparison of average power consumption and robustness for combinations of
sensor strategies and position update protocols for N97 data

7 Conclusions

The primary contribution of this paper is the responsibility division of position
tracking into sensor management strategies and position update protocols and
the combination of the sensor management strategy of EnTracked with position
update protocols which enables the system to further reduce the power consump-
tion with up to 268 mW extending the battery life with up to 36% compared
to the original system presented in [7]. Furthermore, we proposed a solution for
improving the robustness of distance-based and dead-reckoning position update
protocols that only marginally increases the power consumption. The experimen-
tal results also provided evidence that the system could save power and improve
robustness for pedestrians with a high mobility level in urban positioning con-
ditions and when deployed on a new hardware platform.

In our ongoing work we are trying to address several issues. These are: First,
propose methods for automatically determine the parameters of our device model
for new devices. Secondly, apply the proposed methods and findings to other
positioning technologies such as location fingerprinting [6].
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Abstract. RF-based localization has gained popularity because it offers
low-cost positioning solution for ad-hoc networks. The Received Signal
Strength (RSS) measured by a node has traditionally been used as a pa-
rameter to estimate location. However, RSS is not made readily available
in the ad-hoc routing protocols like some other link quality indication
parameter, e.g., Expected Transmission Count (ETX). ETX predicts the
number of transmissions required to deliver a packet over a particular
link, including retransmissions. We reveal that ETX can be shown as a
proximity indicator relative to an anchor node (i.e., node with known
position), and thereby, could also be utilized as a location estimation
parameter similar to RSS. We implement a localization plugin for the
popular ad-hoc routing protocol, Optimized Link State Routing (OLSR)
based on ETX. Our analysis and experiments show favorable results.

Keywords: Localization, Positioning System, Ad-hoc Networks, Ex-
pected Transmission Count (ETX), Optimized Link State Routing
(OLSR).

1 Introduction

Ad-hoc network is generally characterized by a large number of unattended in-
expensive nodes with varying capabilities devoid of any fixed infrastructure [1].
The mass production of cheap and low power sensors is making ad-hoc networks
more ubiquitous where the sensors are used in health-care, habitat monitoring,
inventory tracking, battle field surveillance, disaster management and forecast-
ing, etc [2]. Many of these applications require the knowledge of the positions of
the nodes.

Radio positioning techniques support virtually any wireless device, integrate
well with existing data networks, and operate both outdoors and indoors. The
Received Signal Strength (RSS) perceived by the transceiver has traditionally
been utilized in calculating the position of such wireless device. The RSS mea-
surements between a node and the anchors (i.e., nodes with known locations) are
generally converted into range (i.e., distance) estimates using either empirical or
existing RF propagation models [3], and multi-lateration algorithms are applied.
This approach of localization is called range-based. On the other hand, a range-
free scheme may discard the quantitative RSS values altogether. However, in this

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 174–185, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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approach, the successful reception of radio messages from an anchor indicates
whether the node is connected to that particular anchor or not (i.e., whether
the node is close to the anchor in space). Subsequently, some connectivity-based
algorithms like Centroid [4], APIT [5], etc. are applied for location estimation.
Range-free schemes find more applicability in ad-hoc networks comprising of
inexpensive nodes despite giving coarser accuracy. This is due to the fact that
range-based schemes require complex hardware (e.g., directional antennae) in
order to be accurate.

We aim to provide location as an add-on service for the wireless ad-hoc net-
work that requires minimum or no modification at the node’s protocol. The
commercially accessible 802.11 (Wi-Fi) network interface cards (NICs) do not
provide the RSS readings directly. Instead, a typical NIC only provides the Re-
ceived Signal Strength Indicator (RSSI) parameter, in the form of an 8-bit un-
signed integer which is intended for internal use by the NIC, e.g., to determine
whether the channel is clear to send, or to decide whether it should attempt to
roam. The 802.11 standard does not mandate how RSSI should be calculated
from the sampled RSS. As a result, different vendors tend to have their own
formulas or conversion tables for the mapping from RSS to RSSI, and vice versa
[6]. Moreover, some NICs do not report RSS in user space of the operating sys-
tem. The popular ad-hoc routing protocols (e.g., DSR [7], DSDV [8], OLSR [9],
AODV [10], etc.) also do not make RSS available through their APIs. In order to
integrate these protocols with location information, one has to make link layer
system calls for retrieving the RSS values which may incur significant overhead
for the protocol running on inexpensive sensors. Since we require a localization
solution that could be transparently run over the various types of devices or
sensors with little or no intervention, RSS option seems not too attractive.

The ad-hoc routing protocols may use some link quality metrics in order to
discover efficient path. These metrics can easily be indicative of the connectivity
of the node to its neighbors for the range-free algorithms of localization discussed
previously. The better the link quality, the more connected the node is to its neigh-
bor. Expected Transmission Count (ETX) is one such link quality indication pa-
rameter. ETX metric was first proposed in [11] to model the expected number
of transmissions required to send a unicast packet over a link, including retrans-
missions. It is calculated by taking into account the successfully transmitted and
received packets between a node and its neighbor within a certain time period. In
this paper, we propose a positioning system for ad-hoc networks based on ETX.
We analytically show ETX to be indicative of a node’s connectivity or proximity
to the anchors, and thereby, argue that it could be used to estimate its location.
We also implement a localization plugin for the popular ad-hoc routing protocol,
OLSR, based on ETX, and conduct experiments. Our experiments show favorable
results which strengthen our claim that, ETX could be used as a location estima-
tion parameter similar to RSS.We choose ETX as a location estimation parameter
for ad-hoc networks for the following reasons: i) it is readily available as an exten-
sion to the popular ad-hoc routing protocols, e.g., DSR, DSDV, OLSR, etc [11,9],
ii) it is an efficient proximity indication metric which will be elaborately discussed
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in Section 3.2, and iii) since it is a network layer metric, no interoperability issue
across different NICs as discussed in case of RSS.

The rest of the paper is organized as follows. We provide a brief description of
related works in Section 2. In Section 3, we present a brief overview of ETX, and
analyze its suitability as a location estimation parameter. In Section 4, we discuss
some localization algorithms used to obtain our results. We present experimental
findings supporting our claims in Section 5. Finally, we depict in Section 6 the
conclusions drawn, and our future work.

2 Related Work

Range-based localization techniques rely on specialized hardware (e.g., RF tags,
ultrasound or infrared receivers, etc.) and extensive deployment of dedicated in-
frastructure solely for localization purpose [12,13,14]. They provide fine-grained
location information, e.g., Active BAT [13] system is shown to have 2 cm aver-
age accuracy. On the contrary, range-free schemes [4,5,15] provide much coarser
accuracy but require no infrastructure for positioning system. Therefore, they
find applicability in localizing inexpensive nodes in ad-hoc networks. Generally,
various link layer metrics, e.g., RSS [4], ordered sequence of RSSs [15], Signal
Strength Difference (SSD) [16], Signal-to-Noise Ratio (SNR), signal quality, etc.
are utilized as location estimation parameters. DV-Hop [17], Amorphous [18]
and Self-Configurable [19] localization are proposed mainly for ad-hoc networks
that provide coarse-level accuracy. They use number of hops (a network layer
metric) to reach a node as an indication of its distance from it. To our knowl-
edge, no work in literature has tried to utilize the network layer metric, ETX,
as a location estimation parameter for ad-hoc networks so far.

There is also a third category of localization techniques which utilizes the
correlation between easily measurable signal characteristics (e.g., RSS) and lo-
cation. These location fingerprinting solutions try to build a positioning system
on top of existing infrastructure (e.g., Wi-Fi networks) [20,21,16]. Some location-
dependent signal parameters (e.g., RSS) are collected at a number of locations
as location fingerprints in an “offline training phase”. During the “online loca-
tion determination phase”, the signal parameter obtained is compared with those
training data to estimate the user location. This family of localization generally
entails a laborious training phase which may not be attractive for the low-cost
easily deployable ad-hoc networks.

3 ETX Overview and Analysis

3.1 Overview of ETX

Expected Transmission Count (ETX) is a wired/wireless link quality indica-
tion parameter. ETX predicts the number of transmissions required to deliver
a packet over a particular link, including retransmissions. The lower the value
of ETX of a link, the better the link is. The ETX of a link is calculated by
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utilizing the forward and reverse delivery ratios of the link. The forward delivery
ratio, Df , is the measured probability that a data packet successfully arrives at
the recipient; whereas the reverse delivery ratio, Dr, is the measured probability
that the acknowledgement is successfully received. Whenever a data packet is
received by a node, it sends an ACK packet to the sender to indicate its success-
ful reception. The sender will retransmit the packet only if it does not receive
the ACK packet. This incident occurs when

– the packet sent is lost, or
– the acknowledgement sent from the recipient is lost.

Consequently, it can be seen that a successful transmission (without retrans-
mission) of a packet incorporates both the reverse and forward delivery ratio
probabilities. The expected probability that a packet is successfully received
and acknowledged is, Df ×Dr. Since each attempt to transmit a packet can be
considered a Bernoulli trial, the expected number of transmission is:

ETX =
1

Df ×Dr
(1)

In wireless networks, ETX link quality parameter has found practical applica-
tion, where it is shown to be able to differentiate the high-throughput links from
the lossy ones. The routing protocols (e.g., OLSR) of wireless ad-hoc networks
make use of this metric in order to choose efficient routes. The ETX of a route
is the sum of the ETX for each link in the route.

3.2 ETX as a Measure of Proximity

Proximity to an anchor node (i.e., node with known location) feature has been
widely used in order to localize inexpensive sensors in a cost-effective way (i.e.,
without any infrastructure specifically deployed for localization). Centroid [4]
uses the number of samples collected from an anchor node within a certain time
period to indicate whether it is close to the anchor. Ecolocation [15] utilizes the
signal strength measurements perceived by a node from two anchors, and picks
the one with the stronger signal to be closer than the other. Based on some
simplistic assumptions, we show that ETX can also be shown as a proximity
indicator relative to an anchor node, and thereby, could be utilized as a location
estimation parameter.

Suppose a node’s communication range is, R, and the probability of a packet
loss is, p. Subsequently, the probability that a packet is successfully received and
acknowledged becomes, (1− p)2.

Consider an example scenario where anchor node B is within the communi-
cation range of target node A. The ETX of the link AB can be denoted as,

ETXAB =
1

(1− p)2
. (2)

Consider another anchor node C where it is inside the communication range, R,
of node B but outside the communication range of A. This implies,
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dAB < dAC , (3)

where dAB and dAC represent the distances of nodeA fromB and C, respectively.
The ETX of the link BC can be formulated in a similar way as (2),

ETXBC =
1

(1− p)2
. (4)

From the definition of ETX for a route, and utilizing (2) and (4), the ETX of
the link AC (C is outside the communication range of A) can be written as,

ETXAC = ETXAB + ETXBC =
2

(1 − p)2
. (5)

Combining (2) and (5), we obtain,

ETXAB < ETXAC (6)

For two nodes, B and C, that are inside and outside of A’s communication range,
respectively, both the constraints (3) and (6) are always satisfied. Therefore,
ETX parameter could be used as a proximity measure for a multi-hop ad-hoc
networks. Our analysis only verifies this considering two anchors (B and C) that
are neighbors to each other. The analysis can easily be extended in a similar
way for any two anchors that are separated by multiple hops. Furthermore, (3)
and (6) could be merged into the following constraint:

ETXAB < ETXAC ⇒ dAB < dAC . (7)

Note that, (7) is presented in the above form to depict ETX as a proximity
indication parameter. However, (3) and (6) could actually be combined into the
constraint, ETXAB < ETXAC ⇔ dAB < dAC since for our particular scenario,
dAB < dAC ⇒ ETXAB < ETXAC as well.

Similar analysis holds if there is no packet loss, i.e., the communication channel
is perfect (p = 0). In the analysis above, we consider two anchors where one is
within the communication range of the target node, while the other one is not.
In a practical scenario, both the anchors might be multiple hops away from the
target node, or they both could be within the communication range of it. We
consider both these scenarios in the following.

3.2.1 Anchors Multiple Hops Away
Here, we derive the constraint (7) if both anchors are multiple hops away from
the target node. Suppose the nodes, B and C are m and n hops away from node
A, respectively, where m < n. For simplicity of our analysis, we consider any
node within the communication range, R, of the target node to be R distances
away. In other words, all nodes within R are considered to be the same distance
away from the target node. Subsequently, the nodes with the same hop count
(i.e, k) turn out to be similar distances (i.e., kR) away from the target node.
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This interpretation holds due to our simplistic channel model which states that
any node within the communication range, R, is associated with the same packet
loss probability, p. So, nodes B and C are mR and nR distances away from node
A, respectively, thereby satisfying (3) since mR < nR. The ETX of the links AB
and AC can be shown as, ETXAB = m

(1−p)2 , and ETXAC = n
(1−p)2 , respectively,

yielding ETXAB < ETXAC since m < n. Consequently, the constraint (7) is
satisfied. The analysis in the next section differentiates between any two anchors
that are same number of hops away from the target node (i.e., m = n) but might
be at different distances from it.

3.2.2 Anchors within Same Communication Range
In this section, we consider a generic scenario where both the anchors, B and
C are within range, kR (k ≥ 1), of the target node A. However, their distances
from the target node are not the same. Note that, k = 1 indicates the setting
where both the anchors are within the communication range, R, of node A.

For this particular scenario, we drop our assumption that the channel is char-
acterized by a constant packet loss probability, p. However, we assume same
bandwidth and equal spectral efficiency for all the nodes within the range,
kR. If the noise is flat, then the packet loss (i.e., bit error rate) probability
between nodes A & B, and A & C, follows the relationship, pAB ∝ 1

RSSAB
,

and pAC ∝ 1

RSSAC
, respectively. From path-loss model of RF propagation [3],

we obtain, RSSAB ∝ ( 1
dAB

)β , and RSSAC ∝ ( 1
dAC

)β , where β is the path-

loss exponent. If dAB < dAC, and the proportionality constant is the same,
then, RSSAB > RSSAC. Subsequently, we obtain, pAB < pAC which yields
ETXAB < ETXAC. Therefore, the constraint (7) is satisfied.

4 Localization Algorithms

In this section, we briefly discuss the range-free localization algorithms that we
have utilized in order to obtain our results.

4.1 Centroid

The Centroid scheme [4] defines a connectivity metric which indicates the close-
ness of a node to an anchor. During a certain time interval, all the anchors send
a predefined number of beacons. The connectivity metric is defined as the num-
ber of beacons received by the node from a particular anchor to the number
of beacons sent by it during a time interval. The final location estimate is the
centroid of all the anchors for which, the connectivity metric is above a certain
threshold. In our implementation, all the anchors are configured in similar way
so that we know the number of beacons (RSS) or messages (ETX) sent by them
during a particular time interval. We just capture the beacons/messages at the
target node, and compare with the threshold to decide whether it is connected
to a particular anchor or not.
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4.2 Nearest Neighbor

Nearest Neighbor (NN) algorithm [22] returns the anchor’s location from which
the node receives the strongest signal (RSS) or perceives the best link quality
metric (ETX). K-nearest neighbor (KNN) is a variant of the basic NN algorithm
where K anchors’ location entries are returned instead of returning only the
best match. The final location estimate is obtained by averaging the coordinates
of the K anchors’ locations found. The value of K has usually been chosen
empirically in the literature. In our implementation, we have chosen K to be 3.

4.3 Ecolocation

Ecolocation [15] uses ordered sequence of RSS measurements rather than the
absolute RSSs. If P (di) and P (dj) denote the RSSs from anchori and anchorj ,
which are at distances di and dj from the node, respectively, then a constraint
of the sequence is defined as,

P (di) > P (dj) ⇒ di < dj . (8)

First, the constraint set for each grid point of the localization area is calculated
using the RHS of (8). During location determination phase, the ordered sequence
of RSSs collected from the anchors is translated into the ordered sequence of dis-
tances using (8), and subsequently matched against the constraint set of each
grid point calculated beforehand. The centroid of the grid points where the max-
imum number of constraints are matched is returned as the location estimate.
Ecolocation can easily be adopted for ETX based localization as well using the
constraint (7) derived in Section 3.2.

The discussion on fingerprint based localization algorithms, e.g., Bayesian
Inference [21] and KNN in Signal Space [20] has been omitted for brevity.

5 Experimental Study

We first describe our experimental testbed and data collection procedure in
Section 5.1. Then, we provide our results and findings in Section 5.2.

5.1 Testbed Setup and Data Collection

The experimental testbed is located inside our research lab which spans over an
area of approximately 663 m2. We have used six Mini Computer MicroClient
Jr. (200 MHz thin client) to serve as anchors for our experiments. The choice
of such devices is derived from our motivation to accommodate inexpensive de-
vices or sensors. The locations of these anchors are shown in Fig. 1, marked as
stars. The grids where data are collected are indicated by crosses. All our mini
PCs run Puppy Linux 4.3.1 Linux distribution while our target node (an Asus
Eee PC 901) runs Ubuntu 9.10. The target node has a Linksys WUSB54GC
WLAN adapter attached to it while each mini PC is installed with Realtek
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Fig. 1. Our experimental testbed inside our research lab – the six anchors are marked
as stars, and all the data collection points are marked as crosses

8100B chip with an external antenna. All of them create an ad-hoc network, and
run OLSR [23].

In our testbed, there are 281 training points or grids, marked as crosses in
Fig. 1 where we collect both RSS and ETX measurements. For RSS, we have
utilized “tcpdump” packet analyzer to capture the signal strength information
at the target node stationed at a particular grid. We first put the node’s NIC
into monitor mode, and then run tcpdump where it snoops all the 802.11 packets
from the air, and only retrieves the required RSS information from our desired
anchors. For ETX, we consult the OLSR routing table at the target node period-
ically, and retrieve the ETX information only for the anchors. We have actually
built a plugin for the OLSR daemon based on ETX which provides the location
information of the node in our lab.

5.2 Experimental Results and Findings

5.2.1 Simplistic Localization Algorithms for Ad-Hoc Networks
We present the results of the localization algorithms discussed in Section 4 that
are commonly applied for ad-hoc networks. We feed both RSS and ETX as lo-
cation estimation parameter into the algorithms. We calculate the deviations
(in meters) between actual and predicted locations for our 281 measurements,
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Fig. 2. Comparison of error performance for various simplistic localization algorithms
seen in ad-hoc networks using both RSS and ETX

and draw the graphs of Fig. 2. The graphs reveal the percentage of locations
(Y-axis) predicted correctly within a specific error distance (X-axis).

As can be seen from the graphs of all algorithms, ETX generally outperforms
its counterpart RSS. These simplistic algorithms for ad-hoc networks is built
upon the idea of “proximity measure” to a node with known location. ETX is
shown to be an efficient proximity measure in the analysis of Section 3.2. Our
experimental results here verify that. On the contrary, RSS is affected by reflec-
tion, diffraction and multi-path effect [3] which compels it to correlate poorly
with distance. The performance gain of our ETX based Ecolocation compared
to RSS based Ecolocation [15] is quite significant as depicted in Fig. 2(c). This
is due to the fact that our ETX based constraint (7) follows quite nicely un-
der some simplistic assumptions. On the contrary, RSS measurements generally
do not represent distances accurately in the real world. Therefore, uncertainties
could arise while using (8) as discussed in [15].

The numerical values (averages) of the experiments are listed in Table 1. It
can be noted that all the accuracies reported by these simplistic algorithms are
quite coarse which is in accordance with the findings of existing literature [4,5].

5.2.2 Fingerprint-Based Algorithms
In the previous section, we show ETX to perform better than RSS considering
some simple localization algorithms designed specifically for wireless ad-hoc net-
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Fig. 3. Comparison of error performance for fingerprint-based localization algorithms
using both RSS and ETX

works.Here, we investigate bothRSS andETX’s performance regarding fingerprint-
based algorithms even though such techniques may not be suitable for ad-hoc net-
works because of the burden of their deployment. Since our goal is to investigate
whether ETX could be utilized as a location estimation parameter similar to RSS
irrespective of the algorithms used, we consider these fingerprinting solutions for
completeness.

For this experiment, in each trial, 100 testing samples are selected randomly
from the 281 data points, and the rest 181 samples are kept as training database
for fingerprinting algorithms [20,21]. We repeat this procedure for 101 times to
obtain the graph of Fig. 3(a) and 3(b), and the averages with 95% confidence
interval as shown in Table 2. The confidence interval is calculated using the
results of 101 runs as a vindication that our results are not biased towards a
particular separation of training and testing set.

From Fig. 3(a) and 3(b), it is evident that RSS based fingerprinting solutions
comfortably outperforms the ETX based ones. The fingerprinting techniques
involve collecting signal parameters (e.g., RSS) at places of interests, and subse-
quently building a radio-map [20] by correlating the signal parameters with loca-
tions. The signal parameters measured during the location determination phase
is compared with the data of the radio-map collected beforehand, which is just
pattern matching in signal space. Although RSS is reported to vary with many
factors [15,24], fingerprinting techniques based on RSS is quite popular in exist-
ing literature [20,21,16] which provide reasonable average accuracy (2 ∼ 4 m).
Our results here show similar trend (see Table 2). Apart form environmental
surroundings, time of the day, etc., which are the common influencing factors
for both ETX and RSS, ETX is also affected significantly by congestion, node
density in ad-hoc networks, etc. A more detailed analysis can be found in [25].
These factors make ETX a poor candidate for location fingerprint since ETX
stored at some place beforehand may hardly follow the same pattern at the same
place later even though the proximity constraint (7) is satisfied in both occa-
sions. Therefore, ETX based fingerprinting techniques is quite inferior to RSS
based ones (see Fig. 3(a) and 3(b)) although its performance is slightly improved
compared to the algorithms of Section 5.2.1.
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Table 1. Average Errors (in meters) of the Simplistic Localization Algorithms for
Ad-hoc Networks for the Experiments Conducted in Section 5.2.1

KNN NN Ecolocation Centroid

RSS 10.83 11.41 13.78 10.87

ETX 7.67 9.08 8.12 7.66

Table 2. Average Errors with Confidence Interval (in meters) of the Fingerprint-based
Localization Algorithms for the Experiments Conducted in Section 5.2.2

KNN Bayes

RSS 3.19± 0.03 3.28 ± 0.02
ETX 7.11± 0.07 7.14 ± 0.07

6 Conclusion

In this paper, we propose an ETX based positioning system for wireless ad-
hoc networks. We analytically show that ETX could be utilized as a proximity
indication parameter and thereby, it can easily be adopted for the localization al-
gorithms designed for wireless ad-hoc networks comprising of inexpensive nodes.
Such ETX based systems are shown to outperform the RSS based ones in our
experiments. However, ETX performed poorly compared to RSS in case of finger-
print based algorithms that are not suitable for wireless ad-hoc networks because
of its exhaustive data collection procedure. In future, we plan to extend our work
by considering other existing localization algorithms in addition to the popular
ones that are considered here. We shall also investigate our ETX based sys-
tem’s performance in an anchor-free scenario utilizing collaborative localization
approach [26].
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Abstract. Sensor networks offer economically viable solutions for a wide vari-
ety of monitoring applications. In surveillance of critical infrastructure such as
airports by sensor networks, security becomes a major concern. To resist against
malicious attacks, secure communication between severely resource-constrained
sensor nodes is necessary while maintaining scalability and flexibility to topology
changes. A robust security solution for such networks must facilitate authentica-
tion of sensor nodes and the establishment of secret keys among nodes In this
paper, we propose a decentralized authentication and key management frame-
work for hierarchical ad hoc sensor networks. This scheme is light weight and
energy aware and reduces the communication overhead.

Keywords: Authentication, Wireless Sensor Networks.

1 Introduction

Ad hoc wireless sensor networks are self organizing wherein all nodes (either mov-
ing or stationary) can both provide and relay data. They provide solutions to a range of
monitoring problems such as target tracking in battlefields, forest fire detection, medical
monitoring and emergency response. However, this dynamic feature of wireless sensor
networks poses security challenges which are aggravated not only due to the underlying
peculiarities of sensor nodes such as small memories, weak processors, limited energy
but also because they are prone to frequent topological changes with the topology be-
ing multi hop in nature. A robust security solution for such networks must facilitate
authentication of sensor nodes and the establishment of secret keys among nodes.

Traditional authentication frameworks based on public key cryptography [7,18] and
PKI [10] are not suitable for WSNs since the sensor network will ultimately consist
of small, low-powered devices that are mobile and this necessitates alternatives to au-
thentication based on central authorities and public key certificates. Due to the limited
bandwidth and communication being the most expensive operation in terms of energy,
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messages should not be extended significantly in length when applying security ser-
vices. Apart from this, a security service that is peculiar to sensor networks is Broad-
cast/group authentication wherein a sending node can broadcast/multicast a message
to multiple nodes in an authenticated way. Some schemes such as [17] address this
problem but are not scalable as the number of nodes increases.

An orthogonal problem in providing security solutions is to facilitate the provision
of a key management infrastructure. Since the sensor nodes suffer from limited mem-
ory, battery and processing and communication capabilities traditional key management
mechanisms such as those based on asymmetric cryptography are unsuitable for WSNs
as they incur high computational overhead. A major limitation of these schemes is that
most of them rely on a trusted third party (TTP), thus not fulfilling the self-organization
requirement of an ad hoc sensor network. Some solutions based on random key pre-
distribution [4,8,13] impose a limitation on the number of sensor nodes that can be
compromised. Once a threshold is crossed, the entire network will be at risk of becom-
ing compromised. Some schemes with a trusted intermediary [3,19] to establish key
management have the problem of trusted intermediary being compromised.

In this paper, we address the problem of security by introducing the notion of a hier-
archy in network topology wherein we divide the network into clusters, each of which
consisting of a small group of nodes. The proposed model is distinguished with low
power consumption, less computation workload and enhanced security and equipped
with protocols that define how keys are distributed, added, revoked, and updated during
the life time of the sensor network.

The remainder of this paper is organized as follows. Section 2 presents a discussion
on security issues in hierarchical ad hoc wireless sensor networks. In section 3, we de-
fine a framework for authentication and key establishment protocols for such networks.
This framework addresses issues that relate to group key generation, distribution and
update. In section 4, we propose authentication protocols for both intra and inter cluster
environments. In section 5, we compare our framework with similar works. Finally in
section 6, we provide concluding remarks.

2 Security Issues in WSN

In this section, we provide an overview of the system constraints, security issues, and
the security requirements in wireless sensor networks.

The constraints to be considered in sensor networks include two aspects: the network
building (hardware) and network operating (software) [1]. The network infrastructure
building aspect involves: infrastructure, deployment (location fixed) and mobility, net-
work topology, density and network size, connectivity, and life time. The two common
communication modes are the infrastructure based network and ad hoc network. In in-
frastructure based wireless sensor networks, the sensor nodes can only communicate
directly with base stations. In ad hoc sensor networks, nodes can communicate directly
with each other without any infrastructure.

The operating (software) aspects include self configuration, data aggregation and
dissemination, node addressability, real time, reliability and security. WSNs must be
self-organized to establish a topology to support communication. The sensor nodes will
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preclude manual configuration before deployment in networks. The networks are able
to continuously and periodically to reconfigure themselves for dynamically changing
nodes. Data aggregation is the summarization of the traveling data through the sensor
network.

Security is a must for many applications of WSNs. There are a variety of potential at-
tacks that breach security. These threats can be classified into four categories: changing
message routing path attacks, injecting message attacks, disclosing message attacks and
other attacks. Changing message routing path attacks includes sinkhole attack, worm-
hole attack, sybil attack, replay attack, selective forwarding attack, and non-replication
or impersonation attack. In a sinkhole attack [12], an adversary tries to make all or
some traffic from a certain area pass a compromised node. The attacker advertises a
high quality link to the base station to change the message routing path. Sinkhole at-
tack can enable other attacks such as privacy attack, and selective forwarding attack.
In a wormhole attack, the attacker tunnels the captured data into a private link between
two colluding nodes. The data can be dropped, forwarded or modified by malicious
nodes [11]. In a replay attack, the attacker retransmits captured messages to disrupt or
compromise the network. Without protection, the receiver node cannot distinguish a
replayed message from the normal message [12]. In a selective forwarding attack, the
malicious node will selectively drop some messages [12].

An inject message attack can be divided into inject false message attacks and
injecting extra message attacks. Inject false message attacks include sybil attack, and
non-replication or impersonation attack. In the sybil attack, the attacker employs a com-
promised node to masquerade as many other nodes. This can affect routing, data aggre-
gation, and clustering [16] . The non-replication or impersonation attack is similar to
the sybil attack. The difference is that the malicious node masquerades as an already ex-
isting node [6], which can lead to corrupted or misrouted data. Injecting extra messages
attacks includes denial of service attacks, HELLO flood attacks and so on.

Disclosing message attacks include: traffic analysis attack and privacy attack. In the
traffic analysis attack, the attacker locates an important node such as the base station so
that it can be made unavailable or compromised. In the privacy attack, the attacker tries
to discover the message by monitoring the network traffic and listening to the data.

3 Authentication in WSN

The security requirements for WSNs are similar to other networks. They may include
the authentication, integrity, freshness, availability and confidentiality.

Authentication is the process of verifying the identity of someone or something. The
three types of cryptographic functions used for authentication are hash functions, secret
key functions, and public key functions. In traditional networks, the common way to
authenticate someone is the use of public key functions. In WSNs, it is usually assumed
that public key cryptography can not be used because of the elaborate constraints. This
means that the two communicating entities must use secret key functions and hash func-
tions. In WSNs, there are two types of authentication: device level authentication and
group level authentication. The device level authentication means that a message is
proved to originate from a certain device, whereas the group level authentication means
a message is proved to originate from a certain group of devices.
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Several authentication schemes have been proposed for WSNs. These schemes can
be divided into three types: public key cryptography based, symmetric keys and hash
functions, and one way key chain based on hash functions.

Public key based approaches include those based on the RSA public key cryptosys-
tem and Elliptic curve cryptography. TinyPK uses the lower exponent variant of the
RSA public key cryptosystem to implement authentication of an external party [20].
The external party is an entity that wishes to establish secure communication with the
sensor network. The private part of the RSA is carried out at the certificate author-
ity (CA). The nodes only need to implement the public parts, i.e., the data encryption
and signature verification as this is much faster to perform than the private parts in
RSA. The public key based approach can incur high computational overhead and net-
work bandwidth consumption. Elliptic curve cryptography (ECC) can be implemented
with a much smaller key size and memory usage than RSA. Blaβ and zotterbart give
a software implementation of ECC on an Atme microcontroller [2]. ECC has the com-
putational and memory size advantages, but it suffers from more complex arithmetic
primitives and a large number of temporary operands [9].

In private keys and hash functions based schemes [21,23,22], each symmetric au-
thentication key is shared by a set of sensor nodes. If an intruder compromises a sensor
node, the shared key will be disclosed. Hence these approaches are not resilient to a
large number of node compromises.

In one-way key chain type of schemes, the key hashed key chain and the technique
of delayed disclosure of keys are used. μTESLA [17] and its variants [14,15,6] are
such approaches. In μTESLA, a key chain with delayed key disclosure is used to create
an asymmetry in time among the broadcasting source (sinks or users) and the receiver
(sensor node) to emulate public key cryptography. Initially, sensor nodes are preloaded
with K0 = hn(x), where hn() is a hash function and x is the secret held by the sink
(user). The sender(user or sink) sets up time intervals and in each time interval one key
is used. During time interval I1, K1 = hn−1(x) is used to generate message authentica-
tion code (MAC) for all the broadcast messages sent. During time interval I2, the sender
(sink or user) broadcasts K1, and sensor nodes verify h(K1) = K0). With K1, the sen-
sor nodes can verify the authenticity of the message received during the time interval
I1. The receiving sensor nodes need to verify that the key was not disclosed when it re-
ceived the message. Therefore, loosely synchronized clocks between the sender (sink)
and the sensor nodes are needed.

Recently a hierarchical wireless sensor network security protocol was proposed by
[5]. This scheme employs hash functions, hash key chains and symmetric keys. Each
sensor and the base station share a secret hash key chain. The sensor encrypts the data
and sends it to the cluster head. The cluster head collects the data from the sensor nodes
and then retrieves the secret keys from the base station. The cluster head decrypts the
encrypted message and then sends these data to the base station. This scheme has sev-
eral advantages. Firstly, it reduces the storage overhead, as each sensor node only stores
three keys. Secondly, it reduces the probability for the guessing attack as the sensor
nodes change keys once for each transmission. Finally, it uses two way challenge and
response authentication method, so it can prevent replay attacks. However, this scheme
has several disadvantages. Firstly, cluster heads can disclose all the secret keys of the
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sensor nodes in their cluster. A single compromised cluster head can affect a large num-
ber sensor nodes. Secondly, the cluster heads need to retrieve the sensor nodes secret
key for every data transfer. This would cause communication overhead. Thirdly, the
sensor nodes need to frequently change the secret keys for each time of data collection.

In order to mitigate these disadvantages, we propose a new authentication scheme
which is similar to that in [5], but with more security and less computation and com-
munication overhead.

4 Authentication Protocols for WSN

In the hierarchical wireless sensor network model, a wireless sensor network consists of
a command node (or a base station), cluster heads and numerous sensor nodes which are
grouped into clusters. The clusters of sensors can be formed based on various criteria
such as capabilities, location and communication range, and usage of different cluster
algorithms and strategies.

Each cluster includes the cluster head (or the cluster leader) and a set of distinct
sensors. Each sensor has two main functions: sensing and relaying. Sensors probe their
environment and gather data. They then transmit the collected information to the cluster
head directly in one hop or by relaying via a multi hop path. Sensors transmit or relay
data only via short-haul radio communication. A cluster head is in charge of its cluster.
It is assumed that each cluster head can reach and control all the sensors in the cluster.
Each cluster head receives data from different sensors, and then processes the data to
extract relevant information, and sends it to the base station (command node) via long-
haul transmission.

In the rest of this section, we first give the notations to be used, and then we describe
the basic authentication protocols. We also discuss the the authentication protocols for
dynamically moving sensor nodes.

4.1 Notation

The symbols and abbreviations used for the protocols are listed in Table 1. The base
station stores the following information: two hash functions H(), G(), all the cluster
head and sensors IDcl, and IDsi, a shared secret key with each cluster head and sensors
Kbcl , Kbsi, and a shared secret group key for each cluster Kl, here l = 1, ...m, i =
1, ..n for m clusters and n nodes in the sensor network. Each cluster head stores the
following data: two hash functions H(), G(), all the sensor nodes IDsi in its cluster,
a shared secret key with the base station Kbc, a session key for its cluster group Ksk,
here si = 1...p for a cluster with p sensor nodes. Each sensor stores the following
information: two hash functions H(), G(), sensors IDsi, shared secret key with the
base station Kbc, and the session key for the cluster group Ksk.

4.2 Basic Authentication Protocols

We consider the basic authentication protocols with three scenarios: the base station
and cluster head(s), the cluster head and the sensors in the cluster, and the cluster head
and a cluster head from a different cluster. In order to reduce the computation overhead,
we employ symmetric key functions and hash chain functions in these protocols.



A Dynamic Authentication Scheme 191

Table 1. Notations used in the protocols

Symbol Meaning
Base H(), G() hash functions
station IDcl, (l = 1, · · · ,m) cluster ID list

Kbcl , (l = 1, · · · , m) shared secret with the cluster head
Ksk , (sk = 1, · · · ,m) session key
IDsi, (si = 1, · · · , n) sensor ID list
Kbsi , (i = 1, · · · , n) shared secret with the cluster head

Cluster H(), G() hash functions
head IDcl cluster ID

Kbc, shared secret with the base station
Ksk session key
IDsi, (si = 1, · · · , p) sensor ID list

Sensor H(), G() hash functions
node IDcl cluster ID

Ksk cession key
IDsi censor ID
Kbs, shared secret with the base station

Scenario one: the base station and the cluster head – This is a mutual authentication
protocol between the base station and the cluster head in each cluster. We employ a hash
chain to dynamically change the shared key between them. Hence guessing attacks can
be prevented. The standard mutual authentication protocol can mitigate the reflection
attacks. The authentication transfer protocol for the base station and the cluster head is
shown in detail in Figure 1.

There are seven steps in our authentication protocol. The first three steps are for the
cluster head to authenticate the base station and the next three steps are for the base
station to authenticate the cluster head. We describe them as follows.

Step 1. The cluster head sends the join message with its identity IDcl and pc (en-
cryption of a nonce Nc and ICcl ) to the base station.

Step 2. Upon receiving the message, the base station decrypts it, then update the
shared key by rehashing it Kbc1 = H(Kbc), and and then encrypts the nonce using the
new shared secret key with this cluster P1 = EKbc1

(R). Then the base station sends P1

to the cluster head
Step 3. The cluster head decrypts the message received from the base station, and

then compares it with the original random number to verify the base station.
Step 4. The base station chooses a nonce Nb, encrypts it with the shared key and

sends it to the cluster head. The base station updates the shared key by rehashing it.
Step 5. The cluster head decrypts Pb, and then encrypts the nonce Nb with the up-

dated shared key with the base station P2 = EKbc2
(Nb), and then sends P2 to the base

station along with its identity IDcl.
Step 6. The base station decrypts p3 with the shared key, and then compares the

nonce with the original one. If they are the same, this means the cluster head is authen-
ticated. Then the base station chooses the session key for the cluster group and encrypts
it with the dynamical shared secret key P3 = Ekbc2

(Ksk). At the same time, the base
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Base station – H(),Kbc Cluster head – H(),Kbc

(1) Choose nonce Nc

Pc = EKbc(Nc||IDcl)

(2) DKbc (Pc)
Join,IDcl,Pc←−−−−−−−−−− Kbc1 = H(Kbc)

Kbc1 = H(Kbc)
P1 = EKbc1(Nc)

P1−−−−−−−−−−→ (3)Verify Nc

(4) Choose Nb

Pb = EKbc1(Nb)

Kbc2 = H(Kbc1)
Pb−−−−−−−−−−→ (5) DKbc1(Pb)

Kbc2 = H(Kbc1)
P2 = Ekbc2

(Nb||IDcl)
P2,IDcl←−−−−−−−−−−

(6) Verify Nb

if successful
P3 = EKbc2

(Ksk)

Kbc3 = H(Kbc2)
P3−−−−−−−−−−→ (7) Ksk = DKbc0(P3)

Kbc3 = H(Kbc2)

Fig. 1. The Authentication Protocol for the base station and the cluster head

station hashes the shared key Kbc3 = H(Kbc2) and saves it for authentication next
time. The base station then sends p3 to the cluster head.

Step 7. The cluster head decrypts p3 and then obtains the session key for the cluster
group. Meanwhile the cluster hashes the shared key Kbc3 = H(Kbc2) to achieve the
dynamical shared key and save it for next time authentication.

Scenario Two: the base station and a sensor node – In our model, the base station
shares a secret key with each sensor node, and the cluster head does not have a shared
key with the sensor node. Therefore, the base station and the sensor node need to do a
mutual authentication. Then the base station distributes the group key to the sensor. As
the cluster head also has the group key for the same with all the sensors in its cluster,
the cluster head then shares a group session key with all the nodes in the cluster.

The authentication protocol between the base station and the sensor node is similar
to the one between the base station and the cluster head; we omit the details. The differ-
ence is that all the communication passes through the cluster head. The authentication
transfer protocol for the base station and a sensor node is shown in Figure 2.

Scenario Three: two cluster heads – The authentication protocol between two cluster
heads is similar to the mediated authentication with KDC (Key Distribution Center).
The base station acts as a key distribution center. First, it generates the shared key for
the two cluster heads, and then the two cluster heads mutually authenticate each other
using this shared key. The protocol is shown in Figure 3. The steps in this protocol are
described as follows.
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Base Station – G(),Kbs Cluster Head Sensor Node – G(),Kbs

(1) Choose Ns

Ps = EKbs(Ns||IDsi)
Kbs1 = G(Kbs)

JoinQuery,Ps,IDsi←−−−−−−−−−−−−−
JoinQuery,Ps,IDsi←−−−−−−−−−−−−−

(2)Dkbs
(Ps)

Kbs1 = G(Kbs)
P1 = Ekbs1

(Nb)
P1−−−−−−−−−−−−−→

P1−−−−−−−−−−−−−→ (3) Verify Ns

(4) Choose Nb

Pb = EKbs1(N1)
Kbs2 = G(Kbs1)

Pb−−−−−−−−−−−−−→
Pb−−−−−−−−−−−−−→ (5) Dkbs1

(Pb)
Kbs2 = G(Kbs1)

P2 = Ekbs2
(Nb||IDsi)

P2,IDsi←−−−−−−−−−−−−−
P2,IDsi←−−−−−−−−−−−−−

(6) Verify Rb

If successful
P3 = EKbs2(Ksk)
Kbs3 = G(Kbs2)

P3−−−−−−−−−−−−−→
P3−−−−−−−−−−−−−→(7) Ksk = DKbs2(P3)

Kbs3 = G(Kbs2)

Fig. 2. Authentication Protocol for cluster head and Sensor Node

Step 1. The cluster head A sends the request for communicating with the cluster
head B to the base station.

Step 2. The base station creates the session key KAB shared by the cluster head A
and the cluster head B. It then generates the ticket ticket = ECB(KAB), and encrypts
the session key with the shared key with the cluster head A F0 = ECA(KAB). The
base station sends F0 and ticket to the cluster head A.

Step 3. The cluster head A decrypts the F0 and obtains the session key KAB , and
then chooses a random number R1. The cluster head A sends R1 and the tickets to
cluster head B

Step 4. The cluster head B decrypts the ticket with the shared secret key with the
base station and obtains the shared session key KAB. Then the cluster head B encrypts
the random number R1 with the shared secret key KAB F1 = f(KAB, R!). The cluster
head B sends F1 to the cluster head A.

Step 5. The cluster head A decrypts F1 and verifies the random number R1.
Step 6. The cluster head B chooses a random number R2 and sends it to the cluster

head A.
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Base station Cluster head (A) Cluster head ( B)

(1)
CHAwantsCHB←−−−−−−−−−−−−−

(2) Create KAB

ticket = ECB (KAB)
F0 = ECA(KAB))

F0,ticket−−−−−−−−−−−−−→
(3) KAB = DCA(F0)
Choose Random R1

R1,ticket−−−−−−−−−−−−−→
(4) KAB = DCB(ticket)

F1 = f(KAB , R1)
F1←−−−−−−−−−−−−−

(5) Verify R1

(6) Choose Random R2
R2←−−−−−−−−−−−−−

(7) F2 = f(KAB , R2)
F2−−−−−−−−−−−−−→ (8) Verify R2

Fig. 3. Authentication Protocol for two cluster heads

Step 7. The cluster head A encrypts the random number R2 with the shared session
key KAB F2 = f(KAB, R2), and then sends F2 to the cluster head B.

Step 8. The cluster head B decrypts F2 and verifies the random number R2.

4.3 Authentication Protocols for Dynamical Movement of Nodes

In this section, we summarize the authentication protocols for the following three sce-
narios of dynamically moving nodes: (1) a sensor node moves from one cluster to an-
other cluster, (2) one cluster is partitioned, and (3) two clusters merge.

Scenario One: A Node Moves from One Cluster to Another – A sensor node moves
from cluster A to cluster B. There are two cases to consider: (1) an existing node leaves
its cluster, and (2) an existing sensor node joins a new cluster. When one existing sensor
node leaves a cluster, if the cluster does not want forward secrecy, then there is nothing
to do. If the cluster wants forward secrecy, the new cluster group key must be redis-
tributed. For the case that an existing sensor node joins a cluster, authentication can
be done through the cluster head as the sensor nodes still share the dynamical secret
key with the base station. If there is no requirement for backward secrecy, the cluster
just sends the cluster group session key to the newly joined sensor node; otherwise, the
sensor nodes in the cluster need a new session key to be distributed among them.

Scenario Two: Cluster partitioning – There are two cases for cluster partitioning: (1)
some of the sensor nodes leave the cluster and organize a new cluster with a new cluster
head, and (2) the sensor nodes are divided into two new clusters with two new cluster
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heads. In case one, the original part of the group only needs to distribute a new session
key. The new cluster head needs to be authenticated, and then all the sensor nodes with
the new cluster head form a new cluster and a new session key is generated. In case two,
both of the new cluster heads need to be authenticated, and then all the sensor nodes
within each new cluster form two new clusters and a new session key is also needed.

Scenario Three: Clusters merging – Cluster merging may include two cases: (1) the
sensor nodes merge into an existing cluster, and (2) the sensor nodes merge with a
new cluster head. In case one, the existing sensor nodes are authenticated through the
cluster head, and a new session key needs to be distributed to all the sensor nodes in the
cluster. In the second case, the new cluster head needs to be authenticated, and then all
the sensor nodes form a new cluster; a new group cluster session key also needs to be
distributed to all the sensor nodes.

5 Discussion and Analysis

In this section, we compare our proposed scheme with the DSKG scheme as both of
them have the similar hierarchical architecture. We compare them on several aspects:
communication overhead, memory overhead, computation overhead and security etc.
The comparison table is shown in table 2

Table 2. Comparison of the DSKG scheme and the new scheme

DSKG scheme New scheme

Communication between base station and cluster head much more less
Communication for cluster heads and sensor node roughly same roughly same
Memory overhead for nodes roughly same roughly same
Memory overhead for cluster head more less
Cryptographic functions hash & symmetric hash & symmetric
Computation overhead for node roughly same roughly same
Computation overhead for cluster head more less

Communication overhead – For DSKG, communication is not efficient for several
reasons. Authentication is required for each data transition. The cluster head needs to
request the secret key from the base station for each message it obtains from the sensor
node. In our new scheme, we use a group key, so there is no need to transfer the secret
key for each message.

Memory overhead – In DSKG, a cluster head needs to store more data than our
scheme because it stores lots of messages before it transmits them to the base station.
In our scheme, the cluster head does not store much data. For sensor nodes, memory
overhead is roughly the same.

Computation overhead – For DSKG, there are more authentication processes and
more encryptions and decryptions in the cluster head. Hence there is more computation
overhead than our new scheme.
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Security – Our scheme employs the dynamical hash key chain technique and has the
same advantages over the DSKG scheme. Firstly, it reduces the probability for guessing
attacks as the sensor nodes exchange keys once for each authentication. Secondly, it
uses two way challenge and response authentication method, so it can prevent reflection
and replay attacks. One drawback of our scheme is that if the sensor nodes in one cluster
change frequently, the group key will have to be changed. Therefore, our scheme will
be have a better performance if it is applied to the relatively less changing clusters. In
the real world, most applications may fall under this category.

6 Concluding Remarks

Wireless Sensor networks provide economically viable solutions for a wide variety of
monitoring applications. When WSNs are deployed in an unattended or hostile environ-
ment, security is a major concern. In this paper, we analyzed WSNs security issues and
classified them into three categories. We also reviewed the proposed authentication ap-
proaches . We proposed a dynamical key authentication scheme for hierarchical WSNs.
This new scheme has several advantages over a recently proposed similar scheme.
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Abstract. On-line payments are increasingly popular in paying bills for
Internet shopping, and payment-capable mobile phones support making
purchases anytime and anywhere, without cash. However, mobile pay-
ments are rarely used for making face-to-face payments, with concerns
about anonymity, security, and usability. This paper proposes a face-to-
face mobile payment protocol that addresses these concerns. To address
anonymity and security concerns, the proposed protocol uses unique in-
formation for the payment transaction, such as the location and the
time, and introduces two procedures for optimizing the matching time
slots and exchanging random numbers when needed, to secure the trans-
actions without exposing the seller’s or the buyer’s personal identifica-
tion. To address usability concerns, the proposed protocol optimizes the
parameters for the two introduced procedures to match the seller-buyer
pairs, depending on the number of the people involved in the mobile pay-
ments, the delays caused by human operations with the mobile phones,
mobile communication, and so on. Experimental results prove that the
proposed protocol is practical, solving the addressed concerns.

Keywords: Mobile payment, mobile phone, anonymity, security,
usability.

1 Introduction

Mobile phones are changing the way we shop every day. While on-line pay-
ments are increasingly popular for paying bills for Internet shopping and public
services by paying with a credit card, a bank account, or a prepaid on-line
account, mobile phones are also enhancing our experiences by allowing us to
pay anytime and anywhere, without carrying cash [1,2]. For example, Safaricom
M-PESA [3,4,5,6,7] and similar services [8,9,10,11,12] are useful for sending pay-
ments within a country where the financial infrastructure is still immature and
expensive. Such mobile payments are leading to new financial infrastructures,
especially in African countries, where Automatic Teller Machines (ATMs) are
scarce and people have difficulty in withdrawing money from banks. The ser-
vice of M-PESA is based on Short Message Service (SMS), which supports a
widely used application “Twitter”, and most mobile phones have SMS capabili-
ties, without regard to the brand or system software.

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 198–209, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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However, mobile payments have yet to make major inroads, especially for mi-
cropayments in face-to-face transactions. The Global System for Mobile commu-
nications Association (GSMA) [13] is promoting a pay-by-mobile [14] initiative
to address this situation. The main inhibiting factors seem anonymity, security,
and usability. Especially, anonymity is rarely addressed mainly due to identifi-
cation of the sellers and the buyers are usually assumed with currently existing
mobile payment technologies.

Cash payments are inherently anonymous. On the other hand, mobile pay-
ments may lack anonymity, being backed by information technology, and are
often traced based on the security requirements. In fact, people, not only the
buyers but the sellers, sometimes do not wish to disclose their identities, i.e.
their names or telephone numbers, in some cases, e.g. at flea market, in charity
bazaars, in street stalls in Asian countries or even though they are performing
legal economic activities.

In this paper, we propose a face-to-face mobile payment (F2FMP) protocol
with full anonymity, in which the anonymity of both the sellers and the buyers
is guaranteed. We also briefly discuss anonymity levels and symmetry, relaxing
the anonymity of either a seller or a buyer or the both. We mainly focus on
the anonymity concerns, since anonymity is the problem not addressed in ex-
isting technologies, and security and usability can be solved accordingly once a
proposal addressed to anonymity is finalized. We choose SMS for our protocol
communicating between the payment server and the users (the sellers and the
buyers), because it is widely available as already discussed and its communica-
tion cost is reasonable.

The remainder of this paper is organized as follows. Section 2 identifies the tech-
nical problems of current mobile payments, i.e. anonymity, security, and usability.
Section 3 discusses the related protocol and Section 4 proposes a F2FMP proto-
col. Section 5 reports our experimental results and Section 6 evaluates our F2FMP
protocol addressing the three problems identified in Section 2. Section 7 finally
concludes our discussion.

2 Technical Problems with Mobile Payments

In this section, we investigate three important technical problems for the F2FMP,
anonymity, security, and usability, and use these problems as criteria to evaluate
the quality of the mobile payment technology:

Anonymity: Mobile payment is usually lack of anonymity. Cash payment is
always anonymous, but an SMS-based mobile payment is inherently designed to
disclose the identities of the seller and the buyer each other to confirm the trans-
action on the server. Once identity information becomes generally available due
to careless management or malicious attacks, it may be misused for spamming
or phishing. Therefore, the sellers or the buyers do not wish to disclose their
identities.
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Security: Mobile payment always carries security concerns, not only from its
technology, but also from user experience. Cash can be counterfeited, is easily
stolen, and is very hard to recover. On the other hand, mobile money cannot
be stolen since its value is electrically exchanged. Even if the mobile phone
is stolen, we already have several measures to disable the payments function,
e.g. to prompt a password or remotely disable the function via Mobile Network
Operator (MNO). Nevertheless, people still do not fully trust electronic forms
of money, because of the security concerns. Security of the SMS-based mobile
payments is widely addressed on communication channel, payment device, and
the payment server, but we accept these concerns as givens, as discussed in
Section 6. Other possible concerns are the mis-typing of the information to the
mobile phone which will cause incorrect payment or mismatching of the seller-
buyer pairs, and the falsification of the agreed price.

Usability: Mobile payment must be as simple as possible, since payments are
basic and everyday actions. In some cases, cash is easy to pay. However, it often
involves calculating and handling the changes, which bothers us. Or it sometimes
takes time to find appropriate coins from the wallet. Although the SMS-based
mobile payment released us from such burden of the changes, it typically requires
a series of key inputs such as the seller’s phone number, which is not ideal for
the F2FMP in comparison to cash [15].

In addition, cost, availability, and portability are also important concerns. How-
ever, since they depend on the strategy of the MNOs, pervasiveness, and the
performance of the mobile phones, not on the performance of the payment pro-
tocols, we do not evaluate them in this paper.

3 Related Protocol

In this Section, we discuss a typical SMS-based mobile payment protocol, M-
PESA. This protocol is not intended for a F2FMP, but is the closest existing
payment protocol that can be compared with our proposal, since it uses SMS
and completes a transaction using only a pair of mobile phones.

A typical SMS-based payment, M-PESA, transfers a value from a buyer’s (B)
account to a seller’s (S) account using following four steps (Fig. 1):

(I) The B and the S agree on a price (p) for the purchase.
(II) The B sends an SMS message containing the p and the S’s identification,

such as a phone number, to the payment server (V ), which typically knows
the telephone numbers of the senders of the messages.

(III) The V confirms that the payment transaction is requested by the B. This
involves checking the identities of both the B and the S, and testing some
other parameters.

(IV) The V sends a confirmation message, which includes the p and the identities
of the two parties, to both the B and the S.
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Fig. 1. Payment steps of M-PESA

4 Anonymous Face-to-Face Mobile Payment

In this Section, we propose a new protocol, an SMS-based anonymous F2FMP
protocol, in which neither the seller nor the buyer needs to disclose their identities
(Fig. 2). The main difference from the related protocol is that we use information
uniquely associated with a transaction, such as the location and the time, and if
necessary, the secrets only the pair of the seller and the buyer know, generated
by our random number procedure, or the RN procedure hereafter, guarantee the
anonymity and security. Also, our time shift procedure, or the TS procedure
hereafter, improves the probability of correct pair-matching. Here are the steps:

(1) The B and the S agree on a price (p) for the purchase.
(2) The B and the S send messages containing the p to the V , respectively.
(3) The V collects all the messages from the sellers and the buyers received in the

same time slot Td, where d is a sequence number of each time slot as shown
in Fig. 3 (a). The V first counts Ns(d, c, p) and Nb(d, c, p), the numbers of
the messages which include only the price (p) received in the time slot Td

from the Cell ID c, from the sellers and the buyers, respectively. For pair
matching, we introduce the TS procedure, which uses two buckets of time
slots, D1 and D2, each shifted by T/2, as shown in Fig. 3, where T is the
length of each time slot. We use these shifted time slots to avoid failing to
find the pairs near the border of each time slot.

If there is only one seller-buyer pair with the same price, the same location,
and the same time, or Ns(d, c, p) = Nb(d, c, p) = 1, the V determines that the
seller and the buyer are paired, so processing goes to Step (8). If not, then the
Ss and the Bs go through the RN procedure, as described in Steps (4) to (7).
For example, in Fig. 3 (a), Sj and Bj corresponds to the seller and the buyer
and they are pair if j’s are identical. In this case, Ns(d, c, p) = Nb(d, c, p) = 1
is satisfied for the pair of S2 and B2 at T2.

(4) If Ns(d, c, p) = Nb(d, c, p) = 1 is not satisfied but Ns(d, c, p)+Nb(d, c, p) > 0
in Step (3), the V assigns one unique random number to each of the seller
and the buyer that already existed in Td−1. Then the V sends the assigned
random number to each of the seller and the buyer. For example, in Fig. 3
(a), S1, S3, and B1 are in T1 and all of them already existed in T0. Therefore,
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Fig. 2. Payment steps of the anonymous face-to-face mobile payment

(a) At Step (4). (b) At Step (7).

Fig. 3. Pair matching with the time shift procedure

random numbers are assigned to all of the three at T1. As well, for B3, a
random number is assigned at T4. S2 and B2 are already excluded in Step
(3). None of the generated random number overlaps at least during 2T , to
avoid same random number being assigned to different buyer or seller.

Now random numbers Rb and Rs are assigned to the B and the S, respec-
tively. The reason why the V needs different random numbers for both the
B and the S, not only one random number for the S or the B, is discussed
in the “Security” part in Section 6.

(5) The B and the S receive Rb and Rs, respectively, and exchange them.
(6) The exchanged random numbers are sent back to the V . This means the S

and the B send Rb and Rs to the V , respectively.
(7) The V receives the messages with the random numbers. For each matching

condition with the same time slot number d, the same Cell ID c, and the
same price p, or (d, c, p) hereafter, the V first verifies the responses from the
sellers and the buyers, respectively. If a same random number is included in
two or more messages from the different buyers, the V excludes all of such
buyers from the matching pairs. V also runs the same procedure for the
sellers. The reason why the V excludes these is discussed in the “Security”
part in Section 6.

After those are excluded, the V looks for a pair of response messages,
Mbx = (d, c, p, Ry) from the buyer Bx and Msy = (d, c, p, Rx) from the seller
Sy, which satisfies A(Rx) = Bx and A(Ry) = Sy, where A(R) is the seller or
the buyer that V assigns the random number R at Step (4). The V accepts
such pairs as a real pair and continues with Step (8). For those sellers and
buyers whose partner is not found, including those excluded earlier in this
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Step, the V goes back to Step (4), by assigning new random numbers. At
pair matching of this step, we also use two time slots as Step (4). Therefore,
every seller or buyer has chances of pair-matching at two overlapping time
slots. Fig. 3 (b) is an example of the time chart for a given (d, c, p). The
B2-S2 pair matched at Step (3), and skips the RN procedure of Steps (4) to
(7). In this case, B1 and S1 do not match at T6 but match at T7, and the
V accepts them as a pair. As well, the B4-S4 pair matches at T8, so the V
accepts them as a pair. This pair also matches at T9, but is already matched
at T8. B3 and S3 does not match in any time slot. Therefore, the transaction
is unsuccessful and they must send the transaction request to the V again.

If the number of retries is greater than Nr, where Nr is maximum number
of retries for some users, then the V terminates the transaction for such users.
In such cases, the V should investigate the reasons, such as a malicious user
among the sellers and the buyers involved in the matching attempts, and
if malicious users are identified, then the V will exclude such users for the
F2FMP from the next time.

(8) Now that a pair has been recognized, the V sends a confirmation message
to each member of the pair. The confirmation message includes the values
of d, c, p, and a unique random number that is exclusively common between
the seller-buyer pair, so that the pairs can confirm that they are correctly
matched.

The protocol above does not include the steps to match pairs in adjacent Cells.
If the paired S and B are located at the border of a Cell ID, either or both of
the seller and the buyer may fail to belong to the same Cell ID. However, the
area covered by each Cell is normally duplicated to avoid the existence of the
non-covered areas, so, even for such a case, they should belong to one or more
same Cell IDs. If the V finds the same pairs with the same d and p at different
Cell IDs, they should accept them only in one Cell ID.

5 Experimental Results

To evaluate the feasibility of the F2FMP, some concerns, e.g. some attacks for
security, can be evaluated by an armchair theory as discussed in Section 6.
However, it is not good enough for complete evaluation. In a sense, feasibility
of the F2FMP should be evaluated both by the experimental results and the
armchair theory.

In this Section, we report the results of two experiments which evaluate the
anonymity, security, and usability, that cannot be evaluated just by an armchair
theory: Experiment (a) evaluates of the probability of the pair-matching failure
for anonymity and security, and Experiment (b) evaluates of the probability of
skipping the RN procedure for usability.

We select Experiments (a) and (b) because the pair matching is the funda-
mental concern for our proposal, and because skipping the RN procedure most
contributes to improve the usability, respectively.
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Other concerns, such as some attacks for security, will be evaluated by dis-
cussion in Section 6.

For both of the two experiments, we simulate the case that both the Cell ID
(c) and the agreed price (p) are the same for all the users. This can be possible
in several cases, e.g. in the bargain sale with a same price, discount food shop at
lunch time, in street stalls, especially in Asian countries, and so on. The following
[1] to [4] show our assumptions:

[1] The occurrence of the payment transactions within a given time slot at a
given location follows a Poisson distribution as

P (N = k) = e−λλk/k!, (1)

where P (N = k) is the probability that the mobile payment transactions take
place k times in a given unit time slot, e.g. one minute, and λ is a parameter of
the expected number of transactions during the given time slot.
[2] The probability density function of the delay time t from a pair agreed on the
price till V receives the random numbers from the B or the S, i.e. from Steps
(1) to (3) follows normal distribution as

f(t−Δt) =
2√
2πσ

exp(− (t−Δt)2

2σ2
), t ≥ Δt, (2)

where Δt is a minimum time delay, and σ is a parameter for the time delay.
[3] The delay from a seller-buyer pair exchange the random numbers till the
random numbers arrive to the V , i.e. from Steps (5) to (7), follows Eq. (2) as
well since both cases involves a single-way transaction from a seller or a buyer
to the server.
[4] No congestion of SMS takes place.

We simulate both Experiments (a) and (b) by generating the mobile payment
transactions with the probability in Eq. (1) with the delays in Eq. (2), each
for the time period of 1000T . Fig. 4 (a) shows the result of Experiment (a).
In this experiment, we change T (x-axis) as the multiple of σ with λ = 1 and
λ = 5, and calculate the probability that the pairs are not successfully matched
(y-axis). We do not count the case of RN procedure being skipped. We also
compare the results with and without the TS procedure (W/time shift and WO
time shift in Fig. 4 (a)). We regard the mobile payment is successful if both the
S and the B of a pair stay within a same time slot of Td for some d without
retries. Unsuccessful pair matching takes place when the difference of the delays
of the seller and the buyer between Step (5) to (7) causes their messages arrive
in different time slot. From this result, we find that the probability of matching
failure is zero when T ≥ 4σ regardless of the value of λ. We also find that the TS
procedure is effective, since we observe approximately 15% of matching failure
without the TS procedure while 0% with the TS procedure at λ = 1.

Fig. 4 (b) shows the result of Experiment (b). In this experiment, we evaluate
the probability to skip RN procedure (y-axis) by changing the value of λ as
multiple of T (x-axis). To calculate the probability above, we count the number
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(a)Prob. of matching failure (b)Prob. of skipping the RN procedure

Fig. 4. Experimental results

of the seller-buyer pairs which satisfy Ns(d, c, p) = Nb(d, c, p) = 1 with some
d. Ns(d, c, p) = Nb(d, c, p) = 1 is not satisfied when the occurrences of the
mobile payment transactions are frequent enough, or, even if transactions are
not frequent, when the difference of the delays of the seller and the buyer between
Step (1) to (3) is so large that the messages with the price do not arrive to the V
in the same time slot. From this result, we find that when the occurrences of the
mobile payment transactions are rare, e.g. λ = 0.2T , more than 50% of the pair
matching can be done without RN procedure, but we need RN procedure with
the probability of more than 90% when λ ≥ T . Therefore, we can increase the
probability of completing the payment transactions skipping the RN procedure
by optimizing T according to the value of λ.

6 Discussion

In this section, we evaluate the proposed protocol based on the criteria discussed
in Section 2, by comparing them with the related protocol:

Anonymity: For M-PESA, the sellers must disclose their phone numbers. In
the proposed protocol, neither the seller nor the buyer needs to disclose the
phone number, and the results from Experiment (a) prove that the pairs can be
matched correctly without disclosing phone numbers by optimizing T .

At other times, people may be willing to disclose their identities to some ex-
tent. For example, the sellers may wish to disclose their shop name only, but
not their phone numbers, to avoid some nuisance phone calls. Another case is
that the sellers may wish to disclose their identities, perhaps by giving out re-
ceipts or business cards. The other case is that the buyers may wish to disclose
some identities, such as in their favorite restaurants, shopping malls, or movie
theaters, where they may have customer loyalty cards today and receive benefits
as frequent customers. They will allow the sellers to analyze their purchase his-
tories under certain conditions [16,17,18]. Therefore, we believe both the sellers
and the buyers should be able to negotiate and control the level of anonymity
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depending on the payment situation. In that sense, there are typically three
levels of anonymity appropriate to the payment types and amounts:

Case (1): Full exposure (e.g. M-PESA discussed in Section 3): The key infor-
mation is disclosed, including the telephone number, name, and address.

Case (2): Partial anonymity: No information is disclosed but some ID other
than the telephone numbers, e.g. shop names or nicknames.

Case (3): Full anonymity (e.g. our proposal discussed in Section 4): No infor-
mation is disclosed.

We now describe the example of Case (2) since Case (2) is not discussed so
far. An example is that in the F2FMP, the buyers do not get the sellers’ phone
number, but they get the possible list of the shops located near the buyers, which
may be displayed on their mobile phones’ display, then select the shop names to
which they pay money from the list. One way to achieve Case (2) is to modify
Step (4) and later of the proposed protocol to send such lists from the V to the
B and the B sends back the seller’s shop name to the V . In this case, Step (1)
may be skipped.

If we support all of the three cases above, both the sellers and the buyers can
select the anonymity level depending on their preference.

Many users may want to remain anonymous even from the payment server,
the same way that cash payments can not even be traced by banks. Regarding
this issue, we accept the anonymity, as well as security, of the payment server is
given, as discussed in the next paragraph.

Security: First, we discuss the security of the communication channel and so on,
then the comparison results between the related protocol and our proposal. We
accept the security of the communication channel, the device hardware, and the
servers are given. Regarding channel security, we can apply “Onion Routing” [19]
that encrypts the messages including the IP headers. Regarding device security
and server security, we can validate the software stack running on both servers
and client devices by using the Trusted Platform Module (TPM)’s attestation
feature, before the secure communication is established [20,21]. We can also
apply Homomorphic Encryption [22] for server security.

For M-PESA, only the buyers input the agreed price. Therefore, if they falsify
or mis-type the price, it would take time for the sellers to notice the injustice
or the mistake, or they may not notice. In our protocol, since both the sellers
and the buyers have to input the agreed prices, the matching will fail in such
injustices or mistakes.

Regarding the risk of payments between a mismatched pair, we experimen-
tally demonstrated how to minimize this risk without sacrificing the usability
by studying the number of the payments and the communication delays. The
nice property of the proposed protocol is that even if a matching fails, users can
retry the F2FMP.

Other than the risk above, we studied the following two major possible attacks
that could be directed against the sellers or the buyers.
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The first attack by a seller would be to seek double payments from a buyer
by claiming that the money had not yet been paid to the seller. For example,
a malicious seller S prepares two mobile phones, M1 and M2. The S initiates
the F2FMP as discussed in Section 4 using M1, but at Step (8), the S could tell
the buyer B that the payment has not been completed, by switching the phones
to show the display of M2. This attack would be possible when the server V
generates only one random number, e.g. to the B, and the process requires only
the S to return the random number sent to the B. However, in the proposed
protocol, since each of the S and the B receives different random number and
exchange them, V detects the injustice by the process of Step (7).

The second attack would involve stealing the random number from the buyer
by some methods, impersonating the seller, and then trying to steal the buyer’s
payment. For example, when a legitimate seller-buyer pair S1 and B1 exchange
their random numbers, and a hacker S2 tries to impersonate S1 to get the money
from B1 stealing the random number of B1, and sends the random number
to the server V . However, in this case, the V will not match the pair since
the V will have received two messages with the same random number Rb from
different sellers. The V will block such pairs and ask for a retry, as described in
Step (7). If many of these retries occur, the V can contact the sellers that are
frequently sending messages with duplicated Rb values and the V will exclude
such malicious sellers from the next time.

Usability: For M-PESA, each buyer must input at least the agreed price and
the seller’s telephone number. In contrast, although each seller and buyer must
input the agreed price for the proposed protocol, the buyer need not input any
telephone number, which is usually around ten digits. Instead, the buyer may
have to input random numbers.

However, in the experiment, we found that, by choosing the appropriate T
depending on λ, we could minimize the necessity of inputting random numbers.
Even if we have to input random numbers, the digits can be small. Random
numbers are generated only for pairs whose Cell ID, time slot, and the agreed
price are all the same. Also, for a random number, we can use alphabets of large
and small capitals, and numeric numbers, which is 62 in all. Therefore, we need
to input only log62(2N − 1) + 1 digits for N pairs, and even if N = 100, 000, we
need only three digits. In actual cases, such large number of pairs would be very
rare. We may want random numbers sparse enough to avoid a random number
assigned to another person which causes mismatching. In this case, we will need
to add only one or two additional digits which will make the distribution of the
random numbers 62 or 3844 times sparser. Therefore, it is expected that the
digits of the random numbers we have to input would be at most between two
to five.

Taking these discussions into consideration, we can improve not only anonymity,
but security and usability compared with M-PESA.

So far, we discussed the protocol for the F2FMP that uses SMS. However,
there are several alternative methods to improve the usability while guaranteeing
the anonymity and security, if the mobile phones have more functionality. For
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Fig. 5. Methods to exchange the random numbers with high end mobile phones

example, we can convert random numbers to sounds, barcodes, or vibrations,
and exchange them, by capturing them with the mobile phones of the pair as
shown in Fig. 5. To use barcodes or vibrations, the mobile phones of both users
need to have cameras or acceleration sensors, as appropriate.

Instead of using random numbers, we can use the background noise, music,
or image, to identify the pair. If the V can confirm that a pair of mobile phones
are located close to each other, then the V can use that information, instead of
or in addition to the Cell IDs, and match the pair for the transaction without
using random numbers.

We may not have to input even p by taking photos of the price tag, if such
an application is installed to the mobile phones.

7 Conclusion

In this paper, we introduced a F2FMP protocol in which the anonymity of both
the buyers and the sellers is guaranteed. The technical contributions of the pro-
posed protocol are the use of unique information, such as the same location and
the time, and our TS and RN procedures for optimization. The random numbers
used in our RN procedure and the time shift used in our TS procedure guar-
antee the anonymity and security of both the seller and the buyer. As well, the
optimization to skip the RN procedure when possible improves the usability. We
evaluated the proposed protocol from two points of view, pair matching failure
and skipping the RN procedure, and showed that the proposed protocol is prac-
tical and offers advantages over the existing protocol. We also discussed methods
for the F2FMP considering the capabilities of the mobile phones, showing that
mobile phones with more features can improve the usability of the F2FMP. We
believe that the proposed F2FMP protocol is attractive for both the sellers and
the buyers for the protected anonymity, as well as easy and safe payment with-
out carrying cash. We also believe our F2FMP protocol will further contribute
to promote a cashless world, and a more effective digital economy.
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Abstract. In many location-based services, the user location is deter-
mined on the mobile device and then shared with the service. For this
type of interaction, a major problem is how to prevent service abuse
by malicious users who lie about their location. This paper proposes
LINK (Location verification through Immediate Neighbors Knowledge),
a location authentication protocol in which users help verify each other’s
location claims. This protocol is independent of the wireless network car-
rier, and thus works for any third-party service. For each user’s location
claim, a centralized Location Certification Authority (LCA) receives a
number of verification messages from neighbors contacted by the claimer
using short-range wireless networking such as Bluetooth. The LCA de-
cides whether the claim is authentic or not based on spatio-temporal
correlation between the users, trust scores associated with each user, and
historical trends of the trust scores. LINK thwarts attacks from individ-
ual malicious claimers or malicious verifiers. Over time, it also detects
attacks involving groups of colluding users.

Keywords: Secure location authentication, trust, smart phones.

1 Introduction

Recently, location-based services have started to be decoupled from the wireless
network carriers, as illustrated by third-party services such as Loopt, Brightkite,
and Google’s Latitude. As such, the service providers must rely on the mobile
devices to provide their location using GPS or other localization mechanisms. A
major problem in this case is how to prevent service abuse by malicious users
who tamper with the localization system on the mobile devices. For example,
how can a store verify that only users in a 2-mile radius receive coupons? How
can a cab company verify the location of a person who requested a cab? How can
a news agency authenticate the claimed location of a geo-tagged photo uploaded
by citizens located at an event of public interest?

Although a significant number of publications tackled the location authen-
tication problem, all of them assumed support from the network infrastruc-
ture [1,2] or from a deployed localization infrastructure using distance-bounding
techniques [3,4]. Typically, these solutions are based on signal measurements be-
tween the mobile devices and fixed beacons or base stations (e.g., cell towers,
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c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012



LINK: Location Verification through Immediate Neighbors Knowledge 211

WiFi access points) with known locations [5]. The problem tackled in this paper
is different as we aim for a solution that works without any support from the
network/localization infrastructure. Such a solution is important because wire-
less carriers may refuse to authenticate user location for third-party services due
to legal and commercial reasons: they may not be allowed by laws to share any
type of user location data, and and they may not want to help their competition
in the location-based services area.

This paper proposes LINK (Location verification through Immediate Neigh-
bors Knowledge), a secure location authentication protocol in which users help
verify each other’s location claims. LINK associates trust scores to users, and
mobile neighbors with high trust scores play similar roles with the trusted bea-
cons/base stations in existing solutions. The main idea is to leverage the neigh-
borhood information available through short-range wireless technologies, such
as Bluetooth which is available on most cell phones, to verify if a user is in the
vicinity of other users with high trust scores.

LINK employs a Location Certification Authority (LCA) that interacts with
the location-based services and with the mobile users over the Internet. Before
submitting a location authentication request to the LCA, the claimers must
broadcast a message to their neighbors using short-range wireless ad hoc com-
munication. In response to this message, the neighbors send verification messages
to the LCA over the Internet. The LCA decides the claim’s authenticity based
on spatio-temporal correlation between users and the trust score associated with
each user. The protocol leverages the centralized nature of the LCA to compute
the trust scores based on past interactions and historical score trends. While it
works best in dense networks that provide enough neighbors, LINK was designed
to be resilient to situations when users are alone.

Extensive simulation results and security analysis show that LINK can thwart
attacks from individual malicious claimers or malicious verifiers. Over time, it
can also detect more complex attacks involving groups of colluding users.

The rest of the paper is organized as follows. Section 2 defines the assumptions
and the adversarial model. Section 3 describes the LINK protocol, and Section 4
analyzes its security. Section 5 presents the simulation results. The related work
is discussed in Section 6, and the paper concludes in Section 7.

2 Preliminaries

This section defines the interacting entities in our environment, the assumptions
we make about the system, and the adversarial model.

Interacting entities. The entities in the system are:

– Claimer: The mobile user who claims a certain location and subsequently
has to prove the claim’s authenticity.

– Verifier: A mobile user in the vicinity of the claimer (as defined by the
transmission range of the wireless interface, which is Bluetooth in our im-
plementation). This user receives a request from the claimer to certify the
claimer’s location and does so by sending a message to the LCA.
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– Location Certification Authority (LCA): A service provided in the Internet
that can be contacted by location-based services to authenticate claimers’
location. All mobile users who need to authenticate their location are regis-
tered with the LCA.

– Location-based Service (LBS): The service that receives the location informa-
tion from mobile users and provides responses as a function of this location.

System and Adversarial Model. We assume that each mobile device has
means to determine its location. This location is considered to be approximate,
within typical GPS or other localization systems limits. We assume the LCA is
trusted and the communication between mobile users and LCA is secure. We also
assume that each user has a pair of public/private keys and a digital certificate
from a PKI. Similarly, we assume the LCA can retrieve and verify the certificate
of any user. All communication happens over the Internet, except the short-range
communication between claimers and verifiers.

We choose Bluetooth for short-range communication in LINK because of its
pervasiveness in cell phones and its short transmission range (10m) which pro-
vides good accuracy for location verification. However, LINK can leverage WiFi
during its initial deployment in order to increase the network density. This so-
lution trades off location accuracy for number of verifiers.

LCA can be a bottleneck and single point of failure in the system. Currently,
we do not address this issue, but standard distributed systems techniques can
be used to improve the LCA’s scalability and fault-tolerance. For example, an
individual LCA server/cluster can be assigned to handle a specific geographic
region, thus reducing the communication overhead significantly (i.e., commu-
nication between LCA servers is only required to access user’s data when she
travels away from the home region). Additionally, the geographic distribution of
servers can improve response latency.

Any claimer or verifier may be malicious. When acting individually, malicious
claimers may lie about their location. Malicious verifiers may refuse to cooperate
when asked to certify the location of a claimer and may also lie about their own
location in order to slander a legitimate claimer. Additionally, malicious users
may perform stronger attacks by colluding with each other. A group of collud-
ing malicious users may try to verify each other’s false claims (we assume the
attackers are able to communicate with each other using out-of-band channels).

We do not consider selfish attacks, in which users seek to reap the benefits
of participating in the system without having to expend their own resources
(e.g., battery). These attacks can be solved by leveraging the centralized nature
of LCA, which can enforce a tit-for-tat mechanism (similar to those found in
P2P protocols such as BitTorrent). For example, a user can be informed that
she needs to perform a number of verifications for each submitted claim. Fi-
nally, we rely on that obtaining digital certificates is not cheap; this deters Sybil
attacks [6].
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3 Protocol Design

This section presents the basic LINK operation, describes the strategies used by
LCA to decide whether to accept or reject a claim, and then details how trust
scores and verification history are used to detect strong attacks from malicious
users who change their behavior over time or collude with each other.

3.1 Basic Protocol Operation

All mobile users who want to use LINK must register with the LCA. During
registration, the LCA generates a userID based on the user’s digital certificate.
At the same time, the LCA assigns an initial trust score for the user (which can
be set to a default value or assigned based on other criteria). Trust scores are
maintained and used by the LCA to decide the validity of location claims. A
user’s trust score is additively increased when her claim is successfully authenti-
cated and multiplicatively decreased otherwise in order to discourage malicious
behavior. This policy of updating the scores is demonstrated to work well for the
studied attacks, as shown in section 5. The values of all trust score increments,
decrements, and thresholds are presented in the same section. A similar trust
score updating policy has been shown to be effective in P2P networks as well [7].

Figure 1 illustrates the basic LINK operation. In step 1, a user (the claimer)
wants to use the LBS and submits her location. The LBS then asks the claimer
to authenticate her location (step 2). In response, the claimer will send a signed
message to LCA (step 3) containing (userID, location, seq-no, serviceID). The
sequence number is used to protect against replay attacks (to be discussed in
Section 4). The LCA timestamps and stores each newly received claim.

The claimer then starts the verification process by broadcasting to its neigh-
bors a location certification request over the short-range wireless interface (step
4). This message is signed and contains (userID, seq-no), with the same sequence
number as the claim in step 3. The neighbors who receive the message, acting
as verifiers for the claimer, will send a signed certification reply message to LCA
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Fig. 1. Basic Protocol Operation (where C = claimer, Vi = verifiers, LBS = Location-
Based Service, LCA = Location Certification Authority)
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(step 5). This message includes (userID, location, certify-request), where the
userID and location are those of the verifier and certify-request is the certifica-
tion request broadcasted by the claimer. The certification request is included to
allow the LCA to match the claim and its certification messages. Additionally, it
proves that indeed the certification reply is in response to the claimer’s request.

The LCA waits for the certification reply messages for a short period of time
and then starts the decision process (described next in section 3.2). Finally, the
LCA informs the LBS about its decision (step 6), causing the LBS to provide or
deny service to the claimer.

3.2 LCA Decision Process

In the following, we describe the LCA decision process. For the sake of clarity,
this description skips most of the details regarding the use of historical data
when making decisions, which are presented in Section 3.3.

Spatio-temporal correlation. The LCA checks the claimed location of the
claimer with respect to the claimer’s previously recorded claim. If it is not phys-
ically possible to move between these locations in the time period between the
two claims, the new claim is rejected.

Contradictory verifications. If the claimer’s location satisfies the spatio-
temporal correlation, the LCA selects only the “good” verifiers who responded
to the certification request. These verifiers must have trust scores above a certain
threshold. We only use “good” verifiers because verifiers with low scores may be
malicious. Nevertheless, the low score verifiers respond to certification requests
in order to be allowed to submit their own certification claims (i.e., tit-for-tat
mechanism) and, thus, potentially improve their trust scores.

After selecting the “good” verifiers, the LCA checks if they are colluding with
the claimer to provide false verifications, and it rejects the claim if that is the
case. This collusion check is described in detail in the next section. If the claimer
and verifiers are not colluding, the LCA accepts or rejects the claim based on
the difference between the sums of the trust scores of the two sets of verifiers,
those who agree with the claimer and those who do not.

Low difference between the two sets of verifiers. If the difference be-
tween the trust score sums of two sets of verifiers is low, the LCA does not make
a decision yet. It continues by checking the trust score trend of the claimer: if
this trend is poor, with a pattern of frequent score increases and decreases, the
claimer is deemed malicious and the request rejected. Otherwise, the LCA checks
the score trends and potentially the location of the verifiers who disagree with
the claimer. If these verifiers are deemed malicious, the claim is accepted. Other-
wise, the claim is ignored, which forces the claimer to try another authentication
later.

No verifiers. Finally, the LCA deals with the case when no “good” verifiers
are found to certify the claim (this includes no verifiers at all). If the claimer’s
trust score trend is good and her trust score is higher than a certain threshold,
the claim is accepted. In this situation, the claimer’s trust score is decreased
by a small value to protect against malicious claimers who do not broadcast a
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certification request to their neighbors when they make a claim. Over time, a
user must submit claims that are verified by other users; otherwise, all her claims
will be rejected.

3.3 Use of Historical Data in LCA Decision

The LCA maintains for each user the following historical data: (1) all values of
the user’s trust score collected over time, and (2) a list of all users who provided
verifications for this user together with a verification count for each of them.
These data are used to detect and prevent attacks from malicious users who
change their behavior over time or who collude with each other.

Trust score trend verification. The goal of this verification is to analyze
the historical trust values for a user and find malicious patterns. This happens
typically when there are no good verifiers around a claimer or when the verifiers
contradict each other with no clear majority saying to accept or reject the claim.

For example, a malicious user can submit a number of truthful claims to
improve her trust score and then submit a malicious claim without broadcasting
a certification request to her neighbors. Practically, the user claims to have
no neighbors. This type of attack is impossible to detect without verifying the
historical trust scores. To prevent such an attack, the LCA counts how many
times has a user’s trust score been decreased over time. If this number is larger
than a certain percentage of the total number of claims issued by that user, the
trend is considered malicious.

Colluding users verification. Groups of users may use out-of-band com-
munication to coordinate attacks: For example, they can send location certifying
messages to LCA on behalf of each other with agreed-upon locations. To mitigate
such attacks, the LCA maintains an NxN matrix M that tracks users certifying
each other’s claims (N is the total number of users in the system). M[i][c] counts
how many times user i has acted as verifier for user c.

For each claim, the LCA uses weighted trust scores for verifiers. The weighted
trust score of a verifier v is Wv = Tv/log2(M[i][c]), where Tv is the actual trust
score of v. The more a user certifies another user’s claims, the less its certifying
information will contribute in the LCA decision. We choose a log function to
induce a slower decrease of the trust score as the count increases. Nevertheless,
a small group of colluding users can quickly end up with all their weighted scores
falling below the threshold for “good” users, thus stopping the attack.

If the group of colluding users is larger, the weighted scores will be above
this threshold for a longer time, improving the attack’s effectiveness. To protect
against this attack, LINK rejects a claim if the following conditions are satisfied
for the claimer: (1) the number of claims verified by each potentially colluding
user is greater than a significant fraction of the total number of claims issued
by the claimer, and (2) the number of potentially colluding users who satisfy
the first condition is greater than a significant fraction of the total number of
verifiers for the claimer.

Eventually, repeated verifications from the same group of colluding verifiers
will be ignored. However, it is possible that repeated verifications are from
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legitimate verifiers (e.g., close family or a few colleagues at work). If the num-
ber of repeated verifiers is small compared to the total number of verifiers for
a given claimer, LINK will reset the weights of these verifiers to allow them to
have a greater contribution in future verifications for the claimer. The detailed
algorithm is presented in the companion technical report [8].

4 Security Analysis

The decision made by the LCA to accept or reject a claim relies on the trust
scores of the users involved in this claim (i.e., claimer and verifiers). Thus, from
a security perspective, the protocol’s goal is to ensure that over time the trust
score of malicious users will decrease, whereas the score of legitimate users will
increase. LINK uses an additive increase and multiplicative decrease scheme to
manage trust scores in order to discourage malicious behavior.

There are certain limits to the amount of adversarial presence that LINK can
tolerate. For example, LINK cannot deal with an arbitrarily large number of
malicious colluding verifiers supporting a malicious claimer because it becomes
very difficult to identify the set of colluding users. Similarly, LINK cannot protect
against users who accumulate high scores and very rarely issue false claims while
pretending to have no neighbors (i.e., the user does not broadcast a certification
request). An example of such situation is a “hit and run” attack, when the
user does not return to the system after issuing a false claim. Thus, we do not
focus on preventing such attacks. Instead, we focus on preventing users that
systematically exhibit malicious behavior. Up to a certain amount of adversarial
presence, our experimental evaluation in Section 5 shows that the protocol is
able to decrease over time the scores of users that exhibit malicious behavior
consistently and to increase the scores of legitimate users.

All certification requests and replies are digitally signed, thus the attacker
cannot forge them, nor can she deny messages signed under her private key. At-
tackers may attempt simple attacks such as causing the LCA to use the wrong
certification replies to verify a location claim. LINK prevents this attack by
requiring verifiers to embed the certification request in the certification reply
sent to the LCA. This also prevents attackers from arbitrarily creating certifica-
tion replies that do not correspond to any certification request, as they will be
discarded by the LCA.

Another class of attacks claims a location too far from the previously claimed
location. In LINK, the LCA prevents these attacks by detecting it is not feasible
to travel such a large distance in the amount of time between the claims.

Attackers may try to slander other nodes by intercepting their certification
requests and then replaying them at a later time in a different location. However,
the LCA is able to detect that it has already processed a certification request
(extracted from a certification reply) because each such request contains a se-
quence number and the LCA maintains a record of the latest sequence number
for each user.

We now consider individual malicious claimers that claim a false location.
If the claimer follows the protocol and broadcasts the certification request, the
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LCA will reject the claim because the claimer’s neighbors provide the correct
location and prevail over the claimer. However, the claimer may choose not to
broadcast the certification request and only contact the LCA. If the attacker
has a good trust score, she will get away with a few false claims. The impact
of this attack is limited because the attacker trust score is decreased by a small
decrement for each such claim, and she will soon end up with a low trust score;
consequently, all future claims without verifiers will be rejected.

An individual malicious verifier may slander a legitimate user who claims a
correct location. However, in general, the legitimate user has a higher trust score
than the malicious user. Moreover, the other (if any) neighbors of the legitimate
user will support the claim. The LCA will thus accept the claim.

A group of colluding attackers may try to verify each other’s false locations
using out-of-band channels to coordinate with each other. LINK deals with this
attack by recording the history of verifiers for each claimer and gradually de-
creasing the contribution of verifiers that repeatedly certify for the same claimer
(see Section 3.3). Even if this attack may be successful initially, repeated certi-
fications from the same group of colluding verifiers will eventually be ignored.

Limitations and future work. The thresholds in the protocol are set based
on our expectations of normal user behavior. However, they can be modified or
even adapted dynamically in the future.

LINK was designed under the assumption that users are not alone very often
when sending the location authentication requests. As such, it can lead to signif-
icant false positive rates for this type of scenario. Thus, LINK is best applicable
to environments in which user density is relatively high.

A potential attack is when a group of colluding verifiers may try to slander
a legitimate claimer. As long as at least one malicious verifier is near the legit-
imate claimer, it can use out-of-band communication to forward the claimer’s
certification requests and coordinate with the other malicious verifiers to slander
the claimer. However, in order to target a specific claimer, the attackers would
need to have a physical presence near the claimer. Since it is unlikely that the
attackers would have a physical presence near an arbitrarily chosen claimer, we
do not consider this attack in the paper.

We implicitly assume that all mobile devices have the same nominal wire-
less transmission range. One can imagine ways to break this assumption, such
as using non-standard wireless interfaces that can listen or transmit at higher
distances such as the BlueSniper rifle from DEFCON ’04. In this way, a claimer
may be able to convince verifiers that she is indeed nearby, while being signif-
icantly farther away. Such attacks can be prevented by using a “traditional”
secure localization protocol that bounds the distance between a prover and a
verifier based on the signal’s time of flight [9].

Location privacy could be an issue for verifiers. Potential solutions may include
rate limitations (e.g., number of verifications per hour or day), place limitations
(e.g., do not participate in verifications in certain places), or even turning LINK
off when not needed for claims. However, the tit-for-tat mechanism requires
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Table 1. Simulation setup for the LINK protocol

Parameter Value
Simulation area 100m x 120m
Number of nodes 200
% of malicious users 1, 2, 5, 10, 15
Colluding user group size 4, 6, 8, 10, 12
Bluetooth transmission range 10m
Simulation time 300min
User walking speed 1m/sec
Claim generation rate (uniform) 1/min, 1/2min, 1/4min, 1/8min
Trust score range 0.0 to 1.0
Initial user trust score 0.5
“Good” user trust score threshold 0.3
Low trust score difference threshold 0.2
Trust score increment 0.1
Trust score decrement - common case 0.5
Trust score decrement - no neighbors 0.1

the verifiers to submit verifications in order to be allowed to submit claims. To
protect verifier privacy against other mobile users in proximity, the verification
messages could be encrypted as well.

5 Performance Analysis

This section presents the evaluation of LINK using the ns-2 simulator. The two
main goals of the evaluation are: (1) Measuring the false negative rate (i.e.,
percentage of accepted malicious claims) and false positive rate (i.e., percentage
of denied truthful claims) under various scenarios, and (2) Verifying whether
LINK’s performance improves over time as expected.

5.1 Simulation Setup

The simulation setup parameters are presented in Table 1. The average num-
ber of neighbors per user considering these parameters is slightly higher than
5. Since we are interested to measure LINK’s security performance, not its net-
work overhead, we made the following simplifying changes in the simulations.
Bluetooth is emulated by WiFi with a transmission range of 10m. This results in
faster transmissions as it does not account for Bluetooth discovery and Piconet
formation. However, the impact on security is minimal due to the low, walking
speeds considered in these experiments. The second simplification is that the
communication between the LCA and the users does not have any delay; the
same applies for the out-of band communication between colluding users. Fi-
nally, a few packets can be lost due to wireless contention because we did not
employ reliable communication in our simulation. However, given the low claim
rate, their impact is minimal.
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Fig. 2. False negative rate over time for
individual malicious claimers with mixed
behavior. The claim generation rate is 1
per minute, 15% of the users are mali-
cious, and average speed is 1m/s.

Fig. 3. Trust score of malicious users with
mixed behavior over time. The claim gen-
eration rate is 1 per minute, 15% of the
users are malicious, and average speed is
1m/s.

5.2 Simulation Results

Always malicious individual claimers. In this set of experiments, a certain
number of non-colluding malicious users sends only malicious claims; however,
they verify correctly for other claims.

If malicious claimers broadcast certifying requests, the false negative rate is
always observed to be 0. These claimers are punished and, because of low trust
scores, they will not participate in future verifications. For higher numbers of
malicious claimers, the observed false positive rate is very low (under 0.1%), but
not 0. The reason is that a small number of good users remain without neighbors
for several claims and, consequently, their trust score is decreased; similarly, their
trust score trend may seem malicious. Thus, their truthful claims are rejected if
they have no neighbors. The users can overcome this rare issue if they are made
aware that the protocol works best when they have neighbors.

If malicious claimers do not broadcast certifying requests, a few of their claims
are accepted initially because it appears that they have no neighbors. If a claimer
continues to send this type of claim, her trust score falls below the “good” user
threshold and all her future claims without verifiers are rejected. Thus, the false
negative rate will become almost 0 over time. The false positive rate remains
very low in this case.

Sometimes malicious individual claimers. In this set of experiments, a
malicious user attempts to “game” the system by sending not only malicious
claims but also truthful claims to improve her trust score. We have evaluated
two scenarios: (1) Malicious users sending one truthful claim, followed by one
false claim throughout the simulation, (2) Malicious users sending one false claim
for every four truthful claims. For the first 10 minutes of the simulation, they
send only truthful claims to increase their trust score. Furthermore, these users
do not broadcast certifying requests to avoid being proved wrong by others.
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Fig. 4. False positive rate as a function
of the percentage of malicious verifiers for
different claim generation rates. The av-
erage speed is 1m/s.

Fig. 5. False positive rate over time for
different percentages of malicious veri-
fiers. The claim generation rate is 1 per
minute and the average speed is 1m/s.

Fig. 6. False negative rate over time for colluding users. Each curve is for a different
colluding group size. Only 50% of the colluding users participate in each verification,
thus maximizing their chances to remain undetected.

Figure 2 shows that LINK quickly detects these malicious users. Initially, the
false claims are accepted because the users claim to have no neighbors and have
good trust scores. After a few such claims are accepted, LINK detects the attacks
based on the analysis of the trust score trends and punishes the attackers.

Figure 3 illustrates how the average trust score of the malicious users varies
over time. For the first type of malicious users, the multiplicative decrease fol-
lowed by an additive increase cannot bring the score above the “good” user
threshold; hence, their claims are rejected even without the trust score trend
analysis. However, for the second type of malicious users, the average trust score
is typically greater than the “good” user threshold. Nevertheless, they are de-
tected based on the trust score trend analysis.

Always malicious individual verifiers. The goal of this set of experiments
is to evaluate LINK’s performance when individual malicious verifiers try to
slander good claimers. In these experiments, there are only good claimers, but
a certain percentage of users will always provide malicious verifications.

From Figure 4, we observe that LINK performs well even for a relatively high
number of malicious verifiers, with a false positive rate of at most 2%. The 2%
rate happens when a claimer has just one or two neighbors and those neighbors
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are malicious. However, a claimer can easily address this attack by re-sending a
claim from a more populated area to increase the number of verifiers.

Of course, as the number of malicious verifiers increases, LINK can be de-
feated. Figure 5 shows that once the percentage of malicious users goes above
20%, the false positive rate increases dramatically. This is because the trust score
of the slandered users decreases below the threshold and they cannot participate
in verifications, which compounds the effect of slandering.

Colluding malicious claimers. This set of experiments evaluates the
strongest attack against LINK. Groups of malicious users collude, using
out-of-band communication, to verify for each other. Furthermore, colluding
users can form arbitrary verification subgroups; in this way, their collusion is
more difficult to detect. To achieve high trust score for the colluding users, we
consider that they submit truthful claims for the first 30 minutes of the simula-
tion. Then, they submit only malicious claims.

Figure 6 shows that LINK’s dynamic mechanism for collusion detection works
well for these group sizes (up to 6% of the total nodes collude with each other).
After a short period of high false negative rates, the rates decrease sharply and
subsequently no false claims are accepted.

6 Related Work

Location authentication for mobile users has been studied extensively so far.
To the best of our knowledge, all existing solutions employ trusted network/
localization infrastructure [3,4,10,11,12,13,14] to detect malicious users claiming
false locations. Most of these solutions use distance bounding techniques, in
which a beacon acting as verifier challenges the mobile device and measures the
elapsed time until the receipt of its response.

None of these solutions, however, can be directly applicable to scenarios that
involve interaction between mobile users and third-party services (i.e., services
that do not have direct access to the network/localization infrastructure). The
main novelty of LINK comes from employing mobile users (more exactly their
mobile devices) to certify the location claimed by other users.

Similar to our work, SMILE [15] and Ensemble [16] use information col-
lected by mobile devices (keys from nearby users or received signal strength –
RSS – values) to provide mutual co-location verification for mobile users. How-
ever, they do not provide location verification. RSS signatures in conjunction
with RSS fingerprinting could be used for location verification, but such solu-
tions do not scale due to the very dense fingerprinting required to achieve good
accuracy.

As it is based on trust scores, LINK shares a number of similarities with work
on reputation systems for P2P and mobile ad hoc networks. For example, CON-
FIDANT is a protocol [17] that avoids node misbehavior by establishing trust
relationships between nodes based on direct and indirect observations reported
by other nodes. The CORE protocol [18] takes a similar approach and uses
reputation to enforce node cooperation. In contrast with CONFIDANT, CORE
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requires reputation values received from indirect observations, thus preventing
malicious nodes from wrongfully accusing legitimate nodes.

There are two main differences between this type of solution and LINK. First,
LINK cannot monitor indirectly additional user actions (such as packet forward-
ing or file sharing) to assess the trust. Second, LINK employs the centralized
LCA to have a global view of the the entire system. As such, it is able to detect
malicious trust score trends and collusion attacks.

7 Conclusions

This paper presented LINK, a protocol for location authentication based on cer-
tification among mobile users. LINK can be successfully employed to provide
location authentication for location-based services without requiring coopera-
tion from the network/localization infrastructure. The simulation results have
demonstrated that several types of attacks, including strong collusion-based at-
tacks, can be quickly detected while maintaining a very low rate of false positives.
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Abstract. Ubiquitous connectivity faces interoperation issues between wireless 
network providers when authenticating visiting users. This challenge lies in the 
fact that a foreign network provider does not initially have the authentication 
credentials of the mobile users. The existing approaches are based on roaming 
agreement to exchange authentication information between the home network 
and a foreign network. This paper proposes Passport/Visa approach that 
consists of two tokens: Passport (authentication token) and Visa (authorisation 
token), to provide a flexible authentication method for foreign networks to 
authenticate mobile users. Our approach can be used when there is no roaming 
agreement between foreign networks and the mobile user’s home network. The 
security analysis indicates that our protocol is resistant to well-known attacks, 
ant it efficiently ensures the security for both mobile users and network 
providers. The performance analysis also demonstrated that the proposed 
protocol will greatly enhance computation, and communication cost.  

Keywords: authentication, ubiquitous mobile access, security protocols, 
roaming agreement, wireless roaming. 

1   Introduction 

The enhancement of mobile devices and wireless systems provide new opportunities 
for the next generation of mobile services, such as m-commerce, m-learning and m-
government. This fact makes it desirable for m-internet users to be connected 
everywhere. It is estimated that half the world population pay to use mobile services 
[1]. When mobile users (MU) move from their home network (HN) domain to a 
foreign network (FN) domain, efficient cross-domain authentication and access 
control are necessary for multiple domains roaming [2-3]. There are security concerns 
from both the MUs and FNs perspectives, as they cannot establish a connection 
without being authenticated to each other. The traditional solution is to have a 
roaming agreement between the HN and a FN for verification. However if there is no 
roaming agreement, MUs cannot be authenticated and served by the FNs.  

Problem Statement. A key challenge in such a ubiquitous heterogeneous network 
environment is authenticating unknown users by FN providers and preventing 
unauthorised access. This should take place when roaming to administrative domain 
without a pre-established roaming agreement with a MU’s HN domain [4]. 
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Our Approach and Contributions. This paper proposes a novel Passport/Visa 
authentication tokens as a practical solution to provide the MU with a flexible 
authentication and service access mechanism in a ubiquitous mobile access 
environment. One of the main features of the proposed scheme is the lack of having to 
authenticate a MU, via a trusted identity provider (IdP), every time the MU requests a 
service from the FN. In other words, it can eliminate re-authentication with the HN 
after the first successful authentication. Also, our scheme provides an efficient MU 
energy consumption, as the operation required by MU only involves symmetric 
cryptography. These features support both limited-resource (low-power) mobile 
devices and the low-bandwidth mobile communications. Security and performance 
analysis conducted to evaluate our proposed protocol. 

Paper Organization. The rest of this paper is structured as follows. It starts with an 
overview of the ubiquitous mobile access model and the Passport/Visa approach, 
where Passport acquisition, Visa acquisition, mobile service provision, Passport and 
Visa revocation are illustrated (Section 2). This will be followed by a review and 
comparison of functionality of existing approaches to the problem (Section 3). We 
then demonstrate the security analysis (Section 4) and present the evaluation of 
performance in comparison to existing approaches (Section 5). Finally, our 
conclusion of this paper will be presented (Section 6).  

2   The Proposed Solution 

2.1   Ubiquitous Mobile Access Authentication Model 

To achieve authentication for ubiquitous wireless access environments, there should 
be more flexible ways to establish trust without relying on roaming agreements. In 
The proposed model [5], the MUs are able to negotiate directly with potential FNs 
regarding quality of service, pricing and other billing related features in order to 
establish service agreement and get the authorization token. IdPs are required to 
verify the MU’s identity and credentials, and IdP can provide this as a service to 
MUs. Identifying a MU is important for accounting and charging purposes by FN.  
MU is pre-registered with IdP to get identification token. The IdP role can be played 
by a trusted entity such as HN. To simplify the example, in this paper the HN will be 
considered as the IdP in this context. Also, FN providers are able to communicate 
directly with potential MUs and make trust decision whether or not to provide 
network service. For the FN provider to trust a MU, HN is used to verify the claimed 
identity of the MU. Also, Certificate Authority (CA) is engaged to establish a trust 
with both HN and FN. With the mutual trust, FN provider ensures that the service will 
get paid and MU ensures that the FN provider is a legitimate and trusted provider. 

2.2   Passport/Visa Approach 

This approach designed based on the above described model. It can be used when 
there is no roaming agreement between FNs and the MU’s HN. It consists of two 
tokens: Passport and Visa. The “Passport” is an authentication token issued by the HN 
to the MU in order to identify and verify MU identity. The Passport in itself does not 
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grant any access, but provides a unique binding between an identifier and the subject. 
The “Visa” is an authorisation token that granted to a MU via a FN. The Visa token 
can be used as an access control to ban individual users. In this paper, an improved 
version of our previous [6] Passport/Visa protocols is introduced. The followings are 
a set of protocols were developed to achieve the approach objective. Notations are 
clarified in the following table. 

Table 1. Notations used in the protocols 

Symbol  Description Symbol  Description 
MU Mobile user HN  Home network service provider. 
idA Identity of an entity A FN Foreign network service provider. 
CA Certivicate Autheroity SC Smart card issued by HN for MU. 

 A visa that issued by A to B. A passport that issued by A to  B. 

VisaNo The visa number PassNo The passport number 
PKA(x) Encrypting a message X using the 

public key of A 
SigA(x) Signing a message X using the private 

key of A 
h(x)  One-way has function   Symmetric Key shared between A and B 

 Certificate issued for  A by the CA.  Entity A has been validated by B.  
TA Timestamp generated by an entity 

A 
rA A random number generated by entity A 

 Passport or visa expiry date. Visa Request 
 Revoke request  Service Request 

 Consists of all other information such as type of Passport/Visa, type of MU, MU name, MU 
date of birth, date of issue, place of issue, issuer ID, and issuer name.In the Visa it may 
include number of access, duration of access, service type, service name, and times of 
access. 

2.2.1   Passport Acquisition Protocol 
This protocol describes the MU registration process with HN (Passport issuer); by 
completing this protocol MU will receive a Passport. For any network service request 
from a FN, MU is required to have a Passport that registered with the HN. The 
registration with the HN takes place offline, and it occurs once. When completed, the 
HN issues a smart card (SC) to the MU. The SC information is encrypted with the 
MU’s biometric (such as finger print). Every SC consists of three components:  

 ,   ,  

Every SC has a unique ID, which is combined with MU’s biometric to generate a 
symmetric master Key.  Key master is offline distributed, and stored on the Passport 
and the MU’s SC. The HN’s generate the Passport which is signed and encrypted with 
both the HN’s  and , then stored in the SC. The HN’s  is included 
for verification by FN and establishing trust with the HN using CA.  The signature 
can be verified to ensure the integrity of the Passport. The Passport is given as:   , , , , , ,  

2.2.2   Visa and Service Acquisition Protocol 

The MU will receive the required Visa from the FN after completing the identification 
and verification process with the HN successfully. When the MU has his/her Passport 
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(authentication token) in hand, the authentication process can be started with the FN 
in order to obtain the required Visa. The protocol is demonstrated as follows (Fig. 1): 

            

       Fig. 1. Visa and service acquisition.                        Fig. 2. Mobile service provision. 

Step 1: MU FN: ,   , , , , , " " , ,  (1)

This protocol starts once the MU sends his/her Visa request, Passport, and , ,  where they are encrypted by the session key . This key is 
generated using the formula (1) to establish a mutual authentication between the MU 
and the HN. Every time MU request service from different FN a new session key is 
generated, three factors are involved: , , and  are hashed using h(x). 
The  is used to enable the HN to verify it with the one in the FN certificate to 
make sure that it has not been modified by an attacker. The  is used to authenticate 
the FN. Another MU’s random number " " is sent to the FN to be used as a factor 
in generating the initial key  based on the formula (2). 

Step 2: FN HN:     , , , , ,  ,  

Before processing the authentication with the HN, the FN checks  and  
whether it is valid or not, and if so, it forwards the Passport, , ,  
with its , ,  to the HN as illustrated in Step 2. The  is sent to the 
HN for verification and establishing trust using the CA. The  used to authenticate 
the HN. Both  and  are used to stop reply attacks.  : HN FN:  (  , , , ,                                                                          , , , ,  

After receiving the message from the FN, the HN ensures if   and  are valid. If 
one of them is not, the HN replies with un-fresh session and terminates the request. 
Otherwise, the HN checks the validity of the  with the CA. If it was valid, the 
HN decrypts the Passport with its private key and then verifies the signature using the 
HN’s public key. After the HN checks that the MU’s Passport is genuine and valid, it 
gets the shared key ) and its relevant information such as the date of expiry. 
The HN then generates the session key  to decrypt the second part of the 
message , , . The HN compares the  in this message with the one in 
the certificate to ensure the FN has not been changed. The HN then encrypts  , , ,  ,  with the session key .  

 

FNMU HN

CA

1

2
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Also, as the HN authenticate the MU, the HN then computes their digital 
signatures using its private key, then encrypt them ( , , ,  using 
the FN’s public key. The HN then put both the FN and the MU authentication part in 
one message and sends it to the FN. 

Step 4: FN MU:   , , , , ,  ,                                                      ,  , " ",  
Once the FN received the message from the HN, it decrypts its part using its private 
key and verifies it using the HN’s public key. If the FN received the validity of the 
Passport and checks its random number, the Visa will be generated as follows:    , , , ,   
The signature of the FN   in the Visa is used to stop a forged Visa. The Visa is 
encrypted with the FN’s public key, which means that only the FN can decrypt it. The 
FN stores the Visa information for future verifications. The field “valid” is set to 
FALSE once a Visa is revoked; otherwise it is set to TRUE. 

The following is an example:  ;  ;  ;  valid  

Then the FN generates the initial key using formula (2). The initial key will be used 
once to distribute the master key  and . Also, the FN forwards a new 
random number " " to be used by the MU to generate the session key. The session 
key will be used to achieve mutual authentication between MU and FN and to deliver 
the services. This session key  is generated using formula (3).                            , , , , " ", " "   (2)                           , ,   (3) 

After the MU receives the authorisation message from the HN through the FN , , ,  ,  , the MU decrypts it using the . The 
HN’s , , and  correctness will be checked. If they were incorrect, the Visa 
will be rejected, and if they were verified, the Visa will be kept for future service 
requests. The MU computes the  to get the shared master key  and 

. Finally, The MU computes the  to get the requested services. 

2.2.3   Mobile Service Provision Protocol 
This protocol (Fig. 2) illustrates how a MU can be granted further network services 
from a FN in secure manner. When the MU obtains a valid Visa, the MU will be 
eligible to request further network services from the FN based on the Visa condition. : MU FN:   ,    , ",   

To request an access to the FN services, the MU sends , the Visa, and both " and  encrypted by the first session key  (formula 3). : FN MU: ",  , "  
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After the FN receives the service request, it decrypts the Visa with its private key to 
check its validity by its public key. If the Visa is considered as valid, the FN has to 
compute the  to verify the , and to get the new ". The  " will be 
used to generate the second session key ′  as follows (formula 4):                      , , ")  (4)

The third session key will be used by the FN to encrypt its " and . Finally, 
the third session key will be generated "  using formula (5).  " , , ")  (5)

By having the third session key in hand both parties know that mutual authentication 
has been realized, and the service can be started. However, for the next access the MU 
is required to generate a new set of session keys. 

2.2.4   Passport and Visa Revocation Protocol 
This protocol will be used to stop requesting services with a stolen Passport or Visa. 
If a Passport or Visa is considered to be revoked (e.g., the mobile user’s shared keys 

 or  expires, or the MU notices the FN revoking a Visa or the HN to 
revoke a Passport). The Passport revocation can be illustrated as: MU HN:   , ,  

The protocol starts when the MU sends the RevOke message to the corresponding 
HN. The HN decrypts the Passport with its private key and verifies the signature with 
its public key. The HN get the shared key from the Passport and decrypt the second 
part of the message. The HN checks if PassN  is already stored. If not, it means that 
there is no Passport issued with this Passport number. If it was stored, it stores the 
revoked Passport information and updates the status of the Passport as RevOke. The 
Visa revocation can be illustrated as: MU FN:   , , ,  

When FN receives a RevOke message from MU, the FN decrypts the Visa with its 
private key and verifies the signature with its public key. The FN gets the shared key 
from the Passport and generates the session key to decrypt the second part of the 
message. Then the FN decrypts the message with the session key  (illustrated 
in (3)). The FN updates the status of the Visa as RevOke. Once a MU requests 
network services, the FN checks if the Visa was revoked. If it is revoked the service 
request will be rejected. 

3   Related Works and Functionality Comparison 

In this section we review a number of related works in the area of ubiquitous mobile 
access authentication. The review was based on following three key requirements. A 
flexible ubiquitous mobile access authentication solution should satisfy the following 
requirements: (A) Wireless Technology Independence: the proposed authentication 
solution should not be designed for a specific underlying wireless technology. It 
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should be aimed to be designed at the network layer, or higher, of the OSI to avoid the 
differences in the link and physical layer. (B) Roaming Agreement-less: in the current 
solutions roaming agreement is used by cellular network to extend its services using 
other networks. However, it is not likely to set up formal roaming agreements with 
every possible provider by MU’s HN [2, 7]. Therefore, the solution should not depend 
on roaming agreement between FN providers and the HN. (C) Home Network 
Independent: The solution should support direct negotiation to establish service 
agreement between the MU and any FNs, where the FN has full control over the 
authorisation process. As HN plays the role of an IdP, MUs can get the benefits of the 
HN partners and more. They could get more network service in areas not covered by 
the HN’s partners with full freedom of choice. The below table summarise the 
comparison and indicates that our proposed approach can satisfy these requirements 
while the other related approaches cannot (Table.2). 

Table 2. Functionality comparison between the existing approaches and our approach 

Approach / Function A B C 

Proof-Token [4] Yes No No 
SSO architecture [8] No (WLAN) No Yes 
Mobile Bazaar [9] No(Ad Hoc) Yes Yes 
Homeless mechanism based on tickets [2] Yes No (Broker) No 
Sirbu et al.’s scheme (Kerberos-PK)[10] Yes No (Broker) No 
Lee et al. ’s scheme (Ticket base)  [11] Yes No (Broker) No 
Our Passport/Visa Approach Yes Yes Yes 

 
Tuladhar et al. [4] have proposed proof tokens authentication architecture and 

protocol. In their approach, they tried to solve two problems. The first problem is that 
the limited roaming agreement of the HN with FNs, and they proposed to allow MUs 
to access the partners of previously visited networks by that MU. The second problem 
is authentication delays, which they identified as a major cause for high latency. They 
propose the collaboration between adjacent networks. However, this approach still 
relies on roaming agreement for authentication, and does not support a direct 
negotiation and service agreement between the MU and FN.  

Matsunaga et al. [8] have proposed a single sign-on (SSO) authentication 
architecture that confederates WLAN service providers through trusted IdPs. They 
argue that the dynamic selection of authentication method, and IdP will play a key 
role in confederating public wireless LAN service providers under different trust 
levels and with alternative authentication schemes. However, there are three 
limitations to this approach. The first limitation in this approach is the dependence on 
roaming agreement between network providers and IdPs, which may limit the MU 
roaming freedom. The second limitation is the dependency on a single wireless 
technology. Lastly, it is limited to web-based authentication using cookies [12].  

Chakravorty et al. [9] proposed a mobile bazaar (MoB) , an open market 
architecture for collaborative wide-area wireless services by using reputation 
management. Their approach is based on short-term transient access network resource 
reselling by the network’s subscribers to other users using an ad hoc network type 
solution. The limitation of this approach is the dependency on FN’s users availability 
in trading and accessing the network. 
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The following four works are based on ticket model. Patel and Crowcroft [2] 
proposed  a homeless mechanism based on the notion of tickets. Lei, Quintero and 
Pierre [13] presented a reusable tickets for accessing mobile services. In [10], Sirbu et 
al. proposed an extended Kerberos with PKC to improve the scalability and security. 
While, in [11], Lee et al. proposed a secure scheme for providing anonymous 
communications in wireless systems using ticket based authentication and payment 
protocol. The major disadvantage of this model is that a FN does not have a control 
over granting the authorisation token, as the tickets are approved by the ticket server 
(TS). The TS acts as a broker, where it requires FNs to have pre-established roaming 
agreements. The broker concept reduces the issue of one-to-one roaming agreement 
by having one-to-many service agreement. However, the broker approach will not 
work in case of there is no service level agreement between the TS and the potential 
FN. This solution does not support the open market environment as MUs depend on 
TS to access network providers. While in our solution, IdP does not require pre-
established roaming agreement to authenticate their MU, and CA is used to establish 
trust between both FN and IdP.  

4   Security Analysis 

The SVO logic [14] has been use to prove the correctness of our protocol. The 
detailed proof is not included because of the pages limit.  In this section, we analyse 
the security of the proposed protocol with respect to following security requirements: 

Proposition 1. The proposed scheme can prevent Passport/Visa forge. 

Proof. Since the Passport and the Visa contain the signature of the issuer, they cannot 
be generated by attackers in the name of the HN or FN. So it is impossible to fabricate 
or fake a Passport or a Visa as the issuer will check the integrity by verifying the 
signature. 

Proposition 2. The proposed scheme can provide mutual authentication. 
Proof. In the mobile service provision phase, the MU sends a message that consists of 
two parts: a Visa, and the encrypted new random number ".The FN decrypts the 
Visa with its public key and gets the shared key. Also as the FN signed the Visa, it 
can check the validation of the Visa. The FN uses the previous session key 
with  and  to generate the first session key which will be used to 
decrypt the second part of the message and get a new random number. The shared 
master key with the first session key, an  " will be used to generate the second 
session key. By decrypting the FN message, the MU can get the FN’s random 
number. Now, both parties are able to generate the third session key and mutual 
authenticate each other.   

Proposition 3. Our protocol can resist replay and man-in-the-middle attacks. 
Proof. An attacker may sniff a valid Visa, however, the KMU FN, PassN ,and VisaN cannot be obtained as they are encrypted in the Visa. The only party that 
can get the ,  and  from the Visa is the FN. In addition, 
timestamps are used in each communication between the three entities: MU, FN and 
HM to ensure the message has not been replayed. 
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Proposition 4. The proposed scheme is safe against impersonation attacks. 
Proof.  In our protocol, the stored information in SC (e.g. Passport) is encrypted with 
the MU fingerprint. Thus, when the SC has been stolen, it is infeasible for attackers to 
impersonate the MU to have an access. 

Proposition 5. The proposed scheme can withstand spoofing. 
Proof. Since a FN cannot get any information regarding to the MU unless the HN 
authenticates the FN, it is impossible for a malicious entity to masquerade as a 
legitimate FN to get the MU information. In other word, the MU can ensure that s/he 
is indeed communicating with a real service provider and not with a bogus entity. 

Proposition 6. The proposed scheme can provide key freshness. 
Proof. Only the MU and the FN know the shared master key . In addition, it is 
not used to encrypt any message. Instead, a new session key is generated in every 
service request. This key is established by contributing the random numbers provided 
by both the MU and the FN. So the key freshness is guaranteed. 

Proposition 7. The proposed scheme can provide privacy and user anonymity. 
Proof. The MU’s personal details are kept secretly with the HN. Therefore, when a 
MU wants to roam into a FN, s/he only needs to send his/her Passport without reveal 
any information related to his/her ID. Moreover, the HN only returns the PassNO  to 
the FN if the verification is true. This means that the FN has no idea about the ID of 
the owner of this Passport. 

5   Performance Analysis 

In this section, we will evaluate the proposed protocol in terms of  computation, and 
communication cost, by comparing those of  the existing schemes in [10] and [11]. 
Also, scalability analysis will be discussed to demonstrate the key management 
efficiency. 

5.1 Computation Cost 

In this subsection, the results of performance comparison of our scheme, the scheme 
of Lee et al. and the scheme of Sirbu et al. are shown in Figure 3 and Table 3. In the 
performance comparison, Tsym and TAsym are used to denote the computational time of 
symmetric and asymmetric key cryptography, respectively.  

In this performance analysis of the authorisation and service provision phase, the 
scheme of Sirbu et al. took 16Tsym+4TAsym, while Lee et al. and our schemes took 
4Tsym+6TAsym and 6Tsym+8TAsym, respectively. Obviously, the scheme of Sirbu et al. 
gains better performance as it requires less asymmetric encryptions/decryptions in this 
phase. Additionally, in the access service phase, it required 6Tsym+2TAsym in our 
scheme, while the other two schemes require re-authentication and repeat the first 
phase. Our time calculations is based on [15], they indicated a symmetric 
encryption/decryption requires 0.87ms, and an asymmetric cryptography is 
approximately equal to 100 symmetric operations. Therefore, an asymmetric  
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Fig. 3. Computation comparison among different protocols 

encryption/decryption computation takes approximately 87ms. The computational 
costs of the one-way hash function (0.05ms) can be ignored since it is quite lighter, 
compared to asymmetric and symmetric operations. 
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service phase computational cost of Sirbu et al., and Lee et al. schemes, respectively. 
Therefore, the proposed scheme is highly efficient in the terms of service provision 
computational overheads, as shown in Figure 3. The other two schemes take more 
than the double of our access service phase computational time, as they requires MU 
to do both authorisation and access service phases (re-authentication) every time for 
service provision. For example, the scheme of Sirbu et al. is based on Kerberos which 
relies on timestamps for freshness indicator, therefore the time stamped ticket can 
only be valid for a single session [13].  

Also, our scheme took around 2.61 ms (3Tsym in both phases), while the scheme of 
Sirbu et al. required 180.96 ms (8Tsym+2TAsym) and the scheme of Lee et al. took 
175.74 ms (2Tsym + 2TAsym). The MUs computational cost of our scheme is reduced to 
2% of other schemes.  In other words, our scheme outperforms the other two 
approaches in terms of the MUs computational cost, which affect the energy 
consumption of their limited power device. The proposed scheme is highly efficient in 
the terms of MUs computational overheads and energy consumption, shown in  
Figure 3, because of the elimination of asymmetric cryptosystems. 

In terms of authorisation and service provision phase, our scheme is slower than the 
other two schemes by 2 s to 3 s. Since our scheme took 701.2 ms, while the scheme of 
Sirbu et al. required 361ms and the scheme of Lee et al. took 525.48ms. Most of our 
computation time is spent in the authorisation phase. However, compared with other 
two schemes, our scheme took less computation time in the access service phase, which 
will be performed more frequently than authorisation phase. For example, in our scheme 
MU performed authorisation phase (Visa acquisition) just once, then MU can access 
services any time based on the Visa expiration date. Table 3 summarizes the  
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performance comparisons of our scheme with the schemes of Sirbu et al., and Lee et al. 
In summary, our scheme took more computation time in the authorisation phase, but 
achieves better performance in the access service phase and MU energy consumption. 

5.2   Communication Cost 

The communication cost in our scheme can be reduced to 33% of the schemes of 
Sirbu et al., and Lee et al. after the first authorisation phase. Since the proposed 
scheme can eliminate re-authentication with the HN compare to other schemes. In 
other words, FNs authenticate MUs with their HN just once in the authorisation phase 
(takes 4 round messages) to get the Visa, then they can access their services (takes 2 
round message) multiple time, based on the Visa type, without the need for HN re-
authentication. Most of the communication cost is in the authorisation phase; 
therefore eliminating the re-authentication will highly improve the performance. 

Table 3. Efficiency comparisons between our scheme and other related schemes 

Efficiency feature/Approach Our Scheme Sirbu et al.’s scheme 
(Kerberos-PK)[10] 

Lee et al. ’s scheme 
(Ticket base)[11] 

Computation cost:    
Authorisation & service 
provision phase 

6 +8  
≈701.2ms 

16 +4  
≈361.92ms 
≈416 =361.92ms 

4 +6  
≈525.48ms 

Access service phase 6 +2 ≈179ms ≈604 =525.48ms 
MU computational time 
(Energy Consumption) 
Communication cost: 

3 =2.61ms ≈208 =180.96ms ≈202 =175.74ms 

Eliminate HN re-authentication Yes No No 
Number of messages 4 then 2 5 6 

 
In term of the total number of messages required in the full protocol, our scheme 

has better communication cost with 4 round messages, while the schemes of  Lee et 
al. and Sirbu et al. required 5 and 6 round messages, respectively. Table 3 indicates 
that our proposed protocol can reduce computation and communication cost for the 
limited resource mobile device compares the other two schemes. 

5.3   Scalability Analysis 

The proposed scheme is scalable, as the increase of MUs subscription will not affect 
the HN and the FN storage space.  Since both HN and FN do not store MUs shared 
master-key, which eliminate the maintenance of this key with every MU. Also, the 
large storage of these keys is eliminated. Moreover, this technique improves the 
scheme security as the compromise of the key storage in HN or FN will reveal all the 
symmetric keys to the attacker and will have to be revoked. This problem exist in the 
traditional Kerberos in the event of a KDC compromise [10]. Instead the master-keys 
are stored in both the Passport and the Visa to achieve an efficient key management. 
The Passport and Visa stored only in the MU’s SC which provides tamper resistance.  
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6   Conclusion 

This paper argued for the need of a flexible way to authenticate mobile users in 
ubiquitous wireless access environment. Thus, as a flexible and practical solution, we 
introduced the Passport/Visa approach as a roaming agreement-less based to enable 
MUs to authenticate themselves to FN providers via direct negotiation. Moreover, the 
FNs have full control over the authorisation process. In contrast to the existing 
approaches, we believe that our approach is more flexible and eliminates the need for 
roaming agreements. The security and performance analysis indicates that our 
protocol is secure and efficient to authenticate MUs and network service providers. 
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kleber@inf.ufg.br

Abstract. In IEEE 802.11 infrastructure networks composed by mul-
tiple APs, before a station can access the network it needs to make a
decision about which AP to associate with. Usually, legacy 802.11 sta-
tions use no more than the signal strength of the frames received from
each AP to support their decision. This can lead to an unbalanced distri-
bution of stations among the APs, causing performance and unfairness
problems. This work proposes a new approach that combines the number
of associated stations and the current load of each AP plus the virtual-
ization of client wireless interfaces. In this approach, stations frequently
switch of association among APs and stay on each one of them for a time
interval that is calculated based on the number of associated stations and
the channel current load. Simulation results confirm the improvement ob-
tained in the load balancing and fairness on network capacity allocation,
while keeping the maximum network utilization.

Keywords: Wireless networks, scheduling, 802.11, association control.

1 Introduction

Nowadays, there is a large number of IEEE 802.11 access points (APs) available
in both private and public access networks. Before a client station (STA) can
have access to the data transmission service provided by such networks, it has
to follow procedures of association and authentication with one of the APs in
its transmission range. Initially, the STA detects APs in its vicinity by scan-
ning wireless channels and collecting responses (probe responses and/or beacon
frames) from them. Then the STA authenticates and associates with the AP
from which it received frames with the highest RSSI (Received Signal Strength
Indicator).

As presented in [1], this association metric does not ensure efficiency in the
resources usage and may lead to a poor performance due to the unbalanced
number of associated stations among the APs. Alternative approaches have been
proposed [1,2,3], which perform a load balancing among APs by including load
conditions in the frames in order to allow the STA to select the least loaded AP.
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However, most of the proposals assume that the current load is given by the
number of stations associated with the AP, not taking into account the amount
of traffic generated by them.

Many 802.11 manufacturers also provide proprietary solutions for load balanc-
ing [16,17,18]. In general, there is not enough information about the algorithms
applied in these solutions, so their performance can not be evaluated. Every
proprietary solution is based on the AP hardware from that specific manufac-
turer which allows the use of extra and nonstandard features and protocols. This
brings a well-known and undesirable drawback: cross hardware manufacturer in-
compatibility.

Our proposal takes into consideration the effective throughput achieved by
the stations and uses wireless network interface virtualization [4] to perform load
balancing. The virtualization scheme allows a single physical interface to offer
simultaneous connectivity to more than one AP [5]. Only standards-compliant
resources are employed in our solution. Through a simulation study, we show
that this proposal outperforms the standard RSSI-based association control and
other approach for load balancing known as DLBA (Dynamic Load Balancing
Algorithm) [3].

The rest of this paper is organized as follows. In Section 2, we briefly present
some important related works. Section 3 exposes some important concepts about
load balancing and IEEE 802.11 network virtualization. Section 4 presents our
proposal of load balancing through network virtualization. In Section 5, we show
the results in comparison with some other approaches. Finally, in Section 6, we
present our conclusion.

2 Related Work

Recently, virtualization has become an important tool in several areas, such as
operating systems [6], faults detection and diagnosis [7]. In wireless networks, it
has been applied in the handover process [8,9] and network/interfaces virtual-
ization [10,11,4,5].

The IEEE 802.11 physical interface virtualization allows an STA to associate
with multiple APs simultaneously. This capability can be used with the purpose
of allowing the concurrent access to multiple networks or virtually increasing
the connectivity in a unique infrastructure network [5]. In this last scenario,
it is also required that STAs constantly change their association among the
APs in order to announce their presence. Currently, the traditional association
approach takes into account only the RSSI measured by STAs from multiple
APs. The main drawback of this approach is that it can lead to an unbalanced
distribution of STAs among the APs, which can drastically reduce network per-
formance [3,1,9,12].

To circumvent this problem, some metrics for AP association that define a
relation between RSSI and the amount of associated stations with an AP were
proposed [3,1,2]. In this work, we propose a load balancing mechanism based
on IEEE 802.11 physical interface virtualization, which uses a metric derived
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from the amount of associated STAs and channel load to determine how long
an STA will stay associated with each AP. This proposal uses a virtualization
scheme called Frequency Hopping (FH) and prioritizes the AP that has the
lowest channel occupation.

3 Background

3.1 IEEE 802.11 Network Virtualization

The main virtualization focus is to allow a single substrate to execute multiple
virtual experiments. The wireless medium can be virtualized by different tech-
niques as presented in [4]. The most common are: FDMA, TDMA, Combined
TDMA and FDMA, CDMA, SDMA, and Frequency Hoping (FH).

The FH scheme is a dynamic version of the Combined TDMA and FDMA
scheme. It allows experiment partitioning by allocating a unique sequence of
frequency and time slots for each virtual experiment. However, differently from
the Combined TDMA and FDMA scheme, it allows that the same experiment
uses different sequences. It is the most flexible and complete scheme to be used
with IEEE 802.11 networks.

Our mechanism uses the FH scheme combined with an algorithm to choose
the sequences, i.e. channels and time slot sizes to be used by each STA. The
algorithm employs a metric based on media occupation and the amount of as-
sociated STAs with each AP. Our proposal also makes use of IEEE 802.11k and
802.11r standards in following manner. The proposed metric requires some data
to be collected by the 802.11k, and the wireless interface virtualization employs
802.11r for fast handover.

3.2 IEEE 802.11k and IEEE 802.11r Standards

The IEEE 802.11k is an amendment to IEEE 802.11-2007 standard for radio
resource management, which aims to increase the physical layer and medium
access availability. For this purpose, it defines a sequence of measurements re-
quests and reports about radio and network information that can be used by
upper layers in different ways. It presents low overhead of control messages and
low processing requirements, and provides enough accurate measurements for
our proposal.

The radio measurements in wireless networks help applications to adapt au-
tomatically to the dynamic medium conditions, facilitating the management
and maintenance of a WLAN. The standard specifies a generic pair of Radio
Measurement Request and Radio Measurement Report frames, which can be spe-
cialized to acquire measurements such as channel load, STA statistics, number
of neighbors, etc.

When an STA switches between APs in a handover process, it starts a reas-
sociation with the new AP. During this process, the IEEE 802.11r implemented
in the APs takes care of changing forwarding tables of L2 devices by issuing
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gratuitous ARP messages on the distribution system. It also allows the involved
APs to exchange authentication information, which drastically reduces the time
spent in the handover process.

4 Load Balancing by Using Virtual Interfaces

In general, a suitable load balancing provides an efficient use of resources, which
in most cases improves fairness in their allocation. Thus, by properly distribut-
ing STAs across APs, the aggregate network throughput is increased and the
fairness in the network capacity allocation is improved. The DLBA association
control algorithm balances the number of STAs associated with each AP by us-
ing the RSSI. However, since STAs may present different traffic profiles, this is
not enough to proper balance the network load, and hence, it is not suitable for
providing throughput or delay fairness.

In this context, we propose a new load balancing mechanism based on the
time slot scheduling of a frequency hopping virtualization technique. This mech-
anism is completely distributed and it is only needed in the STAs, therefore
not requiring changes in the APs. Also, its implementation relies on standards
(IEEE 802.11r and 802.11k).

In the proposed mechanism, the STAs manage associations with multiple APs
using one virtual wireless interface for each AP. An STA stays associated with
each AP for a time interval that is dynamically adjusted by the scheduling
algorithm, which takes into account measurements of channel occupation and
number of STAs associated with each AP. This time interval is always a fraction
of a scheduling cycle and is called active time of a virtual interface.

Fig. 1. Scheduling cycle and active times of virtual interfaces

Figure 1 illustrates the scheduling process in which an STA periodically chooses
a different AP to associate with. When the APs in the STA’s coverage area op-
erate in different channels1, the scheduling process becomes a client-based FH
virtualization scheme.
1 Our mechanism does not depend on an efficient channel allocation, but this is a
common assumption in infrastructure networks with centralized control.
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Fig. 2. Fast handover during virtual interface switching

Just before the end of an active time, the STA collects information from
the current AP concerning channel occupation and number of associated STAs
during the present active time. At the end of every scheduling cycle, the STA uses
the collected measurements to compute fractions (or weights) for the calculation
of the active time of each virtual interface in the next scheduling cycle. The
measurements are performed and made available by the APs using IEEE 802.11k.

In Fig. 1, STA 1 has three virtual interfaces since it is in the coverage area of
three APs2. To avoid synchronization of active times of different STAs on the same
AP, every active time is randomly varied by 10% of its current computed value.

In order to keep the unawareness of the APs concerning the load balancing,
our mechanism employs the IEEE 802.11r protocol to implement a fast handover
process with authentication. It allows an uninterrupted forwarding of downlink
traffic during virtual interface switching. As illustrated in Fig. 2, when an STA
switches to a new AP (AP1), it performs a fast authentication before reassoci-
ating, and then initiates an IEEE 802.1X authentication. After that, the IEEE
802.11r 4-way handshake is performed between the STA and the new AP. If this
operation is successful, the new AP updates the L2 forwarding tables of network
devices of the distribution system (DS). The whole process of migrating from
one AP to another takes a non-negligible time. In IEEE 802.11r, this time is
around 40 and 50 ms (excluding the scanning time) [13].

4.1 Active Time Computation Algorithm

The performance of the proposed load balancing mechanism is closely tied to the
active time duration of each virtual interface. After each cycle, these durations
are recomputed to be used in the next cycle. These updates are based on chan-
nel load and the number of associated STAs per AP. Initially, the mechanism
computes an estimate of the idle time for each STA associated with AP (i), as
described by Equation 1:

2 This number may vary from cycle to cycle.
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⎧⎪⎪⎨⎪⎪⎩
s ∈ AP (i), I(i)(s) =

1− ChLoad(i)

NSt(i)
,

s /∈ AP (i), I(i)(s) =
1− ChLoad(i)

NSt(i) + 1

(1)

where I(i)(s) represents the average amount of time the AP (i) has stayed idle
per associated STA, ChLoad(i) is the last channel load reported by the AP (i),
and NSt(i) is the number of STAs associated with AP (i). When the STA s
is not yet associated with AP (i), the equation includes the STA s as if it was
already associated with AP (i) in order to artificially account for its contribution
to the load.

The sum of all time slots is equal to the duration of a scheduling cycle, and the
number of time slots is equal to the number of APs (NAPs). Time slot durations
are determined by a weight that is assigned to each time slot. Hence, the weights
(W(i)(s)) computed by an STA s are normalized by the scheduling cycle duration
to obtain a percentage of the cycle. This computation is described by Equation 2:

W(i)(s) =
I(i)(s)

NAPs∑
k=1

I(k)(s)

. (2)

Since the active time duration is adaptive, it allows our mechanism to dynam-
ically track the network load. In other words, an STA allocates time slots pro-
portionally to the amount of channel load and number of stations reported by
APs. For example, an STA allocates larger time slots to APs that have a lower
amount of load per associated STA. Therefore, the proposed virtualization mech-
anism provides a dynamic load balancing across the APs while performing a fair
resource sharing among STAs.

To retain association with an AP, the amount of maintained state is low as
it can be see in [5], which implements virtual interfaces at the driver level. Our
proposal only adds the active time per AP to the state because this information
summarizes the decision of the algorithm. Besides, the number of simultaneous
association is not high, because infrastructured networks commonly have a de-
ployment plan that tries to avoid too much superposition among APs coverage.
This approach is taken because superposition in excess degrades performance
and wastes resources.

5 Results

The ns-2 simulator, with a set of modifications, was used to evaluate the pro-
posed load balancing mechanism. At the network and MAC layers, we added
interface queues to handle the traffic of each virtual interface. Figure 3 depicts
an example where STA 1 has three virtual interfaces. Each virtual interface is
modeled as a transmission queue of a few packets capacity. In this example,
the first virtual interface is at its active time, and is associated with AP 1 us-
ing channel 1. Modifications were also needed to provide 802.11k measurements
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Fig. 3. Virtual interfaces implementation
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of the number of associated STAs, channel occupation and RSSI. Moreover, we
have implemented the proposed load balancing mechanism and other association
control mechanisms to make performance comparisons.

Before evaluating the proposed mechanism in commonly used IEEE 802.11
infrastructure scenarios, we have performed some experiments to assess the over-
head imposed by the virtualization. The delay incurred when an STA virtualizes
to a new AP, called here of virtualization delay, is due to channel switching, re-
association, authentication and L2 forwarding tables update. During this time,
all in transit packets can be lost, degrading flows performance. To do this eval-
uation, we run simulations with only one virtualized STA in the range of three
APs interconnected by a unique L2 switch. This STA performs an FTP down-
load during all the experiment. Figure 4 shows the FTP flow average throughput
normalized in respect to the throughput obtained by simulations when no virtu-
alization is used. The normalized average throughput is plotted as a function of
the virtualization delay for different scheduling cycle durations. According to [9],
typical values for the virtualization delay are not larger than 40ms. Results show
that the throughput decreases by at most 10% in the range of 0 and 40 ms. The
smaller is the duration of the schedule cycle, the more affected is the throughput
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since the STA virtualizes more often. When a channel scanning overhead, which
has a typical value of 350 ms, is added to the virtualization delay, the perfor-
mance degradation is severe. However, our mechanism does not require channel
scanning since each STA already knows which APs it is virtualizing with.

To evaluate the performance of the proposed mechanism, the next simulations
involve an infrastructure network composed by three APs disposed at the center
of a square area, respecting a minimum distance of 120 meters among them.
Each AP is configured to use one of the non-overlapping channels (1, 6 and 11).

Two classes of STAs were positioned in the communication range of these
three APs: legacy and special STAs. Legacy STAs download Web traffic and use
a traditional association method. Special STAs downloads FTP traffic during all
simulation. In the simulations, special STAs use one of the following association
control methods:
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– Legacy: Traditional association method, i.e. the same used by the legacy
stations [14];

– DLBA: The DLBA association mechanism [3];
– Static Virtualization: The proposed association mechanism with static

time slot duration;
– Dynamic Virtualization: The proposed association mechanism with dy-

namic time slot durations.

Each simulation run lasts for 200 s and 30 different STAs positioning scenarios
were generated for each configuration set. The results presented are the mean of
values for the 30 scenarios with confidence interval bounds at a confidence level
of 95%.

Figure 5 presents the aggregate throughput of special STAs in two scenarios,
without and with 30 legacy STAs. The aggregate throughput is given by the
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sum of the throughput of all FTP flows. Results show that with a small number
of STAs the maximum network capacity is reached in all scenarios. This demon-
strates that virtualized STAs are able to use all available capacity even subject
to virtualization overhead.

Figure 6 shows the fairness index, as defined in [15], which was calculated
over the throughput values obtained by the special STAs. It represents how fair
the network capacity is distributed among the STAs. The closer this index is to
1, the fairer is the distribution. According to Fig. 6, the fairness index of virtu-
alized stations is the best among all association algorithms. This demonstrates
that our proposal provides a better load balancing, ensuring a fairer sharing of
network resources. The difference between static and dynamic virtualized sta-
tions is related to the fact that the static algorithm keeps bad associations for
a longer time: a large number of STAs may be associated with the same AP
simultaneously. On the other hand, the dynamic algorithm is able to adapt to
the time duration that the STA is associated with each AP according to the load
measurements in each channel. This implies better fairness in resource sharing
through load balancing in each AP. DLBA and Legacy association algorithms,
which rely on RSSI measurements, present poor fairness and larger variance.

Other important performance metric is presented in Fig. 7. This figure shows
the web page average latency obtained by legacy STAs when the amount of
special STAs increases. This metric allows evaluating how friendly the association
algorithm is to the legacy stations. Once again, DLBA and Legacy STAs present
a lower performance with a significant increase in the average latency to visualize
web pages. The virtualized methods have a low impact in the average latency of
web pages as the amount of special STAs increases.

6 Conclusions

This work has presented a new mechanism that uses IEEE 802.11 network in-
terfaces virtualization as a way to perform load balancing. Through simulations
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experiments, our proposal has been evaluated and compared with a traditional
approach and another load balancing proposal that takes into account only the
RSSI. The results show that the virtualization overhead is negligible and the full
aggregate capacity of the network can be achieved. However, the most impor-
tant result of the evaluation is that the proposed mechanism improves the fair-
ness in the network capacity sharing. Considering the throughput experienced
by client stations, our proposal provides to all clients equal average through-
put. Additionally, our mechanism avoids performance degradation of legacy user
communications.

The performance of the two presented virtualization techniques differs only in
one aspect: the fairness index results. Slight differences in the fairness index [15]
results represent large differences in the throughput distribution experienced by
the clients. Thus, as the main objective of the proposed mechanism is to pro-
vide better load balancing to the clients, the dynamic virtualization technique
is the best choice when compared to the other mechanisms evaluated. The im-
provements come at a low cost in complexity, since the measurements are simple
and based on an IEEE standard. Besides, virtualization of network interface is a
well-known mechanism that is becoming available natively in modern operating
systems, including the ones that run on mobile devices.

As future works we intend to compare the performance of the dynamic vir-
tualization to other mechanisms in the literature. We also intend to develop a
prototype of the proposed virtualization mechanism using off-the-shelf 802.11
network devices supported by the open source MadWifi driver.
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Abstract. Mobile devices are connecting to the Internet through an
increasingly heterogeneous network environment. This connectivity via
multiple types of wireless networks allows the mobile devices to take
advantage of the high speed and the low cost of wireless local area net-
works and the large coverage of wireless wide area networks. In this
context, we propose a new handoff framework for switching seamlessly
between the different network technologies by taking advantage of the
temporary availability of both the old and the new network technology
through the use of an “on the fly” erasure coding method. The goal is
to demonstrate that our framework, based on a real implementation of
such coding scheme, 1) allows the application to achieve higher goodput
rate compared to existing bicasting proposals and other erasure coding
schemes; 2) is easy to configure and as a result 3) is a perfect candidate
to ensure the reliability of vertical handovers mobility management pro-
tocols. In this paper, we present the implementation of such framework
and show that our proposal allows to maintain the TCP goodput (with
a negligible transmission overhead) while providing in a timely manner
a full reliability in challenged conditions.

1 Introduction

With the proliferation of new wireless access network technologies, mobile users
can now access the Internet using multiple types of access network technolo-
gies. This heterogeneous network environment provides access through a varying
range of network technologies. The characteristics of these access networks vary
greatly; Wireless Local Area Networks (WLANs) provide high speed access with
a network latency of tens of milliseconds, often at the price of fixed Internet ac-
cess but with a very limited coverage. Wireless Wide Area Networks (WWANs)
on the other hand provide wide coverage but have a significantly lower data
rate, higher latencies up to several hundreds of milliseconds and a cost which
may be several magnitudes larger than that of WLAN networks. For obvious cost
and performance reasons, smartphone users frequently switch to WLAN when
a hotspot is available although the cellular connection is almost always enabled.
Therefore the ability to switch seamlessly between these different technologies
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allows a user to maximize his data rates and an operator to free resources in
more expensive WWAN networks by maximizing the utilization of lower cost
WLAN networks.

Seamless switching between heterogeneous access networks requires carefully
managed vertical (inter-technology) handovers. Protocols, such as Mobile IP
(see RFC 3344), can be used to ensure the handover does not break the on-
going connections of a mobile node and that the mobile node remains reachable
in spite of the handover. In a Mobile IP vertical handoff, on-going traffic is
often disrupted due to protocol deficiencies [2]. Although, more advanced handoff
protocols such the Safetynet architecture [13] (and Safetynet v.2 [12], where the
use of FEC codes are suggested to mitigate the number of lost packets during
the bicasting) can be used to reduce these packet losses, the challenging wireless
link conditions triggering the handoff may cause unavoidable packet losses. This
is especially the case for upward vertical handovers (i.e. handovers from WLAN
to WWAN networks) which are typically performed only when the signal to
noise ratio of the WLAN becomes too weak to offer a correct connectivity. This
decrease of the signal strength may result in packet losses due to wireless errors
or even a complete loss of connectivity with the Previous Access Router (PAR)
during the time it takes to prepare the WWAN interface and link layer connection
to the Next Access Router (NAR).

There are currently two main class of solutions that address the problem from
a transport layer point of view. The first one aims to improve TCP tolerance to
handover [7,3] while the second one uses multipath SCTP [14] version to benefit
from this multiple connectivity capability [5,16]. In the present contribution,
we show that the proposed coding scheme shares both advantages and allows
the use of any kind of transport protocol without modification. In other words,
this proposal is completely independent of the end-to-end transport solution
deployed.

In this paper, we present the potential use of this “on the fly” coding scheme
through an implementation called Tetrys [15], which can be applied to transport
and layer-3 mobility management protocols to achieve a so called ”soft han-
dover” and significantly reduce the impact of the handover on the application
traffic. A soft handover allows a mobile device to connect to multiple networks
at the same time and receive coded streams of traffic from multiple routers or
base stations at the same time and to combine those coded, partially redundant
streams to a single, complete data stream. This allows the handover process to
be very smooth since the ratio of data and the level of coding of the different
streams can be dynamically adjusted to handle changing packet loss rates. So far
soft handovers have been successfully used only in tightly controlled horizontal
handovers in CDMA networks in which the traffic is synchronized between the
different base stations and the mobile device. This paper explores whether a sim-
ilar soft handover can be achieved in handovers between IP based WLAN and
WWAN networks with the more challenging asymmetric and non-synchronized
network conditions. The purpose of this study is not to propose yet another ex-
haustive mobility management architecture as this generic coding scheme could
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Fig. 1. Two illustrations of multipath

be used inside any mobility management protocol (such as Fast Handovers Mo-
bile IPv6 for instance). We rather seek to demonstrate that our adaptive coding
scheme can significantly reduce the impact of the challenged network conditions
in a vertical handover by using a soft handover like approach. Thus, we evaluate
our proposal for vertical soft handovers and the results obtained show that TCP
remains close to its pre-handoff bitrate.

2 Background and Related Work

A soft vertical handover differs from a hard vertical handover as no disconnection
occurs during the soft handover process. Although both are challenging, they
impact the transport and application layers differently and also the methods
used to minimize the handover effect at both layers are different.

The main problem in hard handovers, and also failed soft handovers, is the
handover delay during which packets are lost. These lost packets cause a number
of issues, discussed below. Solutions for reducing this delay, i.e. optimizations for
hard handovers, consist of reducing the network detection period, the address
configuration interval and the network registration time which reduce (see [2]).
The solutions are also valid for reducing the chances of a soft handover turning
into a hard handover.

The first and the most pressing issue that a transport protocol, such as TCP,
must handle is the loss of its in-flight packets. This handover delay might trigger
RTO in TCP and the resulting backoff procedure could lead to a connection
stall. This problem can be mitigated by freezing the sending of TCP packets
during the handover process [7]. Another challenge in hard and soft handovers
is the possible differences in network characteristics between the new and the
previous network in terms of propagation delay, bandwidth and packet loss rate
(PLR). A plethora of work have been devoted to this problem and have mainly
proposed solutions to adapt the TCP congestion windows length or to quickly
update the TCP RTO value on the new link (involving active probing on the
new link) in order to prevent RTO buffer overflow and/or RTO expiration [7,3].

As the multiple interfaces present on a mobile host can be enabled at the same
time, many proposals provide soft handovers between heterogeneous networks.
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This can be achieved with IP-level mobility solutions such as MIH, Multihom-
ing MIP (see RFC 4908 [10]) at the cost of a devoted network infrastructure.
This provides (see RFC 4980 [11]) improved reliability, load sharing between the
different links and bandwidth aggregation.

Several propositions use multihoming to improve the quality of the communi-
cation by bicasting the flows via multiple available interfaces. When a handover
becomes highly probable, packets are sent both from the PAR and the NAR.
This allows a more robust service as it is known that the link signal can signifi-
cantly decrease during the HO leading to high packet loss rate (PLR) as shown
in Fig. 1(a). Instead of copying the same packets on both paths, the authors
of [9] choose to send data packets on one path and redundant FEC packets on
the other, thus reducing drastically the impact of losses on a video stream com-
pared to the standard bicasting procedure. In [4], the authors obtain a similar
result using staggered FEC.

Several modifications to the Stream Control Transmission Protocol (SCTP)
have been proposed, enabling support for both real-time and non real-time traf-
fic [5,16] taking benefit of the multihoming capability without the cost of a large
network architecture deployment. For instance, the authors in [16] demonstrate
that the use of SCTP allowed them to aggregate the bandwidth of different net-
works, thus providing a video with a better quality and a more robust service
even in high mobility scenario.

To illustrate the generic character of our solution, another application where
our proposal is of interest is illustrated in Fig. 1(b). In this figure, we represent a
mobile node which has subscribed to both ADSL and 3G offer within the same
operator and opportunistically uses its home wireless access (or any accessible
local wireless spot) conjointly with a 3G access. The benefit of our proposal in
this context will be highlighted in Section 4. Our scheme can be deployed both
in a end-to-end fashion or from the edge router of the ISP to the terminal host
while remaining transparent to the application layer. On the contrary, SCTP
needs an end-to-end deployment and the use of specific applications build on
top of SCTP socket.

Which Issues Have Still Not Been Addressed?

Adapting TCP to the context of handover would require changing every trans-
port protocol stack already deployed to support these changes. In addition, defin-
ing the parameters of these TCP modifications (new values such as RTO and
congestion window: cwnd, adapted to the new link) require a probing delay or
a certain level of a-priori knowledge on the links characteristics which may not
always be available. Finally they do not take advantage of the diversity of the
links. The main drawback related to the solutions based on multipath SCTP is
that they require modifying the interface between the application and the trans-
port layer. Additionally, to date, the deployment of SCTP has been limited to
Unix-like hosts. This requirement would make the deployment of these proposals
harder. The bi-casting proposals, even when they involve FEC coding, result in
halving the available bandwidth which might already be limited in the case of
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WWAN interfaces. Further, with the exception of the bi-casting procedure, none
of these proposals seem to perform well in challenged conditions with high PLR
common before and after handover due to poor signal quality.

To the best of our knowledge, there currently exists no solution allowing to
benefit from the robustness and bandwidth aggregation provided by the mul-
tihoming capability of new devices with an application on top of the standard
TCP/IP protocol suite (i.e. without any modification of the suite).

All these facts motivate our proposal described in the following section 3.

3 Our Proposal

We present in this section the architecture and internal mechanisms that define
our framework proposal.

3.1 Architecture, Coding and Handover

Our coding scheme, detailed in the next section, allows recovering in a timely
manner from all the losses that occurred on a path, regardless of their distribu-
tion. The sole requirement is that in average the amount of redundant packet
sent must be greater than the amount of the losses. The key idea is to use our
proposal to enforce the part of a path that can be affected by PLR losses during
a handover. The whole path can be protected by coding and decoding the pack-
ets at both ends of the connection if the Correspondent Node (CN) is aware of
the different addresses of the Mobile Node (MN). Otherwise, as Fig. 2 suggests,
in the case where multihoming is provided by an IP-level mobility solution, the
coding/decoding can also be done between the Access Router (AR) and the
MN. We propose to use our coding scheme at layer-3, thus hiding the losses to
the transport layer. Fig. 2, describes a possible way to plug our coding scheme
through the use of Divert Socket. In our case, we used the BSD implementation
of divert socket which is also provided under GNU/Linux with ipchains API.

The sending of a data segment from the CN to the MN works as follows: as a
first step, packets travels normally through the TCP/IP protocol stack as the CN
is not involved in the coding process. Packets that reach the Access router cross
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the IP forwarding rules (IPFW) which diverts (second step) the packets destined
to the MN to the related Tetrys instance (there might be one instance by MN
supported by the AR). Tetrys adds the packets to its encoding window and re-
injects them (step 3 and 4) adding a packet sequence number (three bytes might
be more than necessary) plus a bit to distinguish redundancy from source data
packets inside the IP option field. Redundancy (i.e. coded) packets are injected
with such an IP destination address that they go through the WWAN (step 4)
or WLAN (step 5) links depending on whether it is an upward or downward
vertical handover. The size of these coded packets is equal to the maximum size
of the data packets currently in the Tetrys encoding window. Packets reach the
MN through the different interfaces and are diverted to Tetrys (step 6) which
decodes and rebuilds any lost packets. The whole packets received by the Tetrys
encoder at step 2 are re-injected (step 7) without losses and ordered in-sequence.
Finally at step 8, packets are transmitted to the transport and application layers
in a transparent manner.

When our coding scheme is used to improve the link quality (with two inter-
faces) the source data packets are sent on the fastest (which is also the more
lossy one in our experimental scenario) interface while the redundancy (coded)
packets are sent through the WWAN.

During upward handover, the PLR is monitored and when it exceeds a given
threshold (70% in the experiment), a coded version is sent over the WWAN for
each data packet received from the source. When the WLAN is definitely out of
range, packets are sent uncoded over the WWAN. During a downward handover,
all the source data packets are sent coded over the WWAN and uncoded over the
WLAN. When the WLAN PLR decreases below a threshold, the coded packets
will be sent according to the redundancy ratio through the WWAN only until
the PLR becomes negligible for TCP.

3.2 The Tetrys On-the-Fly Coding Scheme

The Tetrys sender uses an elastic encoding window (denoted Wsender) which
includes all the source packets sent and not yet acknowledged. Let Pi be the
source packet with sequence number i. Every k source packets, the sender sends a
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(single) repair packet R(i..j), which is built as a linear combination (with random
coefficients) of all the packets currently in Wsender . The receiver is expected to
periodically acknowledge the received or decoded packets, and each time the
sender receives an acknowledgment, the acknowledged packets are removed from
Wsender . A receiver can decode lost packets as soon as the number of available
repair packets is higher or equal to the number of lost packets (the lost packets
are detected by the gaps they introduce in the sequence number of the received
packets). Fig. 3 illustrates this principle. In the figure k = 2, which means that a
repair packet is sent each time two source packets have been sent. The right side
of this figure shows the list of packets that are lost and not yet rebuilt, as well as
the repair packets kept by the receiver in order to recover them. During this data
exchange, packet P2 is lost. However, the repair packet R(1,2) successfully arrives
and allows to rebuild P2. The receiver sends an acknowledgement for packets
P1 and P2, in order to inform the sender that it can compute the next repair
packets from packet P3. Unfortunately this acknowledgement is lost. However,
this loss does not compromise the following transmissions and the sender simply
continues to compute repair packets from P1. After this, we see that P3, P4 and
R(1..4) packets are also lost. These packets can be rebuilt using R(1..6) and R(1..8)

since the number of repair packets becomes higher or equal to the number of
lost packets.

The acknowledgement path is only used to optimize the encoding process and
is not mandatory during a handover of a few seconds. However, these acknowl-
edgements contain information about the PLR experienced by the MN that
might be used to update or tune the redundancy ratio when the handover takes
a longer time (we consider higher than 30sec). If the role of the coding scheme is
to make the transport layer more robust, the redundancy ratio does not require
to be frequently adjusted while coding for real-time application would need more
accurate adaptation.

Unlike Tetrys, most of the forward error codes (FEC) used over packet erasure
channels are block codes [8]. This means that at the encoder side, a set of repair
packets (R) is built from a given set of source data (SD) packets and at the
decoder side, these repair packets can only be used to recover SD packets from
their corresponding set. If too many packets (among the SD and repair packets)
are lost during the transmission, the recovery of the missing SD packets is then
not possible.

As a result and compared to block codes:

– Tetrys is tolerant to any burst of source, repair or acknowledgement losses,
as long as the amount of redundancy exceeds the PLR;

– the lost packets are recovered within a delay that does not depend on the
RTT ;

– the configuration is much easier and more robust to network variation than
configuration for a block code. This is a key point in the context of handover;

These properties make Tetrys a perfect candidate to reduce packet loss and
recovery delay during a handover process.
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3.3 Redundancy Emission/Allocation and Interaction with TCP

TCP is well-known for bad performance over lossy links as every lost packet is
considered by TCP as an indication of congestion. A possible solution to mitigate
this effect would be to use a FEC mechanism to correct losses due to error link.
However in [1]1, the authors show that the joint use of end-to-end FEC with TCP
does not solve the problem in case of significant PLR. This is due to the fact that
TCP needs in-order delivery of data packets and is also strongly sensitive to RTT
variations which trigger spurious timeouts resulting in a decreased throughput.
A spurious timeout occurs when a non lost packet is retransmitted due to a
sudden RTT increase (typically when the mobile node moves from a WLAN
to WWAN) which implies an expiration of the retransmission timer set with a
previous, and thus outdated, RTT value.

In a previous work [15], we have already shown that this code protects effi-
ciently real-time traffic such as Voice over IP and video-conferencing over links
with high PLR. Even if TCP behaves and performs better above Tetrys than
above FEC as previously described, rebuilding a burst of L lost packets requires
receiving at least L redundant packets. This means that if within a congestion
window (and thus a RTT) there were more than R · cwnd lost packets, the de-
coder may not be able to rebuild the packets, freezing the connection until the
emission of at least L−R·cwnd

R TCP retransmission. Needless to say, during our
experiment we found that over Tetrys, TCP often entered into backoff mode
and the connection stalled. To prevent such phenomenons, we propose to in-
crease the redundancy based on a temporal frequency instead of a fixed ratio.
The sole requirement to correct errors timely while minimising extra transmis-
sions is thus to size the frequency so that 1

RTT > fr � L−R·cwnd
4·RTT , with fr the

minimal frequency for the emission of redundancy packet (assuming the RTO
is roughly four times the RTT). As explained in Fig. 4, the sending of 1 repair
packet every k source data packets (left subfigure), L data losses would require
k ∗ L more data packets to be sent by TCP. As TCP cannot send more than
cwnd − L data packets, if k ∗ L > cwnd − L, RTOs may be triggered and the

1 In their scheme, TCP is modified to ignore losses. In our case, we assume a complete
separation between the coding layer and the transport protocols.
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connection may stall. As the subfigure on the right suggests, this problem can
be solved by sending repair packets at a minimal rate fr when the TCP window
is abnormally stalled (e.g. when the throughput drops below k ∗ fr).

4 Evaluation

Our testbed architecture is similar to the one presented in figure 2, except for
the WLAN and WWAN links which are emulated with Netem [6] on the top of
two Ethernet links. The CN and AR are connected with a 10Mbit/s Ethernet
link with a negligible transmission delay. Default settings assume 10Mbit/s and
an RTT of 10ms for the WLAN and 4Mbit/s with a RTT of 100ms for WWAN
(this is realistic for UMTS HSDPA cellular networks). The default redundancy
ratio is set to 20%.

4.1 Comparison with FEC over Lossy Links

Tab. 1 shows the throughput obtained by TCP on top of Tetrys or FEC when
packets are sent over a single lossy link (over WLAN only). We can see that both
Tetrys and FEC can handle a low loss rate efficiently maintaining a throughput

Table 1. Throughput/Std. dev. in Mb/s for R = 0.2, BD = 10Mbps, BR = 4.0Mbps
with data and repair packets sent on WLAN only

PLR 0.0 0.5 2 4 5
8 10 12 16 20

TCP/Tetrys (4,5) 7.78/0.01 7.81/0.01 7.81/0.01 7.80/0.01 7.81/0.00
7.82/0.01 7.81/0.01 7.81/0.01 7.18/0.02 4.6/0.26

TCP/FEC (4,5) 7.79/0.02 7.83/0.00 6.48/1.2 3.01/0.6 2.68/2.24
Timeout

TCP/FEC (8,10) 7.81/0.01 7.78/0.05 7.81/0.03 6.3/1.48 Timeout
Timeout

TCP/FEC (12,15) 7.82/0.02 7.82/0.01 7.79/0.03 7.54/0.10 4.06/5.05
Timeout

TCP/FEC (16,20) 7.81/0.01 7.81/0.02 7.82/0.01 7.825/0.01 Timeout
Timeout

Table 2. Throughput/Std. dev. in Mb/s for R = 0.2, BD = 10Mbps, BR = 4.0Mbps
with data sent on WLAN and repair sent on WWAN only

PLR 0.0 0.5 2 4 5
8 10 12 16 20

TCP/Tetrys (4,5) 9.54/0.00 7.69/0.18 6.5/0.49 8.18/0.34 9.02/0.05
8.55/0.7 8.66/0.3 8.45/0.57 7.10/0.31 5.12/0.2

TCP/FEC (4,5) 9.53/0.00 5.96/0.02 3.07/0.08 1.13/0.6 1.25/0.14
0.17/0.05 Timeout

TCP/FEC (8,10) 9.54/0.00 7.19/0.08 4.72/0.32 2.71/0.46 1.85/0.40
Timeout

TCP/FEC (12,15) 9.55/0.00 7.7/0.11 4.79/1.36 3.73/1.13 Timeout
Timeout

TCP/FEC (16,20) 9.53/0.00 7.37/0.65 5.83/0.68 3.73/1.13 0.84/1.18
Timeout
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of 8Mbit/s for the TCP flow. Similarly to previous work on TCP/FEC [1], we
observe that with a significant loss rate, the TCP/FEC throughput decreases and
the connection often stalls. In contrast to this, TCP over Tetrys is not severely
impacted by these loss rates, and in fact the TCP throughput starts to decrease
only after PLR = 14%. We have to remark that the code rate is fixed during
the experiments. As a matter of fact, there would not a decrease of the TCP
throughput by dynamically adjusting the code rate as a function of the PLR.

Tab. 2 shows the throughput obtained by TCP on the top of Tetrys or FEC
when data packets are sent over the (10Mbit/s, 10ms) WLAN link lossy link and
the coded packets over the (4Mbit/s, 100ms) WWAN link.

We can notice that the results of TCP/FEC are even worse than in the one link
only experiment (Tab. 1). We can make the same observation for TCP/Tetrys
under small PLR (for 0.5% or 2%). This is explained by the delay asymmetry
between the two links and the TCP cwnd which fits the bandwidth delay product
(BDP) corresponding to the WLAN link. When losses occur, their reconstruction
requires to wait for the coded packet that arrives 90ms later. During this time,
no packet reaches the TCP receiver and thus there is no acknowledgement sent
to the TCP sender that would slide the congestion window. The RTT perceived
by TCP increases with the PLR and the cwnd also increases until it reaches
the BDP corresponding to the slowest link. This explains the poor performance2

of TCP/Tetrys for small PLR and the improvement observed when the PLR is
higher. These two facts: 1) the link delay asymmetry, and 2) the few losses not
recovered by FEC, impact the TCP throughput over FEC more significantly.

In spite of our testbed not enabling bandwidth aggregation (as in SCTP),
these results show that in contrast to previous coding proposals, Tetrys allows
transport protocols such as TCP to remain efficient in spite of the deteriorated
link conditions during and around a handover.

4.2 Illustration of the Mechanism during a Handover Scenario

Fig. 5 shows the results for various WWAN bandwidths (300kbit/s, 1Mbit/s and
4Mbit/s) It takes 0.5 second to the WLAN link to change from ”up” state to
”down” state and the same for the opposite transition. We can see that even if
these various parameters have an impact on the TCP throughput, they do not
significantly impact the amount of time required by TCP to reach its average
throughput with Tetrys. Similar results hold for different values of the WWAN
RTT.

Fig. 6 shows the impact of the redundancy ratio (R = 1/5, R = 1/6, R =
1/8, R = 1/9) on TCP during a handover. In this case, it takes 10 seconds for
the WLAN PLR to switch from 0 to 100% and inversely. The three sub-figures
show different runs of the experiment. We can see that the configuration of the
Tetrys redundancy ratio does not require to be timely adjusted as there is no
impact on the throughput achieved by TCP.

2 This can be solved by artificially delaying the packet at the speed of the slowest
interface.
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Compared to block codes (characterized by a specific FEC coding configura-
tion) where we would have to dynamically reconfigure the redundancy param-
eters ((k, n)) as a function of the size of the loss burst, Tetrys is resistant to
any kind of loss burst patterns and does not need to be dynamically adjusted
(as already highlighted Section 3.2 illustrated and Tab. 1, 2). Furthermore, al-
though the increase of the redundancy parameters allows to correct larger burst
of losses, they trigger TCP timeout as the decoding process can be longer than
the RTO value.

This last result illustrates that compared to block codes (such as a specific
FEC coding configuration), Tetrys is resistant to any kind of loss burst patterns.

5 Conclusion

In this paper, we evaluate the benefits of using an “on the fly” coding scheme
to reduce packet losses during a soft vertical handover due to low signal quality.
The experimental evaluation suggests that the use of this type of coding scheme
may be an interesting complementary strategy to vertical handover manage-
ment protocols due to its fast configurability and in the context of multipath
communications. Our experiments clearly show that this coding scheme allows
to maintain the TCP throughput during a handover by taking advantage of the
multiple wireless interfaces present in today’s smartphones. Particularly, results
show that it significantly improves the quality of TCP flows in terms of delivery
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ratio. As a next step, we are planning to integrate the implementation of this
error recovery algorithm called Tetrys as a part of the SafetyNet architecture
and evaluate the performance empirically using our SafetyNet implementation.
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Abstract. Mobile ad hoc networks (MANET) present a challenging
area for application development. The combination of mobile nodes and
wireless communication can create highly dynamic networks with fre-
quent disconnections and unpredictable availability. Several language
paradigms have been applied to MANETs, but there has been no quan-
titative comparison of alternative approaches. This paper presents the
first quantitative evaluation of three common communication paradigms
(publish/subscribe, RPC, and tuple spaces) compared within realistic
MANET environments using real applications. We investigate the
application-level performance of the paradigms and present a summary
of their relative strengths and weaknesses. We also demonstrate the im-
pact of wireless and mobility on application-level metrics, the most dra-
matic being delivery rates dropping to nearly 25% and round trip times
increasing up to 2000% in a mobile scenario.

1 Introduction

In mobile ad hoc networks (MANET), high nodal mobility causes frequent topol-
ogy and route changes, making it difficult to maintain connections between
nodes. Many routes in the network span multiple wireless hops which may ex-
perience dramatic and unexpected fluctuations in quality. The combination of
mobility and wireless communication creates highly dynamic network topolo-
gies in which frequent, possibly permanent disconnections are commonplace.
The dynamics of the network and the wireless channel requires changes to the
networking stack and alternative solutions at the application level.

Middleware, frameworks, libraries, and languages have been proposed for
meeting the challenges of developing mobile and ubiquitous applications. Quan-
titatively comparing these projects is difficult, since they are implemented in dif-
ferent languages, with different feature sets, and with varying levels of complete-
ness. In this paper, we examine the fundamental differences in communication
paradigms commonly used in projects, rather than the projects themselves. We
accomplish this by evaluating representative implementations of each paradigm.

We also use real applications utilizing each of the paradigms, allowing us to
investigate the impact of the paradigms on application-level metrics. Of prime
importance to MANET applications is the performance of the communication

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 261–272, 2012.
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model when the wireless channel and mobility are introduced. Therefore, we
have evaluated the communication paradigms using a high-fidelity emulation of
the network stack and detailed models of the wireless channel.

Since these communication models are common across multiple projects and
are likely to be used in future projects, the results of this study have wide ap-
plicability. While previous work has qualitatively compared a subset of these
paradigms or reported experimental results at the individual project level, we
have investigated the performance characteristics of the underlying communica-
tion models themselves.

In this paper, we present the first quantitative comparison of three communi-
cation paradigms - publish/subscribe [1], remote procedure calls [2], and tuple
spaces [3] - using canonical implementations within real applications. Our re-
sults show wide variation in paradigm performance within the same scenario.
Publish/subscribe provides fast, cheap message delivery, with a message over-
head of 357 bytes and median round trip times of <400ms even with mobility.
RPC supplies good delivery ratios when a reply is expected, achieving a 94%
delivery ratio with mobility, while publish/subscribe and tuple spaces dropped
to 75% and 72%. In the whiteboard application, however, tuple spaces were able
to deliver all messages in 5 out of 6 scenarios, including a scenario in which RPC
only delivered 25%.

2 Evaluation Architecture

The architecture used for this comparison has three layers: a network emulator,
which provides a scalable and realistic MANET environment; the communication
components, which implement the paradigms; and the applications which utilize
the paradigms. The application is built on top of the communication component,
which communicates over a regular wired network. The traffic from the network is
routed through the network emulator, which provides a high fidelity simulation of
the wireless network, intermediate nodes, and mobility. This allows applications
to be written independently of whether the network is real or emulated.

Network Emulation. Because application-level performance is affected by
variations in the wireless channel, mobility, and disconnection patterns, it is
essential to have an accurate representation of the network stack and the wire-
less channel [4,5]. EXata provides a high fidelity emulation of the entire network
stack, using real MAC and routing protocols, as well as detailed simulation of
the effects of the wireless channel and mobility, such as fading, shadowing, and
path loss [6]. The emulator allowed us to run actual applications, rather than
models, in a realistic representation of the MANET environment while retaining
precise control of the variables in each experiment. This ensures our results are
a fair comparison and not influenced by transient environmental effects.

Communication Components. Each of the three communication paradigms
are implemented in Java on top of Apache MINA1, a high-performance net-

1 Multipurpose Infrastructure for Network Applications: http://mina.apache.org/

http://mina.apache.org/
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Fig. 1. Communication Components

working library. A summary of the interaction between the application, the
communication components, and the networking library is illustrated in
Figure 1. The libraries are intended to be functionally equivalent implemen-
tations of each paradigm to keep the comparison as fair as possible.

For publish/subscribe, we implemented a simple topic-based system. Publica-
tions to topics are broadcast to all subscribers available at time of publication.
Our RPC implementation uses a reflection-based mechanism for invoking meth-
ods on remote objects, which are addressed by class. Parameters are copied to the
remote machine and there is always a return value. The tuple space implementa-
tion we used is largely modeled on LIME [7] and uses the same local tuple space
library. All three implementations support unicast, multicast, synchronous, and
asynchronous communication.

Applications. The first application used for these experiments is a simple
client-server application which can send messages between hosts. This provides a
baseline for the performance results and allows us to easily test performance with
varying message sizes and frequency. The second application is a shared white-
board. Collaborative applications are often cited as use cases for MANETs and
the shared whiteboard is a common example [8–11]. This provides a non-trivial,
realistic test case for each of the three communication paradigms.

3 Experimental Results

In the following sections, we present measurements of message delay and message
delivery reliability for unicast and group communication, as well as for a non-
trivial whiteboard application. We also examine the message overhead and the
influence of routing algorithms. These experiments demonstrate the impact of
the wireless network and mobility at the application level.

We compared application-level metrics using unicast and group communica-
tion in three network scenarios which are used throughout the experiments: a
single hop, static network; a multi-hop, static network; and a fully mobile net-
work. Each node in the emulated network is equipped with an 802.11b wireless
interface. The two-ray model is used for path loss. Based on preliminary results,
we used DSR [12] as the routing protocol for the static scenarios and AODV [13]
for the mobile scenario.
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The mobile scenario uses random waypoint mobility with a pause time of
30s and maximum speed of 1 meter/second, representing pedestrians carrying
handheld devices. The nodes move within a 1500m x 1500m indoor space where
transmission range is limited to 50m. To avoid network segmentation, the sce-
nario ensures there are always possible routes between any two nodes by having
four fixed nodes. The mobility pattern in each experiment is identical.

3.1 Unicast Communication

Message Overhead

Application Overhead. The first step of our experimental evaluation of these
three paradigms is discovering the basic cost of communication. Table 1 pro-
vides an overview of the sequence of messages involved when using each of the
communication paradigms in the simple case of a single sender and a single
receiver sending a 1KB payload. The total size includes the 1KB payload. Pub-
lish/subscribe requires only two messages to be sent: one to subscribe to a topic
and one to publish. Since publish/subscribe only needs to add a string indicating
a topic, there is very little overhead added to the original message.

RPC first sends out a query to find the desired remote object. Once found,
it sends a second message to invoke the method and transfer any arguments.
The final message in the sequence is the return value from the method, which is
dependent on the size of the return value.

Tuple spaces require the same number of messages as RPC, but the overhead
is 2.3 times higher. Except for the search reply messages, all messages include a
tuple object, making them larger than the simple messages exchanged in RPC.

Table 1. Message Sequence Overview

Paradigm Sender Receiver Size (bytes) Overhead (bytes)

Publish/Subscribe

Subscribe 175
Publish 1182

Total 1357 357

RPC

Search 146
Search Reply 187

Invoke 1238
Return Value 152

Total 1571 571

Tuple Space

Search 608
Search Reply 133

Tuple Request 588
Tuple Reply 1586

Total 2915 1915
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(a) Bytes per Message (b) TCP Packets per Message

Fig. 2. Average Message Overhead

Network Overhead. While Table 1 indicated the overhead added at the applica-
tion layer, Figure 2(a) shows the average amount of TCP traffic which is sent over
the network for a single message, calculated as bytes sent - message size. These
results use the single hop static scenario and are averaged from 50 messages.

The results are fairly constant until the packet size is exceeded. There is some
increase at 10KB, and a dramatic increase at 100KB. Figure 2(b) shows the
same data in terms of TCP packets and indicates the cause of the sharp increase
in traffic at 100KB is the result of packet fragmentation.

Despite having large message sizes, tuple spaces have much lower overhead in
terms of TCP traffic. This difference arises from a side issue related to TCP send
window sizes. For tuple spaces, where the receiver initiates the connection, the
TCP send window size grows to accommodate larger packet sizes. With RPC
and publish/subscribe, the send window size remains constant, causing the large
messages to be split into many more packets.

Message Reliability. How reliably a communication paradigm handles mes-
sage delivery has a direct impact on the application layer. The more reliable
the communication paradigm, the less responsible the application is for han-
dling lost messages. We measured reliability in terms of message delivery. In the
single hop scenario, all paradigms achieved 100% delivery and figures 3(b) and
3(b) indicate nearly perfect message delivery for all the paradigms in the unicast
scenario. Publish/subscribe performed the worst and still only lost 4 messages.

Message Delay. Message delay is another important application-level metric,
as it determines how quickly information is transferred and the freshness of the
application’s information. Figures 4(a), 4(c), and 4(e) show delay in terms of
round trip times for each paradigm in a single hop scenario. The majority of the
messages in each paradigm are under the 200ms mark, with just a few wayward
messages taking longer. Even for tuple spaces, 80% of the messages take less
than 400ms to complete their round trip. However, some messages take much
longer, up to 8s. For tuple spaces, this is partially due to the complexity and
overhead of the messages required to perform the round trip message delivery.
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However, the time delay for tuple spaces in the single hop scenario is also
related to the pull (rather than push) nature of the paradigm. A tuple is time-
stamped when it is output, but the tuple is not actually sent to the receiver until
the receiver requests it. The same situation happens on the return trip, when
the tuple must be pulled back to the original sender. Any delays in this process
cause the round trip time to increase.

On the other hand, publish/subscribe messages are sent out almost immedi-
ately after being timestamped. Nearly all the delay is caused by the network
itself. RPC has more potential for delays since it must find the remote method
before invoking it. However, the return message can reuse the existing TCP
connection, which appears to provide an advantage over tuple spaces.

The mobile scenario introduces even greater delays. Routes are changing fre-
quently and may be several hops long. While the publish/subscribe and RPC
results are clustered around 100ms and remain under 500ms, the tuple space
values are considerably higher with a median at 256ms and a high of nearly 20s.
This is again due to the pull nature of tuple spaces and the overhead seen in
Section 3.1.

3.2 Group Communication

Group or multicast communication is a useful but more complex part of
MANETs, where information and resources are often disseminated in a peer-to-
peer manner. Group communication differs significantly from unicast communi-
cation. Given the mobile characteristics and decentralized nature of MANETs,
a group’s membership may be in constant flux, so it is unlikely a sender has
perfect knowledge of the members of the group. The time difference between
replies from members of the group may vary greatly, and the initiating node
cannot know how many replies to expect.

We have investigated how well each paradigm handled group communication
by again evaluating message delay and message delivery reliability, but with
multiple receivers.

(a) Multihop Scenario (b) Mobile Scenario

Fig. 3. Message Reliability
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Message Reliability. With this application, message reliability refers to mes-
sages which make the circuit from the sender to the receiver and back to the
sender. This is useful, for example, in situations where a sink node aggregates
information from other nodes.

Figures 3(a) and 3(b) show the percentage of messages successfully completing
the round trip. The single hop scenario is not shown, as all paradigms achieved
> 99% reliability in that scenario. In the multi-hop scenario, there are more
losses even without mobility, but there is no significant trend as the number of
receivers increases.

RPC has a slight advantage with this metric, as it will wait until at least one
receiver is available. Publish/subscribe and tuple space will send out messages
whether or not any receivers are available at the time. However, none of the
communication paradigms will retry a message which is lost in transit. A message
lost anywhere in the circuit causes the entire attempt to be reported as a failure.

This contributes to tuple spaces showing the lowest delivery ratio (93%) in
the multi-hop scenario and a low delivery ratio (72.6%) in the mobile scenario.
While tuple spaces can easily handle the delivery of the outgoing tuple, it is more
difficult to guarantee the return of the reply tuple. If a node is not available to
receive the request broadcast for a reply tuple, then the reply will never be sent
even if the original outgoing tuple is received.

Message Delay. We again consider round trip time for each of the paradigms,
but this time with an increasing number of receivers. Figures 4(a) - 4(i) show
the results for each paradigm and scenario.

For the single hop and multi-hop scenarios, where there is no mobility, the
majority of the round trip times are fairly fast. The bottom 75% of the messages
have very similar results, while the top 25% varies much more. This indicates
that an application can expect most messages to be delivered quickly or not at
all, but about a quarter of the messages may arrive up to minutes later.

The median delay does increase as receivers are added, especially in the mobile
scenario. In the static scenario, the median delay publish/subscribe increased
121ms from two receivers to six receivers. RPC increased 147ms, and tuple spaces
increased 140ms. For the mobile scenario, the median times for publish/subscribe
increased 255ms, RPC increased 237ms, and tuple spaces increased by 2035ms.
The maximum delay values varied much less predictably. For tuple spaces, the
static scenarios have unusually long delays with two and three receivers. In the
static scenarios, the first three receivers are located in close proximity. One node
would dominate the channel for several seconds before relinquishing it. Once
again, this shows how influential the wireless channel is on the performance and
behavior of applications in MANETs.

The median and maximum tuple space results are much longer than the other
two paradigms. The median delay for tuple spaces ranges from twice as much as
publish/subscribe in the single hop scenario up to 6 times as high in the mobile
scenario. For publish/subscribe and RPC, the majority of delays can only be
caused by the network, since they do not attempt to retransmit messages. Tuple
spaces, on the other hand, can have very large delays due to the paradigm itself.
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(a) Publish/Subscribe - Single Hop (b) Publish/Subscribe - Multi-hop

(c) RPC - Single Hop (d) RPC - Multi-hop

(e) Tuple Space - Single Hop (f) Tuple Space - Multi-hop

(g) Publish/Subscribe - Mobile (h) RPC - Mobile

(i) Tuple Space - Mobile

Fig. 4. Round Trip Times
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If a receiver is “behind” it may spend time receiving older tuples before the
newest tuple is requested. This causes the round trip times to increase while
only improving one-way message delivery.

3.3 Shared Whiteboard Application

When testing the whiteboard application, we considered the metrics which a user
might care about at the application level: how reliably and quickly users receive
updates. In the results below, a single user is updating the whiteboard and the
updates are propagated to 6 receivers. We used traffic traces from Coccinella2

to ensure our implementation accurately represented a typical whiteboard appli-
cation. For these experiments, 250 whiteboard update messages of varying sizes
were sent out over a 10 minute period at varying intervals.

Furthermore, we tested the whiteboard application under the two different
routing protocols we have been using, AODV and DSR. This is not meant to be
an exhaustive comparison of the routing protocols themselves, but is intended
to show how the choice in routing protocols might affect the performance of the
communication models in a nontrivial application.

(a) DSR (b) AODV

Fig. 5. Whiteboard Message Delivery

Message Reliability. Unlike the previous results, these represent one-way
communication from the whiteboard user to the receivers. Message reliability
determines how accurately the receivers’ views reflect the state of the shared
whiteboard.

Figures 5(a) and 5(b) show the percentage of whiteboard messages delivered
for DSR and AODV, respectively. As before, the results are nearly 100% for
all paradigms and both protocols in the single hop network. AODV performs
poorly on the multi-hop scenario, while DSR achieves nearly 100% delivery for
all paradigms. On the other hand, DSR performs much worse in the mobile
scenario, with the delivery ratio for RPC only reaching 25%.

The reliability of tuple spaces is considerably better in these experiments
than in the round trip scenario, with 100% delivery in all but the AODV multi-
hop scenario. The difference between these results and Section 3.2 is the lack
of a return message. Each receiver is responsible for requesting the whiteboard

2 http://thecoccinella.org/

http://thecoccinella.org/
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(a) DSR (b) AODV

Fig. 6. Whiteboard Message Delay

updates, so the blocking request will be retried until the tuples are received.
The only exception is the multi-hop scenario with AODV, in which all three
paradigms perform much worse. Since all three paradigms are affected equally,
these results must be directly due to the behavior of AODV in this scenario.
Investigation of this phenomenon is outside the scope of this paper.

Message Delay. Message delay is measured as the time from when a white-
board update is sent by the application until it is delivered to the receiver’s
whiteboard. Update delays are very noticeable in a shared whiteboard applica-
tion, so the delay time should be minimized.

Figure 6(a) shows the results when using DSR and Figure 6(b) shows the
AODV results. Not unexpectedly, tuple spaces have the highest median latencies
of 8,486ms with AODV and 3,357ms with DSR. For publish/subscribe and RPC,
the median delay remained under 400ms.

With DSR, tuple spaces report a nearly 100% delivery ratio in every scenario,
yet the delay times are<400ms in the static scenarios. In contrast, AODV causes
long delays for tuple spaces in both the multi-hop and mobile scenarios. Since
tuple spaces will repeatedly attempt to deliver messages, retries are expected to
contribute to the majority of the delays. This is supported by the long delay times
experienced by tuple spaces with AODV in the multi-hop scenario. However, in
the mobile scenario tuple spaces achieve 100% delivery with AODV and DSR,
but the median delay with DSR is less than half as with AODV.

From the mobile reliability results, we can infer that DSR does not maintain
viable routes, because the results of publish/subscribe and RPC are poor. How-
ever, the delay results suggest DSR is faster than AODV at finding new routes
when they become available.

4 Related Work

There are many projects using publish/subscribe, RPC, and tuple spaces specif-
ically in MANETs. M2MI (Many-to-Many Invocation) [14] adapts RPC to a
MANET context. LIME (Linda in a Mobile Environment) [7] is a tuple space
implementation intended for mobile devices. STEAM (Scalable Timed Events
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and Mobility) [15] is an example of an event-based middleware which uses pub-
lish/subscribe for communication.

Middleware for MANETs is surveyed in [16] and [17], but no quantitative
results are presented. Projects using different communication paradigms were
compared in [18]. [19] implements tuple spaces in terms of a modified pub-
lish/subscribe, but does not provide quantitative results.

5 Conclusions

Publish/subscribe, remote procedure calls, and tuple spaces are three communi-
cation paradigms which have been applied to MANETs. They have been used as
the basis for many projects and applications intended to operate in MANETs.
This paper presented a quantitative comparison of these three paradigms in three
different network scenarios, with a focus on application level metrics. The results
show the relative strengths and weaknesses in each of the three paradigms, as
well as how they varied within the same scenario.

Publish/subscribe and RPC provide fast delivery of messages (best times
were <100ms), but provide little message reliability (as low as 25% delivery
ratio for RPC). Tuple spaces, on the other hand, pay a speed penalty (median
round-trip times are 2-6 times slower than publish/subscribe), but provide better
reliability, since messages will persist until explicitly removed from the tuple
space. When used to implement a whiteboard application, tuple spaces achieved
a 100% delivery ratio in all but one scenario.

The wireless channel itself can cause unexpected delays in message delivery.
In the single hop scenario, publish/subscribe had a maximum delay of 1.6s and
tuple spaces had one message require 14s to deliver. Introducing multi-hop routes
without mobility caused median delay times to double for publish/subscribe and
increase by a factor of 10 for tuple spaces. Mobility and multi-hop wireless routes,
both defining characteristics of MANETs, strongly influenced the application-
level performance and reliability of these paradigms.

Our results provide essential quantitative data for deciding which communi-
cation model should be used for new projects. While the paradigms presented
here are essentially interchangeable in terms of functionality, their performance
varies widely according to traffic and wireless conditions. Since we have tested
canonical implementations of each paradigm, these results are applicable to ba-
sic versions of the paradigms in general and can be used to inform future work
in application development for MANETs.
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Abstract. Mobile and Ubiquitous Computing is about interconnected
computing resources embedded in our daily lives and providing contex-
tual services to users. The real influence between user behavior and ubiq-
uitous communication protocols performance and operation needs to be
taken into account at the protocol design stage. Therefore, we provide a
generic multi-modeling approach that allows us to couple a user behavior
model with a network model. To allow both assessment and benchmark-
ing of ubiquitous solutions, we define formal reference scenarios based
on the selection of a set of environmental conditions (contexts). We il-
lustrate the use of the framework through its application to the study of
mutual influences of mobility models and ad hoc network protocols.

1 Introduction

1.1 Context and Motivation

Ubiquitous or Pervasive Computing is about interconnected often dynamic and
mobile computing resources embedded in our daily lives and providing services
to users in a changing context and environment.

Several scientific domains (network, AI, physics, sociology, . . . ) are involved
in the field of Ubiquitous Computing together with their own vocabulary, habits,
needs and culture. To deal with the interacting complex models of ubiquitous
computing, no single universal model exists. Experience in ubiquitous systems
demonstrates that advanced research in such a complex topic cannot be pursued
by only broadening an initial domain with unavoidably partial knowledge from
others. A typical example is the design of mobile services where the user carries
devices that contribute to the delivery of data to other users. In this case, the
behavior of the users like (e.g. their mobility patterns) in a crowd highly impact
the overall operation of the service and need thus to be considered early in the
service design.

We therefore propose a methodology and a novel distributed framework to
design, implement and assess ”mobiquitous” communication related technolo-
gies. Our solution is build on two key elements : model interaction and multi-
simulation engine.

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 273–284, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012



274 T. Leclerc et al.

First, our approach enables the combined use of reference models and simu-
lators coming from different specific domains (figure 1). Through a simple inter-
face implemented for each simulator, the presented framework eases interaction
among both models and simulators. This significantly improves the initial de-
sign of the EXiST (EXperImental Simulation Tool [4]) co-simulator by both
providing decentralization support and a better formalization.

1.2 Case Study

In the domain of dynamic networks addressed here, wireless technologies, ad
hoc or mesh routing protocols, or ubiquitous services are often studied (de-
signed, experimented, assessed) using network simulators. Indeed, real world ex-
perimentations with a representing set of devices is excessively time and money
consuming, especially in the case of ad hoc networks or large scale peer-to-peer
environments. It is even scientifically of little relevance since reproducing a sce-
nario / an experiment is not possible due to the ever changing experimental
conditions. Therefore, a lot of models and simulators have been developed in
the field of ubiquitous computing over time [10,9]. They aim at simulating the
network layers in more or less details and indeed most of them are not designed
for doing more, like advanced node dynamics for example, or users goals. In fact,
in ubiquitous computing, one key element of the equation is ”the human” and
more specifically his behavior.

As a case study, in this paper we focus on mobility in MANETs (Mobile Ad-hoc
NETworks), as an example to demonstrate our approach.MANETs are wirelessly
connected devices connecting spontaneously without any preexisting infrastruc-
ture. In MANET simulation, nodes move according to a mobility model. Most
mobility models are computed by merely considering the user as a random walker
without goal or decision process, and without any knowledge of how the network
actually behaves. Unfortunately this is what is generally considered sufficient to
give the system its ”dynamic” characteristic, and therefore used to prove the valid-
ity and demonstrate the performance of protocols which later fail when deployed
in the real world. Our approach circumvents this limitation.

As a proof of concept, we combine two existing simulators: a mobility simu-
lator (based upon a multiagent model) and a network simulator. By doing this,
we combine sociological research achieved in urban simulation community with
network research. Our experiments in Section 5) show the possibilities that the
framework offers and also the importance of the mutual influences between the
network and user behavior. We believe that the originality of our approach is to
allow to close the loop between the users behaviors and their mobile ubiquitous
environment.

The remainder of this paper is organized as follows. Section 2 motivates the us-
age of multi-modeling and co-simulation. In Section 3 we present our conceptual
framework and a prototype implementation. We focus in Section 4 on mobility
modeling and present the multiagent paradigm applied to the modeling of users
behaviour. Experiments and results are described in Section 5. Section 6 summa-
rizes the contribution, ongoing and future work.
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2 Multi-modeling and Co-simulation Motivation

Our approach is built on the use of multi-modeling and co-simulation in order
to take into account both users behaviors and network performance within an
integrated study. The framework offers a way for protocol and service designers
to get a ”bigger picture” early in the design phase.

As stated in the introduction, we argue that the study and the design of mo-
bile ubiquitous applications cannot be achieved efficiently by taking into account
only one point of view. By point of view, we mean the physical medium aspects,
the network aspects (protocols, services, messages, topology . . . ), the users be-
havior aspect (mobility, sharing resources . . . ), etc. (figure 1). Depending on the
study and questions asked, omitting some of these points of view may lead to
non-significant simulation results. For example the authors of [2] show the im-
pact of taking into account different physical medium models for the wireless
communication. Moreover as many models and simulators already exists and
have been validated reusing them is the best approach.

We propose to use multi-modeling and co-simulation in order to represent
all the different aspects or point of view needed for the simulation to be more
significant. We rely upon a meta-model and a framework called AA4MM which
allows us to couple different existing models and simulators in order to build a
more complex and more accurate simulation. These simulations are used, on one
hand, to evaluate protocols and services against different usage scenarios and,
on the other hand, to design new protocols and services by taking into account
some global usage scenarios (the user behavior and the environment parameters).
By co-simulation or multi-simulation, we mean the ability to combine multiple
simulators and/or real implementations (prototype, software and/or hardware)
at the same time.

The main advantage of this approach is to achieve a good separation of con-
cerns. Computer network scientist and designers only focus on the network as-
pect (protocol and services definitions, network parameters: radius, bandwidth,
latencies . . . ) and cognitive and human scientists focus on the user behavior
modeling (mobility, user needs, (ir)rationality). The whole simulation efficiency
is our main limitation. Reusing existing simulators - that may not have been
designed for distributed simulations - may be less efficient than a single multi-
model implemented in a natively distributed simulator. However we consider that
the advantages brought by the separation of concerns are conceptually more im-
portant and that the simulation efficiency is a technical question that can be
targeted later.

3 The AA4MM Meta-model and Platform

We develop a multi-modeling platform called AA4MM (Agent and Artefact for
Multiple Models [12]). Its main goal is re-usability and interoperability of dif-
ferent simulators like HLA (High Level Architecture), EXiST or MSI (the Multi
Simulation Interface) but its software architecture is completely decentralized
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and based upon multiagent paradigm. This paradigm allows us to take into
account solutions developed in complex systems modeling and multiagent com-
munity such as automated parametrization or simulation control [5,3]. In this
paper we only highlight how existing simulators interacts withing the framework.

Figure 2 describes the composition of the AA4MM framework. Each simulator
is controlled by a simulator manager (formally an agent) which is an autonomous
entity. All these manager agents cooperate in order to run the whole simulation
and to take care about the interaction problematics. To make different simulators
interact in the AA4MM platform, the following steps are required:

– define a simulator interface (one for each simulator): implement 6 basic func-
tions as described in table 1 directly from the source code or from the api,
or more laborious by extracting an api if only binaries available; this is the
only modification to make.

– create the specific AA4MM entities:
• for each simulator create an entity (called an agent) in order to manage
the simulator (input/output data flows, model execution and simulation
time management).

• for each link between the simulators create an entity in charge of the
data flow exchange (called an artifact).

It is relatively simple to add a model and its simulator within the interfacing
(Table 1). The interactions problematic (e.g. simulators synchronization and
model compatibilities) are managed by the AA4MM platform itself by creating
entities external to the original tools : the agents and the artifacts. This presents
some advantages: it is easy to reuse existing models and simulators without
knowing anything of distributed simulations. The few modifications brought to
the models and simulators allow us to use them either as a standalone application
or inside the multi-simulation.

Artifacts created can be seen as a distributed tuple space where agents ex-
change simulation data timestamped with a specific validity interval [13]. The
whole platform is sustained by a distributed simulation algorithm (a Chandy-
Misra-Bryant algorithm variant) that allows the agents to manage the whole
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Table 1. Interface to define for a simulator to work within the AA4MM platform

Fonctions Description Example

1 Initialization Initialize, passing pa-
rameters

2 Model execution Execute 1 step of the
model

Execute 1 simulation step, 1 simula-
tion event or a given time interval

3 Get simulation
time

Obtain current simu-
lation time

4 Data input Provide data to the
simulator

Input information from another sim-
ulator

5 Data output Retrieve data from
the simulator

Output information going to another
simulator or for logging purposes

6 (Optional) Final-
ize simulation

Finalize simulation
after last step

Retrieve logs from / execute logging
scripts

simulation process in a distributed way, whatever the execution policy of their
simulators (discrete event, step by step, continuous time).

Our framework uses a series of XML configuration files that allow for the
simple description and tweaking of the different simulators involved and of the
global simulation.

4 Case Study: MANETs and Users Behaviors

4.1 Mobility Modeling: A Quick Survey

There are many ways to model the different types of mobility. Classical mo-
bility models are well documented and can be classified, as surveyed in [1], in
4 categories: random models (e.g. Random Waypoint), models with temporal
(e.g. Gauss-Markov), spatial (e.g. Reference Point Group) or geographical (e.g.
obstacle mobility) dependencies.

There is no formal model combining some of those classical models. And
most critically, none ever considered any feedback from the network to the user
behavior (e.g. impact of perceived QoS). Our work allows both by proposing to
use the agent paradigm as a unique tool for modeling the largest and various
sort of mobility.

4.2 The Multiagent Paradigm

The multiagent paradigm is a way to model sets of autonomous interacting enti-
ties within an environment. It is a well known paradigm used in human sciences,
ecology or in robotics. It describes the systems into, at least, these different compo-
nents: agents, environment, interactions. The agents are autonomous and proac-
tive entities, situated in an environment. They only have a partial (local) view of it
and decide which action to take dealing with their own perceptions and reasoning.
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MABS (Multiagent Based Simulation) offers us the right level of description
when we want to model users’ behavior, goals and actions. Instead of using a
global equation to model users’ trajectories, we can, via the agent based model,
re-create the way users move. It means that we can directly model behaviors
such as ”if an obstacle is present in front of you, then avoid it” or ”reach a goal,
stay nearby during five minutes and then go”.

More generally, with this approach, we can model more complex behaviors
such as willingness to use and share a service depending on the bandwidth con-
sumed or the generosity of a user ; or the reaction to unpredictable events.

Mobility has already been studied and modeled via the multiagent paradigm.
Here an agent can describe human, animal or robots. In [11], Craig Reynolds
worked on bird flocks modeling where each agent tries to stay inside the flocks
only by computing a small set of forces (Boids). Individual-based pedestrian
modeling is also used in urban simulations [7,14]. This paradigm is also used to
model crowd scenes in movies (as battlefields in Lord of the Ring) and imple-
mented in video animation software such as MASSIVE1.

4.3 User Model Description

Our agent based mobility model is inspired from urban research and pedestrian
modeling [5,7], but can also model classic mobility behaviors (e.g. random way-
point). Each mobile node (a user) is represented by an agent (named ai). The
agent behavior can be seen as a combination of simple behaviors resulting in a
complex one. For example random waypoint is implemented as the simple follow-
ing rule: Each every time period each agent changes its direction. More complex
behaviors such as obstacle avoidance, flocking or goal attraction are modeled as
a function, a sum of forces, resulting in a node movement. Each force/behavior
describes an interaction of the agent with its environment and the other agents.
The agent has a limited perception (figure 3): these interactions are effective
only on the neighborhood of the agent. In our case, the movements of the agents
are computed by applying laws of mechanics: namely point kinematics. These
models are easily extensible, easy to implement and can express a large set of
behaviors by weighting each force. The examples below (figures 4,5 and 6) depict
force oriented behaviors.

Fig. 3. Perceptions of an agent (a user) Fig. 4. Repulsive force for obstacle avoid-
ance model

1 http://www.massivesoftware.com

http://www.massivesoftware.com
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Fig. 5. Attractive force to the goal Fig. 6. Movement computation

4.4 Modeling Network Aware Users

Integrating network aspects into the agent decision process is achieved easily and
straightforward. Indeed, once the agent perceived the network information (e.g.
connectivity presence/loss, quality of services) a simple rule defines its reaction.
For example in Section 5 we describe users that slow their speed or stop moving
when they perceive good connectivity.

4.5 Synthesis

This model respects the constraints cited in [1]: temporal dependency, spatial
dependency and geographical dependency. Describing sophisticated movements
is straightforward: for example from our two simple movements we have nodes
avoiding obstacles and following multiple succeeding goals. Moreover, we can
easily model mobility of groups of people just by adding a force that attracts
agents that go in the same direction (as shown in Section 5).

We’ve develop a set of mobility models, from simple random waypoint or
restricted random waypoint to advanced particles engine, flocking or explorer
behavior, that are fully parametrized. Using MABS to simulate basic behav-
iors such as random waypoints seems probably overkill at first.However, since
this modeling approach is individual-based, we can easily tune each behavior
and describe heterogeneous ones. Indeed, the highest level of granularity can be
reached by implementing a different model of behavior per agent. Thus, we can
describe, for example, different kind and mixes of populations. Finally, with our
approach, a user can dynamically switch from one behavior to another.

5 Experiments and Results

As a proof of concept of our vision and framework we coupled a users behaviors
simulator that we developed (MASDYNE: MultiAgent Simulator of DYnamic
Network usErs) with a MANET simulator (JANE: The Java Ad hoc Network
Emulator [6]).

The goals of the following experiments are on the hand, to show the simplicity
of a realistic usage scenario design and implementation, and on the other hand,
to show the effects of having interactions between the user behavior model and
the network model.
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Fig. 7. Museum visit example in multiple environments

5.1 Building Realistic Usage Scenarios

The goal of the first experiment is to obtain a mobility scenario (figure 7): A
group of students visiting a museum. This scenario fits with our goal to test
and deploy in the future an ad hoc network within a museum (ANR SARAH
project).

This mobility model is based upon force oriented behaviors: the user behavior,
the interaction between the users and the environment are represented by simple
forces. We use, for this scenario, four simple force oriented behaviors: goal force,
avoid walls, repulsive force, attraction force. This provides us the following sce-
nario: Agent 1, a tour guide, follows goals unknown to the students. The other
agents, the students, follow agent 1. The combination of these simple behaviors,
done by summing the forces, results in a complex and more realistic behavior.

– All Agents have a Goal: e.g. the students follow Agent 1, if visible.
– All Agents avoid walls: Repulsive force from the walls.
– Agents have a repulsive force from each other (comfort zone).
– Agents are attracted by other agents that go in the same direction.

Figure 7 show this usage scenario in different environments (e.g. corridor, cross-
road, doors, museum). Parameterization of the model is done according to [8].
We observe that in different environments the student group is clearly following
the Tour guide even when walls are involved.

5.2 Network and User Behavior Mutual Influences

Even the simplest network protocol such as a broadcast obviously would perform
very well if the students follow seriously the rules. However, what happens if not
all the students follow the rules and react for example to network events (e.g.
network connectivity). The AA4MM framework allows us to respond to this kind
of questions. To show the effects of these mutual influence, the second experiment
is a scenario with network feedback (figure 8). The aim of this experiment is not
so much about being realistic but more about showing the possibilities offered
by our approach.
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Disconnected nodes

Fig. 8. 4 source nodes: green nodes, 100 moving nodes: black when disconnected, orange
when connected to a source
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Fig. 9. Interactions between MASDYNE and JANE

Experimental protocol: The usage scenario is the following: 4 source nodes
(access points) are placed in every corner of a place. 100 nodes/users want to
connect to a source. To keep it simple to explain and to avoid errors or bias
induced by the algorithm of a protocol, we used a basic flooding algorithm that
simply rebroadcasts every non seen message. Messages already seen are silently
discarded.

The user behavior is the following. At beginning the user moves randomly. He
is aware of its connection status: connected or not connected. Then we propose
3 basic behaviors: continue to move randomly (user is not aware of network
feedback or doesn’t care), slow down speed (user continues walking but only
slowly), stop (user sits down to enjoy the connection). Figure 9 depicts the
interactions between both simulators.

We measured the evolution of the percentage of connected nodes. For each
experiment we use 2 behaviors. We vary the percentage of agents having each
behavior. For example in figure 10 the curve marked 40% means that 40% of
the agents implement the stop behavior while the remaining 60% implement the
random behavior. Each experiment was done using 50 distribution seeds.

Results: We observe that the more the users slow down or stop the better is
the connectivity rate. The stopping nodes create a sort of backbone for the other
nodes while the backbone created by slowing nodes is only temporary until nodes
move out of range.
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In figure 10 we increased the percentage of nodes stopping while the remaining
ones continue moving randomly. With 100% stopping nodes, after 60 seconds all
nodes reached an access point. With already 60% of nodes stopping, 80% of
the nodes are connected. In figure 11, the nodes divide their speed by 6 when
connected. Again we increased the percentage of nodes slowing while remaining
nodes move randomly. Performances compared to stopping nodes are worse. In
figure 12 and 13 every node reacts on connection. We varied the percentage of
stopping nodes while the remaining nodes divide their speed. We observe that the
results significantly differ when using random waypoint model or more complex
usage scenario.

5.3 Synthesis

This experimental work show that our approach has: 1) the ability to take
mutual influences of users behaviors and network performances into account;
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2) the ability to design usage scenarios with heterogeneous users behaviors;
3) the ability to benchmark a network protocol against a wide range of usage
scenarios.

In order to consider this work from a higher standpoint, we don’t assume that
the users behaviors will always be predictable. But, with this approach, we are
able to predict that if only a percentage of the users behave like we predict, then
the network performances will be better or worse.

6 Conclusion

When using classical modeling approaches, it is not straightforward to take into
account the users behaviours and their interactions with the network perfor-
mances. We presented the conceptual framework and a prototype implementa-
tion. With our multi-modeling approach, different existing models can be easily
coupled in a loose and generic way. We focus in this paper on mobility mod-
eling which is a key point in evaluating wireless technologies and services, and
described a couple of experiments.

We presented the multiagent paradigm applied to the modeling of users be-
haviour. We argued and shown that while it still provides the usual mobility
models, it is very simple to design, fine-tune, redesign those models or even de-
sign completetly new ones. Multiagent allows the description of heterogeneous
behaviours. The new mobility models can take into account networks or more
generally environment inputs, basically having a closed-loop system where some-
thing closer to the ”human behavior and real-life” is considered.

Our approach offers a basis for valid comparison of wireless technologies and
services but it can be extended to any dynamic environment, such as P2P net-
works for example. It is very well-suited for every situation where there are
interactions between the users, the networking and the physical environments.

Our experiments demonstrate that closing the loop leads to new ways of
evaluating technologies. Even a basic protocol, such as our flooding example,
can have strong performances if the users follow their directives. Some can be
difficult to enforce (complete stop when detecting a connection), but other could
be reasonable in a real world (slowing down).

In the short term, we plan to show on the opposite the disruptive effect of non
conforming behavior, and to extend our experiments to more advanced protocols
and scenarios. In parallel, we continue to work on the theoretic and practical
aspects of the AA4MM simulation framework. Our platform will be extended by
defining and implementing more standard and novel mobility models (node/users
behaviors), and reference environments.

In the longer term, the framework will be enriched with a set of mobility
models, a set of environments models. We also plan to have a real setup (a typical
existing room or building or city modeled in 3D from real data for example).
These sets can serve as references that could be used to assess the performances
and applicability of a solution, and validate it in certain contexts. This could be a
good basis to provide the ubiquitous computing community with a benchmarking
evaluation toolkit.
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Abstract. This paper presents TERMOS, a UML-based formal language for 
specifying scenarios in mobile computing systems. TERMOS scenarios are 
used for the verification of test traces. They capture key properties to be 
checked on the traces, considering both the spatial configuration of nodes and 
their communication. We give an overview of the TERMOS design and 
semantics. As part of the semantics, we present the principle of an algorithm 
that computes the orders of events from a scenario. Two proof-of-concept 
prototypes have been developed to study the realization of the algorithm. 

Keywords: Mobile computing systems, UML Sequence Diagrams, formal 
semantics, testing. 

1   Introduction 

Graphical scenario languages (e.g., Message Sequence Charts [1], UML Sequence 
Diagrams [2]) allow the visual representation of interactions in distributed systems. 
Typical use cases, forbidden behaviors, test cases and many more aspects can be 
depicted. The popularity of graphical scenarios is due to their user-friendly syntax, 
which facilitates communication while opening the door for formal treatments (this 
however requires that the used notation has a precise semantics). We investigate one 
of such formal treatments, namely the automated analysis of test traces. In our work, a 
scenario captures a key property to be checked on the traces. Scenario-based 
verification is not a novel approach, the originality here is that we apply it to a 
specific class of distributed systems: mobile computing systems. 

Mobile computing systems involve devices (handset, PDA, laptop, intelligent car) 
that move within some physical areas, while being connected to networks by means 
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of wireless links (Blue-tooth, IEEE 802.11, GPRS). Such systems differ from 
“traditional” distributed systems in many aspects: frequent connections and 
disconnections of mobile nodes, communication with unknown partners in a local 
vicinity, context awareness. These novelties require us to revisit the notion of scenario 
for mobile settings. 

Preliminary work led us to conclude that some extensions are necessary [3]. One of 
these extensions is to consider the spatial relations between nodes as a first class 
concept. We proposed to use labeled graphs to depict the spatial configurations of a 
scenario. We then noticed that, due to this extension, the checking of test traces 
against scenarios has to combine event order analysis and graph matching. 

Since the preliminary workshop paper, the graph matching part has been addressed 
in [4]. This paper now aims at giving an overview of the whole approach, and at 
presenting the remaining event order analysis. This analysis considers both 
communication and configuration change events. 

The contributions are the following: 

− We show how the general extensions proposed in [3] can be introduced into one of 
the existing scenario languages, UML Sequence Diagrams (Section 3). 

− We then define a specialization of Sequence Diagrams, called TERMOS (Test 
Requirement language for Mobile Setting). TERMOS is given a formal semantics 
suitable for the checking of traces, at the price of some syntactic constraints and 
some interpretation choices of UML constructs (Section 4). 

− We explain the principle of the algorithm that computes orders of events from a 
TERMOS scenario according to the chosen semantics (Section 5.1, see also our 
technical report [5] for a detailed presentation of the algorithm ). 

− We present two prototypes we developed as a proof-of-concept of the algorithm 
(Section 5.2). 

2   Related Work 

Previous work has investigated how to incorporate mobility into UML scenarios [6, 7, 
8]. However, the focus was more on logical mobility (mobile computation) than 
physical mobility (mobile computing). It induces a view of mobility that consists of 
entering and exiting administrative domains, the domains being hierarchically 
organized. This view is adequate to express the migration of agents, but physical 
mobility requires further investigation, e.g., to account for dynamic ad-hoc 
networking. Also, there is not always a formal semantics attached to the proposed 
notations. 

Having a formal semantics is crucial for our objective of analyzing traces. We had 
a thorough look at existing semantics for UML 2.0 Sequence Diagrams [9]. We also 
looked at other scenario languages distinguishing potential and mandatory behavior, 
which makes them well suited for the expression of properties [10, 11]. The most 
influential work for the TERMOS semantics was work on Live Sequence Charts 
(LSC) [10], and more specifically Kloses’s version of the semantics [12], as well as 
work adapting LSC concepts into UML Sequence Diagrams [13, 14]. 



 TERMOS: A Formal Language for Scenarios in Mobile Computing Systems 287 

3   Graphical Interaction Scenarios for Mobile Computing Systems 

Graphical scenario languages are used to represent interactions in distributed systems. 
Lifelines are drawn for the individual participants in the interaction, and the partial 
orders of their communication events are shown. To represent complex orderings, the 
languages offer operators like choice, iteration, parallelism and sequencing. As 
mentioned in Section 2, some languages also distinguish potential and mandatory 
behavior. A point-to-point view of communication is usually adopted, with one sender 
and one receiver for a given message. The underlying connection topology is not the 
focus, it is not supposed to change during the shown interaction. 

Such characteristics are not sufficient for mobile computing systems, where the 
movement of nodes inherently yields an unstable topology. Links with other mobile 
and infrastructure nodes may be established or destroyed depending on the locations. 
Moreover, nodes may dynamically appear and disappear as devices are switched on 
and off, run out of power or go to standby. Interaction scenarios should thus explicitly 
account for the spatial configuration of nodes and how it evolves. 

In addition to usual point-to-point communication, a natural communication for 
mobile computing systems is local broadcast. In this class of communication, a node 
broadcasts a message in its neighboring environment. Whoever is at transmission 
range may listen to, and react to, the message. For example, local broadcast is used as 
a basic step for the discovery layer in mobile-based applications (group discovery for 
group membership services, route discovery in routing protocols, etc.). 

We propose that existing scenario languages be extended to accommodate local 
broadcast and make the spatial configuration of nodes a first class concept. More 
precisely, we proposed in [3] the following three extensions: 

1. introduction of a spatial view, 
2. consideration for spatial configuration change events, 
3. representation of broadcast communication events. 

The extensions can be introduced into the various existing languages. We now 
elaborate a solution for UML SD. 

3.1   Introduction of a Spatial View 

A scenario in a mobile setting contains two connected views: the event view (as 
classically done), and a spatial view describing the topological configurations of 
nodes. Fig. 1 illustrates these two views in UML SD. The represented scenario comes 
from a case study we performed [15], a Group Membership Protocol (GMP) for ad 
hoc networks. In this GMP [16], groups split and merge according to the location of 
mobile nodes. The protocol uses the concept of safe distance to determine which 
nodes should form a group. 

Conceptually, the spatial view consists of a set of labelled graphs, corresponding to 
the various configurations that occur in the scenario. We depict them using UML 
object diagrams (Fig. 1a). The shown scenario involves two successive spatial 
configurations (C1 and C2). Nodes are depicted by instances. They are identified by 
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(a) Spatial view (b) Event view 

Fig. 1. A concurrent split and merge scenario for the GMP 

an id (e.g., n1, n2, …) and could have contextual attributes (not shown here). Edge 
labels characterize the connection of nodes. They are represented as stereotypes. In 
the GMP example, labels indicate whether the nodes are at a safe distance («Safe»), or 
whether they are at communication range but not at a safe distance («notSafe»). 

3.2   Consideration for Spatial Configuration Change Events 

To connect the spatial and event views, configuration changes are introduced as 
global events in the event view. The event view in Fig. 1b has an initial configuration 
(shown in the INITIALCONFIG comment box). Configuration changes are then 
represented by global events of the form CHANGE(name_of_new_config). In the 
GMP scenario, the two successive configurations correspond to node n2 getting close 
to n1, while getting away from n3. 

In other scenarios, configuration changes may involve the dynamic creation and 
shutdown of nodes. As there is no convenient way to describe such a dynamic 
structure in sequence diagrams, we adopt the convention that every node mentioned in 
at least one configuration has a lifeline in the event view. If a node is not active at 
some point of the scenario, then it is not supposed to participate in any 
communication interaction. The event view makes it explicit which communication 
event occurs in which spatial configuration. Checks can then be provided to warn the 
scenario specifier whenever communication is not compatible with the spatial view. 
In Section 5, we will see a tool that includes such checks. 

Finally, note that the representation of configuration changes as global events is an 
abstraction for the fact that the topology is a global system property. A configuration 
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change event does not result from an active synchronization of nodes, it just happens 
in their physical world. In the GMP example, the change to C2 remains unnoticed 
until n2 broadcasts its new location by a hello message. 

3.3   Representation of Broadcast Communication Events 

To represent the local broadcast, we use the concepts of lost and found messages and 
a special stereotype. Lost messages are messages with no explicit receiver. Similarly, 
found messages do not have an explicit sender. In order to distinguish broadcasts 
from “usual” lost/found messages, we assign them the «broadcast» stereotype. A 
broadcast involves one send event followed by one or several receive events. A 
tagged value is attached to the corresponding lost/found messages, so that each 
receive event of the diagram can be paired to the send event that caused it. 

To conclude, we believe that the three proposed extensions address needs that are 
recurring when modeling scenarios in mobile settings. They allow us to depict non 
trivial scenarios, like the concurrent group merge and split of Fig. 1. Test experiments 
have shown that this interaction yields a GMP failure [15]. The spatial and event views 
are complementary to describe this fail scenario, which combines a specific evolution of 
configuration and a specific ordering of messages after the configuration change. 

4   Analyzing Test Traces wrt Requirements and Test Purposes 

Graphical scenarios may be used at various phases of a development process, ranging 
from the elicitation of requirements to late testing phases. Our work focuses on the 
use of scenarios to analyze execution traces of mobile computing systems. We assume 
that the traces are collected on a test platform offering log facilities. The logged trace 
contains both communication data and contextual data (e.g., location data) from 
which the system spatial configurations can be retrieved. We then want to check 
whether the test trace exhibits some behavior patterns described by scenarios. 

We consider three classes of scenarios exemplified by Fig. 2. Positive 
requirements capture key invariant properties of the form: whenever A happens in the 
trace, then B always follows. Negative requirements describe forbidden behaviors that 
should never occur in the trace. Test purposes describe behaviors to be covered by 
testing, that is, we would like these behaviors to occur at least once in the trace. The 
TERMOS language (Test Requirement language for Mobile Setting) is a UML-based 
notation we developed to capture the three classes of scenarios. It incorporates the 
extensions previously proposed to account for mobile settings. The notation has a 
formal semantics, so as to allow the automated analysis of test traces. We introduce 
here the general principle of this analysis. 

A TERMOS scenario ends with an assert fragment. Everything before the assert 
represents a potential behavior, while the content of the assert is mandatory. The 
content of the assert characterizes the class of the scenario. A negative requirement 
contains just a false invariant. Since FALSE never holds, this means that the behavior 
before the assert should never happen. A test purpose contains just a true invariant. It 
holds whenever the assert is reached. A positive requirement contains a fragment 
different from a trivial true or false invariant. 
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(a) Positive requirement (b) Negative requirement (c) Test purpose 

Fig. 2. Requirement and test purpose scenarios (event views) 

We interpret TERMOS scenarios as generic behavior patterns that may be matched 
by various subsets of the system during the test run. In Fig.2, the node ids x and y are 
symbolic node ids. For example, the positive requirement (Fig.2a) is interpreted as: 

“Whenever two nodes exhibit spatial configuration C1, and the node 
matching x sends message m1 to the node matching y, then the node 

matching y must answer with message m2.” 

At some point of a test run, we may have two simultaneous instances of C1, one with 
system nodes n1 and n2 matching x and y, and one with n1 and n3. At some later point, 
system node n1 may play the role of y in yet another instance of C1. 

Given a scenario, the analysis of a test trace thus involves two steps: 

1. Determine which physical nodes of the trace exhibit the (sequence of) 
configuration(s) of the scenario, and when they do so. 

2. Analyze the order of events in the identified configurations. 

Assuming that system configuration graphs can be built from the contextual test data, 
step 1 amounts to a graph matching problem. We explained in [4] how subgraph 
isomorphism can be used to search for all instances of the scenario configurations in a 
trace. We developed a tool, GraphSeq, and performed experiments using randomly 
generated graphs, contextual data from a mobility simulator, and test traces from the 
GMP case study [4]. 

In this paper, we focus on the second step of the trace analysis. The principle is to 
process the event view of a scenario to build a symbolic automaton, having variables 
that depend on the spatial configurations. The automaton can then be instantiated 
according to GraphSeq outputs, and used to analyze the order of communication and 
configuration change events for all found spatial matches. 

Before describing the building of the automaton, we discuss some design choices 
made for the TERMOS language. 
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5   Design Choices for the TERMOS Event View 

When developing a new language both its syntax and semantics have to suit the high-
level goal of the language. The primary purpose of TERMOS scenarios is to describe 
various verification artifacts, and to use these scenarios for checking execution traces. 
Hence the language should be designed to make it possible to determine whether or 
not a test trace fulfils a target property by (i) limiting non-determinism, and 
(ii) providing an operational semantics that can be implemented in a toolset. 

As TERMOS is based on UML 2 Sequence Diagrams, as a first step the 
capabilities of Sequence Diagrams were investigated. We surveyed the existing 
formal semantics proposed for Sequence Diagrams [9]. It turned out that many 
semantic choices exist even for simple diagrams and elements, e.g., whether a 
diagram is a complete or a partial interaction or how a trace is represented. If more 
complex language elements are allowed which can express alternatives or negation, it 
becomes harder and harder to decide whether a given execution trace conforms to a 
scenario. Therefore we selected those options for TERMOS from the choices 
collected in [9] which make checking of traces possible, and added further syntactic 
restrictions. This section highlights these design decisions (for a complete list see [5]). 

− Interpretation of a basic Interaction: In TERMOS the execution traces can be 
categorized as valid, invalid or inconclusive (as opposed to some approaches where 
only two categories are sufficient). In a requirement or test purpose scenario only 
the relevant part of the behaviour is depicted (subset of nodes, subset of messages). 
Hence a TERMOS scenario describes only a partial interaction: a prefix or suffix is 
allowed in the execution traces and extra messages can interleave. 

− Introducing CombinedFragments: Alternative fragments, parallel compositions or 
even negation can be expressed with CombinedFragments. However, in UML there 
is no synchronization mechanism amongst lifelines when entering or exiting 
fragments. This could present several challenges when verifying traces (e.g., there 
is no common point to evaluate guards or the scope of the operator is unclear). For 
this reason, in TERMOS, we interpret the entering and exiting of a 
CombinedFragment as a synchronization point for the participating lifelines. 

− Computing partial orders: The orderings between the elements of the diagrams are 
encoded in a state-based formalism. A crucial point is how to handle the alternative 
fragments in the diagrams. In TERMOS to make verification possible there is a 
global time point when all the participating lifelines evaluate the guards and choose 
one alternative (this will be represented by a common transition in the formal 
semantics). Moreover, only a deterministic form of guarded choice is allowed 
(similar to an if-then-else construct). Finally, variables in guards and state 
invariants can only refer to message parameters previously sent or received and to 
node attributes in the current configuration. This guarantees that unrepresented 
nodes and messages cannot change the valuation of a predicate. 

− Interpretation of conformance-related operators: The conformance-related 
operators (assert, neg, consider, ignore) modify the categorization of a trace as 
valid, invalid or inconclusive. Their usage is heavily restricted in order to make the 
checking of a trace feasible. Negation can be used only for the whole interaction as 
a global false predicate. The diagram can have only one assert box at the end of the 
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diagram, which should cover all lifelines. Consider and ignore change the alphabet 
of messages that are allowed to interleave with the ones depicted in the diagram. In 
TERMOS, the default interpretation is that any extra message may interleave, 
hence the ignore operator is not needed. We use consider to reduce the set of valid 
traces, i.e. to indicate that some of the extra messages are not allowed. Only one 
level of nesting is allowed for conformance-related operators (e.g., assert into a 
toplevel consider). Furthermore the type of nesting is also restricted (e.g., no 
double assertion). 

We implemented a prototype tool that checks conformance to the syntactic 
restrictions that TERMOS puts on UML interaction models. The tool is an Eclipse 
plug-in and can be used to check diagrams imported from a UML editor. In addition 
to syntactic checks, it performs some semantic verification: for each message, it 
checks whether the communication between the sender and the receiver can take place 
in the current spatial configuration (nodes are active and connected by an edge). 

6   Semantics of the TERMOS Event View 

We now provide a high-level description of the semantics of the TERMOS event 
view. A detailed, technical description is to be found in [5]. Here, we illustrate the 
principle by the scenario shown in Fig. 3. The interaction takes place in a hypothetical 
application where infrastructure nodes with fixed locations periodically broadcast 
information. Any mobile node that approaches an infrastructure node may ask for 
additional details, in which case the details must be delivered to it. 

For space constraints, the illustrative scenario is kept simple. It contains no 
alternative or parallel fragments. Obviously, our algorithm for building the automaton 
accommodates all such constructs from the TERMOS syntax (see [5]). 

6.1  Construction of the Automaton 

The construction of the symbolic automaton corresponding to the TERMOS event 
view involves two steps. 

Pre-processing: First, the diagram is parsed to extract its atomic elements and the 
ordering relations between them. For example, the atoms appearing on the 
infrastructureNode lifeline are: the lifeline head, the configuration change,  
the sending of information, the receiving of getDetail, the entering of assert, the 
sending of details, the exiting of assert, the lifeline end. Atoms are grouped into 
classes capturing simultaneity. For example, all lifelines enter the assert at the same 
time. Precedence and conflict relations between classes are then computed. For 
example, the sending of getDetail precedes its receiving, and both precede the 
entering of assert. Conflict relations would concern atoms located in different 
operands of an alt CombinedFragment, this is not illustrated by Fig.3. 

Unwinding: In the second step, the symbolic automaton is built by gradually 
unwinding the classes of atoms, until all of them have been processed. A state of the 
automaton is a global state of the scenario, capturing the progress of all lifelines. The 
algorithm starts in an initial state with the lifelines heads unwound. Then, it uses the 
precedence and conflict relations to search for the enabled classes of atoms and to 
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compute the successor states. Each transition is labeled according to the currently 
unwound class. A label can be an event expression, consuming a trace event that 
matches it, or a predicate to be evaluated without consuming an event. Both kinds of 
labels may involve variables, and event consumption may trigger update actions. If 
the trace analysis reaches a state where no transition can be fired, the automaton exits 
and returns a verdict that depends on the category of the state. 

We illustrate these notions informally on the example. 
The automaton of Fig. 4 has three categories of states. Double circle nodes 

represent trivial accept states: they are used to categorize traces that do not exhibit the 
potential behavior before the assert. Single circle nodes are the reject states (trace is 
invalid) and triple circle nodes the stringent accept states (trace successfully reaches 
the end of the assert). 

In Fig. 4, the states are labelled by an id and the set of variables that are currently 
valuated. For example, in initial state 0, the only valuated variables are the ones from 
the current C1 configuration: we know the identity of the nodes playing the roles of 
infrastructureNode and mobileNode. 

Transitions coming out of states 0 and 1 have labels illustrating event expressions. 
Transition from 0 to 1 consumes a configuration change to C2. The self-loop on 0 
consumes any event that does not match a configuration change (i.e., it consumes any 
communication event). Transition from 1 to 2 consumes the sending of information. 
The event expression is a triplet, where !information denotes the sending of the 
message, insfrastructureNode is the node performing this event, and $1 is a symbolic 
message id. Since $1 is a free variable in state 1, it can be matched by any id 
generated by the instrumentation functions of the test platform. Transition to state 2 
updates this variable, hence $1 is no longer free when waiting for the receive event. 

 

Fig. 3. A TERMOS scenario 
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Fig. 4. Symbolic automaton from the scenario in Fig.3 

Transitions that are not labelled by event expressions do not consume trace events. 
Examples are 5->6 and 8->9, corresponding to the entering and exiting of assert. 

6.2   Proof-of-Concept Prototypes 

We developed two prototypes, demonstrating the building of the automaton from 
different standpoints. 

The first prototype, developed at LAAS, focused on the study of the algorithm 
itself. The aim was to convince us that it captures the intended meaning of diagrams. 
Accordingly, the tool provides a graphical visualization of the generated automaton 
structure (Fig. 4 has been produced by this tool, which uses the Graphviz open source 
package). The graphical visualization allowed us to manually check the result of the 
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algorithm for a sample of diagrams, illustrating the various TERMOS constructs. 
Note that the prototype extracts the atoms from raw diagrams exported in the SVG 
(Scalar Vector Graphics) format. This allowed us to get quick feedback on the 
algorithm, as we did not bother specializing UML editors and parsers to a TERMOS 
profile. The solution is however not satisfactory for the long run. 

The second prototype, developed at Budapest, aimed to demonstrate the integration 
of TERMOS into UML support technology. The tool was developed as an Eclipse 
plug-in, as the Eclipse platform has extensive built-in support to manipulate UML 
models. A TERMOS UML profile was developed to tag TERMOS scenarios and 
configurations with special stereotypes. The plug-in loads an Eclipse UML2 
compliant model, and operates on the UML elements directly. It first searches for the 
elements with the TERMOS stereotypes, and can perform the syntactic and semantic 
checks described in Section 5. As the next step it generates the automaton for a 
TERMOS interaction, and stores it as an XML file. Finally, a test trace specified in a 
simple textual format can be checked against the automaton, and the trace is 
categorized as valid, invalid or inconclusive. Note, that the tool is not connected to 
GraphSeq, i.e. it requires that nodes in the traces should be mapped to nodes defined 
in the scenario manually. 

7   Conclusion 

This paper presented an approach that uses graphical scenarios, describing key 
interactions in mobile computing systems, for test and verification activities. The 
formal language TERMOS, based on UML Sequence Diagrams, is at the core of the 
approach. For space constraints, the presentation of TERMOS remained high-level. 
Its aim was to convey the main concepts underlying the language: 

− TERMOS incorporates three elements we found useful to model scenarios in 
mobile settings. It has a spatial view, allowing us to abstract movement and node 
creation/shutdown by a sequence of labeled graphs. Its event view may contain 
configuration change events. Communication events include local broadcast. 

− TERMOS is used to specify properties for subsets of nodes exhibiting predefined 
patterns of spatial configurations. The properties concern the partial orders of their 
communication and configuration change events. They come in various forms: 
positive requirements, negative requirements and test purposes. 

− The TERMOS semantics combines graph matching and an operational state-based 
semantics for UML Sequence Diagram constructs. 

The aim of TERMOS is the automated checking of test traces. We do not have yet a 
complete tool chain for this analysis, but the major pieces are there. The graph 
matching tool, developed at LAAS, has been presented in [4]. The production of the 
automaton was presented in this paper. Future work will build on the existing tools to 
integrate the two parts of the semantics. We will retain the principle of using UML 
support technology, demonstrated by the Budapest contribution. 
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Abstract. Cell phones are becoming increasingly more sophisticated,
and such ”Smart” phones are a growing front end to access the web and
internet applications . They are often used in a multiple modes – for
instance for both personal and business purposes. Enterprises that allow
employees to use the phones in this dual mode need to protect the infor-
mation and applications on such devices and control their behavior. This
paper describes an approach that integrates declarative policies, context
and OS level device control to enforce security by creating multiple per-
sonas for the device. We describe the approach, and present a proof of
concept implementation on Android.

1 Introduction

Mid to high end smartphones have become commonplace in corporate settings.
The same smartphone is used in a corporate as well as personal setting, has
both types of applications, and stores both personal and corporate data. This
can lead to significant security concerns. Sensitive data can be compromised by
making the device behave inappropriately using one of the installed applications,
or by hacking into the device using its connectivity to public networks. Data
can even be compromised by the device being lost, or someone stealing the
removable storage media or the device itself. While we illustrate this problem
using a corporate / personal dual persona situation, more generally we might
want the device to have multiple personas. For instance, one when it is connected
to a trusted network, another when it is in a particular location (office vs home),
and yet another when we are using a particular application. We address this
problem by forcing the device to isolate its functionality and behave differently
when being used in different contexts using a middleware layer.

We argue that a set of applications, data, and device capabilities are relevant
to a context, which we call a device persona. Each such persona should have
its own sandbox to run, and should be isolated from other personas. What
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is permitted within this sandbox needs to be dictated by the corresponding
policy. We propose a security mechanism in which the device functions in distinct
modes, and specifically show an implementation for separating personal use from
enterprise use.

For example, the enterprise may want to specify in a policy that device capa-
bilities like 802.11, Bluetooth, and GPRS are unrestricted while in the personal
mode. However, if the user wishes to read their official email, it requires the
device to switch to the enterprise mode. In this mode, the policy directs the en-
forcement mechanisms on the device to disable the Cellular radio and Bluetooth,
and limit access via 802.11 interfaces to the enterprise VPN. The device platform
is modified to actually enforce the issued policies. The enterprise VPN server is
entrusted with the task to verify the login credentials of the user requesting to
switch to the enterprise mode and to verify the authenticity of the device before
granting network resources to the device. The device authentication is carried
out by ensuring that the device is actually running the customized build of the
platform distributed by the enterprise. We describe a proof of concept imple-
mentation carried out by customizing the Android Donut Mobile platform. Note
that our approach builds on top of existing mechanisms such as link encryption
and user authentication – it does not supplant them. Moreover, it also does not
obviate the need for malware detection and remediation systems.

2 Related Work

Most of the current systems for device level security work on a per application
basis, typically at install. For instance in Android1, each application typically
gets its own uid. All permissions it needs are predeclared (and signed) by the
developer. At install time, these permissions are either granted to the uid or
not based, amongst others, on interactions with the user. This is very coarse
grained control. Ideally, the decision on whether or not to grant a request to
access device features from an application should be based on the context of
the device and the user. For instance, an enterprise may have a policy that cell
phones with cameras are not allowed to take pictures inside the office, or that
they must be in vibrate mode when in a meeting room. These are all instances of
the context of the device, as captured in the policy of the space it happens to be
in. Similar context dependant policies arise from the user’s perspective. A user
might want to make his Bluetooth device discoverable when at home or office,
but not otherwise. We posit that a context dependent, policy driven security
mechanism is best suited for device capability security.

Access control is a very well studied topic in literature, with a variety of mod-
els that have been developed over four decades of work. We focus here on two
works of immediate relevance. The first, by Jansen et al[2] suggests that devices
such as PDAs be provided enterprise security policies (in XML) on a smart card.
These policies would describe access/noaccess decisions for specific device fea-
tures. The PDA would run a trusted kernel which would enforce these policies.

1 http://www.android.com/

http://www.android.com/
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The focus there was to provide policies, not base them on changing context. We
extended this approach in our prior work[5] and showed that a pointer to such a
policy could be sent over the 802.11 beacons, so that a “smart space” could point
a device to its acceptable use policy. Our proposed approach builds upon some
of these ideas. Susilo [6] identified the risks and threats of handheld devices con-
nected to the internet. Since the mobile device is not subject to physical security
as are the fixed computers in the wired networks, it is susceptible to attacks and
hence can potentially host malicious code while it is in some untrusted network
and try to propagate it, once back in the home network. Another scenario in-
volves a temporary user granted access to the network injecting malicious code
into the network.

Our system uses a declarative policy-based approach, where the rules of be-
haviour, or the boundaries of the sandbox, of entities in a variety of environments
are described in a machine-understandable specification language. Policy driven
systems can even be engineered so as to be extremely lightweight on resource
constrained devices[5]. Semantic web languages such as RDF and OWL prove a
natural choice for such policy languages.

Policy driven security has been looked at by several academic research groups
over the last decade. Rei [3] is an example of a declarative policy language that
uses Semantic Web technologies to describe policies as constraints over allowable
and obligated actions on resources in the environment. Rei is, of course, just
one of the recent efforts to develop declarative policy languages. Most are not,
unlike Rei, motivated by the security and privacy issues in open systems such
as ubiquitous computing. These include industry standards such as XACML [4],
but also academic efforts such as Ponder [1].

3 Design Approach

Android is a free, open source, and fully customizable mobile platform by Google
and the Open Handset Alliance. Before we discuss our implementation in the
next section, there is a present a quick overview of three relevant components
of the Android platform viz. services, intent broadcasts and security. A more
general discussion of Android is beyond the scope of this paper. However, note
that security is enforced at the process level through standard Linux facilities,
such as user and group IDs that are assigned to applications. The permissions
required by an application are declared statically in that application, so they
can be known up-front at install time and will not change after that.

A service runs in the background for an indefinite period of time. Most core
system functions are carried out by services. A broadcast receiver receives and
reacts to broadcast announcements. Many broadcasts originate in system code
to notify the rest of the system about a state change. Services and broadcast
receivers are activated by asynchronous messages called intents. These intents
name the action being announced making the concerned service handle the state
as required.
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There are several possible approaches to provide each persona with its own
sandbox. The most obvious approach is to build in separation at the application
level using the access control mechanisms provided by the OS. However, these
are generally limited in most mobile platforms. More importantly, they can be
easily overriden by the user. Another possibility is to introduce modifications at
the kernel level. This approach is based on the idea of Jansen et al.[2]. However,
this approach adds an extra layer to check to every access request thus raising
the overhead significantly.

For Android, we consider an alternate approach that creates each sandbox
as a “mode” similar to built in modes like the “Airplane mode”. While such
modes merely switch off certain functionality by default, they can be extended
to perform the functions we need. We add such modes to the stock Android
distrubution (1.6) and build a customized image from source to achieve our ob-
jectives. We utilized the Android system services to disable interfaces at the
framework level. This also allows us to work with the Android security mech-
anisms and disable user controls in device settings preventing manipulation of
the functioning in the modes, and not allowing functionality to be added to
the sandbox by the user. Moreover, this approach makes it easier to work with
Android networking for authentication procedures and the Volume daemon for
working with accessibility of file-systems, both of which are useful for providing
the sandbox. To keep the initial implementation simple, we start with the policy
expressed in XML, and directly describe the device constraints.

4 Implementation

For our implementation on the Android platform, certain setup functions are
performed during initialization of the device. An application has been created
for the purpose of accepting the user’s enterprise login credentials. The user
settings interface presents a button to issue the command for switching back
and forth between the two modes.

During the boot process, the device reads the enterprise policy from the policy
file (included as part of the build) and configures enterprise mode accordingly.
The volume daemon detects the external storage card and stores its configuration
and mount point. The device boots up in the personal mode. On receiving the
boot completed intent, the mount service on the device unmounts the external
storage reserved for the enterprise mode.

The user opens the application for entering enterprise login credentials. When
the user issues the command for switching the mode, the credentials are sent to
the enterprise server for validation. In our prototype, we use IBM’s internal
single sign on system to validate the user.

An intent is generated to indicate the switch to the new mode and is broad-
cast to inform the rest of the device. The services corresponding to each of the
radio interfaces execute the handler for this intent. The handler decides if the
radio interface is sensitive to the enterprise mode and enables or disables the
corresponding radio based on the policy. The status icons on the user interface
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are updated to present the current status of various wireless interfaces on the de-
vice. The user interface buttons corresponding to each of these radios also handle
this intent and enable or disable their interface presence. In our example pol-
icy demonstrated in the screenshots, all network connections are disabled when
in enterprise mode, and only the VPN connection to the enterprise gateway is
permitted. This will prevent data leaks on any network path.

The mount service invokes the volume daemon to mount or unmount the ex-
ternal SD storage. We mount it for enterprise mode, and unmount it for regular
usage. For added security, the filesystem on the SD card could be encrypted.
The key, instead of being stored locally on the device, would be provided by the
enterprise gateway via the encrypted VPN channel upon successful authentica-
tion. Note that we chose to keep the on device flash filesystem encryption free
to comply with FCC mandates on smartphones that they be allowed to boot
into a mode allowing calls to 911. An Android application can store data on
the device memory itself which is private to that application ensured through
linux file-system permissions. However, any data stored on the external storage
is not secured. Thus, in our implementation, the external storage is reserved
for enterprise data and can be accessed only in the enterprise mode. The exter-
nal storage in Android is handled by the Volume daemon. The external storage
is unmounted as soon as the user switches to the personal mode. We show in
Figure 1, the disabling of the radios/network and mounting of the external SD
card in response to a successful authentication into the enterprise mode.

The user can go back to the personal mode by unselecting the enterprise mode.
In our present implementation, no authentication is done for this reverse switch,
although it could be easily added if desired.

Fig. 1. Authentication with enterprise server successful. Radios mentioned in enterprise
policy get disabled. SD card mounted.
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An Android source patch has been created for ease of application of the mod-
ification made to the platform to the original source code. This modified source
can be built for an actual android device to generate a system image. This sys-
tem image can then be signed by the enterprise for installing onto real devices.
The customized Android build can be flashed to devices and then distributed to
employees of the organization. New policy files and build patches can be sup-
plied by the enterprise network to the devices wirelessly using the Android OTA
(over-the-air) update mechanism. We note that arbitrary personas can be cre-
ated using our system that are specific to the particular needs of an enterprise or
organization. Each persona can specify an arbitrary combination of functionality
that is available.

5 Conclusion and Future Work

Devices such as smartphones are increasingly being used in both personal and
professional/enterprise context. This creates serious security concerns about loss
of data from the compromise or loss of the phone. Devices can also be attacked
using their network connections. We have proposed a solution to this problem by
having the device take on multiple personas, each corresponding to a sandbox
where certain applications and device functionalities are allowed. What function-
alities are allowed are based on the needs of the mode (e.g. personal, enterprise,
travel hotspot, etc.) and are specified by a declarative policy.
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Abstract. We present a light-weight event classification scheme, called
Identifier based Graph Neuron (IGN). This scheme is based on highly
distributed associative memory. The local state of an event is recognize
through locally assigned identifiers. These nodes run an iterative algo-
rithm to coordinate with other nodes to reach a consensus about the
global state of the event. The proposed approach not only conserves the
power resources of sensor nodes but is also effectively scalable to large
scale WSNs.

1 System Model

In this section, we model the wireless sensor network. Let there are N sensor
nodes in the wireless sensor network. Let E = {e1, e2, . . . , eE} be a non-empty
finite set of such data elements sensors sense from their surroundings. Input data
is in the form of patterns. A pattern over E is a finite sequence of elements from
E . The length of a pattern is the number of sensors in the system. We define P
as a set of all possible patterns of length L over E . We model GN as a structured
overlay G = {(E × L)} where L = {1, 2, . . . , L}, where n(ei, j) is a node in G
at i-th row and j-th column. GN can be visualized as a two dimensional array
of L rows and E columns. Total number of nodes in the G are E × L. We refer
all the nodes in the (j − 1) column as the left neighbors of any node n(∗, j)
in j-th column. Similarly, all the nodes in the (j + 1) column are called as the
right neighbors of n(∗, j). In a GN-based classifier[Raja,2008],[Nasution,2008],
each node n(ei, j) is programmed to respond to only a specific element ei at
a particular position j in a pattern. That is, node n(ei, j) can only process all
those patterns in P such that ei is at the j-th position in that pattern. Each
node maintains an active/inactive state flag to identify whether it is processing
the incoming pattern or not. Initially all nodes are in inactive state. Upon arrival
of a pattern, if a node finds its programmed element ei at the given position in
the pattern, it switches its state to active otherwise it remains inactive. Only
active nodes participate in our algorithm and inactive nodes remain idle. At any
time, there can be exactly L active nodes in a GN. Hence, there are exactly
one active left-neighbor and exactly one active right-neighbor of a node n(ei, j)
where j �= 0, l. Whereas terminal nodes n(ei, 0) and n(ei, L) has only one active
left and right neighbor respectively.
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2 Proposed Protocol

On arrival of an input pattern P , each active node n(ei, j) store ei in its jth
position. Each node n(ei, j) sends its matched element ei to its active neighbors
(j + 1) and (j − 1). The GNs at the edges will send there matched elements
to there penultimate neigbours only. Upon receipt of the message, the active
neighboring nodes update there bais array. Each active node n(ei, j) will assign
a local state Ls to the received (ei, ) value. The generated local state Ls will be
Recall if the the added value is already present in the bais array of the active
node and it will be a store if in-case its new value. An < ID > will be generated
against each added value. The rules for assigning ids are as under:

– Rule 1. Store(Si) > Recall(Ri): If node n(ei, j) self local state Ls is Recall
but it receives a Store command from any of its neighbors, (j+1) or (j−1),
it will update its own state from Recall(Ri) to Store(Si).

– Rule 2. All New Elements: If any of the elements presented to G is not
existing in the bais array of any of the active nodes n(ei, j) suggests that
its a new pattern. Each active node n(ei, j) will create a new <ID> by
incrementing the already stored maximum <ID> in there bias array by 1.

– Rule 3. All Recalls with Same ID: If ei presented to G is the recall of previ-
ously stored pattern with same <ID>, means that its a repetitive pattern.
The same <ID> will be allocated to this pattern.

– Rule 4. All Recalls with Different IDs: If all the ei of the pattern P presented
to G are the recall of already stored patterns with different <IDs> indicates
that it’s a new pattern. Each active node n(ei, j) will find out the max(ID)
in there bias array and will increment it by 1.

– Rule 5. Mix of Store and Recall: If the end decision is to Store due to mix of
Store and Recall, each active node n(ei, j) will again find out the max(ID)
in there bais array and will increament it by 1.

– Transition Rule 1 If the active node n(ei, j) has received a greater value
from its left neighbor (j +1), it will upgrade its local state and transfer this
updated value to its right (j − 1) neighbor only.

– Transition Rule 2 In case if the received value from both the neighbors (j+1)
and (j−1) are smaller than the local value, node n(ei, j)will upgrade its value
and transfer this new value to both of its neighbors. Once the pattern has
been stored, a signal is sent out within the network informing all the IGN
nodes that the pattern has been stored. This is called the pattern resolution
phase.

3 Conclusion and Future Work

In this paper we have proposed an in-network based pattern matching approach
for providing scalable and energy efficient pattern recognition within a sensor
network. Our proposed scheme is base station independent. The proposed scheme
is also independent of preprocessing steps such as patterns segmentation or train-
ing for its processing. Through parallel processing, the scalability issues in WSN
are catered well.
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Abstract. Integrity checking is important in many activities such as.
While the computing and telecommunication worlds commonly use digi-
tal integrity checking, many activities from the real world do not benefi-
ciate from automatic mechanisms for ensuring integrity. We propose the
concept of coupled objects where groups of physical objects are tagged
with RFID chips enabling pervasive and autonomous integrity checking.

Keywords: Pervasive computing, security, integrity, RFID.

Checking for integrity of a set of objects is often needed in various activities,
both in the real world and in the information society. The basic principle is to
verify that a set of objects, parts, components, people remain same along some
activity or process, or remains consistent against a given property (such as a
part count).

In the real world, it is a common step in logistic: objects to be transported
are usually checked by the sender (for their conformance to the recipient expec-
tation), and at arrival by the recipient. When a school get a group of children to
a museum, people responsible for the children will regularly check that no one
is missing. Yet another common example is to check for our personal belong-
ings when leaving a place, to avoid lost. While important, these verification are
tedious, vulnerable to human errors, and often forgotten.

Because of these vulnerabilities, problems arise: E-commerce clients some-
times receive incomplete packages, valuable and important objects (notebook
computers, passports etc.) get lost in airports, planes, trains, hotels, etc. with
sometimes dramatic consequences.

While there are very few automatic solutions to improve the situation in the
real world, integrity checking in the computing world is a basic and widely used
mechanism: magnetic and optical storage devices, network communications are
all using checksums and error checking code to detect information corruption,
to name a few. The emergence of Ubiquitous computing and the rapid pene-
tration of RFID devices enables similar integrity checking solutions to work for
physical objects. However, RFID raises serious concerns regarding privacy. In a
world where many personal objects are electronically identified, the activities of
individuals could be traceable in a similar, though much more comprehensive,
way to googling someone today on the Internet.
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An important cause of this issue is that RFID systems are usually based
on the concept of global identification, associated directory services or track-
ing databases. However, technically RFID are just small memory devices that
can be addressed by near-field communication, and although identification has
been the main application target, these devices provide support for alternative
mechanisms.

We developped such an alternative approach for pervasive integrity checking,
called coupled objects, which does not rely on global identifification. We briefly
present the principle on the simple application that addresses a common prob-
lem when travelling: it is unfortunately easy to forget something. For example,
security procedures in airports require that your personal effects are checked
separately from you by X-rays. Forgetting one of your items, or mistakenly ex-
changing a similar item with someone else occurs frequently. Solutions have been
proposed for this problem, based on active tags attached to the items that are
monitored by an owner tag. This is impractical for several reasons: active tags are
expensive, they require batteries (and hence regular maintenance), radio emis-
sions may be restricted by regulations (on planes for example), and temporarily
separating an item from its owner would require the alarm to be disabled.

1 Autonomous Integrity Checking for a Set of Physical
Objects

Coupled objects enables another solution using RFID tags attached to the items.
It is possible to write in the memory of the tags the data required to check the
integrity of the group of items. We compute a signature from the identifiers of all
the items using a hashing function. An important aspect is that the identifiers
associated with each item can be regenerated regularly (eg for each trip): they
are only used for a locally computed integrity check, not for identification. The
values could be written in the tags at, for example, the airport check-in, the train
station, or even when leaving home. Then, at relevant points after the area in
which people are vulnerable to item loss or exchange, we deploy checking gates
(such as the exit of the security check in airports, or the exit gate of a plane or a
train). These gates would ensure the integrity of groups of items crossing them,
warning people in the case of a missing item or the presence of someone elses
item.

This solution is a distributed system where only local properties are checked
in order to ensure a global goal. In fact, it uses a principle similar to the transmis-
sion of a file in independent fragments over a packet network, where integrity is
verified by checking sequence number coherency or checksums, except that here
the data are carried by physical fragments. Such a solution is interesting because
while providing a security service, it avoids the privacy concerns of many other
RFID approaches. Specifically, tracking of individuals is not easy, since the tags
content may change often for the same person and same set of objects. Further,
the system is not based on identification, ensuring greater privacy.
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Another interesting aspect is that checkpoints and association points are au-
tonomous and only carry local processing. The system is therefore not dependent
on a remote information system. This has important benefits in terms of exten-
sibility, reliability and deployment costs.

2 Perspectives and Conclusion

We presented the principles of an approach enabling the design of pervasive
integrity checking solution for many applications. The strong points of this solu-
tion are its independence of any remote information system support or network
support, and user’s privacy respect as it is anonymous and does not relies on
global identifiers. It differs from many RFID systems where the concept of iden-
tification is central and related to database supported information systems. The
approach also differs from some personal security systems based on PAN and
active monitoring [3]. Coupled objects is in the line of the idea of RFID used to
store in a distributed way group information over a set of physical artifacts, due
to Bohn and Mattern [1], and SmartBox [2], where abstractions are proposed
to determine common high level properties (such as completeness) of groups of
physical artifacts using RFID infrastructures.

The approach we presented has benefits in various potential application where
privacy and/or autonomy is a concern. Yet there are still challenges to overcome.
In some applications where many tags have to be read at once on mobile objects,
the performance of current hardware with respect to inventory read reliability
and speed can be an issue. Another issue is security: the tags used in any RFID
security solution should resist to tag cloning attacks or tag destruction attempt.
This typically involve tag level cryptography logic, which require more execution
cycles, more power, and more time to be read. Other perspectives are other
application scenarios, we are in particular examining green-IT solutions for waste
recycling using coupled objects to ensure the quality of the returned materials.
Finally, we are also developing the mapping of complex data structures such as
tree on a set of memory-limited tags considered as fragments.
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Abstract. Service-Oriented Content Adaptation (SOCA) has emerged as a 
potential solution to the content-device mismatch problem. One of the key 
problems with the SOCA scheme is that a content adaptation task can potentially 
be performed by multiple services. In this paper, we propose an approach to the 
service discovery problem for SOCA and it is demonstrated to perform well.  

1   Background and Related Work 

Content adaptation is a multi-step process involving a number of services each 
performing a specific adaptation task. The service discovery problem of interest can 
be formulated as follow:  

Let , , … ,  and , , … ,  be a set of adaptation tasks and a 
set of available services respectively such that . Let Q represent the 
quality of service criteria (e.g., time, rating, reputation, cost) of each available 
service .  Given S, T and Q, the central problem is how to discover and 
select a set of composite services that are capable of performing series of tasks.  

Existing QoS-based service discovery systems for web service [1] and for pervasive 
computing require that both the services and the client QoS must be known a priori. 
However, this may not be practical as most end-users may find it difficult to indicate 
all their QoS precisely. Moreover, there may not be services that match users’ 
indicated QoS thus, resulting faulty QoS matchmaking. The proposed approach 
addresses these problems.  

2   Proposed Solution and Evaluation 

Fig.1(a) shows a high level service discovery architecture for the SOCA platform. 
The provider layer has the platform providing the services. A service provider 
advertises its services in one or more service registries. Access to a service is made 
possible through its service handle in a reference form. The discovery layer deals with 
those aspects that describe how service discovery is operated to facilitate incoming 
client requests. Fig.1(b) outlines the algorithm for the service discovery. It is 
composed of three inter-related steps: adaptation function matching, candidates’ 
discovery and composite service selection. For details of the proposed discovery 
architecture and algorithm, please refer to [2]. 
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Fig. 2. (a) Number of Candidates and (b) Single Best Path, versus QoS Variations 

Fig.2(a) demonstrates that our optimize filter (OFP) variations reduce the number 
of candidates compared to the baseline filter (BFP). The suitable OFP threshold thv 
for providing sufficient candidates is around 0.8 to 1.0, especially when more QoS is 
taken into account. As shown in Fig.2(b), our objective function (PSSF) generated 
higher percentages of single path generation for both W1 (equal weight) and W2 
(unequal weight) compared to the baseline function (BSSF). For a detailed 
explanation on experimental setup and result, please refer to [2]. 
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Abstract. Out of the large number of RFID security protocols proposed in 
recent years none have proven to be truly secure and the creation of a truly 
secure security protocol for systems employing low cost RFID tags remains an 
open problem. In this paper we develop and present a RFID security protocol 
which not only allows mutual authentication and secure transmission of data 
between the reader and tag but is also secure against a number of common 
attacks. 

1   Introduction and Related Work 

RFID is a tagging technology that allows an object, place, or person to be 
automatically identified from a distance without visual or physical contact. Recently a 
number of RFID security protocols employing cryptographic hashes, public key 
encryption and PRNG on tag side have been proposed [1]. But these protocols proved 
to be too resource intensive to me implemented on low cost tags. Therefore protocols 
using ultra-light-weight cryptography was developed. Some of the more notable 
protocols in this area are the UMAP family and Gossamer [2]. Unfortunately these 
protocols were compromised soon after their publication. In this paper we present a 
mutual authentication protocol for networked RFID system. By using a hybrid of 
simple one way hash functions, reader side PRNG and bitwise operations we have 
developed a provably secure protocol whose resource requirements are compatible 
with low cost RFID tags.  

2   Proposed Protocol  

Both the tag and the backend system store the EPC and an associated IDS, K1 and K2 
for each tag. On coming into contact with the radio wave field of a RFID reader the 
tag responds with its current IDS. If the received IDS is not recognized the protocol is 
terminated.  

Once the reader has received the IDS it selects the matching EPC, K1 and K2 and 
generates the PRNG R. It then calculates M1 = H(EPC+K1) and M2 = (K1+R) and 
M1||M2 is transmitted to the tag. On receiving M1||M2 the tag uses the K1 and EPC it 
has on its memory to calculate C1= H(EPC+K1) and compares it to the received M1. 
If the two values match the reader is authenticated by the tag. If the values don’t 
match the protocol terminates.  Then the tag uses the K1 saved on its memory 
retrieves R from M2 and calculates M3 = H(EPC+K2+R) and transmits it to the 
reader. On receiving M3 the reader uses the EPC and K2 it received from the backend 
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database to calculate C2 = H(EPC+K2+R) and compares it to M3. If they match the 
reader authenticates the tag else the protocol terminates.   

Then the reader generates PRNG R2 and calculates M4 = (K1+R2) and M5 = 
H(EPC+R2) and broadcasts M4||M5. On receiving M4||M5 the tag retrieves R2 and 
calculates C2= H(EPC+R2). If C2 == M5 then the tag accepts the R2 else it discards 
and requests a new R2. Once a secure R2 is received the tag starts its key updating. 
To do this it updates its IDS. K1 and K2 as IDS = IDS + R2, K1 = (K1Right||K2Left) 
+ R2 and K2 = (K2Right||K1left) + R2. Simultaneously the reader does the same 
calculations and transmits the IDSnew, K1new and K2new along with the EPC to the 
back end database which updates those values for that EPC. 

3   Protocol Evaluation 

Our protocol does not contain any of the common weaknesses from other protocols: 

• Most protocols use multiple weakly encrypted messages containing the secret keys 
during authentication which can be leveraged by the attacker using crypto attacks. 
Our protocol transmits only one message which holds the secret values. 

• Most RFID protocols broadcast the EPC of the tag allowing for data leakage 
attacks. Our protocol only broadcasts the EPC in one way hashed form.  

• Some of the protocols employ bitwise AND and OR which have poor statistical 
properties. Our protocol only employs the XOR function which does not have a 
biased output eliminating this weakness.  

The security analysis of the protocol further showed that the hybrid protocol 
successfully implements the core security concepts of mutual authentication, 
transmission confidentiality and integrity, anonymity and availability. It is also secure 
against a large number of common attacks including main-in-the middle attacks, 
eavesdropping attacks, replay attacks, tag cloning and spoofing, reader impersonation 
and de-synch attacks. 

We also compared the performance of our protocol against a number of protocols. 
The analysis showed that our protocol compared favorable to both the ultra-light-
weight protocols and the traditional protocols on the metrics of storage and required 
and overhead bandwidth. Under the metric of number of operations it was definitely 
less resource intensive than traditional protocols. While it required a hash function on 
the tag it also required significantly less boolean operations to be carried out when 
compared to the only currently unbroken ultra-light-weight protocol: Gossamer [2]   

References 

1. Lim, J., Oh, H., Kim, S.: A New Hash-Based RFID Mutual Authentication Protocol 
Providing Enhanced User Privacy Protection. In: Chen, L., Mu, Y., Susilo, W. (eds.) ISPEC 
2008. LNCS, vol. 4991, pp. 278–289. Springer, Heidelberg (2008) 

2. Peris-Lopez, P., Hernandez-Castro, J.C., Tapiador, J.M.E., Ribagorda, A.: Advances in 
Ultralightweight Cryptography for Low-cost RFID Tags: Gossamer Protocol. In: Chung, 
K.-I., Sohn, K., Yung, M. (eds.) WISA 2008. LNCS, vol. 5379, pp. 56–68. Springer, 
Heidelberg (2009) 



E2E Mobility Management in Ubiquitous
and Ambient Networks Context

Rachad Nassar and Noëmie Simoni
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Abstract. With the rapid evolution of the Next Generation Networks (NGN)
concept in the communication industry, mobility requirements have become ma-
jor challenges that raise the complexity of resource management. In order to
maintain continuous end-users sessions, an End-to-End (E2E) mobility manage-
ment solution must be applied. For this purpose, we introduce the Community of
Interest (CoI) concept, also called Virtual Community (VXC) concept, at each
NGN layer (service, network, equipment, user). In this paper, we propose to
gather elements into VXCs according to two main interests: first, “Ubiquity”
which refers to elements that have equivalent QoS and functionality, and sec-
ond, “Location” which refers to elements that have the same mapping address.
These gatherings guarantee the user-centric mobile approach by taking into con-
sideration end-users needs, their demanded QoS and real-time changes in their
ambient environments. At he end of this paper, a feasibility study that is based on
JXTA (Juxtapose) and EJB (Enterprise Java Bean) technologies is provided.

Keywords: E2E Mobility Management, Community of Interest, Virtual Com-
munity, Ubiquity, Location, Context-awareness.

1 Introduction

Nowadays, with the emergence of successive network generations and technologies
(2G, 3G, 4G, etc.) and the convergence towards IP-based core networks, the Next Gen-
eration Networks (NGN) concept has seen a rapid evolution. Thus, new complex chal-
lenges arise. The ubiquity, fix/mobile convergence, and ambient Internet aspects are
some of the problems that need to be answered. Such an evolution also induces more
complex environments and contexts for end-users, especially by stimulating the growth
of their nomadic behavior. Normally, end-users claim the access to any service without
any temporal, geographical, technical or economical barriers. They aim to establish a
dynamic session that best suits their preferences and their QoS requirements. According
to this user-centric context, end-users want to preserve their session while continuously
executing their services whatever the access-network, the core-network, equipment and
service providers are. All the previously mentioned issues impose the need of an End-
to-End (E2E) mobility management that overcomes the mobility challenges on the four
NGN visibility levels:
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– Terminal Mobility: represents the ability of a terminal to switch between access
networks while preserving the execution of the same subscribed services list.

– Network Mobility: represents the ability to move a gateway router without inter-
rupting the opened session.

– User Mobility: represents the ability of an end-user to switch between terminals
during the access to his/her services.

– Service Mobility: represents the ability to execute the subscribed services even if
the end-user is connected to foreign service providers.

Our main objective is to guarantee this E2E mobility management while taking into
consideration the end-users preferences and QoS requirements, without neglecting the
real-time changes in their ambient environments. In order to ensure an efficient E2E
management, mobility solutions should simplify the heterogeneous end-users contexts
through the regrouping and partitioning of their ambient resources. Therefore, the way
of gathering ambient resources becomes the first challenge to overcome. Once the gath-
ering is insured, managing the resources becomes another challenge. Many questions
need to be answered: Based on which criteria this gathering should be performed? Can
it satisfy the user-centric flexible context? How to manage the gathered resources so
that a seamless and dynamic E2E mobility management is guaranteed?

The remainder of this paper is organized as follows. Section 2 discusses existing
mobility solutions. In Section 3, we detail our E2E mobility management solution that
answers the aforementioned questions. It is based on gathering NGN resources into vir-
tual communities according to a novel concept, namely the Community of Interest (CoI)
concept. Section 4 shows the feasibility of the propositions by providing implementa-
tions using JXTA (Juxtapose) and EJBs (Enterprise Java Beans) technologies. Finally,
conclusion and future perspectives are presented in Section 5.

2 Overview on Existing Mobility Solutions

In the NGN context, mobility management has become one of the main issues of mod-
ern communication. In the last decade, several studies evolved to overcome this chal-
lenge. In this section, we provide an overview of existing mobility solutions.

– Handover: It is a technology for managing terminal mobility at the transmis-
sion layer. It maintains the continuity of communication, either when users change
the connectivity type (vertical Handover), or when they switch among attachment
points in the cellular system (horizontal Handover). For this purpose, several Han-
dover technologies were proposed [1], such as Soft Handover, Softer Handover,
and Hard Handover.

– Mobile IP: It is introduced at the network layer in order to allow end-users to move
through various access networks with their applications in progress, and while
maintaining a permanent IP address [2]. For each visited network, the end-user ac-
quires a temporary IP address called Care of Address (CoA). The latter is different
from the permanently obtained address called Home Address (HoA).
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– IMS/SIP: IP Multimedia Subsystem (IMS) is an architectural platform used for
the delivery of IP multimedia in mobile networks. The signaling protocol used by
IMS to communicate with the application layer is the Session Initialization Protocol
(SIP) [3]. This protocol mainly considers session mobility in the case where end-
users change their terminals.

– HIP: Host Identity Protocol (HIP) separates the two IP address roles: localization
and identification [4]. This separation is guaranteed by introducing a new layer
between the network and application layers of the TCP/IP model, as well as a new
identifier called Host Identity. Hence, user displacement becomes transparent for
applications since they only see the end-user’s permanent Host Identity instead of
his/her variable IP Address.

Having briefly mentioned existing mobility solutions, we note that each solution is lim-
ited to its functional layer and none of them can answer all the aforementioned NGN
mobility types. Therefore, a new solution with a global mobility vision is needed. In
this paper, we propose an innovative mobility management approach that guarantees a
continuous E2E mobile session for each end-user. We should mention that the origi-
nality of our solution is in its architectural model that is based on Peer-to-Peer (P2P)
auto-managed components. Effectively, on the performance level, our novel gathering
model is not comparable to other mobility solutions since it manages a larger scope of
the problem. It supports all layers and mobility types in order to reach a continuous E2E
session.

3 Proposition

Mobility is a main challenging issue for NGN and a main cause of instability in any
NGN environment. To overcome this problem and to guarantee continuous end-users
sessions, we propose in this paper a dynamic seamless E2E mobility management
solution which is based on regrouping elements into Virtual Communities (VXC, X:
Service, Connectivity, Equipment or User). This novel concept is also called the Com-
munity of Interest (CoI) concept. Each CoI defines a group of elements that share a com-
mon interest. Community members are auto-managed and can exchange information
with each others in pursuit of shared goals. The CoI creation and management concepts
are applied at four layers (user, equipment, network and service) and can consequently
handle the four aforementioned mobility types (user mobility, terminal mobility, net-
work mobility and service mobility). In order to take into consideration the user-centric
approach, the sessions E2E QoS and the real-time changes in end-users ambient en-
vironments, we propose in the next sub-sections to gather elements into communities
according to two main interests: “Ubiquity” (Section 3.1) and “Location” (Section 3.2).
In the last sub-section (Section 3.3), we combine these two community types in order to
create ubiquity and location based VXCs. Therefore, throughout end-users movements,
we anticipate their demands by creating the communities that represent their ambient
environments and that respond to their preferences.
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3.1 Ubiquity-Based Virtual Community: VXCU

One of the main aspects of our user-centric approach is to guarantee all services any-
time, anyhow and anywhere. To reach this goal, ubiquitous elements should be deployed
on each NGN layer. For this purpose, we propose to apply “Ubiquity” as the first “Inter-
est” and to gather ubiquitous elements into Ubiquity-based Virtual Communities (VX-
CUs, U: Ubiquity). In our context, “Ubiquity” represents elements having equivalent
QoS and the same functionality. The VXCU concept is applied on the service, network,
equipment and user layers in order to guarantee an E2E mobility management. Nor-
mally, in a mobile context, some components in end-user’s session may not continue to
fulfill their SLA or the end-user’s QoS requirements. To solve these mobility problems,
we dynamically replace the current component by a ubiquitous counterpart that belongs
to the same VXCU. Therefore, we seamlessly guarantee a continuous end-user’s session
while maintaining the end-user’s E2E demanded QoS.

Actually, the VXCU model is based on a Peer-to-Peer (P2P) self community man-
agement process. Each component is auto-managed and acts as a peer. In the following,
we divide the communities creation and management into two phases, namely the de-
ployment and exploitation phases.

In the deployment phase, each component notifies other peers about his functionality
and his current QoS. In the first case, the peers that support the same functionality and
guarantee an equivalent QoS reply to the notification. These peers are members of a
specific VXCU. Consequently, the component joins this VXCU and puts the Commu-
nity ID into its real-time profile. The latter is the subject of another working group. It
instantly describes each NGN component. It is a real-time representation of this com-
ponent. In the second case, the component did not receive any reply to his notification.
Thus, it considers that there is no existing community that answers its QoS and its func-
tionality. Hence, it creates a new community that adopts the component’s own charac-
teristics (QoS and functionality). In addition, the newly created VXCU contains a new
Community ID that is put into the component’s real-time profile.

After explaining what happens in the deployment phase and how we can create and
update these ubiquity based VXCs (VXCUs), we need to manage these communities
in the exploitation phase. In this phase, all NGN elements confront instant QoS vari-
ation. In order to dynamically manage the communities that contain these elements,
we develop a QoS-Agent in each NGN component. This QoS-Agent permits the auto-
management of its corresponding component. In this auto-management process, each
element compares its current QoS with the QoS range of its corresponding community.
If the current QoS is into the community’s QoS range, then the QoS-Agent sends a noti-
fication called “IN Contract” in order to inform the other community members that the
community contract is still respected. If not, the QoS-Agent sends a notification called
“OUT Contact”. In this case, the element exits from the community and tries to find
another VXCU with a new Community ID.

It should be mentioned that all these communities (VXCUs) and real-time profiles
are stored in a novel knowledge base called Infoware [5]. It is the subject of another
working group in our UBIS (“User-centric”: uBiquity and Integration of Services)
project. This Infoware manages efficiently and dynamically the decisional and reac-
tive information. It is well structured and acts as a real-time informational inference. In
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this sub-section, we explained how the E2E end-user’s session uses ubiquitous VXCU
members in order to be easily adapted to the changes caused by mobility. In the next
sub-section, we apply the CoI concept to overcome the spatial mobility challenge by
using the end-user’s location as an “Interest”.

3.2 Location-Based Virtual Community: VXCL

Another main aspect of our user-centric approach is the end-user’s context aware-
ness [6]. The context is any relevant information that can be provided to characterize
the end-user’s ambient environment. End-users are context aware when they are ca-
pable to adapt their ambient sessions according to the received ambient information.
As opposed to fixed distributed systems, mobile systems applications are executed in
an extremely dynamic context. Specifically, “Location” is one of the main aspects that
cause great modifications in end-users context. For this purpose, context aware end-
users should receive information according to their locations. Many concepts are treat-
ing location based information. Ambient Networks (ANs) [7] is one of these concepts. It
tries to incorporate location based information into service provisioning, network com-
position, and service adaptation. Exploiting this information provides end-users with
added-value services and an enhanced communication experience. Actually, ANs inter-
vene by adapting network interconnections in order to provide a wide range of services.
Consequently, we notice that ANs main contribution is on the network and service
layers. In this paper, we enhance the ANs concept, enrich end-users experiences, and
anticipate end-users demands by providing information about all end-users E2E loca-
tion based ambient resources (services, networks, equipment). To reach this goal, we
apply the CoI concept while using the end-user’s “Location” as “Interest” for creating
and managing Location-based Virtual Communities (VXCLs, L: Location). The latter
are location aware communities that gather E2E resources that have the same location
as the end-user. For each end-user’s location, three VXCLs are created (VSCL, VCCL
and VECL).

In the first step, we introduce the four basic services that are used in the creation and
management of these VXCLs:

– Location Basic Service (LBS): This component determines an element position
(Mapping Address: e.g. 11/300 George St, Sydney NSW 2000, Australia) while
having its Element ID as an input.

– Discovery Basic Service (DBS): This component launches a search in order to
discover new elements that meet some demanded criteria (indicated at the input).

– Presence Basic Service (PBS): This component filters an obtained list according to
the resources states. It selects among a list of Element IDs the ones corresponding
to “Availabe” (Accessible by the end-user), “Activable” (activated by the provider
but not yet used) and “Activated” (Activable and used) elements.

– Sorting By Type Basic Service: This component sorts by type (service, network,
equipment) a list of Element IDs received at the input.

In our context, “Location” is represented by a Mapping Address that appears in the
end-user’s real-time profile. Therefore, Mapping Address might change when end-users
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Fig. 1. VXCLs creation workflow

change their terminals (user mobility) or change their location (terminal mobility). In
order to easily adapt the E2E session to this spatial mobility, VXCLs are dynamically
and seamlessly created and managed according to the hereafter workflow (Fig. 1) that
is composed out of six steps:

– Step 1: When an end-user changes his/her Mapping Address during an activated
session, he/she directly notifies the Infoware that contains the real-time profile in
order to update its Mapping Address field.

– Step 2: The Location Basic Service localizes the end-user by using the end-user’s
ID as input. ULBS gives the new Mapping Address at its output.

– Step 3: The Discovery Basic Service finds all ambient resources (services, net-
works, equipment) that have the same Mapping Address as the end-user. For this
purpose, DBS uses the end-user’s Mapping Address given at its input.

– Step 4: The Presence Basic Service is applied on the discovered resources list. It
chooses among these resources the “Available”, “Activable”, and “Activated” ones.

– Step 5: The Sorting By Type (Service, Network, Equipment) basic service classifies
the obtained result into three lists (VSCL, VCCL and VECL).

– Step 6: If the end-user prefers to receive the VXCL lists that correspond to his/her
location, he/she should activate a service called the “VXCL Service”. The latter per-
mits to launch the workflow and then to send the obtained results to the end-user.

In this sub-section, we introduced the location based virtual community approach that
permits to support the ANs concept and to enhance the context awareness for end-
users. It should be mentioned that these VXCLs are not stored for a long time because
they expire once the end-user changes his/her location. After explaining the VXCU and
VXCL approaches, we study in the next sub-section the possibility of their combination.

3.3 CoIs Combination: VXCL&U

In order to manage mobility challenges, we introduce the CoI concept with two main
“Interests”. Each “Interest” permits the creation and management of a type of VXCs.
However, the combination of these interests is considered as an obvious inference that
enhances the E2E mobility management process and the end-user’s context awareness.
In fact, it is possible to have several elements that belong to the same VXCU and VXCL.
Consequently, they form what we call a Location and Ubiquity-based Virtual Commu-
nity (VXCL&U).
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Fig. 2. VXCL&U: VXCU and VXCL combination

An example of VECL&U creation is given in figure 2. In fact, for each Mapping
Address, the end-user gets a VECL. Among the VECL members, EE1,1 and EE1,4 are
QoS and functionally equivalent (belong to the same VECU). Thus, they form a new
VECL&U. If the end-user faces a QoS degradation in one of these equipment, he/she
can switch to the second equipment in order to maintain his/her continuous session.

4 Feasibility

To validate the feasibility of our CoI proposition, we implement the VXCU approach by
using the P2P network proposed by JXTA (Section 4.1), and we implement the VXCL
approach by using EJBs (Section 4.2).

(a) (b)

Fig. 3. Advertisements: (a) PeerAdvertisement, (b) PeerGroupAdvertisement

Fig. 4. JXTA remote discovery methods
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4.1 JXTA for Feasible VXCU

The JXTA platform [8] is based on a P2P network and a set of open-source protocols
developed by SUN. JXTA abstracts the complexity of the underlying layers (network,
transport) and permits the conception of auto-managed and stateless components.

In a P2P manner, these components (service, network, equipment) called Edge Peers,
communicate, collaborate and share their resources. For this purpose, they publish ad-
vertisements (XML models) that contain their own descriptions. In this paper, we de-
scribe two types of advertisement: the first one is the PeerAdvertisement (Fig. 3(a))
which describes each peer. It contains the peer’s name, ID, type, functionality, QoS,
etc. The second one is the PeerGroupAdvertisement (Fig. 3(b)) which describes a peer
group. The latter represents our VXCU. It contains the VXCU’s communityID, type,
functionality, QoS, etc. In the following, we limit the feasibility part to the service layer.
Thus, each peer refers to a Service Element (SE).

In the deployment phase, each peer discovers its ubiquitous peers (with equivalent
QoS and functionality) and creates or subscribes to a community called VSCU. For this
purpose, we conceive and integrate a JXTA-Agent into each peer. Its role is to instanti-
ate an object (peer) in the JXTA platform by using the newNetPeerGroup() method. The
latter permits the peer creation and its access to all basic services that are proposed by
the JXTA default group (NetPeerGroup). When we are deploying a peer, the latter pub-
lishes a PeerAdvertisement. Our JXTA-Agent launches the searchCommunity() method
in order to discover the VSCU that contains its ubiquitous peers. First, the JXTA-Agent
starts the search in its NetPeerGroup. If the SE does not locally find its desired VSCU,
it spreads the search into the whole JXTA network by using a Rendez-vous Peer. The
SE uses a DiscoveryListener to keep listening to the replies during a fixed timeout. Ac-
cording to figure 4, we use the getRemoteAdvertisements() method while having the
“SE functionality” as the discovery criteria. Thus, a list of PeerGroupAdvertisements is
obtained. On this list, we apply a newly developed method in order to filter the results
according to the QoS criteria. Therefore, we can consider that the discovery is launched
according to the QoS and functionality criteria. Hence, two cases appear:

Fig. 5. First case: VSCU update

Fig. 6. Second case: VSCU creation
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In the first case, the SE receives a local or a remote PeerGroupAdvertisement de-
scribing the VSCU that suits its QoS and functionality. Consequently, the SE joins the
VSCU by using the joinToGroup() method. In order to conserve all the communities and
elements information, we create three tables (CommunityProfile, CommunityMembers
and RealtimeProfile) in the database. They are managed by the JXTA-Agent by using
a newly developed class called CommunityManagement. In this first case (Fig. 5), the
JXTA-Agent of the SE launches an update() method to add the SE’s Element ID (El-
ementID1) to the found VSCU CommunityMembers table (CommunityMembers1). It
also launches another update() to add the found VSCU Community ID (CommunityID1)
to the SE RealtimeProfile table.

In the second case, the SE did not receive a PeerGroupAdvertisement before the
timeout, thus it did not find any VSCU that suits its QoS and functionality. Conse-
quently, the SE creates a new VSCU with a new Community ID. The JXTA-Agent
publishes the PeerGroupAdvertisement that describes this new VSCU. Then, it uses the
CommunityManagement methods to update the database tables (Fig. 6). First, it adds
the new community into the CommunityProfile. Second, it creates a new table (Com-
munityMembers1) that only contains one SE (ElementID1). Third, it updates the SE
RealtimeProfile table by adding the new VSCU Community ID (CommunityID1).

After explaining the deployment’s feasibility part, we pass to the exploitation phase.
In this part, the QoS-Agent launches “IN/OUT Contract” messages. In the case of the
“OUT Contract”, the JXTA-Agent uses the leaveFromGroup() method of the Communi-
tyManagement class in order to delete the SE’s Element ID from the CommunityMem-
bers table, and to delete the SE’s Community ID from the RealtimeProfile table.

Fig. 7. Logic process of JXTA-Agents

The figure 7 represents the aforementioned logic process of our JXTA-Agent. The
same process can be done on the network and equipment layers.
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Fig. 8. EJB architecture in the Glassfish application server

4.2 EJBs for Feasible VXCL

The VXCLs creation process is based on a workflow that relates four basic services
(Location, Discovery, Presence and Sorting By Type). In order to validate our propo-
sition, we have developed the aforementioned basic services as independent EJBs [9].
The latter permit the creation of different autonomous and loosely coupled compo-
nents. Besides, EJB provides transparency for distributed transactions and helps the
creation of portable and scalable solutions. EJBs are deployed on Glassfish v3 applica-
tion server [10]. Glassfish v3 is JEE6 certified and consequently supports different APIs
such as JMS, JNDI, JDBC and RMI-IIOP. Actually, each EJB service component has
the following structure (Fig. 8):

Fig. 9. The “Database” table

– Entity Bean: it is a lightweight persistence domain object that represents one or
more tables in a relational database. In our project, the information is stocked in an
Infoware. The latter is not used in our feasibility study; instead we assembled all
the needed information in one Oracle table that we called “Database”. In figure 9,
we present a database sample containing different elements with different Types,
Statuses, Mapping Addresses and Community IDs.
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– Entity Manager: it is used to create and remove persistent entity instances, to find
entities by their primary key, and to query over entities.

– Stateless Session Bean: All beans hold Conversations with clients at some level.
A Conversation is a number of method calls between the client and the bean. A
Stateless Session Bean is a bean that holds Conversations that span a single method
call. It is stateless because it does not require state to be maintained across multiple
clients requests. Hence, each Stateless Session Bean serves many clients and per-
mits to easily pool and reuse components. We must note that these Stateless Session
Beans are used to implement our stateless components but they interfere in statefull
sessions.

– Message Driven Bean: it allows the asynchronous messages processing.

Fig. 10. The VXCL created lists

In this feasibility part, we consider a moving user. His/her address changes from
“address 0” to “address 1”. Thus, DBS finds all the resources that have an identical
Mapping Address. In consequence, PBS filters the DBS result and provides a list that
only contains “Available”, “Activable” and “Activated” components. Finally, the “Sort-
ing By Type” component sorts the obtained list according to elements types (service,
network, equipment). Three lists that represent the different VXCLs are obtained at the
output (Fig. 10).

5 Conclusion and Perspectives

Mobility is seen as a main challenge for NGN. We should meet all mobility needs in
order to maintain a continuous end-user’s session. For this purpose, an E2E mobility
management solution must be performed. In this paper, we have introduced the Com-
munity of Interest (CoI) concept, also called the Virtual Community (VXC) concept,
and we apply it on all NGN layers (service, network, equipment, user). This novel con-
cept consists of decreasing the NGN complexity by gathering elements according to
specific interests. The latter have been particularly chosen to suit E2E mobility man-
agement needs. Therefore, we applied “Ubiquity” as the first interest. Henceforth, for
each element degradation, the latter is dynamically and seamlessly replaced by an ubiq-
uitous element (having the same functionality and an equivalent QoS) that belongs to
the same Ubiquity-based Virtual Community (VXCU). Furthermore, in order to over-
come the spatial mobility challenge, we have increased end-users context-awareness,
by applying “Location” as the second interest. In fact, all elements that have the same
end-user’s Mapping Address are gathered into Location-based Virtual Communities
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(VXCL). Consequently, these created VXCLs guarantee a continuous end-user session
by anticipating the end-user’s demands. Four basic services (Location, Discovery, Pres-
ence, Sorting By Type) are conceived and interconnected in order to create and manage
these VXCLs. By combining the VXCU and VXCL communities, the end-user could
easily choose an ubiquitous element among the VXCL members in order to replace any
damaged element in its session. In the feasibility part, we guaranteed the VXCU logic
process by using the P2P JXTA platform, and the VXCL logic process by implementing
the basic services into EJBs.

In our future work, we will treat the temporal mobility that is based on end-user’s
activities. For this purpose, an activity-based virtual community approach seems to be a
good proposition. Furthermore, other user interests might be used to create and manage
communities and to decrease the complexity of mobile contexts.
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Abstract. In this paper, we propose a cooperative download method to save cel-
lular network bandwidth when mobile phone users download large-size files. Our
method allows users who want to acquire the same file to exchange part of the
file called chunks when coming closer, while suppressing the power consumption
by Bluetooth as much as possible. Moreover, our method lets each user actively
use cellular network so as to acquire the whole file by the specified deadline.

Keywords: Cooperative Download, Energy-Awareness, Bluetooth, DTN.

1 Introduction

Recently, mobile phone users who download large-size contents from the cellular net-
work are increasing as smartphone users increase and video sharing services such as
YouTube become popular. However, if many users download large-size contents at the
same time, quality of other communication services such as e-mail and web may be
significantly deteriorated. In this paper, we propose a cooperative download method
by which users exchange fragments of a content called chunks through Bluetooth with
neighboring users while moving.

As a cooperative download method to reduce the load of network, BitTorrent has
been used. However, BitTorrent is designed for the wired network and we cannot ex-
pect the good performance in mobile network. There are some cooperative download
methods for mobile users. In [1], Conti, et al. studied how the MANET factors affect
performance and overhead when implementing Gnutella in MANET and applied the
cross-layer optimization to it. In [2], Rajagopalan, et al. designed and implemented
the architecture of BitTorrent for MANET. In [3], McNamara et al. proposed a method
where a user terminal identifies a specific terminal that is likely to have useful files while
using public transportation. In [4], a cooperative download method for Bluetooth-ready
terminals was proposed. However, these existing methods neither guarantee the acqui-
sition of the whole file by the deadline nor consider efficiency in acquiring large-size
files. As a cooperative download method that guarantees the acquisition of the whole
file by the specified deadline, Hanano, et al. proposed a method utilizing both cellular
and WiFi communications [5]. However, this method always turns on WiFi device and
consumes a lot of power for WiFi communication.

We think that cooperative download methods for mobile phones should consider the
following factors: (i) reducing cellular network load, (ii) suppressing power consump-
tion, and (iii) acquiring contents by the specified deadline.

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 324–329, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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Our method computes a schedule of communication actions for each user in order to
reduce the cellular network load and to make users receive as many chunks as possible.
Based on the schedule, user terminals (called node, hereafter) download some chunks
and exchange them with encountered nodes. Our basic idea is that each user node re-
trieves a contact table specifying the probability and time to encounter other nodes
from a server and determines a schedule of communication actions to exchange chunks
based on it. Moreover, to reduce power consumed by Bluetooth device, we control each
node’s Bluetooth state and turn off the device during unnecessary time.

2 Problem Definition

In this section, we define the problem of the cooperative download utilizing both cellular
and Bluetooth communication.

Communication Model. Each user terminal1 u can communicate with other termi-
nals which are in its communication range through Bluetooth. We do not consider the
constraint of the number of sessions in the common radio range.

System Model. Each file that users want to acquire is called a content. Each content
consists of multiple chunks of the same size. The deadline of each chunk is equal to
the deadline of each content desired by user. There is a server in the Internet that stores
the set of contents. Each terminal can download any chunk of any content stored in the
server through cellular network regardless of present location and time.

Mobility Model. The field where users move is represented by a weighted graph
G = (V,E,w). The set of vertices V consists of intersections and spots (stations and
malls, etc.) where users enter and leave spots but just pass through intersections. The set
of edges E is the set of roads on which users move. The weight of each link (v, v′) ∈ E
is the distance between vertices v and v′ and denoted by L(v, v′). Each user appears at
a spot (called departure spot) and moves to a destination spot selected by the user. A
path (route) from the departure spot to the destination is decided when the user departs.
However, a terminal does not know which route its user has selected. Each user moves
on the beeline between the vertices and does not return to the edge the user has passed.

Terminals. Each terminal can utilize cellular and Bluetooth communications at the
same time. We assume that the version of Bluetooth is 2.0+EDR. A terminal has in-
formation about the field G and knows which edge and location its user is currently
moving by its built-in GPS device.

Server. A server has information about the field G. The server does not know the
moving route of each user, but it statistically knows the probability that a user at an
intersection v moves to an adjacent intersection v′, denoted by MP (v, v′). In addition,
the server knows the speed of each user.

Problem Definition. We consider the following constraints. First, each user must
download every chunk through the cellular network or receive it through Bluetooth.

1 Hereafter, we use the term user, terminal, and node, interchangeably.
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Second, every chunk must be obtained by the deadline. Third, a terminal can send a
chunk only to the terminals in its Bluetooth transmission range. Fourth, to send a chunk,
a terminal must receive the chunk or download it in advance. Our target problem is to
derive the set of actions (send or receive a chunk via Bluetooth or download a chunk via
cellular network) of mobile terminals that satisfies the above constraints and minimizes
the cellular network usage.

3 Cooperative Download Method Utilizing Bluetooth and Cellular

In our method, in order to allow each node to know the probability and the time of
encountering other nodes, the server calculates a contact table for the node. Hereafter,
we call the node under consideration (i.e., the owner of the contact table) owner node,
and other nodes that will encounter the owner node peer nodes. Each entry of a contact
table consists of the ID of a peer node, the meeting probability, the time when the owner
node and the peer node will be in the communication range, and the set of chunks the
peer node retains.

Our method consists of two phases, contact table construction phase and action
phase. These two phases are executed repeatedly to update the contact table whenever
a user registers its present location and retaining chunks with the server.

3.1 Contact Table Construction Phase

Contact table construction phase is executed by the following procedure.

(1) Information Registration to the Server. When a node u leaves intersection vu
at time Tu, u records vu and Tu. Then, as soon as u recognizes the next intersection
to reach2, say v′u, u informs the server of the following information: ID of u, vu, Tu,
v′u, retaining chunks, and desired chunks. Whenever u passes through an intersection, u
registers this information with the server. The size of this information is at most several
KBs and overhead to register the information is sufficiently small.

(2) Refining Encounter Candidate Node. To save cellular network usage, the server
should be able to reduce the size of a contact table sent to each node.

A contact table should include the information that can identify the chunks with
smaller opportunities to obtain them from peer nodes than other chunks. We call such
a chunk with low acquisition opportunity rare chunk. In our method, the server selects
entries of a contact table according to the following two conditions. First condition is
whether the peer node u′ of the entry will encounter the owner node u beforeu arrives at
the next intersection. Second condition is whether the peer node u′ retains some chunks
that u wants to obtain. The server calculates and writes in the contact table the meeting
time and probability of only the peer nodes that satisfy the above two conditions.

(3) Calculation of Meeting Time and Meeting Probability. The server calculates
the time and probability that the owner node meets with the peer nodes. Meeting time

2 We assume that each node can identify the next intersection from the position measured by
GPS some time after passing the previous intersection.
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(a) two nodes are approaching
each other on the same edge

(b) two nodes are moving to-
ward the same intersection

Fig. 1. Two Cases that Two Nodes May En-
counter

Table 1. Parameter for Simulation

Number of chunks per content 100
Chunk size 150KB

Cellular network bandwidth per node 1.2Mbps
Bluetooth bandwidth per node 700Kbps

Bluetooth radio radius 10m
Number of desired contents per node 2 (Zipf distribution)

Node speed 1.0m/s
Number of chunks initially retained 0–50

Time length to deadline 8 min.
Simulation time 60 min.

Threshold α 0.25
Threshold β 100%

Number of contents 10, 20, 40, 100
Number of nodes 500

is calculated from length of road and speed of each node which the server knows in
advance and the information which each node has registered with the server. There are
the following two cases that two nodes u and u′ encounter: (case 1) u and u′ are moving
on the same edge as shown in Fig. 1 (a); and (case 2) u and u′ are moving on different
edges but toward the same intersection as shown in Fig. 1 (b). Let vu and v′u denote
the intersection that node u left and the next intersection toward which u is moving,
respectively. If node u encounters node u′, the sum of moving distance of u and u′ will
be equal to L(vu, v

′
u) in (case 1) or the sum of L(vu, v′u) and L(vu′ , v′u′) in (case 2).

Taking this into consideration, the server calculates the meeting time of node u with
node u′, denoted by CTu(u

′), by formula (1). Here, a is the speed of node, and Tu is
the time when node u left the last intersection.

CTu(u
′) =

{
1
2 (

L(vu,v
′
u)

a + Tu + Tu′), case 1
1
2 (

L(vu,v
′
u)+L(vu′ ,v′

u′)
a + Ti + Th), case 2

(1)

Meeting probability of node u with node u′, denoted by Pu(u
′), is 1 in (case 1) or

MP (v′u, vu) in (case 2).
The server constructs a contact table by calculating the meeting time and meeting

probability of node u with possible peer nodes and sends the contact table to u.
It is possible to reduce cellular network load by including in the contact table only

entries whose meeting probability is higher than a predefined threshold α.

3.2 Action Phase

Selection of Acquired Chunks. To exchange chunks efficiently among users, it is
desirable that each node acquires rare chunks prior to others. The opportunity that node
u receives chunk ch from node u′ (u �= u′), denoted by wu(u

′, ch), is calculated by
formula (2). Here, Du′ is the set of chunks which node u′ retains.

wu(u
′, ch) =

{
Pu(u

′), if ch ∈ Du′

0, otherwise
(2)
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From the information of retaining chunks of all nodes registered in a contact table,
the overall opportunity that node u receives chunk ch, denoted by Whu(ch), is calcu-
lated by formula (3). Here, Nu is the set of peer nodes registered in node u’s contact
table and Mu is the set of chunks that node u wants to obtain.

Whu(ch) =

{∑
u′∈Nu

wu(u
′, ch), if ch ∈ Mu

∞, otherwise
(3)

Since a chunk with small Whu(ch) has small opportunity to be received, node u ac-
quires such chunks prior to others.

Control of Bluetooth State. To establish Bluetooth connection between nodes, it is
necessary to take synchronization between a terminal in inquiry state called inquiry
node and a terminal in inquiry scan state called inquiry scan node. Total energy con-
sumption for inquiry scan state is lower than inquiry state [4]. In our method, Bluetooth
device is turned on only when the node encounters other nodes according to the meeting
time in its contact table. In addition, each node searches with inquiry state peer nodes
whose meeting probability is higher than a specified threshold β (e.g., 80%). For other
peer nodes, each node waits inquiry packets with inquiry scan state.

Download Chunks through Cellular Network. There will be some chunks that can-
not be received through Bluetooth by deadline. To meet the deadline, each node down-
loads chunks through the cellular network so as to keep the ratio of retaining chunks to
be proportional to the ratio of the elapsed time to the time to deadline, as in [5].

4 Experimental Evaluation

In this section, we evaluate the proposed method with our own simulator that reproduces
the Bluetooth session establishment behavior, inquiry and inquiry scan.

4.1 Simulation Settings

Parameters used in each experiment are shown in Table 1. The target field, moving
routes of nodes, movement probabilities of nodes at intersections are shown in Fig. 2.
The field is a 500m × 500m square. We set four spots A–D on the center of some
roads where nodes appear and disappear. Each node moves between spots. When a
node finishes movement, it disappears from the field and a new node appears. Bluetooth
session establishment time was set to 2 sec. according to [4].

We compared the performance of the proposed method with the following methods.

Always Activated Method (AAM). Nodes always turn on Bluetooth device. Blue-
tooth state is set to inquiry and inquiry scan alternately. When downloading and ex-
changing chunks, the node randomly selects some of the desired chunks.

Contact Oracle. Each node exactly knows when it meets each peer node by oracle.
The node turns on Bluetooth device and starts communication only when peer nodes
with desired chunks are in the Bluetooth communication range. The ways of selecting
desired chunks are the same as the AAM.
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Fig. 2. Field, Moving Route and Moving
Probability

Fig. 3. Number of Received Chunks and Total
Sleep Time vs. Number of Contents

In order to evaluate the reduction of the cellular network usage, we measured the
average number of chunks that were received from peer nodes during simulation time.
In addition, we measured the average ratio of the time during which node turned off the
Bluetooth device.

4.2 Experimental Result

The experimental result is shown in Fig. 3. The number of received chunks and total
sleep time ratio in our method are 70% and 50 – 70% of contact oracle, respectively.
Our method achieved 15 – 45% total sleep time ratio, while the number of received
chunks in our method gets closer to AMM as the number of contents increases.

5 Conclusion

In this paper, we proposed a cooperative download method, aiming to reduce usage of
cellular network and save power consumption. In our method, user terminals utilize a
contact table calculated by the server to make it turn on Bluetooth device only when
they can exchange chunks. As part of future work, we will implement the proposed
method on smartphones and evaluate the power consumption with real devices.
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Abstract. In this paper, we pioneer a context-aware approach for qual-
ity of experience (QoE) modeling, reasoning and inferencing in mobile
and pervasive computing environments. The proposed model is based
upon Context Spaces Theory (CST) and influence diagrams (IDs) to
handle uncertain and hidden complex inter-dependencies between user-
perceived and network level QoS and to calculate overall QoE of the
users. This helps in user-related media, network and device adaptation,
creating user-level SLAs and minimizing network churn. We perform ex-
perimentation to validate the proposed approach and the results verify
its modeling and inferencing capabilities.

Keywords: Context-awareness, influence diagrams, quality of experi-
ence (QoE), quality of service (QoS).

1 Introduction

In mobile and pervasive computing environments, understanding user-perceived
QoE is an important and a challenging task. This can be attributed to the fact
that QoE about a particular technology, network service or application depends
on user expectations, as well as his/her cognitive, psychological and behavioral
aspects. There are several stakeholders who are interested in understanding what
users think and perceive about the services being provided to them in terms of
new products and applications. For example, telecommunication companies want
to understand how to minimize network churn by providing better service to the
users. From the state-of-the-art we gather that a unifying framework to model,
reason and infer QoE is missing. Also, techniques that can simultaneously handle
user-centric context, subjective and objective assessment metrics are required.
Thus, in this paper we pioneer an approach to integrate context-awareness
and decision-theoretic reasoning to model, reason and infer QoE in an efficient
manner.
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2 Context-Aware QoE Modeling, Reasoning and
Inferencing

At the lowest level, context information (ati ∈ At
i) such as location (atlocation)

and bandwidth (atbandwidth) collected from the network, user, device and the sur-
rounding environment. This context information is then modeled using the CST
[1] and IDs [2]. At the intermediate level, we define causal mappings of context
attributes with the QoE classes represented as context states (St

i ) such as user
satisfaction (St

usersatisfaction) and technology acceptance (St
technologyacceptance)

which are hidden. Once the QoE states are inferred probabilistically, they are
then assigned utilities. U(St

usersatisfaction) and U(St
technologyacceptance) as in e.q

1. Where, hn is the hypothesis and e is the evidence variable. P (•) represents
the belief of the agent in a hypothesis and U(•) encodes the preference on the
numerical scale.We consider a Likert-like scale of 1 to 5. 1 being “Poor” and 5
means “Excellent”. In order to decide the context state (St

i ), the agent chooses
the decision alternative which gives the maximum expected utility (MEU) as:

MEU(St
i ) = maxsti∈St

i

∑
n

P (hn|e)U(sti, hn) (1)

At the top-most level, these context states are then fused together to determine
the overall situation of QoE (RQoE) of the user which is a global utility as
in e.q. 2. We consider a global utility which comprises of several QoE related
classes such as cognitive (user satisfaction in terms of the MOS) and behavioral
(technology acceptance). Each context state can contribute to the global utility
differently. Thus, we assign weights to these states which sum to 1. It can be
written as MEU(St

i , S
t
i+1):

MEU(St
i , S

t
i+1) = max

sti∈St
i ,s

t
i+1∈St

i+1

∑
hi∈Hi,hi+1∈Hi+1,

P (hi, hi+1)

(U(sti, hi) + U(sti+1, hi+1)) (2)

Based on the calculated RQoE , we can determine whether the overall QoE is
“Poor”, “Fair”, “Good”, “Very good” or “Excellent”. For results evaluation we
developed a prototype using GeNIe/SMILE 2.0 platform. We consider several
cases like a user using a voice application at different locations such as home
and office. At each location the social context is different and thus the QoE
inferred also varies where the QoS may or may not vary much. The proposed
model correctly inferred the QoE in terms of user satisfaction and technology
acceptance and in-turn, the overall QoE is correctly calculated as the MEU.
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Abstract. We present the design and implementation of a task-oriented
system, which dynamically binds user tasks to available devices and ser-
vices within a ubiquitous environment. The system provides users with
a task-based interface for interacting with the environment. This inter-
face is re-oriented around user tasks, rather than particular functions
of individual devices or services. The system has two main features: (1)
context-aware task recommendation; and (2) task guidance, execution,
and management. The fundamental input into the system is task de-
scriptions, which are XML specifications that describe how tasks are ex-
ecuted. The abstraction of these descriptions allows tasks to be executed
in diversely ubiquitous computing environments.

Keywords: Task-Based Interface, Smart Space, Ubiquitous Computing.

1 Introduction

A ubiquitous computing environment consists of a rich set of casually accessible
and often invisible devices and software services. They are expected to seamlessly
integrate and cooperate in support of human tasks. However, it is often difficult
for users to use such an environment to accomplish their tasks. According to a
recent study [1], half of all reportedly malfunctioning devices returned to stores
are in full working order; customers were simply unable to work out how to
operate them. In another user study [2], some participants saw technologies as
something excessive, sometimes useless and invasive while others (particularly
mature adults with non-technical backgrounds) only used them to perform basic
tasks. A study on usability of smart conference rooms [3] also found that the users
tended to rely on experts (wizards) for technical operations. This phenomenon
is often referred to as the usability crisis in digital products including ubiquitous
environments. There are at least two factors that lead to this crisis: overload of
functions and complexity of user interfaces [4].

As our environment is increasingly embedded with computers and devices,
together with the devices we carry with us, the range of available tasks has bur-
geoned. This overwhelms users, hindering them from recognising and using the
technological features which are available to them. Since devices and services
are distributed and sometimes invisibly vanish into the environment’s physical
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infrastructure, users may not be aware of many of them [5]. Moreover, to accom-
plish a task, a user must determine how to split it into sub-tasks for each device
or service and then find the particular functions of each device or service to ac-
complish the sub-tasks [6]. The explosion of functions makes this work difficult
for the user, especially in unfamiliar environments.

The complexity of the interfaces of many devices is essentially due to three
reasons. First, since devices have no knowledge of what task a user intends to
accomplish, they often provide the user with the full range of functions, often in
the form of buttons and menus. The user needs to switch between the devices’
interfaces and to appropriately combine buttons and menus to accomplish the
task. This requires the user to understand the task decomposition and the de-
vices’ capabilities. Second, since there is little or no goal-action consistency [7]
between the interfaces, the user must learn to operate them separately (i.e., there
is no “transfer of training”). Third, it is easy to add features to devices, hence
resulting in complexity that exceeds the capacity of user interfaces [4]. Therefore,
controls become overloaded, leading to heavily-moded interfaces, push-and-hold
buttons, and long and deep menus [8].

Our solution to these problems is based on the concept of task-driven com-
puting [9,10,11]. We have developed a task-oriented system called TaskOS, that
links user tasks and available functions of a ubiquitous environment and that
shields users from variations in devices’ and services’ availability. TaskOS pro-
vides users with a task-based user interface, where interfaces are organised ac-
cording to users’ tasks. In particular, TaskOS has the following features:

– Context-aware task recommendation: recommends tasks for users based on
their context and available devices and services in the current environment.

– Proactive task guidance: provides users with instructions to complete a task.
– Task execution management: manages task execution, multi-tasking, resource

conflicts, and adaptation to variations in availability of devices and services.

The remainder of this paper is organised as follows. Section 2 presents an
overview of how TaskOS works. Section 3 presents a generic conceptual archi-
tecture for TaskOS. Section 4 presents an implementation and a performance
evaluation of TaskOS. Section 5 presents related work. The conclusion and
future work are given in Section 6.

2 Envisioned Operation of TaskOS

Developers create or modify a task in a task description, an XML specification
describing how the task is executed. They register the description with a task
repository, where it becomes available as a recommendation to users according
to their context. Fig. 1 shows a description of the “checkout a book” task.

Automatically or when asked by a user (let’s call him Bob), TaskOS rec-
ommends him for relevant tasks possible in the current environment based on
his context. He can also issue queries to search for an intended task. Once Bob
selects a task to perform, TaskOS executes its description and guides him to
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<taskModel about="models:BookCheckOut"

xmlns="http://ce.org/cea-2018"

xmlns:dc="http://purl.org/dc/elements/1.1">

<task id="Borrow">

<dc:title>check out a book</dc:title>

<subtasks id="borrowing">

<step name="go" task="GoToCheckOutDesk"/>

<step name="identifybook" task="IdentifyBook"/>

<step name="identifyuser" task="IdentifyUser"/>

<step name="checkout" task="CheckOut"/>

<binding slot="$checkout.book" value="$identifybook.book"/>

<binding slot="$checkout.user" value="$identifyuser.user"/>

</subtasks>

</task>

<task id="GoToCheckOutDesk">

<dc:title>go to the checkout desk</dc:title>

</task>

<task id="IdentifyBook">

<dc:title>identify the book</dc:title>

<output name="book" type="String"/>

<subtasks id="IdentifyingBook">

<step name="scanbook" task="SwipeBook"/>

<step name="getbook" task="GetBook"/>

<binding slot="$scanbook.external" value="true"/>

<binding slot="$this.book" value="$getbook.book"/>

</subtasks>

</task>

<task id="IdentifyUser">

<dc:title>identify the borrower</dc:title>

<output name="user" type="String"/>

<subtasks id="IdentifyingUser">

<step name="scanidcard" task="SwipeIdCard"/>

<step name="getuser" task="GetUser"/>

<binding slot="$scanidcard.external" value="true"/>

<binding slot="$this.user" value="$getuser.user"/>

</subtasks>

</task>

<task id="SwipeBook">

<dc:title>swipe the book over the barcode reader</dc:title>

<script>Packages.TaskOS.callService("scanbookid");</script>

</task>

<task id="GetBook">

<output name="book" type="String"/>

<script>

$this.book = Packages.Event.getValue();

Packages.TaskOS.print("The book ID is " + $this.book);

</script>

</task>

<task id="SwipeIdCard">

<dc:title>swipe your ID card over the card reader

</dc:title>

<script>

Packages.TaskOS.callService("scancardid");

</script>

</task>

<task id="GetUser">

<output name="user" type="String"/>

<script>

$this.user = Packages.Event.getValue();

Packages.TaskOS.print("Your ID is " + $this.user);

</script>

</task>

<task id="CheckOut">

<input name="book" type="String"/>

<input name="user" type="String"/>

<script>

Packages.TaskOS.callService("checkoutbook " +

$this.book + " " + $this.user);

Packages.TaskOS.print("The book " + $this.book +

" is checked out by " + $this.user + ".");

</script>

</task>

</taskModel>

Fig. 1. Description for the “checkout a book” task written in CE-TASK [12]

Fig. 2. Task-based interface for executing the “checkout a book” task

complete it via a task-based user interface. Fig. 2 shows a number of screens
TaskOS presents to him for completing the “checkout a book” task.

Bob can perform multi-tasks concurrently. When he comes back to an un-
finished task, TaskOS presents its current step to him, so he can continue it.
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He can suspend the task interface on one interaction device and resume it on
another device. He can query the status of a task to see what steps have or
haven’t been done. For example, screens 5 and 9 in Fig. 2 show two statuses of a
task. He can also request TaskOS to cancel, undo, or redo an ongoing task.

3 Generic Conceptual Architecture

Fig. 3 illustrates the architecture for TaskOS. The Service & Device Man-
ager (SDM) manages devices and services. The Context Information Manager
(CIM) manages context information and answers context queries to other compo-
nents. This paper focuses on the Task Execution Engine (TEE), Context-Aware
Task Recommender (TaskRec), Task-Based User Interface (TaskUI) compo-
nents and task descriptions.

TaskRec suggests to users possible and relevant tasks based on their context
and environment capability. TaskUI is an interface for users to interact with
TaskOS. TEE loads, verifies, and executes task descriptions. While executing a
task, if TEE needs input from users or wants to present information or instruc-
tions to them, it sends an interface request to TaskUI. How TaskUI presents
this request depends on the current interface modality; it may be visual, spo-
ken, tactile, or multimodal. If the users perform manual operations on devices,
TaskUI will simply present them with necessary instructions.

A task description specifies the steps involved in completing a task. It includes
user steps performed by humans and system steps performed by machines. A
primitive step is a manual operation on a device or an abstract call to a ser-
vice. To execute a call, TEE passes it to SDM for reasoning about an available
service or device’s function. Hence, developers can abstractly specify calls in a
task description; these calls can be satisfied in diverse environments where the
availability of devices and services is often unforeseen by the developers.

Computing
Services

Context Information
Manager (CIM)

Context-Aware
Task Recommender

Service & Device
Manager (SDM)

Task Execution
Engine (TEE)

Task-Based User
Interface (TaskUI) User

Computing
Devices

Task
Descriptions

manual operations

Fig. 3. Generic conceptual architecture for TaskOS. The components with grey-fill
and solid border are our focus in this paper.
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4 Implementation

This section presents how we describe tasks, how we implement TaskRec that
recommends tasks based on user context, and how we implement TEE and
TaskUI that executes tasks and provides task guidance.

4.1 Task Description

To describe tasks, we use CE-TASK [12]. CE-TASK allows us to describe high-
level, multi-device tasks abstractly from networking technologies and interaction
modality. Since it is a mark-up language, CE-TASK descriptions are human-
readable and machine-interpretable. Its key expressive features include tasks,
input and output parameters, preconditions and postconditions, grounding, task
decomposition, temporal order, data flow, and applicability conditions. Fig. 1
shows a CE-TASK description for the task “checkout a book”.

4.2 Task Recommendation

To recommend tasks for users, we implement a place-based and pointing-based
task recommender called TaskRec. We model a place as a hierarchy of sub-
places. The lowest level in the hierarchy includes devices’ zones. We associate a
task with one or more places. TaskRec keeps inquiring CIM, which monitors
users’ locations, to obtain a user’s current place. Then it recommends to the
user tasks which are associated with that place. In our experiment, it took no
longer than two seconds to generate task recommendations for a user once s/he
changed the place. This latency includes the network latency for sending loca-
tion information to CIM, the time for updating location at CIM, the one-second
interval for each place enquiry at TaskRec, and the time for generating recom-
mendations and sending them to the user device. In the following, we present
how to estimate users’ current place and pointing directions.

To identify outdoor places, we use the global positioning system. We rep-
resent a location of an outdoor place by two attributes: a geo-coordinate (lati-
tude and longitude) representing the place’s centre and a radius representing the
place’s area. So, if the distance between a user’s and a place’s geo-coordinates is
less than its radius, s/he is seen to be located in that place, hence s/he is also
seen to be located in its ancestors in the place hierarchy. The user can switch
between these places to obtain different task recommendations.

To estimate outdoor pointing direction, we use compass heading. For
each place (called i) in the user’s surrounding, CIM computes an angle (βi)
formed by three points: North Pole (P0), the user’s current geo-coordinate (Pu),
and the place’s geo-coordinate (Pi) using Formula 1. It compares βi with the
current compass heading (α) to get a difference (δi). The smaller δi the more
likely the user is pointing at the place i. Therefore, if the smallest difference δj

is less than an angle threshold, CIM infers that the user points at the place j.
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βi = arccos

( −−−→
PuP0 · −−−→PuPi

|−−−→PuP0| × |−−−→PuPi|

)

= arccos

(
(x0 − xu)(xi − xu) + (y0 − yu)(yi − yu)√

(x0 − xu)2 + (y0 − yu)2 ×√
(xi − xu)2 + (yi − yu)2

)
, (1)

where (xu, yu), (xi, yi), and (x0, y0) represent the latitude and longitude of
Pu, Pi, and P0 respectively. In our implementation, we selected P0 at (90, yu).

To identify indoor places, we use the Bluetooth and RFID technologies.
Each user registers with TaskOS for one or more Bluetooth addresses and each
place is associated with a Bluetooth scanner. Once the scanner discovers a Blue-
tooth device, it sends to CIM the discovered Bluetooth address, allowing CIM
to infer the user’s current place. However, if a user is in an overlapped cover-
age of two or more scanners, the user’s place changes as frequently as one of
these scanners detects him/her; causing the task list to be unstable. To address
this problem, CIM uses a time threshold where if a user keeps changing places
within this threshold, CIM will use the nearest ancestor of these places in the
place hierarchy as the current place of the user. To avoid these overlapping cases,
we use short-range RFID technology. Specifically, a place is associated with a
10cm-range RFID reader. A user swipes a passive RFID tag over the reader to
update her/his current place.

To estimate indoor pointing direction, we use the Cricket system [13].
Cricket consists of beacons and listeners. It uses Time-Difference-Of-Arrival be-
tween radio frequency and ultrasound to estimate a distance between a beacon
and a listener. A beacon is worn by a user. Each device (e.g., a television and
a printer) is attached with a listener. The listener keeps scanning for beacons
within its range. Once it discovers a beacon, it sends CIM a four-tuple of 〈device’
id, discovered beacon’ id, distance, time-stamp〉. CIM continually compares fresh
distances (within the last two-seconds in our experiment) between the same bea-
con and the listeners (which report these distances to CIM) to infer the device
currently nearest to the user.

4.3 Task Execution and Task-Based User Interface

We implement TEE based on a reference implementation of a task engine in [4].
TEE can listen to CIM for external events and react accordingly. For example,
the “checkout a book” task has three user sub-tasks: “go to the checkout desk”,
“scan the book’ id”, and “scan the ID-card”. For the first sub-task, we assume
that the system cannot recognise the user is already at the checkout desk, so it
needs her/him to confirm once s/he has done this. So, it asks TaskUI to present
her/him a button “I’ve done this” (see Step 2 in Fig. 2). For the second and third
sub-tasks, CIM notifies TEE once the user has done each of them. There is no
button “I’ve done this” on TaskUI as shown in Steps 3 and 6 in Fig. 2.

By introducing SDM in TaskOS, a service call in a task description is ab-
stractly defined as TaskOS.callService(‘<service name and arguments>’).
TaskOS will pass the call to SDM for reasoning about a specific service.
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We implement TaskUI as a web-page using Ajax technologies [14]. An advan-
tage of using a web-based user interface is the portability of the interface from
one computer to another without the need to install the system. Ajax allows
us to hide communication between TaskUI and other components of TaskOS
from the user, and to update TaskUI autonomously.

5 Related Work

InterPlay [15] allows users to express their tasks via a pseudo-English interface,
and then the system automatically accomplish them. But the users must learn
how to express their tasks properly. Similarly, a task execution engine [16] can
discover and bind the best available resources for executing a task. However,
these systems do not recommend to users possible tasks or provide users with
task guidance.

Huddle [6] automatically generates interfaces for tasks involving multiple con-
nected devices, yet it only supports multimedia tasks that rely on data flows.

A Task Computing Environment (TCE) [10] assists users in completing tasks.
It represents a task as a composition of web services. Like workflows, since
web services and compositions thereof are autonomous, TCE only supports au-
tonomous, one-step, or batch tasks1, such as “exchange e-business card”. In
particular, the task of exchanging e-business cards is a batch execution of two
services: one returns someone’s contact, the other adds this contact into some-
one else’s contact list. TCE does not support multi-step, interactive tasks such
as ‘borrow a book ’. To complete these kinds of tasks, users must interact with
several devices and/or with an interactive user interface to provide inputs (e.g.,
user identity and book call number) and to obtain instructions for completing
tasks, e.g., where the book is located and how to get there.

The Aura system [17] supports the migration of tasks between environments.
Since Aura’s task description language is designed only for capturing the status
of tasks, it cannot describe envisioned tasks, which will be executed in the future.

6 Conclusion

This paper has presented the concept, design, and implementation of a task-
oriented system called TaskOS for ubiquitous computing environments. TaskOS
provides users with a task-based user interface called TaskUI. The system is
able to recommend users with possible tasks based on users’ location, surround-
ing devices, and users’ pointing gestures. It can execute task descriptions and
guide users through the task executions.

The future work includes developing a graphical tool for authoring task de-
scriptions, implementing other features of TaskOS such as undo, redo, task-
recording, why menus, adaptation to variations in resource availability, develop-
ing algorithms and techniques for efficient and effective storing, retrieving task
descriptions, extending CE-TASK to support recognising possible tasks in an
environment, and mining task instructions on the internet.
1 A batch task requires its inputs to be given before being executed.
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Abstract. Context-aware applications can monitor and detect the surrounding 
Context-aware applications can monitor and detect the surrounding situation 
changes of context entities, and adapt to these situations automatically. As context-
aware applications can reside in mobile entities such as cars and mobile phone, an 
efficient context data management mechanism is required for mobile context-aware 
applications. In this paper, we propose a new mechanism to model and represent 
mobile entities. In addition, we also propose new system services to support mobile 
applications so that disruptions caused by mobility can be minimized. 

Keywords: Context-aware, ubiquitous computing, context data management, 
mobile space, mobile application, availability, callback, mobility. 

1   Introduction 

The recent advances in mobile computing and wireless communication technology have 
resulted in the proliferation of context-aware applications on mobile devices. In order to 
realize the context-awareness, more and more context sources will be utilized. 
Consequently, an effective context-data management is quite necessary for context-aware 
applications inside mobile devices whereby mobility is one of the most significant 
problems that should be solved by the context-data management. Figure 1 illustrates how 
mobility can affect the on-going context-aware applications. Our paper is just trying to 
solve this mobility problem by proposing the concept of “Mobile Space” and designing 
new system services based on our previous system – Coalition [1]. 

 

Fig. 1. Application failure due to mobility 
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2   Mobile Space and Data Management 

For any operating environment whose entities including Physical Space Gateway 
(PSG) [1] are moving together, we call this environment a Mobile Space, the 
corresponding Context Domain as a Mobile Context Domain, and the PSG is denoted 
as an M-PSG. 

To be consistent with the schema concept [1] of Coalition, three special attributes 
are defined for “Mobile Space”. location -- closely related with mobility is  an 
important context element which can be used to identify the surrounding situations of 
a mobile space. visitingSpace -- the physical space in the mobile space is immersed 
which supplies different context applications to its inside entities and varies when 
mobile space moves. powerPSG -- the current power level of an M-PSG and can be 
used as a situation context to assess the state of an M-PSG. 

The current context data management of Coalition specifies common functions for 
context spaces, such as how data is collected, processed, managed and provisioned. In order 
to better serve “Mobile Spaces”, we propose and design one new system service: 
Availability Updating Service to handle the availability, which defines as the reachability 
through communication network, of mobile spaces for context acquisition via network. 
Each mobile space achieves one unique ID during registration with Coalition that can be 
used to update the new availability information with Coalition when availability 
information varies. In addition, in order to make this availability change transparent to 
applications, we propose and design another system service: Application Callback Service 
to manage the callbacks, which defined as notifications of availability information changes, 
of mobile spaces on behalf of context-aware applications running on mobile devices. 
Applications running on MPSGs can issue callbacks to Coalition when failures happen due 
to availability information of service provider PSGs vary, and receive notifications when 
new availability information updated. As a result, application failures caused by mobility 
are solved.  

3   Conclusion 

In this paper, we propose the concepts of “Mobile Space” to model mobile physical spaces 
and extend the context data management. In addition, we propose two new system services: 
Availability Updating Service and Application Callback Service to help “Mobile Spaces” 
handle mobility problem and relief its influence to context-aware applications. Our future 
work will be to derive the detail reasons of application disruption on behalf of applications. 
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Introduction

Mobile phones are ubiquitous and are used for email, text messages, navigation,
education, and as a pyment tool (e.g., Mobile Money – extensively used in China
and Japan [1]). Consequently, mobile devices carry a lot of personal data and, if
stolen, that data can be more important than the loss of the device.

Most of the works on mobile devices security have focused on physical aspects
and/or access control, which do not protect the private data on a stolen device
that is in the post authentication state. However, some existing works, e.g. Lap-
top Cop [2] aim to protect data on stolen devices by remotely and manually
deleting it, which requires user intervention. It may take hours before the user
notices the loss of his device.

The main goal of this work is to efficiently detect a theft of a mobile device
based on the intruder’s anomalous behavior. In a previous study [3], we used
network access and file system activities to build a behavioral model and were
able to detect attacks on portable devices within 5 minutes with 90% accuracy.
In this study, we use spatio-temporal information and trajectory analysis for
modelling user behavior and anomaly detection.

While some works [4,5,6] have proposed mobility-based intrusion detection,
to the best of our knowledge, this is the first mobile intrusion detection solution
that is based on spatio-temporal information and trajectory analysis enabling a
detection of an attack in 15 minutes with 81% accuracy. The simple data struc-
ture used to represent user model (2- and 3-dimension matrix), allows efficient
lookup-based attack detection.

System Architecture

Our main objectives are to: (1) develop an efficient algorithm to derive a user
model based on spatio-temporal information and trajectory analysis; (2) deter-
mine the accuracy of distinguishing individual users based on their motions pat-
terns, and (3) provide high detection accuracy with the smallest possible delay
at low energy cost. Our methodology is based on the following observations:

– most mobile systems have GPS receivers and can gather location traces.
– individuals tend to have small set of locations that they visit every day [7].
– individuals tend to take the same path when moving between the same

locations [7].

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 342–343, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012



Efficient Intrusion Detection for Mobile Devices 343

Information capturing system

Information management system

Log mobile location 
information

Send log files to information 
management system

Analyze 
data

Perform anomaly 
detection

Log data

Perform feature 
extraction 

User profile 
model

OK? Trigger 
an alert

Yes

No

Information capturing 
system

Information 
management system

Build user 
profile

Alert

Response
management system

Receive 
the alert 

Take
appropriate 

action

Fig. 1. System architecture

To achieve our objectives, we developed a system to automatically generate
mobility models and detect behavioral anomalies. Figure 1 illustrates the system
architecture which consists of: (ICS) – the information capturing system, residing
on the mobile device, with a custom-developed application to track the device
location; register it continuously in a new log every T minutes. It also contains
the feature extraction module. (IMS) – the information management system,
which collects the log-files from the ICS and resides on a computer with higher
performance and much looser power consumption constraints than the mobile
device. It is responsible for building mobility models and performing anomaly
detection. Upon building the user model, the IMS sends it to the mobile device
allowing it to detect attacks in the absence of wireless connection at some power
consumption penalty. (RMS) – the response management system resides on both
the mobile device and the remote server that hosts the IMS. Upon receiving an
alert, the IMS identifies the appropriate action to be taken to protect data on
the mobile device. These actions could be a notification to the device owner,
locking device, or deleting data automatically.
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Abstract. The authors have studied the security management architecture for 
Personal Networks (PN). The main feature of the proposed architecture is to 
exploit a trusted cellular system, namely, an IMS (IP Multimedia Subsystem), 
to provide security functions for PNs over open networks like the Internet. They 
also proposed two security functions to solve security issues for a PN, PE ID 
and Key Assignment (PIKA) function and a PN Key Sharing (PNKS) function. 
The PIKA function assigns an ID and key to non IMS–compliant devices (Peer 
Equipment: PE) to authenticate the user of the PE with the assistance of the 
IMS–compliant terminal (User Equipment: UE). The PNKS function makes it 
possible for PEs to share a common cipher key (PN Key) in a PN, which is used 
to protect a PN against eavesdropping on application data.  

Keywords: Personal Network, Mobile Computing, Key Sharing.  

The authors proposed the security management architecture for Personal Networks 
(PN) [1] (Fig. 1 shows an example of PN concept). The architecture has two features, 
(1) to exploit a trusted cellular network system, the IMS (IP Multimedia Subsystem) 
[2], to provide security functions for PNs over open networks like the Internet, and (2) 
to reduce the management cost on the centralized server in order to deal with 
multitudes and a wide variety of information devices (e.g. a computer, an information 
appliance, a sensor device and a specific-use device such as a portable music player). 
Fig. 1 shows an overview of the proposed architecture. There is a PN Server (PN–S) 
to provide PN establishment service. The PN–S is accommodated in the IMS as an 
IMS Application Server and also is connected to the Internet. The PN–S plays the role 
of mediator for the security functions and interworking with the IMS. Users have an 
IMS–compliant terminal (User Equipment (UE)), e.g. a cellular-phone, and non–IMS 
compliant devices (Peer Equipment (PE)). UEs are connected to the IMS, and PEs are 
connected to the Internet over several access systems. PEs in a PN directly exchange 
application data with each other without the intermediation of the PN–S.  

To realize the secure establishment of PNs, two security issues need to be 
considered. (1) Accommodation of PEs in a PN securely, and (2) Secure 
communication in a PN. To solve the issues, the authors proposed two security 
functions, a PE ID and Key Assignment (PIKA) function, and a PN Key Sharing 
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(PNKS) function. The PIKA function provides an identity and a key (a PE ID and a 
PE Key) to a PE so that PN–S can authenticate the user of the PE. In the proposed 
approach, a PE ID includes information to derive the PN Key so that the PN–S can 
generate the PE Key corresponding to the PE on demand. This approach alleviates 
key management cost in PN–S since the PN–S does not need to keep all PE Keys. The 
PNKS function enables PEs to share a common key (PN Key) in a PN, which 
prevents outsiders of PN from eavesdropping application data in the PN. For secure 
PN Key delivery, the function employs Broadcast Encryption (BE) [3], which has a 
revocation method to prevent digital contents being viewed by nonsubscribers without 
changing all the key information users own. In addition, from the viewpoint of 
scalability, the function adapts the hierarchical membership management to reduce 
the computational load of device management imposed on the PN–S. A PN 
convener’s UE only manages the PN participant’s UE membership of a PN, and a PN 
participant’s UE only the PE membership. In Fig. 1, Alice’s UE (UEPN) recognizes 
Bob’s UE (UEb) is a member of her PN (PNy), and UEb recognizes PE4 is a member 
of PNy. The overview of the PN Key delivery flow is as follows, (1) a PN convener’s 
UE sends the PN Key to each PN participant’s UE via the IMS, (2) a PN participant’s 
UE encrypts the Key with BE so that only PEs in the PN can decrypt it, and sends it 
to the PN–S, (3) a PE receives the encrypted Key from the PN–S, and decrypts it.  

The authors also implement the proposed architecture and perform a qualitative 
analysis. Through the analysis, security and scalability of the proposed architecture 
are validated. It is notable that the PNKS function reduces the key management cost 
of the PN–S from O(Nall) to O(NU), where NU be the number of participants in a PN, 
Nall be the number of all PEs which could potentially join a PN, compared with the 
centralized approach where only the PN–S manages all PEs’ security information.  
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Fig. 1. Overview of Personal Networks and Hierarchical Membership Management 

This is the case where Alice (PN convener) wants to provide a photo sharing application 
using her PC at home (PE3). She wants to look at her private photos on her laptop PC (PE1), 
and Bob (PN participant) also wants to look at them on a laptop PC at the airport lounge (PE4). 
Alice constructs a PN, which consists of PE1, PE3 used by Alice and PE4 used by Bob.  
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Abstract. Smart buildings promise to revolutionize the way we live.
Applications ranging from climate control to fire management can have
significant impact on the quality and cost of these services. However, a
smart building and any technology with direct effect on the safety of its
occupants must undergo extensive testing. Virtual testing by means of
computer simulation can significantly reduce the cost of testing and, as a
result, accelerate the development of novel applications. Unfortunately,
building physically-accurate simulation codes can be labor intensive.
To address this problem, we propose a framework for rapid, physically-

accurate virtual testing of smart building systems. The proposed frame-
work supports analytical modeling and simulation of both a discrete
distributed system as well as the physical environment that hosts it.

Keywords: Virtual testing, Smart buildings, HVAC, Mixed (virtual/
real) world infrastructures, Energy efficiency.

1 Introduction

Buildings are designed to achieve a wide range of goals. For example, ensuring
occupant safety and health requires specialized appliances such as fire alarm sys-
tems and proper ventilation. These concerns are very real: Each year, hundreds
of people die from carbon monoxide poisoning due to poor ventilation design.
Similarly, ensuring occupant comfort (which is generally essential for ensuring
their productivity) also requires specialized appliances. The stringent uptime
requirements placed on building appliances also give rise to concerns about en-
ergy, cost, and environmental impact. Traditional technologies such as brick and
mortar, standard heating and airconditioning units, have all been carefully scru-
tinized with respect to their impact on all of these goals, and have passed the
test of extended timelines.

� Funded by National Science Foundation (NSF) Embedded and Hybrid Systems
(EHS), award number 0720857.
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Smart Buildings. Recently, there has been an increasing interest in smart
building technologies. Such technologies bear a promise to revolutionize the way
we live. Applications ranging from climate control to fire alarm systems, to
lighting management, to security systems can be found in smart buildings.

Intrinsic to the idea of smart buildings is the introduction of higher levels
of active control into the traditional components of a building. Higher levels of
active control are achieved by the use of more sophisticated control algorithms,
more extensive sensing of the physical environment, more actuation of various
physical subsystems, and more communication between different components of
the system. However, because of the direct impact that buildings have on humans
and on their resources, smart building technologies must be held to stringent
standards for correctness, availability, and a wide range of other software quality
considerations.

Virtual Testing. Testing is a crucial tool for eliminating poor designs, and de-
veloping a degree of confidence in promising designs. Testing is equally important
for traditional physical design and design involving active control. But testing
smart building technologies in physical buildings can be slow and prohibitively
expensive. Addressing these two problems can accelerate the rate of innovation
and deployment of successful smart building applications. In particular, using
computer simulations to carry out some part of the testing virtually can help
achieve this goal.

2 Our Approach

The goal of our approach is to address three technical challenges that must be
overcome in order to enable effective virtual testing of smart buildings. The
first is to accurately capture the distributed and networked nature of the active
devices in the system. The second is to accurately capture the physical proper-
ties of the building. The third is to automatically map such models directly to
executable simulation codes.

Existing approaches only cope at most with one of the three challenges raised
by the virtual testing of smart buildings. For instance, MATLAB/Simulink [1]
allows to simulate active devices but does not attempt to use analytically sound
models of the physical environment surrounding such devices. Numerous existing
approaches allow to model and execute this physical environment [2,3]. However,
they do not allow the modeling of active devices.

By addressing these three challenges, our approach makes smart building sys-
tems easier to write, more reliable and safer:

– The active components of smart homes are modeled explicitly in DiaSpec [4],
a domain-specific language with specialized support for the modeling of ac-
tive systems.

– The complete models, containing both physical models and active system
models, are mapped to executable codes. This is achieved by combining (1)
the simulation capability of Acumen [2], a physical environment modeling
tool, and (2) the DiaSim simulator [5].

– Virtual experiments using different building models and control strategies
can be analyzed.
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Abstract. This paper presents a MDA approach to build WSN applications that 
allows domain experts to contribute in the developing of applications without 
knowledge on WSN platforms while allowing network experts to program 
nodes meeting application needs without needing specific knowledge on the 
application domain. 

1   Introduction 

There are several platforms that support the development and implementation of wireless 
sensor networks (WSNs) applications, each one with its own requirements and execution 
environments. Most of WSNs are designed for a target platform, operating system, and 
addressing the requirements of a single application. Application developers need to know 
several network specificities and built programs either by using the low-level abstractions 
provided by the sensor OS or directly over the hardware. The high coupling between the 
application logic and the sensor platform along with the lack of a methodology to support 
the development lifecycle of WSN applications result in projects with platform dependent 
code that are hard to maintain, modify and reuse. Therefore, building WSN applications 
imposes several challenges to the developer, requiring on one hand, specific knowledge of 
platforms and the need to deal with low level abstractions, and on the other hand, specific 
knowledge about the application domain. It is not usual that a same developer has both 
these expertise. 

We argue that a promising solution to facilitate developing WNS applications and to 
promote a clear separation between the specification of requirements at the application 
level and the specification of such requirements in a given sensor platform is to adopt the 
Model-Driven Development approach, more specifically the Model-Driven Architecture 
(MDA) [3]. MDA is a development methodology proposed by OMG which defines a 
software development process based on successive model refinement, where more abstract 
models are (automatically) transformed to the more concrete models until it reaches the 
source code, considered as the most concrete representation of a system. In the MDA 
approach the system development is divided into three levels of abstraction: CIM, PIM 
and PSM, where the developed models pass from a higher abstraction level to a lower 
abstraction level through a set of transformations. MDA aims to provide a larger reuse of 
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software artifacts independently on the target platform which the system will run in. With 
an MDA approach, WSN systems can be broken down into levels of abstraction dependent 
or not on the sensor platform, and the design of each level is upon the responsibility of 
their respective expert. This paper presents a MDA infrastructure and associated process to 
build WSN applications. The knowledge of the application domain is represented at the 
PIM level using a Domain Specific Language (DSL). The knowledge representing sensor 
platforms is specified at the PSM level. Therefore, the proposed MDA infrastructure 
encompasses different PSM meta-models, one for each WSN platform.  

2   A MDA Based Solution to Build WSN Ubiquitous Applications 

WSN applications are built according to two viewpoints: one is the application domain 
expert’s (biologists, engineers, etc.) and the second is network expert view. Building WSN 
application using our MDA process promotes the division of responsibilities among 
developers of these different standpoints, allowing them to use their specific knowledge 
and unburdening them from the need to deal with requirements that do not belong to their 
expertise field.  

The first activity in the proposed process “Requirements Analysis”, is performed by both 
the experts, where they get all information needed to build the application. The software 
artifacts produced as outcome of this activity (UML diagrams as Use Cases, textual 
documents, etc) represent the system requirements and compose the CIM, which will be 
used in further phases for both the developers. The requirements document includes 
functional requirements (related to the application logic) and non-functional requirements 
(related to the configuration of the WSN platform). We do not address the built of CIM. 
CIM is used by the domain expert in the activity “Model application with DSL”, to specify 
the PIM model. This model is based on the previously developed DSL meta-model. CIM is 
also used by the network expert in the activity “Choosing Platform”, where he/she will 
evaluate the available platforms and choose the one that best meets the elicited 
requirements. Following, the activity “Apply transformation M2M” is performed by the 
MDA infrastructure. Such activity takes as input the PIM model, with its associated meta-
model, and the PSM meta-model of the WSN platform chosen by the network expert, to 
generate as output a PSM instance that represents the realization of the application in this 
specific platform. Such PSM is refined by the network expert to augment the model with 
information referring to network related specificities of the target platform. Finally, the 
activity “M2T Transformation” is accomplished, taking as inputs: the PSM model refined 
by the network expert and the chosen platform code templates and generating as output the 
application source code to be deployed in the sensor nodes. The generated code is then 
refined by both the developers to add improvements as application specific functions or 
protocol parameters that are not automatically generated by the process.  

To specify the PIM metamodel of our infrastructure we chose the DSL described in [2]. 
Such DSL includes structural and behavioral characteristics of the application. We 
specified PSMs for two sensor platforms: TinyOS [5] and SunSPOT/J2ME [4], upon an 
extensive review of works about WSN development using such platforms (see project site1 
for details). The PSMs include a set of implementation characteristics that the DSL does 
not encompass (for instance, event or command creation in the TinyOS), since these low-
level features are often out of scope for the application domain expert. The designed meta-
model defines the basic feature of any application implemented in nesC [1] or JME [4] to 

                                                           
1 http://labdist.dimap.ufrn.br/twiki/bin/view/LabDistProjects/WSN 
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run in TinyOS 2.x or SunSPOT/J2ME platforms, respectively. For each sensor platform 
added in the MDA infra-structure, the respective M2M and M2T transformations were 
defined. Two M2M transformations (DSL to tinyOS and DSL to SUNSpot) and two M2T 
transformations (tinyOS to nesC and SUNSpot to java) are currently available in our MDA 
infra-structure. Code templates for nesC and J2ME languages are available in the web 
page1 of this work. It is worth noting that M2M and M2T transformations are defined only 
once, being reused in several WSN systems that share the same target platform (i.e., the 
same PSM). 
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Abstract. Since all anchor-based range-free localization algorithms require 
estimating the distance from an unknown node to an anchor node, such 
estimation is crucial for localizing nodes in environments as wireless sensor 
networks. We propose a new algorithm, named EDPM (Estimating Distance 
using a Probability Model), to estimate the distance from an unknown node to 
an anchor node. Simulation results show that EDPM reaches a slightly higher 
accuracy for distance estimation than the traditional algorithms for regularly 
shaped networks, but reveals significantly higher accuracy for irregularly 
shaped networks. 

Keywords: Probability Model, Estimating Distance, Wireless Sensor Networks. 

1   Introduction 

As an essential aspect in wireless sensor networks (WSNs), localization has attracted 
much research attention over the years. Proposed WSN localization algorithms fall 
into two main categories: range-based and range-free. Range-free approach does not 
rely on characteristics of the wireless signal, and is commonly employed in large 
scale networks, where energy efficiency is a crucial issue. 

Being an important class of range-free localization algorithms, DV-Hop algorithms 
have the advantages of being simple but providing reasonably high accuracy. 
However, one of the major shortcomings of DV-hop algorithms is that they are not 
suitable for irregularly shaped networks, which largely affects its potential 
applicability in a wide range of WSNs domains. The reason lies in the following. Like 
all range-free localization algorithms, DV-hop algorithms face the problem of 
estimating the distance from an unknown node to an anchor node. For any given 
anchor node Q and unknown node P, in order to achieve a high accuracy in distance 
estimation, DV-Hop algorithms not only require that there is no large obstacle 
between P and Q, but also require that there are no large obstacles between all other 
participating anchor nodes(at least two) and Q.  

Our proposed EDPM algorithm only requires that there are no large obstacles 
between P and Q to have a good estimation of the distance from P to Q. Hence, 
compared to DV-Hop algorithms our algorithm works more effectively in irregularly 
shaped networks, where presence of large obstacles is more likely. 
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2   Related Work 

In all the DV-Hop algorithms, each anchor node A needs to calculate the average hop 
distance δA. DV-Hop algorithms that use formula (2.1) to calculate δA are categorized 
as unbiased DV-Hop algorithms such as in [1, 4, 5], while others that use the formula 
(2.2) are categorized as least mean square DV-Hop algorithms such as in [3]. 
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Besides, DV-Hop algorithms that require all anchor nodes participate in average hop 
distance calculation are designated as nonselective DV-Hop algorithms such as in [1, 
3, 5], while others that select certain anchor nodes to participate are designated as 
selective DV-Hop algorithms such as in [4, 6]. 

Most DV-Hop algorithms are unbiased and nonselective with their distance 
estimation method named as UNDE (Unbiased Nonselective Distance Estimation). 
UNDE can achieve reasonable accuracy in isotropic and regularly shaped density 
WSNs, but has relatively large error in randomly distributed or irregularly shaped 
networks. Ji and Liu  [3] proposed a nonselective least mean square DV-Hop 
algorithm with its distance estimation method named as BNDE (Biased Nonselective 
Distance Estimation). BNDE can reach reasonably high accuracy in regularly shaped 
WSNs, but it generates relatively large error in irregularly shaped WSNs. Authors in 
[4] proposed a so-called “convex hull test method”, to select anchor nodes to 
participate in the average hop distance calculation. We name the distance estimation 
algorithm used in [4] as CHTDE (Convex Hull Test Distance Estimation). In C-
shaped and O-shaped WSNs, CHTDE reaches better accuracy, while in star-shaped 
WSNs, the error is quite large. Moreover, CHTDE has a high computational 
complexity, and does not work as effectively as other DV-hop algorithms in large 
scale regularly shaped networks. 

3   Estimating Distance Using Probability Model (EDPM) 

In the formulating of our solution, we assume that every node in the WSN has the same 
communication radius r. For any nodes P and Q and considering the positive real 
number a, we use ),,( aQPR  to represent the rectangle with line segment PQ  as its 

middle line, and width a. For any two nodes P and Q, we call P and Q line-of-sight 
connected, if there exists a hop path from P to Q in )2,,( rQPR . Note that, if there is 

a large propagation obstruction between an anchor node Q and an unknown node P, by 
intuition we can tell that we cannot reach ideal accuracy for distance estimation no 
matter how efficient the estimation method is. Thus, we only estimate the distance 
between such a pair of an unknown node and an anchor node that are line-of-sight 
connected. For lack of space, the proof of the following theorem is omitted. 
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Theorem 3.1. Suppose the anchor node Q and the unknown node P are line-of-light 
connected, and the node density within )2,,( rQPR  is ρ . Let πρδ 2=  and n be 

the smallest integer not less than δ
2

PQ − . Suppose μ=r/δ is an integer. Let 

Q1,…,Qn be n geometric points on the ray QP  such that the distance from Qm to Q is 

(2m-1)δ/2. Let Cm be close disk centered at Qm and with radius δ/2 (according to the 
definition of δ, there must exist nodes inside). Let M=∪Cm. Tag Q as 0, the nodes in 
M and within the communication range of Q as 1, and the untagged nodes in M and 
within the communication range of some nodes tagged by 1 as 2. Repeat this process 
until P is tagged. Suppose P is tagged as h. Let k(0)=0. For every 1<s<h, let 
k(s)=max{m | there exists node tagged as s in Cm}. Then, 

(1) For every 1<s<h, there exists Ps∈Ck(s) such that Q=P0, …, Ph=P is the smallest hop 
count path from Q to P. 

(2) For every 1≤s<h, let ωs=δ[k(s)−k(s−1)], then ωs=r or r−δ. 
(3) The probability that ω1 has value r is 1; if the value of ωs (1≤s<h) is r, then the 

probabilities that ωs+1 takes value r and r−δ are both likely to be 1/2; if the value 
of ωs (1≤s<h) is r−δ, then the probability that ωs+1 has value r is quite high, and 
that of value r−δ is very low. 

(4) Let ζ=δ[n−k(h−1)], then ζ has a distribution which is close to normal distribution. 

In the remainder of this section we suppose that Q is an anchor node and P is an 
unknown node which is line-of-light connected with Q, and Q=P0, …, Ph=P is the 

smallest hop count path from Q to P. Let hPNPQAN
h

i
i ⎟
⎠

⎞
⎜
⎝

⎛= ∑
−

=

1

0

)(),( , where )( iPN  

is the number of the neighbours of Pi )0( hi <≤ . It is obvious that the node density 

within )2,,( rQPR  ρ is approximately 2)1),(( rPQAN π+ . Let πρδ 2= . 

Suppose τ  is a random variable with (0-1) distribution such that the probability that 
it is 1 is 1/2. Suppose ζ  is a random variable that follows a normal distribution with 

mean 2r , and standard deviation 70)2( δ−r . By theorem 3.1, we propose the 

following algorithm. 

Algorithm EDPM (Estimating Distance Using Probability Model Method) 

1: 0, ←← sumtrueflag . 

2:  for i=1 to h-1 step 1 do 
3:   if flag==true then 
4:     rsumsum +← ; 
5:     τ←flag ; 

6:      if flag==true then 
7:        3δ−← sumsum ; 

8:      else 

9:        3δ+← sumsum ; 

10:      end if 
11:   else 
12:      )( δ−+← rsumsum ; 

13:      trueflag ← ; 

14:   end if  
15: end for 
16: ζ+← sumsum  
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4   Simulation Experiments 

To analyse the performance of EDPM experimentally, we use C++ language to 
develop a simulator, which can generate various scale and distribution of networks. In 
experiments 1 to 4 we simulate respectively one type of regularly shaped networks (a 
rectangular network) and three types of irregularly shaped networks: O-shaped, C-
shaped, and star-shaped networks, and compare the performance of EDPM under such 
network topologies with the algorithms UNDE, BNDE and CHTDE. In every 
experiment, we randomly select one anchor node and ten unknown nodes. Results of 
experiments 1 and 2 are shown in Figure 1 (a) and (b), and of experiments 3 and 4 are 
shown in Figure 2 (a) and (b). Overall, the experiments demonstrated that our EDPM 
algorithm works effectively under all topologies. Moreover, the more complex the 
topology is the more our algorithm outperforms other algorithms. Results also 
confirm the dependence of DV-hop algorithms on the uniformity and regularity of the 
network.  

 
Fig. 1. Distance estimation accuracy in (a) rectangular (b) O-shaped network 

 

Fig. 2. Distance estimation accuracy in (a) C-shaped (b) star-shaped network 
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From experiments 1-4 we can tell that when the number of anchor nodes is no 
greater than one thousandth of the total number of nodes, DV-hop algorithms do not 
perform well, which is the same conclusion as [2]. 

Since UNDE requires all anchor nodes to participate in the calculation of δA, the 
more irregular the topology is, the worse UNDE performs. A similar behavior occurs 
for BNDE. CHTDE, which only selects a portion of anchor nodes to participate in the 
calculation of δA, has better performance than UNDE and BNDE under irregular 
shaped topology, but performs worse than both UNDE and BNDE in regularly shaped 
networks because of its selection strategy. Both UNDE and BNDE that have poor 
performance in irregularly shaped networks can reach similar accuracy in regularly 
shaped networks. 

5   Conclusion 

Our experiments show that the proposed distance estimation method can reach much 
higher accuracy compared to popular distance estimation methods based on the 
average hop-distance UNDE, BNDE and CHTDE. We demonstrated that even if 
exists only one anchor node in the network, it won’t affect EDPM accuracy, while 
distance estimation methods based on the average hop-distance almost have no 
practical use when only few anchor nodes exist. Moreover, EDPM has higher energy 
efficiency, since it can save the communication cost that anchor nodes use to 
broadcast the computed average hop distance to the entire network, while such cost is 
necessary for all DV-Hop algorithms. 
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Abstract. In a dynamic environment, one of the challenges in building context 
aware applications is the communication paradigm between context providers 
and end applications. Synchronous communication may not be suitable since all 
the entities may not be live all the time. In this paper we present the architecture 
of Context Aware Framework developed using publish / subscribe paradigm to 
provide asynchronous communication between sensor layer which provides the 
context information and application layer which consumes the context in order 
to act according to the context. Sensors keep publishing the data in the XML 
format using Publish-API and Applications subscribe to the interested context 
using Subscribe-API. The framework also maintains a knowledge base to store 
context information in OWL (Web Ontology Language) format and does 
context interpretation, context modeling, rule based reasoning and event 
notification. It helps in rapid development of context aware applications across 
various domains. 

Keywords: context awareness, publish / subscribe, ontology based middleware, 
context modeling and reasoning. 

1   Introduction 

Three important aspects of context are: where you are, who you are with, and what 
resources are nearby. Context encompasses more than just the user’s location, because 
other things of interest are also mobile and changing [1]. According to Anind K Dey 
[2], Context is any information that can be used to characterize the situation of an 
entity. Context Aware Computing is a key aspect of the future computing 
environment, which aims to provide relevant services and information to users, based 
on their situational conditions [3]. Building and deploying context aware systems in 
open, dynamic environments raises a new set of research challenges. We have 
developed a framework addressing various challenges of context aware systems to 
reduce the difficulty and cost of building context aware applications. The rest of the 
paper is organized in the following manner: - Section 2 elaborates the architecture and 
sub systems of Context Aware Framework, Section 3 describes about implementation 
of publish / subscribe paradigm in the framework, Section 4 explains about the 
framework being used in a medical application, Section 5 shows the result of 
performance test of the Context Aware Framework, Section 6 gives an insight about 
related works and finally Section 7 concludes with our future work plan. 
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2   Architecture and Sub Systems 

Fig. 1. shows the overall architecture of Context Aware Framework. It has three sub 
systems: - Context Management, Device Management and Service Management. 
Context Management sub system interacts with the Service Management sub system 
to know the available services and with the Device Management sub system to deliver 
the required services to the applications based on context. In our model, contexts are 
described using ontology written in OWL. Modeling context using an ontology based 
approach allows us to describe contexts semantically in a way which is independent 
of programming language, operating system or middleware.  

Device Management manages the metadata information about the devices (sensor, 
actuators or any other devices) used in the applications. Sensor has to be registered in 
to the framework using a Context Builder Tool to provide the metadata information of 
the data provided by the sensor.  Once the sensor is registered, a XML template is 
auto generated and provided to the sensor layer to publish data. Any new device can 
be dynamically added to the system. It collects information like devices used type of 
data the devices transmit, how the data relate to the entity present in the environment, 
possible commands to control the devices, number of rooms in the environment, the 
devices available in each room etc. For example Room A may have one temperature 
sensor and one Air Conditioner (AC). If the temperature sensed by sensor in Room A 
is very high and AC is off then our framework will send an event notification to the 
application layer to switch on the AC in Room A. It also provides an interface to 
create rules for the Environment. Some rules may be generic and can be applied to 
any environment (e.g. temperature is high then switch on AC). Some rules may be 
specific depending on application (e.g. upload presentation materials to a computer in  

 

 
Fig. 1. Architecture and sub systems 
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a conference room if the speaker enters the room). Rules can be added dynamically 
and classified as low level (if-then rules) and high level context rules. High level rules 
are constructed by combining various low level rules.  

Service Management maintains a registry for various services available in the 
framework.  Any application can query the context knowledge base and know about 
the status of any existing context entity. Framework exposes the interfaces in various 
forms such as Java APIs, Web Services and OSGi services. At the context server end, 
one can see the context changes of various entities using Entity Watcher Graphical 
Tool. Framework also contains in-built services for sending SMS, sending E-mail, for 
knowing the current weather condition, for receiving weather forecast for a location 
and for getting news updates.  
Context Management manages context parameters of various entities such as people, 
places, smart artifacts / objects etc. Various modules of the context management are 
the Context Interpreter, Knowledge Base (Rule-base), Inference Engine, Service 
Discovery and Context-to-Service modeler. The Context Interpreter gathers 
contextual information about a certain entity from Context Providers (sensors or 
external sources), aggregates gathered context, converts the gathered context into 
OWL format and sends to Inference Engine for further processing. Context 
Knowledge Base is a persistent store which manages the context information in the 
form of an OWL file and also stores the information about the context provider as 
meta-data in the XML form. It keeps the context history, since it is essential to allow 
context inference based on past occurrences. Rule based inference engine is  
developed using Jena framework along with SPARQL queries. Whenever any context 
information is given from the Context Interpreter, Inference Engine analyzes the 
context and decides on the action to be taken using context-to-service modeler. Rule 
matching is an important task of Inference Engine. Whenever a context of an entity E 
is changing, it has to fetch all the low level and high level rules defined for the 
context parameters of E. Once the rules are fetched, it has to find all the matching low 
level rules. With the matched low level rules, it has to identify matching high level 
rules, and then decide on the services to be provided to the application layer. Service 
Discovery module communicates with various service providers or service registries. 
It checks periodically about the availability of the existing services and also checks 
for any new services that may have been added. Context-to-Service Modeler is a 
mapping module in the Context Builder Tool where the context is mapped with 
relevant services. Context-to-Service modeler finds the list of all context information 
from Context Knowledge Base, and gets available services in the environment by 
communicating with Service Discovery module.  

3   Publish Subscribe in Context Aware Framework 

As distributed systems on wide area networks grow, the demands of flexible, 
efficient, and dynamic communication mechanisms increase. The publish/subscribe 
communication paradigm provides a many-to-many data dissemination [4]. In 
systems based on the publish/subscribe interaction paradigm, subscribers register their 
interests in an event or pattern of events, and are subsequently asynchronously  
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notified of events generated by publishers [5]. In our framework, Publish / Subscribe 
paradigm has been developed using RMI Callback and interfaces are exposed for 
publish, subscribe, unsubscribe operations. Whenever a publisher publishes context 
information, Context Interpreter parses the published data, searches for a Context 
Entity E associated and updates the entity E if it exists or creates a new Context Entity 
E. Then it interprets the context based on the data gathered from various other 
sensors. If there is any change in the Entity due to the newly published data, then 
Context Manager generates a Context Event for Entity E and notifies all subscribers 
of E. Sensors act as publishers and publishes information like health parameters, 
location of a person, temperature of a room etc. Applications like Medicare, 
Intelligent Home and Discussion Room subscribe for information required for them. 
Subscription Manager manages the subscription using a Hash table <K, Vector<S>> 
where K is a context item and S is the reference of a subscriber. Subscriptions are 
added and removed by calling subscribe(c, k) and unsubscribe(c, k) operations where 
c is the connection to context server and k is the interested context item. Whenever 
there is a change in a context item K, Subscription Manager forwards the event to all 
the set (Vector<S>) of subscribers of K using the reference S.  

4   Usage of Framework in Healthcare Application 

Context aware computing is a research field which often refers to healthcare as an 
interesting and potential area of application [6]. We have developed a Context Aware 
Health Monitoring System [7] which shows the usage of our framework in health 
domain. In our experiment, we used Bluetooth enabled wireless medical devices: - 
Pulse Oximeter, Heart Monitor and Blood Pressure Monitor. Patients visit the Primary 
Health Care Centres and a nurse records the patient’s health parameters using these 
devices. These health parameters are collected by a mobile phone and transmitted to 
our framework. Health Service Provider is a service running in the application layer 
which subscribes for any change in the health parameters. Health parameters are 
parsed by the Context Interpreter and the Inference engine compares the parsed health 
data against the Rule-base to find if any abnormities are present. If any abnormality is 
detected, an event will be triggered and notified to the application layer requesting to 
send SMS / Email to the domain experts depending on the state of the abnormities.  

5   Performance Test on Context Aware Framework 

Performance Test has been conducted to test the scalability of the framework and  
Fig. 2 shows the results of the test. Context Server has been tested on a computer with 
Intel Pentium 4 CPU @ 3.00GHz, 1.48GB RAM. Sensor Layer and Application 
Layer are simulated, tested on a computer with Intel Core2Duo E6750 @ 2.64GHz 
processor, 1GB RAM. Totally 6 sensors were simulated to publish data for various 
number of context entities at 10 minute intervals in a local area network with 
100mbps speed. Time delay in event notification has been recorded after loading 100, 
200, 400, 600, 800, 1000 context entities in the context server. Results depict that 
even though the server is loaded with more number of entities, time delay is only in 
the order of a few milliseconds.  
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Fig. 2. Performance Test Results 

6   Related Work 

Java Context-Awareness Framework – JCAF, [8] is a Java-based context-awareness 
infrastructure and programming API for creating context-aware computer 
applications. Service-oriented Context-aware Framework [9] generalizes the location-
based services to context-based services in mobile or desktop environments. On 
Context-Aware Publish-Subscribe [10] paper proposes a context-aware extension to 
publish subscribe model of communication. A Rule Based Publish/Subscribe Context 
Dissemination Middleware [11] provides the base functionalities for mobile devices 
to publish their context information, and in addition subscribe to the context 
information published by their mobile peers. Context Toolkit [12] aids in 
development and deployment of context aware services. Context Broker Architecture 
(CoBrA) [3] describes about the architecture for smart spaces. Service Oriented 
Context aware Middleware (SOCAM) [13] is designed for smart home environment.  

Key features of our Context Aware Framework are: - it is an ontology based 
middleware which can be used for building context aware applications for various 
domains / applications like health care, intelligent home and smart meeting rooms; It 
addresses various challenges in developing context aware applications like context 
data acquisition, context interpretation, context data modeling and reasoning; Context 
Rules can be dynamically added to the framework. It acts as a communication 
medium between the sensor layer and the application layer; It is developed using 
publish-subscribe paradigm and provides event notification service with the actions 
(turn on/off AC, switch on/off light, send SMS, send E-mail etc.) to be taken based on 
the context. 
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7   Conclusion and Future Work 

We believe an infrastructure is necessary for building context-aware systems and it 
should provide adequate support for context modeling and context reasoning. Based 
on the experience and the feedback on the Context Aware Health Monitoring System 
developed using the framework, we are improving our reasoning engine with 
enhanced reasoning capabilities and testing the framework on more metrics like load, 
reliability, fault tolerance etc. We aim to deploy our framework in buildings to make 
them smart and energy efficient. Future work includes development of a light weight 
Java API for Mobile based Context Aware Applications.  
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1   Introduction 

Macroscopic Object Heuristics Algorithm (MOHA) is a one-shot learning associative 
memory method for target recognition in wireless sensor networks. This method is 
able to address pattern displacement and pattern rotation issues. This scheme is also 
capable of reducing the power and memory consumptions of wireless sensor 
networks. The experimental results show that the proposed scheme can effectively 
handle pattern displaced and pattern rotation problems. 
 

                 

Fig. 1. MOHA architecture Fig. 2. The edges and the critical 
points of two targets 

2   MOHA Scheme 

MOHA builds on the novel one-shot learning associative memory (AM) concept of 
the Graph Neuron (GN) for template matching in wireless sensor networks. The 
pattern for the target is stored in a graph-like data structure, which is the same as that 
of the GN’s bias array [1], [2]. The overall architecture of the MOHA algorithm is 
shown in Figure 1. 

The Stimulator and Interpreter (SI module) assigns the target pattern to all nodes in 
the wireless sensor network, and it consequently obtains the information from the 
nodes at the edges of the pattern. After that, the SI determines the critical point and 
calculates the average distance between the critical point and the edges of the pattern. 
Finally, the SI checks the bias array to determine whether to recall or memorise the 
pattern (see Figure 2). 
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3   Evaluation of the Proposed Scheme 

In order to determine the MOHA’s capability to recognise targets wherever they 
appear on the wireless sensor network field, we chose 3 different targets with 
different sizes, and inserted them in a 50 × 50  bits wireless sensor network field. After 
that, we tested all possible places where these targets could appear and checked each 
time whether MOHA could recognise these or not. Table 1 (a) shows that wherever 
the targets appear on the wireless sensor network field, MOHA could detect and 
recognise these at the success rate of 100%. 

We also tested our scheme ability to recognise targets when these were rotated by 90°, 
180°, and 270°. We used the same targets from the first test. The results showed that our 
scheme was able to recognise these targets after rotation (as seen on Table 1 (b)).  

Table 1. a) Results from the first series testing. b) Results from the second series testing. 

  

4   Conclusion 

There are three main advantages of using this algorithm. Firstly, only nodes at the 
edges are required to recognise the target pattern, and the rest of the nodes will be in 
sleep mode. This will reduce the power consumption. Secondly, there is no need to 
store any pattern data in the sensor nodes, this will address the nodes memory 
limitation issue. All pattern data will be stored in the SI bias array, which can be 
created at the base station or at a more powerful node. Since the pattern data is not 
stored in the sensors, this algorithm will be able to detect and recognise the target 
when it appears at different locations or different angles within the wireless sensor 
network field. 

References 

1. Khan, A.: A peer-to-peer associative memory network for intelligent information systems. 
In: The Thirteenth Australasian Conference on Information Systems. AIS Electronic 
Library, Melbourne (2002) 

2. Nasution, B.B., Khan, A.I.: A Hierarchical Graph Neuron Scheme for Real-Time Pattern 
Recognition. IEEE Transactions on Neural Networks 19, 212–229 (2008) 



P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 366–371, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

Policy-Based Personalized Context Dissemination  
for Location-Aware Services 

Yousif Al Ridhawi, Ismaeel Al Ridhawi, Loubet Bruno, and Ahmed Karmouch 

School of Information Technology and Engineering (SITE). 
University of Ottawa, PO Box 450, 
Ottawa, Ontario, K1N 6N5, Canada 

{yalri098,ialri083}@uottawa.ca, karmouch@site.uottawa.ca 

Abstract. This paper presents a policy-based context-level negotiation protocol 
and context-aware system architecture to personalize consumer-received 
context information through negotiations.  Location tracking and prediction 
empower the system to shape contextual information delivered to users 
according to their expected needs.  

Keywords: Context, negotiation,location prediction, context-aware architecture. 

1   Introduction 

This paper provides an enhanced context-aware system architecture expanding our 
earlier work [1],[2],[3] to evaluate and enforce CLAs through policies, and enhance 
Client Views generation, modification, and adaptation by tracking and predicting 
client location.  The remainder of this paper is organized as follows.  In section 2 we 
provide our modified an enhanced context-aware system architecture.  In section 3 we 
present our CLA policy management.  In section 4 we discuss some related work.  
Finally in section 5 we discuss our conclusion and future work. 

2   Context-Aware System Architecture 

Readers are advised to refer to [2] for our complete ontology-based context model 
used in our system architecture.  A tri-layered system architecture was developed by 
our group and presented in [1].  The three levels were a context acquisition layer, a 
management layer, and a consumer layer.  Since then, the system has been 
improved, and the updated architecture is provided in Figure 1.  The management 
layer design has been expanded to include a new multi-sourced location tracking 
and prediction component for initiating negotiations with clients, predicting future 
movement, and adapting CVs to predicted paths within system’s coverage area.  
The CIC is the CLA Policy Management unit responsible for attaining CLAs and 
generating respective internal policies.  The policies are in turn enforced to supply 
clients with needed contextual knowledge. Further negotiations affecting the 
original CLA must be reflected within their respective policies; hence the need for a 
Policy Update unit. 
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Fig. 1. Three-layered context-aware system architecture with location tracking enhancements 

All established CLAs are utilized by the management system to modify existing 
CVs reflecting provider’s changing abilities to supply context information.  As CVs 
are modified, the provider must renegotiate some CLAs to reflect the changes.  
Modifications affixed to existing CLAs must be promoted into the respective CLA 
policies generated by the CLA Policy Management unit in the CIC.  Our context-level 
negotiation protocol has been described in our earlier works [2], [3]. 

3 CLA Policy Management 

All CLAs are translated into policies for enforcement and conflict resolution.  The 
Policy Decision Point (PDP) examines applicable policies and determines actions to 
take, and the Policy Enforcement Point (PEP) enforces the outcome of policy 
decisions.  ConCoord’s CLA Policy Generator converts established CLAs into a set of 
policies that are enforced by the PDP in the CIC.  In our system, the generator had as 
input a structure representing a CLA (from ConCoord Access Point) and a single 
external function call (from Policy Repository) to convert the CLA into policies. 

Our choice of policy language must consider that all rules generated from our 
CLAs have a form of Event-Condition-Action.  Additionally, users must be able to 
define their own operations added to existing ones, hence our decision to use 
Ponder[4].  Ponder policies act on Managed Objects representing a part of the system 
to control.  The Ponder toolkit with its Java-based APIs allows writing new managed 
objects and creating operations for these objects. Two types of managed objects exist: 

1. Managed objects shared between all policies in the system.  It has two shared 
managed objects with one instance per CLA Policy Generator; GCO with context 
access operations, and CICAP with methods to send context information to clients. 

2. Managed objects created specifically for a CLA.  Two managed objects are created 
for each CLA.  First a CLA object containing information about CLA clients, and 
methods to activate/deactivate the CLA.  Second is a CV object representing a CV. 
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Every type of event carries information used in the condition and action parts of 
policies.  Additionally, every event type must represent an element that triggers 
behaviour of the system thus executing a set of policies.  Four elements are defined: 

1. Time: contains information on the current date and time. 
2. GCO_Change: generated every time a change occurs in the GCO property. 
3. CV_Change: generated every time a change occurs to a Client View. 
4. CV_Request: generated every time a client requests its CV from the provider. 

The CLA policies we have implemented thus far are aimed at describing all the CLA 
applicability conditions which involve two steps. 

1. Creating elementary policies to activate/deactivate the CLAs. 
2. Grouping the policies to obtain complete CLA applicability conditions. 

Some policies can take the following form: at the occurrence of a TIME event, if the 
time matches START/END date and time, then ACTIVATE/DEACTIVATE the CLA. 
Continuous CLAs, as seen in [3], require regular activations and deactivations and 
can be achieved through time patterns.  For example, activating a CLA every Monday 
from the year 2010 at 8:30, the time pattern will be: “year: 2010; month: -1; day: -1; 
day of the week: Monday; hour: 8; minute: 30; second: 0”, -1 marks irrelevant data. 

Logical Applicability Conditions; for both WHILE and START/END, the 
activation and deactivation of the CLA is triggered by logical conditions on the GCO.  
In both cases the following policy is used: At any change in the GCO, if the condition 
C is true, then activate/deactivate the CLA.  Generating policies for the Hybrid CLA 
Validity Conditions, two policies are needed to activate/deactivate the CLA, and other 
policies are needed to activate/deactivate these policies.  These can be logical 
conditions (WHILE or Start/END) embedded within a Periodic condition (Continuous 
or Non_Continuous).  Other policies have been established for Continuous Periodic 
Hybrid Conditions, and Conditional-Periodic Hybrid Validity Conditions. 

Context Request policies have also been implemented and divided into 3 types: 
Notification_Request, Property_Value Request, and Class_Value_Request.  Refer to 
[3] for further details.  Each context request can have an activation condition guarding 
delivery of its context.  These conditions are translated into Activation policies similar 
to those of CLA Activation Policies and hence will not require further description.  
Delivery of CVs follows three types of policies; No_Updates, Periodic_Delivery, and 
On_Change.  Periodic policies are similar to those of periodic CLA activation policies 
while the On_Change is similar to the START Trigger policies. 

Managed Objects and Policies are stored into different domains and sub-domains 
to avoid mix-ups.  For each CLA, a domain CLA_#XX_Domain is created, where XX 
is the ID of the CLA.  This domain contains the CLA_#XX managed object from the 
CLA type to activate/deactivate the CLA, the CLA policy or policy group, the CV 
Policy or Policy Group, the Request and activation sub-domains containing all request 
policies and activation policies respectively.  Figure 2a illustrates the CLA Domain. 

The policy generator consists of several modules, figure 2b.  During system 
initialization the Coordinator creates event templates and stores them in the Event 
Repository.  At runtime, and for every established CLA, the Coordinator sends a 
description of the CLA to the Generator that creates domains and managed objects 
related to the CLA.  The Coordinator also sends a description of the policy to the 
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ECA Policy Generator which creates an empty policy.  The Generator then picks the 
right Event Template and adds it to the policy and sends the information to the 
Condition Block Generator which returns the condition block back to the Generator.  
The ECA Condition Block Generator adds the condition and action block to the 
policy and returns it to the CLA Generator which sends to the Coordinator a set with 
all the managed objects and policies.  The Coordinator interacts with the clients and 
has the responsibility of executing the necessary policies to enforce established CLAs. 
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Fig. 2. a) CLA Domain with all sub-domains b) Policy Generator archiecture 

We can adapt CVs according to current clients’ locations and their predicted motion 
paths.  Responsible components are located within the Location Tracking and 
Prediction Center (fig. 1) and a complete description of this component was presented 
in [5].  Accordingly, the steps of adapting CVs are: 

1. Create an initial set of CVs based on policies entered by system management. 
2. Update a set of existing policies to fit the context access rights presented within 

the Client’s Profile (CPs are received during client-provider negotiations). 
3. Track/Predict the user’s location/path and update existing CV policies to 

reveal/hide context according to the client’s needs and rights, as well as the 
availability of contextual sources. 

Our system also involves prediction methods for service pre-configuration and 
enhancement. Multiple position sensing technologies were incorporated to enhance 
current user location estimation. Location is identified through signal strengths 
emitted from WLAN access points and RFID readers. The first step consists of 
discovering surrounding access points and measuring WLAN signal strengths sent to 
mobile devices.  The second step improves accuracy by active RFID tagging, where 
signal strengths from the RFID reader is measured and transferred to a 2-D map. 

WLAN location tracking unit uses NetStumbler to gather information about 
available access points and emitted signal strengths. The values are compared with 
those stored in the repository to provide a signal strength map. Once the offline 
process of information gathering is complete, live user tracking is initiated. Signal 
strengths from available access points are compared to those in the repository. Once a 
location is estimated, it is stored in the location history repository. 

The RFID location tracking unit uses RFID readers and active tags operating at a 
frequency of 433.92MHz, giving a range of up to 150 feet. Each reader is responsible 
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for its zone, where it signs the user’s RFID tag in and out as the client moves into and 
out of its coverage area. When a client enters a coverage area, the profile is obtained 
from the repository and tracking begins. Signal strengths emitted from the RFID 
reader are gathered and plotted onto an RFID signal strength map. Those values are 
stored in the repository, where they are compared to find the user’s estimated 
location. The locations are also stored in the location history repository for future use.  
Location Conflict Resolver Center aims at resolving conflicts between the two sets of 
location estimates. If the two methods estimate conflicting locations, conflict 
detection is triggered to choose the candidate closest to previous location.  

 

Fig. 3. System results with/without RFID and conflict resolution 

4   Experimental Results 

A prototype of our system was built and results were presented in [2].   Since then, a 
testing scenario was conducted at the University of Ottawa to simulate benefits of the 
dual location-tracking method.  The system was implemented using Java built on the 
same server onto which the provider was activated.  This was a 2.00 GB, 3.6 GHz 
Intel Pentium D station.  Clients were installed on 2.0 GHz Intel Pentium Centrino 
laptops with an RF Code M100 active RFID tag.Information regarding nearby access 
points and received signal strength values were gathered using NetStumbler by all 
clients.  Once user’s location was determined, this information was displayed on a UI 
containing a map of the client’s surrounding area. Since RSS decreases with distance 
and presence of obstacles, we enhanced our system through RFIDs. 

Location tracking experiments were conducted over three different positions with 
low, medium and high RSS values respectively.  Tests in the three locations were done 
first without utilizing conflict resolution or RFID tags, and then were repeated with the 
use of our conflict resolution center and RFID tags.  As illustrated in figure 3, 
reductions in the overall distance errors between actual user location and the deduced 
user location were seen when the dual mode of RSS and RFID were used.  Similar 
results were experienced in tests at positions 2 and 3. 

5   Related Work 

CASS [6] is a server-based middleware separating reasoning from context-aware 
applications, and provides event-based supply of context to mobile devices.  CASS 
lacked a description on how context knowledgebase was structured and modeled, and 
there was no indication to the syntax and semantics of received context notifications.  

Gaia’s [7] distributed middleware permits development of context-aware 
applications and acts as a coordinator between software entities and network devices.  
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Context knowledge within Gaia is presented to applications through a Context File 
System (CFS) in the form of directories whose path components represent context 
types and values.  Gaia is unsuitable for an environment characterized by mobility.  
Querying the CFS for context information requires context-aware applications to be 
aware of the directory structure and path to the needed context. 

Hydrogen [8] provides a distributed solution with a firmware located on each 
device to share context knowledge with other devices.  However, Hydrogen lacks two 
important components: an ontology on which context information is modeled, and a 
protocol by which context is shared between context servers located on different 
devices.  The missing protocol for sharing context between devices is of particular 
interest since we provided a negotiation protocol for establishing CLAs. that could 
greatly improve Hydrogen architecture, by establishing CLAs between servers located 
on each mobile device giving it ability to acquire context outside its limited abilities.    

6 Conclusion 

The goal of our work was to develop a context-level negotiation protocol to establish 
CLAs in context-aware systems.  We proposed a tri-layer architecture composed of 
context sources, providers, and consumers.  The design allowed context-level 
negotiations with Clients and CLA enforcement through policy generation.  The 
system also provided location tracking and prediction components to enhance CLA 
negotiation.  We believe that the protocol can sufficiently meet location tracking and 
prediction requirements.  However, we continue to improve on this system and 
protocol by adding new options and capabilities as our research progresses. 
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Abstract. In this paper, we present the design and evaluation of a sys-
tem that automatically constructs accurate radio maps for both device-
based and device-free WLAN localization systems. The system uses 3D
ray tracing enhanced with the uniform theory of diffraction (UTD) to
model the electric field behavior and the human shadowing effect.

1 Introduction

Both device-based and device-free localization systems usually require the con-
struction of a radio map where collected signal strengths from different streams
at different selected locations in the area of interest are tabulated. Using manual
calibration, current methods of radio maps construction are therefore tedious
and time-consuming, which emphasizes the need for a method to automatically
construct the radio maps for an area of interest.

In this paper we present a system which can automatically construct an ac-
curate radio map for a given 3D area of interest. It is unique in supporting
automatic radio map generation for both device-based and device-free lo-
calization systems, which require high accuracy. To our knowledge, this system
is the first to consider radio map generation for device-free systems and the first
to consider human body effect on the generated radio map.

2 System Architecture and Evaluation

The system combines ray tracing with UTD[2] to model both the RF propaga-
tion and human shadowing effect. Fig. 1 shows the architecture of the system.
Previous work in human modeling has shown a strong correlation between the
RF characteristics of the human body and a metallic circular cylinder [1] in in-
door radio channels. Therefore, we use a metallic cylinder to model the human
body with radius 0.15 m, and height 2 m [1]. For the device-free case, due to the
lack of a perfect 3D model, the predicted RSS deviates from the measured ones
by a constant offset. To make up for this, the system can optionally be fed with
only a single sample representing the measured signal in the absence of humans
in the environment. This sample is used to compensate for any deviation.

We present only our evaluation of the device-free radio map generation. The
experiment was conducted in a typical apartment with an area of 700ft2. 44
locations were chosen and are illustrated in Fig. 2. We collected 60 samples for

P. Sénac, M. Ott, and A. Seneviratne (Eds.): MobiQuitous 2010, LNICST 73, pp. 372–373, 2012.
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each location. A new location is introduced, namely location-0, which represents
the environment in the absence of humans. Fig. 3 shows the simulated versus
measured RSS for AP1/MP1. We show only one stream due to space limitations.
The results show that simulated values are close to the measured values with
a maximum average absolute error of 2.77 dBm for all streams. The accuracy
of the generated radio map (Fig. 4) is then judged by comparing the average
distance error (in meters) of a Mean Euclidean Distance classifier when trained
by the manually measured radio map and the automatically generated one. The
average distance errors are found to be 1.24 m and 3.13 m, respectively.

3 Conclusion

This paper introduced a system capable of generating site-specific radio maps for
device-based and device-free localization systems. Our experience showed that
it achieves its goals of: high accuracy, and minimal user overhead.
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Abstract. In this paper, we present SVM and HMM-based methods for 
monitoring interactions with passive RFID tagged objects. We continuously 
track the motion status of an object and declare the status as standing still, 
randomly moving or linearly moving. Inspired by phone transition modeling in 
speech processing, each interaction type is represented with two sub-states to 
handle transitions and continuity. Experiments were designed to simulate our 
target application: monitoring interactions with medical equipment during 
trauma resuscitation. Our system identified interaction status with 85% 
accuracy using an HMM. The most useful feature for discrimination was the 
difference between the average RSSI of two consecutive windows. 

Keywords: interaction detection, RFID, ubiquitous computing, trauma resuscitation. 

1   Introduction 

Inferring activities based on the used objects is an efficient method for high-level 
activity recognition. However, automatically detecting the set of used objects is 
challenging due to sensing errors and spurious interactions. In most of the previous 
work, objects have been identified manually [7], with motion sensors [3] or with near 
field detectors [2, 3]. Manual labeling requires human effort. Motion sensors are not 
applicable when small and inexpensive objects need to be tracked. Near field 
detectors are usually worn or held by humans, which can be obtrusive for chaotic and 
high-risk environments. Another limitation is the uncertainty in the interaction-to-
usage relationship: an interaction does not always signal the item usage. Consider, for 
instance, an emergency room where a nurse fetches a thermometer to measure the 
patient’s temperature. Since the patient has an oxygen mask on his face, the nurse 
cannot obtain the temperature at the moment so she leaves the thermometer on  
the patient bed. After several minutes, she takes the thermometer again and measures 
the temperature. Because the first interaction in this example is clearly a false alarm, 
the assumption that any interaction indicates usage is not always correct.  

In this work, we develop a minimally intrusive interaction monitoring system using 
passive Radio Frequency Identification (RFID) tags and fixed readers to identify the 
type and duration of object interactions. By identifying both the type and the duration, 
it is possible to filter actual item usage instants. If the detected interaction interval is 
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much shorter than the expected usage interval, we conclude that the item might be 
interacted accidentally and not actually in-use (Figure 1). In terms of sensing, we 
prefer a passive UHF RFID system because passive tags are small and inexpensive, 
enabling small and inexpensive objects to be identified. Fixed readers scan the 
environment in an unobtrusive way without any human intervention. On the other 
hand, inferring motion with a passive RFID system is challenging due to the 
sensitivity to orientation change, environment characteristics and occlusion.  

 

Fig. 1. Block diagram of an overall activity inference system. The interaction detection module 
is developed in this work. 

Our target application is in healthcare domain, specifically Trauma Resuscitation1. 
Because it includes many interactions with medical equipment, trauma resuscitation 
has a high potential to benefit from object-based activity inference and interaction 
monitoring [8]. Passive RFID is a suitable technology for trauma resuscitation domain 
because the medical items for tagging vary in the number and size. Fixed readers are 
more convenient than wearable readers because urgency of the situation during 
resuscitation events may make the workers forget or ignore wearing readers.  

By visually analyzing the trauma resuscitation videos, we observed that there are 
three basic types of object motion: standing still, moving linearly or moving 
randomly. For most items, a relatively long duration of random movement signals 
item usage. Based on this observation, we define our goal as labeling a sequence of 
object movements with three labels: still, moving linearly or moving randomly. Unlike 
the previous work, which used the same RFID technology [1, 4], we continuously 
monitor the interaction status, rather than declaring the interaction events only. To our 
knowledge, continuous monitoring has been attempted using technologies such as 
GPS [5] and Wi-Fi [6], but not with the passive RFID technology. GPS based 
algorithms are not appropriate for trauma resuscitation application due to high 
temporal and spatial granularity of GPS-tracked motion. Although Wi-Fi can provide 
finer granularity, it is not appropriate because of the aforementioned size and cost 
limitations.  

                                                           
1  Trauma resuscitation consists of a series of tasks performed to identify and immediately treat 

life-threatening injuries.  
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2   Methodology 

We simulated three motion types—standing still, moving randomly and moving 
linearly—by interacting with an RFID tagged object (Experimentation details are 
given in Section 4.1). As seen in Figure 2, received signal strength indication (RSSI) 
sequence has a distinct pattern depending on the movement type. 

For feature extraction, we processed the RSSI sequence with the classical sliding 
window technique. Features are selected to focus on the “changes” in the signal 
strength, as required by motion detection applications. The features we used  
were: trend, standard deviation, median of difference, Δ(mean) and Δ(standard 
deviation). 

  

Fig. 2. RSSI values captured by a ceiling mounted antenna for a 60-second interval. 
Corresponding motion types, determined manually, are shown in the bars at the bottom. 

We developed HMM and SVM based methods for assigning a motion label to each 
feature. We built two different HMMs: in the first one, named as the “uni-state 
representation”, each motion type is represented with a single state. In the second 
HMM, named as the “bi-state representation”, each type of motion is represented with 
a two-state left-to-right sub-HMM for modeling the motion transitions properly 
(Figure 3). Main is the core sub-state, representing the behavior of the state to which 
it belongs. Exit represents a pre-phase for out-transition. This idea is adopted from the 
modeling of phone transitions in speech recognition.  

 

Fig. 3. HMM Topology with main and exit sub-states (bi-state representation). The dotted circle 
represents a magnified view of the state moving linearly (L). 
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For both uni-state and bi-state HMMs, self-transition probabilities are estimated 
from the expected motion durations; the other transition probabilities are distributed 
among the other allowed transitions equally. (For example in Figure 3 allowed 
transitions from the main state are self-transition and transition to the exit state.) 
Observations are modeled as Gaussian mixtures with parameters estimated from the 
training data based on the Maximum Likelihood principle. Initial state distribution is 
uniform among the three main sub-states of states L, R and S.  

The sliding window technique captures the temporal relations in the sequence of 
observed movements and allows nontemporal learning algorithms to be used on 
sequential data. (It does not capture temporal relations in the hidden state sequence.) 
To classify motions, we used a Support Vector Machine (SVM), which is known as a 
maximum margin classifier with very low generalization error. Preliminary 
experiments showed that the label sequence obtained with the SVM included many 
spurious transitions, which correspond to short-term, frequently changing motions. 
An HMM-based post processing was applied on the SVM output to make the label 
sequence smoother.  

3   Experimental Results 

3.1   Experimental Setup 

Our goal is to label a sequence of object movements as still, moving linearly or 
moving randomly. To record the RSSI dataset, an RFID tagged cartoon box 
(6′′×4.5′′×3′′) was interacted with as follows: 

• Not interacting at all (object standing still) 
• Holding the box while walking around a table and from sidewalls to the table 

with an approximate speed of 40 inches/second (object moving linearly) 
• Standing at the same position and playing with the box: rotating and 

occluding it by hand (object moving randomly around the same position). 

The three interactions were performed continuously in different order. In total, our 
training dataset consisted of 60 interaction sequences, each of length 60 seconds.  

The experimental equipment consisted of an Alien RFID reader, circularly 
polarized antennae and passive tags (Squiggle). The environment was designed to 
match a typical trauma resuscitation room. One of the antennas was ceiling-mounted, 
facing the center of a plastic table (mimicking a patient bed). Two antennas were 
mounted on the perpendicular sidewalls. In this way, our aim was to detect 
movements in all three dimensions. Moreover, considering that the trauma team 
gathers around the patient during resuscitation and frequently occludes the side 
antennas, a ceiling mounted antenna is crucial in our design. The laboratory included 
other objects that caused multipath and other adverse conditions for RF propagation. 

Our evaluation metric is the percentage of accurately predicted labels in a sequence 
((true positive + true negative)/total number of labels). The performance of each 
method is reported by averaging the accuracy rate over all sequences. 
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3.2   Experimental Results 

We investigated the motion labeling performance using 10-fold cross-validation. In 
the testing data fold, the accuracy was calculated for each sequence individually and 
summarized in the box plot in Figure 4, on the left side.  

The HMM-based method achieved an average accuracy of 77.9% and 
outperformed the SVM-based model (73.66%). The higher accuracy variation in the 
HMM-based method can be explained as follows. In a nontemporal model, all 
instances are labeled independently, whereas in an HMM the adjacent label 
predictions are dependent. An erroneous measurement, as well as a successful one, 
affects not only the current label, but also the subsequent ones.  

The best score (83.01%) was obtained when the SVM output is smoothed with an 
HMM-based postprocessing. This technique combines the max-margin learning 
capability of SVMs with the temporal representation of HMMs. An analysis on the 
confusion matrix showed that most of the misclassifications are among the linear and 
random movement types. If we were to make a moving/not-moving decision only, the 
accuracy would be 89.9%. The accuracy of binary motion sensing using WLAN RSSI 
was reported to be 87% in [6].  

 

Fig. 4. Comparison of accuracy rates for various methods with uni-state (left) and bi-state 
(right) representations. (Central mark in the boxes: median; Edges of the boxes: 25th and 75th 
percentiles; Whiskers: most extreme data points not considered outliers; Plus sign: outliers.) 

Next we evaluate the bi-state approach both in HMMs and SVMs. Incorporation of 
the exit state provided improvement for all methods by increasing the resolution of 
classification (Figure 4 - right). The improvement for the HMM (7.5%) was much 
higher compared to SVM (0.7%) because the idea of bi-state representation is 
meaningful when applied to a model that captures temporal correlations.  The 
improvement for the SVM + HMM smoothing (1.4%) was smaller than HMM (7.5%) 
but higher than SVM (0.7%). This is because HMM fixes transitions on the final 
predicted sequence but the lost temporal information in the SVM stage cannot be 
restored. Moreover, as depicted in Figure 4 - left, accuracy variation of the bi-state 
HMM was lower compared to the uni-state HMM. 
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Discriminative Power of Individual Features 

We also investigated which feature(s) contributed the most to the motion 
discrimination. In each test, one of the features was ignored and the accuracy was 
calculated with the bi-state HMM method. We also conducted paired t-tests to 
evaluate statistical significance. 

None of the features contributed negatively to the discrimination. Delta mean was 
the most useful feature, whereas delta standard deviation had no effect in any setting 
and could be discarded. Trend, standard deviation and median of difference helped 
only in particular cases, such as increased tag population. Since they do not cause any 
degradation in the other cases, it is legitimate to include them in the feature vector.  

4   Conclusions 

This paper describes our work on monitoring of interactions with RFID tagged 
objects. We developed a continuous and multinomial labeling scheme that provides 
enhanced information for activity inference. Sensor and model selection, and the 
design of experiments were all made with respect to our target application: 
monitoring of the interactions with medical equipment during trauma resuscitation. 
However our results are generalisable to other high-risk work environments. Best 
scores were achieved with an HMM, where each movement was represented with a 
two-state left-to-right sub-HMM to model transitions. We also analyzed the individual 
contribution of each feature coefficient. Trend, standard deviation, median of 
difference and delta mean were observed to be useful features for detecting motion 
using RFID RSSI. Our future goal is to test the system in more challenging 
conditions, such as high tag population and people movement in the environment. 
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Abstract. In this paper, we present AmICA: a flexible, compact, easy-
to-program, and low-power WSN platform. Developed from scratch and
including a node, a basic communication protocol, and a debugging
toolkit, it assists in a user-friendly rapid application development. Our
analysis shows that AmICA nodes are 67% smaller than BTnodes, have
five times more sensors than Mica2Dot and consume 72% less energy
than the state-of-the-art TelosB mote in sleep mode.

Keywords: Wireless Sensor Networks, WSN Platform Design, Real-
world application, AmICA Node.

Fig. 1. Debugger toolkit
(above), and AmICA node
and a �0.25 coin (below)

The key requirements for a WSN node are flexibility,
usability, compactness, high integration of sensors,
high transmission range, and power-efficiency. By
follwing these requirements as our main design ob-
jectives, we developed AmICA nodes. The AmICA
nodes can be equipped with up to five sensors and
two actors (see Fig. 2), have a transmission range
up to 280m LOS, are as small as a coin (see Fig. 1)
and consume only 1.6�A in sleep mode. More tech-
nical details and a comparison to state-of-the-art
platforms are depicted in Table 1. Our flexible soft-
ware stack together with free accessible compilers,
and the flexible radio module enable rapid applica-
tion development and open up a wide usage of the
AmICA platform. A debugging toolkit (see Fig. 1)
allows amongst others to record communication
packets, scans for nodes, and re-configure and -
program them wireless. Additionally, a new basic
communication protocol called AmICA node proto-
col can be used for any single-hop short-distance
network.
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A real-world Ambient Assisted Living (AAL) application running since 18
month evaluates the use ofAmICA for a low duty-cycle application, where power-
efficiency belongs to the most important application constraints. A real-world,
high duty-cycle sport application exploits the in-network-processing capabilities,
the small footprint, and the hardware robustness of the nodes.

Circuit diagrams, C libraries, software, protocol definitions and the debugger
toolkit can be downloaded at www.amica-system.com as well as an elaborate
technical report ([4]). Some assembled nodes can be provided on request.

Fig. 2. Fully equipped AmICA node; top (left) and bottom (right) view

Table 1. Comparison between Mica2Dot ([1]), TelosB ([3]), BTnode ([2]) and AmICA
node. 1v1.1: 0.9-4.4/3.3-5.5V; 27 byte header, 4 byte payload per packet @ 3V

Mica2Dot TelosB 2420CA BTnode rev3 AmICA 1.0

Size ø25x6mm 65x31x6mm 58x33x7mm 25x25x6mm

Flash/RAM 128KB/4KB 48KB/10KB 128KB/64KB 128KB/16KB

Sensors/actors 1/1 (on-board) 4/3 (on-board) 0/4 (on-board) 5/4 (on-board)

Freq. / Mod. Sub-GHz FSK 2.4GHz OQPSK Sub-GHz FSK Sub-GHz FSK
Data rate 0.6-76.8kbps 250kbps 0.6-76.8kbps 0.6-115.2kbps
Link budget 112dBm (max.) 94dBm (max.) 112dBm (max.) 114dBm (max.)

Input voltage 2.7-3.3V 1.8-3.3V 0.5-4.4/3.6-5.0V 2.6-3.6V1

Only RTC 48�W 15.3�W 9000�W 4.2�W
MCU active 24mW 5.4mW 36mW 17.1mW
+ radio tx 81mW@5dBm 58.5mW@0dBm 93mW@5dBm 85.5mW@5dBm
+ radio rx 30mW 74.4mW 75mW 55.5mW

E/bit [�J] 2.42 @ 38.4k 0.23 @ 250k 2.42 @ 38.4k 0.74 @ 115.2k
ø E/30 pck./hr.2 62.1�W 18.5�W 9020.2�W 16.2�W
w. 2x2000mAh up to 45 month up to 150 month up to 0.3 month up to 171 month
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Abstract. Particle filter-based inertial positioning promises infrastructure-less
positioning, but previous research have not provided an understanding of, how
the positioning accuracy of such systems depends on the layout of building struc-
tures. This poster presents initial result for the impact of the layout of building
structures on the positioning accuracy using a particle filter-based inertial po-
sitioning system named Pro-Position. We also consider methods for using GPS
positioning with particle filter-based inertial positioning to improve accuracy in
areas, where positioning is poor because of lack of constraints from the layouts
of the building structures.

Keywords: Inertial Positioning, Particle Filter, GPS, Error Sources.

1 Infrastructure-Less Positioning Using Pro-Position

Applying the visions of ubiquitous computing to a variety of domains require indoor
positioning independently of local infrastructures. Examples of such domains are fire
fighting, search and rescue, health care and police work. A second reason is, that in
many indoor areas satellite systems such as GPS, does not provide pervasive cov-
erage and provides a poor accuracy when available [4]. Pedestrian inertial position-
ing is a technology promising infrastructure-less positioning by depending solely on
sensing movement. The primary focus has been devoted to foot-mounted [1,5] and
waist-mounted [3] inertial systems. In this work we present and evaluate an inertial
positioning system called Pro-Position and we extend the system using GPS position-
ing to improve accuracy in large open indoor areas.

Pro-Position is a particle filter-based inertial positioning system for both indoor and
outdoor positioning. Pro-Position consists of three elements: Firstly a waist-mounted
Honeywell DRM 4000 that measures movement and a high sensitivity receiver U-Blox
EVK-5H that measures absolute positions, secondly, layouts of building structures in
2.5 dimensions similar to those used in [5] and, thirdly, a particle filter. The Pro-Position
particle filter is a Sampling Importance Resampling(SIR) algorithm using a fixed num-
ber of particles in each resampling step, which is done to maintain approximately the
same computational speed for all iterations of the algorithm. The resampling strategy
chosen is the systematic resampling algorithm [2].

� The authors acknowledge the financial support granted by the Danish National Advanced Tech-
nology Foundation under J.nr. 009-2007-2.
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2 Accuracy of the Pro-position System and GPS Improvements

The results from our measurement campaign in three different buildings are listed in
Table 1, the results for each path are divided into inertial sensor readings and Pro-
Position results, for the median error. The results highlight that Pro-Position improves
accuracy and that there are variations from building to building but also outliers for each
building depending on sensor errors and human behaviors.

Table 1. Comparing inertial sensor readings with Pro-Position results for positioning errors given
as the meter distance between the ground truth and the estimated position

Mall 1 Mall 2 Mall 3 Mall OO 1 OO 2 OO 3 OO RO 1 RO 2 RO 3 RO

50%
Sensor 18.34 17.47 25.28 21.40 8.03 11.27 10.56 9.19 9.12 10.59 8.48 9.30
PP 3.41 4.27 5.12 4.61 2.95 8.58 3.87 5.13 2.52 3.09 3.87 3.16

Pro-Position make use of GPS when available, firstly, for providing the initial position
and, secondly, to correct the particle filter positions. The correction is only applied if
there are any GPS events with a low estimated error and in the case of multiple events the
system uses the one with the lowest GPS receiver estimated horizontal error. Figure 1
shows an example of the improvements for one of the paths in the evaluated mall.

Fig. 1. Results from inertial sensor measurements, Pro-Position with and without GPS together
with the ground truth path in a shopping mall
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Abstract. Today’s society increasingly depends on software systems subject to
varying environmental conditions imposing that they continuously adapt. A dy-
namic adaptation reconfigures a running system from a consistent state into an-
other consistent state. To achieve this goal, a reconfiguration consists in execut-
ing a set of actions leading from source to target configuration. The planning
of actions has often been neglected in adaptation mechanisms, leading to naive
sequential schedules statically predefined. EnTiMid, a ubiquitous software sys-
tem for assisted living, is one of these adapting systems using basic adaptation
plan. This situation may cause problems when considering adaptations involving
large set of actions and/or devices, particularly for distributed service-based ap-
plications. We propose a framework to ease the integration of different planning
algorithms that produce more efficient adaptation plan than an ad-hoc algorithm.

1 Introduction

Large companies, banks, airports, buildings and even houses increasingly depend on
software systems. These systems are continuously impacted by changes in their execu-
tion environment (infrastructural variation or a modification of the user requirements).

In this domain, EnTiMid is a home-automation software system to assist elderlies
in their everyday life. Typically the system has to deal with dozens of devices, differ-
ent needs per user or frequent changes in the ubiquitous environment. To address the
combinatorial explosion of the number of potential configurations, engineers can de-
velop such Dynamically Adaptive Systems (DASs) as Dynamic Software Product Lines
(DSPLs) [5] by defining several variation points. Depending on the context, the system
dynamically chooses suitable variants to realize those variation points. These variants
may provide better quality of service, offer new services that did not make sense in the
previous context, or discard some services that are no longer useful.

� The research leading to these results has received funding from the European Com-
munity’s Seventh Framework Program FP7 under grant agreements 215412 (DiVA,
http://www.ict-diva.eu/) and 215483 (S-Cube, http://www.s-cube-
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In previous work [9] using Aspect-Oriented Modeling (AOM) techniques, we can
explicitly build a model of the configuration which is suitable for the current context,
with no need for the designers to specify the whole set of configurations in extension.
Using Model-Driven Engineering (MDE) techniques (model comparison) we were able
to infer safe but sub-optimal migration plans to dynamically adapt the system. In partic-
ular, the simple heuristic we used tend to maximize the unavailability of services when
some components have to be stopped and restarted to achieve a safe adaptation.

In this paper we propose to improve adaptation systems by the use of planning al-
gorithms to build more efficient reconfiguration plans than already existing ones. We
illustrate this work on the EnTiMid system.

This paper is structured as follow. Section 2 starts with a presentation of EnTiMid
and discusses our previous model-driven approach for designing and executing DAS.
Then Section 3 details F4Plan, our proposal for designing and developing an efficient
planning phase. Section 4 illustrated our approach on EnTiMid and demonstrates its
benefits. Section 5 concludes this article and presents our future works.

2 Background

EnTiMid [10] is an ubiquitous software system built over an OSGi execution platform
and developed in an assisted living context. The aim of this system, is to offer a level-
sufficient abstraction of the devices in the home, making it possible for highlevel ser-
vices to interact with physical devices (such as lights, heater or temperature sensors).

To address the problems of heterogeneity and dynamicity encountered in such an
ubiquitous system, we proposed an Aspect-Oriented and Model-Based approach to
tame the complexity of Dynamically Adaptive Systems (DAS) [8,9]. The overall ap-
proach is illustrated in Figure 1.

Architecture 
Metamodel

Reflection
model

Running System

Component-based execution platform

Target
model

Generated platform-specific
reconfiguration commands

build and validation

M2

M1

M0

1

2

3

4

conforms to

5

Fig. 1. Overview of our Approach to Dynamic Adaptation

The key idea is to keep an architectural model synchronized with the running system.
This reflection model, which conforms to the architecture metamodel, is updated (step
1) when significant changes appears in the running system (addition/removal of com-
ponents/bindings). It is important to note that the reflection model can only be modified
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according to runtime events. When a change has been made, a copy of this reflection
model is used to build a target architectural model using model transformation or as-
pect model weaving. When a target model is derived, it is validated (step 2) using classic
design-time validation techniques. This new model, if valid, represents the target con-
figuration the running system should reach. Then, the adaptation plan to switch from
the current to the target configuration is automatically generated. To do so, we first per-
form a model comparison between the source configuration (the reflection model) and
the target configuration (step 3). This comparison produces an ordered set of adaptation
actions. This safe sequence of actions is then submitted (step 4) to the running system
in order to actually reconfigure it. Finally, the reflection model is automatically updated
and becomes equivalent to the target model (step 5).

The sequence of atomic actions is ordered according to the following plan descrip-
tion: (1) components (that should be stopped) are stopped, according to the client/ server
dependencies (clients are stopped before the servers), (2) bindings are removed, (3)
components are removed, (4) attributes of already present components are updated, (5)
components are added and their attributes are set, (6) bindings are added, (7) compo-
nents are (re-)started, according to the client/server dependencies (servers are started
before the clients).

In case of a large number of actions, this simple heuristic tends to maximize the un-
availability of components, since the “ Stop Component” actions are always executed at
the beginning of the adaptation, and the “Start Component” actions are always executed
at the end. To allow more efficient scheduling of actions we propose a new methodology
based on general purpose planning algorithms. Our objective is to fit different possible
needs concerning the planning phase. The next section concentrates on that proposal.

3 A Generic Approach for Planning Adaptation Actions

3.1 Motivations

The MAPE[6] model defines four steps to do dynamic adaptation at runtime: the Moni-
toring, the Analysis, also called Decision, the Planning and the Execution. We define the
semantic of these steps as follow. First, the Monitoring is used to detect changes inside
the application or in its execution context (step 1 in Figure 1).When significant changes
are detected, the Monitoring triggers the Analysis. This phase consists in deciding if
adaptation is necessary to maintain the functionalities of the system. If adaptation is
needed, the Decision also chooses the adaptation strategy that should be used (step 2).
Once done, the Planning phase selects actions to execute and schedule them according
to the chosen strategy (step 3). The execution of the selected actions is the last phase of
the model (step 4). In this paper, we focus on the Planning phase.

As adaptation is performed at run-time, the time needed to actually perform the adap-
tation have to be minimized. Therefore, Planning is an important step of the MAPE
model. It defines the actions necessary to properly apply the adaptation strategy, and
orders the actions to ensure the consistency of the adaptation execution and minimize
the time. Indeed some actions may be dependent of some others. For example, it is not
possible to start component if its bindings are not already set and its attributes changed.
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At the opposite some actions can be independent, leading to a partial order between
them (e.g.: two components can be started at the same time).

In our preliminary planning method described in the section 2, a static total order is
defined on the different types of actions. This order can only lead to build a sequential
schedule. Thus considering a distributed EnTiMid platform, whatever the number of
components involved in an adaptation and their location, all the necessary “stop com-
ponent” commands should be performed before to execute all the “remove binding”
commands and so on.

Such an adaptation method consumes more time than needed because for example,
the adaptation engine have to wait for all the “component stop” commands to be ex-
ecuted before launching the “component start” commands. Moreover, in a distributed
and asynchronous system, synchronization operations between the different platforms
should be added to enforce the sequentiality. Also, in this preliminary planning imple-
mentation it is not possible to add information or constraints on actions or on sequence
of actions to give useful indications for the execution phase(e.g.: non-functional data as
the execution time of an action or the among of resources used).

Research works on planning methods such as Artificial Intelligence planning, Mo-
tion planning or Control theory, have produced some algorithms that overcome these
limitations. In this paper, we propose an architecture for the planning phase to use, ac-
cording to the needs, one of these algorithms in adaptation system for Service-Oriented
Architecture. Most of times a planning phase using one of these algorithms is executed
as follow.

It takes the strategy issued from the decision phase as input. This strategy consists of
a source configuration and a target configuration (i.e. the current and the desired state
of the system).

An initial state and a goal state, both given to the planning algorithm, are deduced
from the strategy. These states are described in a language that depends on the planning
algorithm used. The domain of actions, last input needed by the planning algorithm,
represents all the possible actions.

In the following we describe our design proposition for the planning phase.

3.2 Our Proposition: F4Plan (Framework for Planning)

As previously said, several planning algorithms exist, each one has its own characteris-
tics. Therefore, to design an adaptation system, a planning algorithm has to be chosen
among all existing ones according to the planning objectives. These objectives can be
about minimizing the time spend in the planning phase and in that case choose a very
simple planning algorithm, even if the resulting schedule is not the best one. In case
there exists only one processor to execute the adaptation actions, it is not useful to se-
lect an algorithm that may exhibit some parallelism in the schedule. At the opposite it
may be preferable to choose an algorithm that will spend some time to obtain the most
efficient schedule if the adaptation actions are long and some of them may be executed
simultaneously.

Each planning algorithm has its own dedicated language to express the initial/goal
states and the domain of actions. In order to keep a coherent chain from the source
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and target configurations to the initial and goal states (i.e.: from the decision algorithm
outputs to the planning algorithm inputs), a language translation is necessary.

We do not want to impose the choice of a specific decision algorithm nor a specific
planning algorithm because this choice may depend on changing environmental con-
straints. For instance sometimes adaptation can concern only few elements, geographi-
cally closed, with the objective to quickly adapt. In that case, a simple planning/decision
algorithm will be chosen. Sometimes the objective can be to perform proactive adap-
tation, involving a large set of distributed elements. The preference will then be for a
more powerful planning/decision algorithm.

Thus, to ease the work of the final developer, we offer a set of translators from a
description language to another. To face the combinatorial explosion of the number of
translators, we propose to use a very common and powerful planning language, PDDL
[4], as a pivot language.

At the end of the planning phase, the algorithm returns a schedule (a plan) that is
used by the last phase of the MAPE model (the execution) to concretely realize the
strategy.

An illustration of the benefits of using an efficient planning algorithm and a coher-
ent chain of translation between decision and planning phases is given in section 4 to
adapt the Ambient Assisted Living Application based on EnTiMid previously presented
in 2).

4 Illustration

This section illustrates the use of F4Plan with a simple example into the EnTiMid
system.

In the following, the changes operated on the EnTiMid platform located on the el-
derly person’s house when the night comes will be depicted.

During the day the elderly person, in case of major problem, has to his/her disposal a
remote control with a single button (the SOS component), that will send an emergency
message via SMS using the SMS component. In addition, to confirm the person that
the SMS has been sent, a Text-To-Speech component emits a message. To connect these
three components a dispatcher1 component is involved to trigger in parallel the SMS
sending and the vocal message emitting.

At night, when the person signals a problem, the house will be enlighten so that
the person can realize what happened and get back its landmarks. As a consequence,
lights must be manageable by the system in this configuration and N light components
are added. These lights are bound with the remote control with the dispatcher1 already
available into the platform. A component, here called central lights command, is also
added to enable the elderly person to switch off the lights when everything get back
to normal. A new dispatcher (called dispatcher2) is needed to connect lights with the
central lights command.

The target configuration to reach is obtained using the mechanism described in sec-
tion 2. In this scenario, a small subset of actions available to reconfigure the EnTiMid
platform is considered. Only, add component, add binding, start component and stop
component are used.



F4Plan: An Approach to Build Efficient Adaptation Plans 391

In this use case F4Plan uses a planning algorithm called GraphPlan [1]. This algo-
rithm uses a PDDL subset called STRIPS [3] as input language.

Therefore, a translation between the decision output language, in our case the ART
home made language and STRIPS is needed. Using our implementation, this translation
is done with two translators automatically found, communicating through the PDDL
pivot language. When the translation is done, the planning algorithm is executed.

At the end GraphPlan returns a partial ordered set of actions (Figure 2).

Step 1 :
Add Component ” c e n t r a l l i g h t s command”

/ / . . . / / Add Component ” l i g h t N ”
/ / Stop Component ” d i s p a t c h e r 1 ”

Step 2 :
Add Binding ” d i s p a t c h e r 1 T o l i g h t 1 ”

/ / . . . / / Add Binding ” d i s p a t c h e r 2 T o l i g h t N ”
Step 3 :

S t a r t Component ” d i s p a t c h e r 1 ”
/ / . . . / / S t a r t Component ” l i g h t N ”

Fig. 2. partial-order set of actions

To sum up, GraphPlan is well adapted for our Ambient Assisted Living use case,
showing a substancial gain on the resulting plan reducing the number of steps (from
4N+6 to 3). Meanwhile, some other recent algorithms can provide the same kind of
result with better performance.

The translation mechanism, associated with our proposition also implies a cost.
In all cases, the use of such not trivial planning algorithms has a cost. A tradeoff

between this cost and benefit during the execution of plans needs to be done. Here we
choose more complex planning algorithms to build more efficient plans and reduce their
execution.

5 Conclusion

Nowadays, most software developments should consider the issue of their adaptation to
the dynamism of the execution environments. However current solutions for adaptation
are most often ad hoc and in consequence are not satisfying as long term solutions.

In this paper, we focus on the planning phase which has till now received little at-
tention whereas it is an important phase especially in distributed environments. Most
adaptation systems use a very simple ordering of actions even though many general
purpose planning algorithms exist.

F4Plan allows the use of already developed planning algorithms. In that way, it is
possible to take advantage of research works already done on planning methods such
as Artificial Intelligence planning, Motion planning or Control theory. Such general
purpose algorithms have already been applied in contexts close to our, in particular
in applications for components deployment on computational Grids [7,2]. Contrary to
these approaches, our proposal does not impose a specific algorithm for the adaptation
system and is self-adaptable, so that a choice between different planning algorithms, for
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example an algorithm looking for parallelism and a much simpler one, is always possi-
ble. So we are able to compute an efficient, coherent and valid plan to apply the decision
strategy according to the constraints like time duration or resource consumption. The
characteristics of the environment, in particular the distribution of all resources, either
software or hardware, can also be taken in consideration to schedule and parallelize the
actions.

F4Plan also provides an automatic way to translate the decision output into the plan-
ning input, offering several translators around a pivot language.

In our future work, we intend to study the distribution of the planning algorithms.
This could be interesting to reduce the computation time of the schedule. Moreover in
some cases, part of the schedule can be locally computed when it only involves local
actions in a distributed environment.

Another subject of interest is the dynamic discovery of available adaptation actions.
Indeed we currently use statically defined types of actions but in a large scale world of
services, some actions can only be identified dynamically.
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Abstract. Physiological computing means using physiological sensors in com-
puting. This is a natural and promising continuation of pervasive computing: as
smart devices begin to permeate the environment, they can be used to collect in-
formation about the user’s emotional, cognitive and physical state to improve the
context-awareness of applications. Creating pervasive physiological computing
applications is hard, however. We propose a software framework that simplifies
the creation of these applications by providing a first design as well as support for
processing sensor data, distributing analysis results, and decision making under
the uncertainty that arise in physiological computing. We illustrate the presented
framework with the personalized affective music player, a context-aware physio-
logical application that plays music to guide the mood of a user into a pre-defined
direction.

Keywords: Pervasive Adaptation, Pervasive Computing, Physiological Comput-
ing, Software Engineering.

1 Introduction

The next step after pervasive computing [8], that is to say, overcoming desktop-oriented
IT environments, is to include physiological information becoming available through
the entailed proximity of computer devices to the human. A plethora of physiological
sensors exist allowing computers to comprehend the user’s emotional, cognitive and
physical states. Approaches leveraging these source of inputs are known as physiolog-
ical computing [1,7], or affective computing [12], when restricted to emotional state.
Context-aware interactive applications benefit from physiological computing by gain-
ing a better understanding of their users and thus offering improved services.

Creating pervasive physiological applications is no easy task, however. Data from
physiological sensors need to be handled appropriately: signal quality and noise, per-
sonal variance, and sometimes just the large amount of data makes this a non-trivial
issue. Algorithms and techniques for psychophysiological inference, that is to say, ex-
tracting a user’s emotional, cognitive and physical state from sensor data are still being
researched [7]. Therefore, physiological computing applications need to adapt swiftly
to new insights in the domain as well as new emerging algorithms and techniques.

In this paper, we describe how a framework approach can support the development of
pervasive (i.e. especially context-aware) physiological applications (Sect. 4). We have
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designed and implemented the component-based REFLECT framework that supports
the software engineers in designing and creating the analysis part (Sect. 4.1) and the
decision making part (Sect. 4.2) of a pervasive physiological application, as well as
testing and understanding support offered by the accompanying tooling (Sect. 4.3). We
use an implementation of the personalized affective music player [9] (Sect. 3) as a
running example to motivate the framework support. Finally, we review related work in
Sect. 5 and conclude in Sect. 6. First of all however, we start with a discussion of the
challenges in pervasive physiological computing (Sect. 2).

2 From Sensing to Acting - A Software Engineering Perspective

From a bird’s eye view, a pervasive physiological system is a software agent that in-
teracts with the physical world and the user through sensors and actuators. The agent
translates input that it receives through sensors – often called percepts – to actions on
actuators that the agent controls [13]. In a pervasive physiological computing setting,
the following challenges arise in addition to correctly interpreting percepts: Firstly, the
continuous and noisy character of the data data provided by physiological sensors must
be handled properly. Secondly, the results of interpreted data must be distributed to
other devices in the pervasive computing environment in order to share and combine
knowledge to create a more complete picture of the system’s physical context. Thirdly,
hidden or unknown parameters and incomplete knowledge in the physiological domain
may lead to seemingly inconsistent reactions of the environment and the user to actions
performed by the system.

Besides the algorithmic challenges, organizational challenges also arise when build-
ing pervasive adaptive applications. Software designs for pervasive adaptive applica-
tions must support different activities, namely 1) exploring and experimenting with new
algorithms and new techniques, 2) testing and validation of the system and its parts, and
3) rapid creation of software artefacts.

Exploration and experimentation and testing and validation must be supported since
the algorithms that will actually allow to extract knowledge about the emotional, cog-
nitive, and physical state of a human from basic sensors and features are still a field of
active research [7]. A software design or software framework must therefore support al-
gorithm exchange and experimentation at low cost. Rapid creation of software artefacts
is crucial while still being in the process of understanding the application domain and
identifying the hard problems within it. Even later, while creating a product, being able
to swiftly create the software artefacts may turn out as crucial for reducing the product’s
time to market.

3 Affective Music Player Example

The affective music player (AMP) is a pervasive physiological application whose con-
cepts stem from [9]. It functions as a closed loop, repeatedly measuring the current
mood of the user and selecting music from the user’s own music database in order to in-
fluence the user towards a user-defined target mood. In this context, mood is understood
as a long lasting (i.e. minutes to days) affective state with no clear cause or origin [16].
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Fig. 1. REFLECT component metamodel

Moods are different from emotions, which are short lasting (i.e. seconds to minutes)
affective processes related to an event in the environment or a thought [5].

We built a fully functional prototype of the AMP using the REFLECT framework
which is described in the following sections. The AMP serves as a running example to
demonstrate the data handling and action selection support the REFLECT framework
provides.

4 Framework Support

Handling the challenges described in Sect. 2 without a good design is a daunting task;
every step in the process of creating a full system must be carefully thought through
from beginning to end with little or no guidance in the design and implementation pro-
cess. The framework approach followed in the REFLECT framework is one possibility
to guide this process.

The basic structure of the REFLECT framework is component-based (see Fig. 1).
That is to say, every entity that is created for the REFLECT framework is a compo-
nent or framed within the context of components: Functionality is encapsulated in com-
ponents, and function groups are arranged within component containers. Components
communicate to each other over required and provided ports, which describe the re-
quired and provided functionality, respectively. Thus, a component can offer different
functionality through different ports; additionally, a component can provide the same
functionality multiple times through multiple instances of a provided port. Similarly, a
required port can collect and bind a set of provided ports. Connectors track the binding
of ports. Finally, a single manager provides access to all components, connectors, and
containers. Using components as the basic underlying structure of a system encourages
a clear architecture with well-defined interfaces, which is beneficial for rapid develop-
ment as well as testing.

Fig. 2 shows the basic architecture of applications built on top of the REFLECT
framework. Sensors provide transient data that is stored in the context store, that is used
by analyser components to extract more abstract features that are stored again in the
data context (see Sect. 4.1). The application uses data available in the data context, may
make use of persistent data available in the data store (e.g. user preferences), and rater
components (see Sect. 4.2) to make decisions on how to control actuators.
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Fig. 2. REFLECT application structure

The REFLECT framework is implemented in Java and built on top of OSGi [2]. It
makes use of Java annotations and internal domain specific languages for e.g. container
specifications. The implementation itself is focused on ease of use and leverages the
Eclipse OSGi tool support [11] wherever possible.

4.1 Handling Sensor Data

Extracting meaningful features from sensor data often requires not only the latest sen-
sor reading, but a set of samples. In the REFLECT framework, this is supported by
data windows. These data windows are realized as flexible ring buffer and guarantees
to store all recent samples within a fixed time length, and discard old measurements
as soon as they exceed the data window time length. Often, a fragment of a data win-
dow with specified relative length needs to be created, e.g., to retrieve the last five
seconds of data input from a larger data window. The REFLECT framework offers
slices to create relative fragments of a data window. A slice is defined through start and
end points relative to the start and end of the underlying data window. For example,
to retrieve the last five seconds of input, a slice is specified as starting at end − 5s,
and ending at end , where end refers to the end of the underlying data window. Pro-
grammatically, start and end are referenced through positive and negative indexes, re-
spectively. Creating a slice with the last five seconds is done programmatically with
window.slice(-5, 0, TimeUnit.SECONDS).1 A slice is live, that is to say,
new data added to the underlying data window lets the slice grow and/or shift.

For example, the affective music player infers mood from skin temperature and skin
conductance level – two psychophysiological measures known to be related to au-
tonomous nervous system activity [16]. Both skin temperature and skin conductance
measurements are stored in data windows in the data context. Both data sources are
known to be highly dependent on sensor placement and environment temperature, and
in addition, the amplitude of changes in skin temperature and skin conductance have a
high interpersonal variation [12]. Therefore, the sensor inputs need to be normalized,
which can be easily performed using the data window framework.

1 Interestingly, zero must reference the data window start point when used as start parameter,
and also reference the data window end when used as end parameter. Otherwise, it would be
impossible to create slices both starting and ending with the underlying data window.
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Including data windows as framework data structure offers several benefits. On the
one hand, it avoids the problem of blocking sensor processes when the feature extraction
components cannot keep up: As opposed to waiting queues, a data window cannot fill
up to its maximum capacity and block the sensor process. Instead, it will always present
the most recent data to the feature extraction algorithm using the data window.

In addition to this beneficial process separation, data windows offer a clear concept
for distributing data. The process of replicating the content of a data window that is fed
by either sensors, feature extraction algorithms or other processes, constitutes an easily
understandable and flexible data sharing concept. To put it another way, the process
separation offered by data windows allows to distribute processes almost transparently.
Within a REFLECT framework instance, a system assembly may specify to replicate
the content of a remote data window for local use.

The data context manages all data windows that exist in one framework instance and
offers a central point of access. Compared to a connection-oriented design in which a
data window may be accessed only by the data producer and its consumers, this design
simplifies the access to data windows for new data consumers, data window inspection,
and data distribution.

4.2 Selecting Actions

In a pervasive adaptive setting, the problem often arises that the effects of actions are a
priori unknown, and need to be learned over time. This is especially true when interact-
ing with humans: reactions may be highly personal, as it is the case with e.g. reactions
to music. These highly personal reactions must be caught and learned at run-time. The
REFLECT framework offers support for learning action effects and rating actions in
two respects: first, it records and stores the effects of executed actions. Secondly, it
offers a framework for rating actions based on past effects (see Fig. 3).

In order to record the effects of an action, it must be known a) what part of the en-
vironment is affected by the action, i.e. how the action effect can be measured, and b)
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Fig. 4. Tool support for KDE inspection and graphical comparison of rankings

when the action is expected to make an effect. Specifying how action effects are mea-
sured is done by grouping actions into action types (e.g. actions consisting of playing a
single song are grouped into “a play song action type”), and the affected state features
are associated with action types. By specifying only the features that are affected by
action types, it is assumed that effects can be tracked uniformly in terms of changes
in the affected features. An effect is thereby reduced to pairs of timestamped start and
end values. In all applications we created so far, this simplification was feasible. Fig. 3
shows the data model for effects that the framework offers: every effect is associated to
a user, as action effects may be highly personal.

Based on the recorded effects in the data store, a rating algorithm can evaluate a set
of actions for their fitness to reach a goal state specified by the application. Rating al-
gorithms can be defined using e.g. kernel density estimation techniques (KDE) [14,13]
and neural networks [3,13]. The idea in both approaches it to predict the future effect
of single actions based on the effects recorded. In the KDE approach, e.g, a Gaussian
kernel is fitted on each previously measured effect of an action to create a probability
density function for each action. Then, the score of an action is the probability that the
action guides the current state into an ε-environment around the goal state.

The affective music player uses the action selection framework to select the next
song to play once the previous song has ended. It does so on the basis of the past
song effects which are recorded in terms of changes in skin conductance level and
skin temperature (see Sect. 4.1). In order to select songs, the target mood is brought to
desired changes in skin conductance level and skin temperature, and the songs in the
user’s personalized play list are ranked in terms of their fitness to achieve the requested
changes in psychophysiology. The ranking of songs is done using a slight modification
of the KDE-based rating algorithm [9].

4.3 Inspecting and Testing

Evaluating the quality of the action selection process can be quite difficult. This is espe-
cially true for algorithms like KDE or neural networks, which generally produce results
that are hard to interpret. Detailed manual inspection of the internal data and its evo-
lution during simulated runs are often needed. To facilitate this task, the REFLECT
framework is accompanied by a tool that provides several visualization options. The
tester can use the tool to browse the simulation run and inspect each step, i.e. the up-
dated state of the rating algorithm’s internal data and the generated ranking. While the
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visualization modules for the internal data have to be designed for each rating algo-
rithm (e.g. KDE, see Fig. 4, left), the visualization tool provides a general module for
comparing the action rankings generated by two different algorithms (see Fig. 4, right).
It shows a graph consisting of two node columns that represent the aggregated rank-
ings. Edges between the two columns show how actions were ranked differently during
the simulation runs. The frequency of rank differences is visualized by different line
strength of the edges. This way, the user can easily get a qualitative measure of how
similar the action selectors behave.

5 Related Work

Several frameworks and middlewares were developed in the context of pervasive com-
puting. The context toolkit [6] proposes an interesting widget approach for the rapid
creation of context-aware pervasive applications. Transparent ad-hoc networking and
context information distribution through middleware support is proposed in [17]. The
Aura architecture [15] offers a design for transparent content migration that allows con-
tent to follow its user.

While most approaches provide better support for transparent distribution of data,
all approaches define context in the sense that is understood in pure pervasive comput-
ing: the user’s physical location, time, devices, their interconnections and proximities,
and physical features of the environment such as lighting and temperature (e.g. [6] and
[17]). Although some definitions of context are so broad that they can include physi-
ological inputs (especially [6]), the specifics physiological computing brings about are
not considered. To the best of our knowledge, no framework or middleware exists that
specifically supports the design and implementation of pervasive physiological comput-
ing applications.

Rainbow [4] and KX [10] are component-based approaches that use probes and
gauges to generate and aggregate streams of measurements for a running application.
Then, reconfiguration decisions are made by a controller. The probes, however, are
software entities used to provide measurement from legacy systems ([10]) or generic
components ([4]) instead of physical sensors.

6 Conclusion

Physiological computing [1,7] is a logical consequence of pervasive computing. Lever-
aging the physical proximity to the human body offered by smart devices pervading
our environment allows to create applications taking into account the user’s emotional,
cognitive and physical state.

We presented a component-based framework that aims at providing a clear design
blueprint, and offering support for processing of physiological data, distributing anal-
ysis results, and making decisions in the domain of physiological computing. By this,
we aim to simplify the creation of pervasive physiological computing applications.

The REFLECT framework has several limitations, however. First, it does not offer
transparent distribution of context information. Instead, each framework instance must
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specifically declare its interest in the data provided by a known remote instance. Fur-
thermore, the action rating support currently operates solely on continuous values, and
action effects are considered to be measurable by changes in a defined set of features.
Validation of the applicability of the framework in other applications than the person-
alized affective music player is needed. Finally, tool support for automated testing of
decision making algorithms is needed.

Looking further ahead, support pervasive physiological computing applications span-
ning groups of users, from small to large, may also prove a worthwhile extension of the
REFLECT framework. Currently, our framework is focussed on supporting single user
(or multiple, but sequential users) applications.
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Abstract. One approach to the development of pervasive systems is based on 
the notion of Personal Smart Spaces (PSSs). A PSS is implemented as an ad hoc 
network and may be either fixed or mobile. When one PSS encounters another, 
communication is established between them. This may be used to alert one user 
to the presence of another, or a fixed smart space to the presence of a mobile 
user. There is considerable potential for applications using this type of 
functionality and it could become an important component of pervasive systems 
in the future. However, one problem with this is that it is difficult to detect 
when one PSS is close enough to another to be relevant. The Persist project has 
built a pervasive system based on PSSs and investigated the problems of their 
interaction in order to demonstrate this functionality. This paper discusses the 
problem of proximity and attempts to address it.  

Keywords: Pervasive systems, smart spaces, ubiquitous systems, inter-PSS 
communication. 

1   Introduction 

One of the key objectives of a pervasive system is to provide support to enable the 
user to interact easily with and control the myriad of devices in the environment 
surrounding him/her. Many different researchers have been engaged in finding 
solutions to different aspects of this problem, and from this research two main 
approaches have emerged. The first is focused on fixed smart spaces which support 
users while they are present in the space; typical of this type of system is the Smart 
Home (e.g. Adaptive House [1], MavHome [2], GAIA [3], Synapse, Ubisec [4], etc.). 
The second approach is focused on the mobile user and provides support wherever 
he/she may go. Examples of this type of system include Daidalos [5], Mobilife, Spice, 
etc. 

A novel approach to the development of pervasive systems is based on the idea of 
a Personal Smart Space (PSS) - this was developed in part to bridge the gap between 
fixed and mobile pervasive systems.  It is based on the use of ad hoc networks as a 
means of communication within a PSS and for interactions between different PSSs. 

The PSS approach has a number of advantages. One of these is the possibility of 
using the detection of another PSS to trigger particular actions. For example, when 
one mobile PSS encounters another which it recognises, it could alert the user to the 
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presence of the other user (by name and/or other details). Similarly, when a mobile 
PSS comes within range of a fixed PSS, the fixed PSS may respond appropriately. 

The PSS approach and some of the challenges and new functionality that it offers, 
have been investigated in the Persist project, a European research project funded 
under Framework Programme 7. Within Persist a pervasive system has been 
developed based on PSSs. This system has been demonstrated at several conferences 
and the open source code of the platform is available to download from the 
Sourceforge website [6]. In the course of developing this pervasive system one of the 
problems that was encountered, was the difficulty in detecting when one PSS is close 
enough to another to be considered relevant and the appropriate action triggered. This 
paper is concerned with this problem and attempts made to address it. 

The next section provides a brief overview of the notion of Personal Smart Spaces 
while section 3 describes two scenarios used to demonstrate the functionality 
discussed. Section 4 discusses the issue of how close a PSS needs to be, to be 
relevant. Section 5 considers the problem of determining proximity and attempts to 
address this. Section 6 concludes. 

2   Personal Smart Spaces 

Fixed smart spaces suffer from the problem that while they provide support for the 
users who occupy them, when a user leaves such a space, the support provided 
disappears. The net result is that one will end up with “islands of pervasiveness” 
within which fully functional pervasive services are provided, but outside of which 
there is limited (if any) support for pervasive features. Although research has also 
been carried out on systems to support mobile users, the problems here are somewhat 
different and these two types of system are generally quite independent of each other.  

The notion of a Personal Smart Space [7] was introduced to integrate fixed smart 
spaces and mobile systems in a clean and consistent fashion. The result is that the user 
will have a degree of pervasive support at all times, which is enhanced by additional 
functionalities provided by other PSSs whenever these are sufficiently close to the 
user.  

A Personal Smart Space may be defined as “the set of services that are running or 
available within a dynamic space of connectable devices where the set of services and 
devices are owned, controlled, or administered by a single user or organisation”. More 
specifically, a PSS must have the following three essential properties: 

(1) A PSS must have an “owner”. From the above a PSS consists of a collection of 
devices and services that are owned, controlled or administered by a single user or 
organisation and that work together on behalf of the person or legal entity that owns 
it. As such it forms a pervasive subsystem on behalf of its owner. From the point of 
view of personalisation it maintains a set of preferences of the owner that are used to 
personalise the behaviour of the PSS and its services, and, by extension, services from 
another visited PSS, subject to group conflict resolution on those preferences (where 
two different PSSs have different requirements for the same service at the same time), 
both proactively and by reacting to changes in the environment. 
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(2) A PSS may be mobile or stationary. If a PSS is owned by a person, its physical 
boundary will move around with the user whereas a PSS associated with a building 
(e.g. railway station, airport, hospital) will be stationary. Both types of PSS have 
exactly the same architecture but differ in the devices and third party services that 
they offer. In the case of the mobile user the preferences are those of the user who 
owns it; in the case of a stationary PSS (e.g. office, railway station, etc.) they are 
those of the organisation or user (in the case of a smart home) that owns it. 

(3) A PSS must be able to identify and interact with other PSSs. By using an ad 
hoc network, a mobile PSS can interact with other mobile PSSs or with a stationary 
PSS to exchange information or access services. Access to information and services is 
governed by a set of rules defining admissibility to the PSS. A simple example of 
mobile-stationary interaction is when a mobile PSS enters the railway station and asks 
the station PSS for platform information. 

In addition to these three characteristics, a PSS must also possess the general 
properties that are normally associated with a pervasive system. These include: 

(4) A PSS must be context-aware, personalisable and adaptable. 
(5) A PSS must be capable of pro-active behaviour. 
(6) A PSS must be capable of self-improvement by learning from the user’s 

interactions. 
(7) A PSS must provide appropriate measures to protect the privacy of the user. 

Thus a PSS can be realised as an ad hoc network which may interact with the 
networks of other PSSs when these are encountered. This has the advantage of not 
requiring any fixed infrastructure to be provided by Internet Service Providers or 
Mobile Network Operators, although it is able to take advantage of infrastructure 
when it is available. Thus users can deploy their own personal smart spaces, 
populating them with their mobile and fixed devices. 

3   Two Scenarios 

The prototype platform developed within Persist has been used to demonstrate the 
usefulness of this approach in a variety of scenarios. For this paper, two of these 
scenarios have been selected to illustrate the problem that is being addressed here. 

3.1   Memory Support  

The first scenario is a hypothetical case in which a PSS may be used in the future to 
provide memory support to users.  The scenario is as follows: 

“Arthur sometimes has difficulty remembering people’s names. When he is in 
town, Arthur meets his old friend Bill. Arthur’s PSS identifies Bill and tells Arthur 
Bill’s name through his earpiece while displaying relevant information about Bill to 
help trigger his memory.” 

For this demonstration two PSSs are used. In Arthur’s PSS text to speech 
generation is used to provide the information discreetly to him (through an earpiece). 
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We have also experimented with special spectacles to display information to the user 
although the technology available at this stage is not yet suitable for this. 

3.2   Personalised Advertisement  

The idea of personalised advertisements targeted at the user as he/she approaches a 
particular shop has been used by various researchers, e.g. [8, 9]. For our purposes the 
following scenario was used: 

“As Jack approaches the Shopping Mall, the Shopping Mall PSS detects Jack’s 
PSS, and from what is known about Jack’s interests, it displays a personalised 
message to Jack on one of its large screens, alerting him to a special offer that is 
relevant to his interests.” 

Again two PSSs are used – in this case a mobile PSS owned by Jack and a fixed 
PSS in the shopping mall, hosting an advertising service that uses a large screen. 

4   Problem of Detecting Proximity 

Both of the scenarios in the previous section depend on one of the fundamental ideas 
underpinning the notion of the PSS, namely that when one PSS approaches another, 
the two establish communication between themselves. This is essential both for basic 
operation of the PSS as well as for the additional functionality they provide.  

The way in which this is realized is through ad hoc networks. Thus when one PSS 
comes within range of another, an ad hoc network connection is established between 
them. The two can then exchange information. This includes an identifier that 
identifies the PSS – Digital Personal Identifier (DPI) – as well as advertisements, 
advertising the services that each is prepared to share with the other. 

In the case of the memory support scenario, when Arthur’s and Bill’s PSSs come 
within range of each other, they will send out their DPIs on the ad hoc network. A 
third party service for memory support in Arthur’s PSS checks whether it recognizes 
the new DPI and, if it does so, it relays the appropriate information to Arthur via a 
text to speech conversion package or interface to the special glasses. 

A similar situation applies to the advertisement scenario. Again both PSSs identify 
each other. A third party service running in the shopping mall PSS recognizes Jack 
and directs an appropriate personalised advertisement to the large screen which it 
controls. 

However, one problem with these two scenarios and with other similar ones in 
which one PSS is alerted to the presence of another is that of determining when a PSS 
is close enough to be “relevant”. Different factors affect this decision and, in general, 
the problem is non-trivial. In our investigation we have focused on the distance 
between the PSSs although one may argue that this will also depend on other 
contextual factors such as the density of other PSSs around them and their directions 
of travel relative to each other as well as personal factors such as the relationship 
between the owners of the two PSSs and the need for them to communicate. 
However, these additional factors will not be addressed here. 
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Consider some typical cases: 

(1) In the case of the memory support scenario Arthur and Bill need to be close 
enough to be within “greeting” distance of each other – say 10 metres. 

(2) However, suppose that Arthur had agreed to meet Bill and was looking out for 
him. In this case one would want the third party service to alert Arthur when Bill was 
within “approaching” distance – say, 50 metres. 

(3) In the case of the advertisement scenario Jack needs to be close enough to the 
screen to have his attention drawn to it. This “viewing” distance may be between, say, 
5 and 20 metres depending on the screen size. 

(4) If, instead of a shopping mall, Jack was hurrying to the station to catch a train, 
he might want to establish communication with the station PSS as early as possible to 
determine whether the train is on time and what platform it is leaving from. This 
“early contact” distance will be the limit at which the two PSSs can join in an ad hoc 
network. 

Besides these four cases there are obviously others that need to be considered in 
the future. However, this research did not take this further but instead focused on the 
problem of separating distance as described in the next section. 

5   Problem of Determining Proximity 

Besides the complex problem of determining when one should alert one PSS to the 
presence of another, there is another problem – that of determining when one PSS is 
close to another. Within the Persist project the issue of proximity has been 
investigated in depth, utilising techniques such as indoor locationing (Ubisense) and 
outdoor locationing (GPS) to identify PSS locations and determine distances between 
them [10],[11].  However, this work is reliant on the availability of locationing 
infrastructure and hence cannot provide proximity information when such 
infrastructure is not available. In contrast, the PSS must be capable of providing 
pervasive support even outside areas of infrastructure support to fulfill the aim of the 
PSS acting as a bridge between islands of pervasiveness.  

To address this problem, two solutions were considered involving ad-hoc network 
connections with no dependency on external infrastructure beyond the PSS device 
itself. The solutions, testing and results are described below. 

5.1   Using Wireless Network Alone 

Initially a simple ad-hoc wireless connection was used to determine proximity.  The 
act of one PSS connecting to an ad-hoc network alerted the other PSSs already on the 
ad-hoc network that another PSS was close by.  However, since different wireless 
technologies are available, with different ranges, a quantitative analysis was 
performed to investigate the PSS range over different wireless technologies.  
Specifically the 802.11 protocols b and g were utilised for inter PSS communications 
to investigate their utility for identification of PSSs in close proximity. 

Two laptops were used, each acting as a mobile PSS.  Each device ran the latest 
release of the PSS platform under Windows XP. An ad-hoc wireless network was 
created between the two devices and they were configured with static IP addresses. 
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For the first set of tests, both devices were configured to use the 802.11b protocol.  
The PSS platform was launched on each device and one was left stationary while the 
other was moved away until communication between the two was lost. The distance 
between the two was then recorded.  This process was repeated 10 times with the 
mobile PSS moving in different directions through the test building each time. For the 
second set of tests the same process was followed with the devices configured to use 
the 802.11g protocol. 

For the first 10 tests with 802.11b the PSS range lay between 13m and 39m.  This 
variance in range was due to the interference (from walls, floors, etc.) experienced at 
different locations in the test building.  The average PSS range across the 10 tests 
using the 802.11b protocol was 29m. 

For the second 10 tests with 802.11g the PSS range lay between 15m and 39m.  
Again the variance was due to interference but the average PSS range across the 10 
tests was slightly higher than the first set of tests, at 33m.  The test results are shown 
graphically below. 

 

 
(a) (b) 

Fig. 1.  Graphs showing the PSS range (in metres) using (a) the 802.11b and (b) the 802.11g 
wireless LAN protocols 

The results show that there is a small difference between the PSS ranges using the 
wireless b and g protocols.  On average the PSS range was wider when using the 
802.11g protocol.  However, the PSS ranges for both sets of tests are comparable. 

Thus, in general, the distance at which one PSS detected another was quite large, 
and this was suitable for recognition at the limit. However, there was little difference 
between the two protocols. 

5.2   Using Bluetooth in Addition to Wireless 

The alternative approach that we investigated, was to use a combination of Bluetooth 
and ad hoc wireless connection. The aim here was to use the wireless network to 
establish a connection between two PSSs and hence to determine when they are at the 
limit with respect to one another. Then the Bluetooth connection could be used to 
determine when the two PSSs are close to one another. 

Although much work has been done on the problem of using Bluetooth with 
mobile phones for proximity detection (e.g. [12], [13]), its use in more general 
situations is less straightforward. In particular, two problems were encountered: 
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(1) Suppose that a Bluetooth connection is established between two PSSs and then 
one moves out of range of the other with the result that connection is lost. If 
subsequently the two PSSs come back within range of each other, some operating 
systems do not provide the functionality to re-establish the connection automatically.  
Initial testing with Windows highlighted that, although a Bluetooth enabled peripheral 
device such as a keyboard or mouse can automatically reconnect without issue, there 
was no option provided for automatic re-establishment of other Bluetooth connections 
due to pre-configuration of their Bluetooth drivers for security reasons. The Linux OS 
does allow for Bluetooth connections to automatically reconnect; however, after much 
effort it became apparent that the task is non-trivial.  After initially establishing a TCP 
IP persisted connection over Bluetooth, network interfaces on the laptop devices 
would fail to re-establish themselves after losing connection with each other, resulting 
in non-deterministic reconnection behaviour. 

(2) Suppose that a PSS has established an ad hoc wireless connection with more 
than one other PSS, then if it now finds a Bluetooth connection with one of these, 
there is no simple way of determining to which PSS the Bluetooth link belongs.  
Ideally the Bluetooth advertisement should contain some means of identifying the 
PSS – the most obvious being the related DPI.  This would allow other PSSs to 
perform mappings between DPIs and Bluetooth Ids. 

6   Summary and Conclusion 

The notion of a Personal Smart Space (PSS) provides a useful approach for building 
pervasive systems which combines the fixed smart space and the mobile one. One 
consequence of this approach is that it also provides a basis for additional 
functionality to identify other PSSs in the near environment and raises the possibility 
of a range of new types of services based on the interactions between PSSs. This may 
be one mobile PSS encountering another, or a mobile PSS encountering a fixed one. 
This paper is concerned with some of the issues around providing this functionality.  

In the Persist project a pervasive system has been developed based on PSSs. This 
system has been used to demonstrate a number of scenarios, in particular in relation to 
new services. This paper describes two of these. The first is concerned with memory 
support for recognising people, but could be used in a range of different types of 
situations, including support for people in the early stages of dementia, partially 
sighted or blind users, users at large meetings, conferences, conventions, etc. The 
second relates to recognising passers-by to target personalised advertisement towards 
them. This too could be used in a variety of other applications to support users in 
smart buildings.  

For these applications it is necessary to determine when two PSSs are in close 
proximity. This paper is focused on one aspect of this, namely that of the separating 
distance between two PSSs. Other factors that should also be considered include 
contextual factors such as the density of other PSSs around them and their directions 
of travel relative to each other as well as personal factors such as the relationship 
between the owners of the two PSSs and the need for them to communicate. 

Section 5 discusses the problem of determining the proximity of another PSS 
without relying on additional infrastructure. Two approaches were tried but, although 
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the research is still only at a very preliminary stage, only one was found useful. The 
problem of determining when a user is nearby (say, within the same room or within 
10 metres) remains an issue. It is hoped that this will be further studied in the 
Societies project. 
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Abstract. In this paper, a mobile e-health-management system is presented 
which extends authors’ previous works on mobile physiological signal 
monitoring. This system integrates a wearable ring-type pulse monitoring 
sensor with a smart phone and provides a mobile “exercise-333” health 
management mechanism. All physiological measurements are transmitted to the 
smart phone through Bluetooth. The user can monitor his/her own pulse and 
temperature from the smart phone where the health management mechanism 
helps him/her to develop a healthy life style: taking exercise 3 times a week and 
at least lasting for 30 minutes with heart rate over 130 each time. With the 
popularity and mobility of smart phones, this system effectively provides the 
needs for mobile health management.  

Keywords:  health management system, smart phone, Bluetooth, RFID, GPS. 

1   Introduction 

“Prevention is better than cure.” The system proposed in this paper aims to achieve 
this. At the end of 2008 the elder population was 2.4 million in Taiwan, according to 
the bulletin report of Taiwan Ministry of Interior, and it was about 10.4% of the total 
Taiwan population. This percentage has already exceeded the standard for aging 
society set by the World Health Organization (WHO). It is estimated that in 2025 the 
elder population in Taiwan will reach more than 20% of the total population and the 
market revenue of home health care for these elders would reach 300 million dollars 
in 2010. The “long-distance home health care service” has thus become one of the key 
emerging businesses in Taiwan. 

In recent years, several studies integrating communication and sensor technologies 
for home health monitoring system have been discussed [1-18], such as monitoring 
long-term health data to find out the abnormal signs and monitoring the medical 
record regularly for chronic patients to cut down their treatment frequency, to save 
doctor’s treatment time, and to reduce medical expenses. Based on the sensor and 
communication technologies used, these systems can be categorized into two systems: 
immobile and mobile long-distance health monitoring systems. Our previous works 
[13]-[18] all focused on mobile long-distance physiological signal measuring based 
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on either a single-chip-microprocessor [13]-[15] or a smart phone [16]-[18]. The 
physiological sensor used was a RFID ring-type pulse/temperature sensor. The 
measured data can be transmitted via different communication protocols, such as 
Bluetooth, ZigBee, HSDPA, GPRS, and TCP/IP. In order to meet the requirement for 
mobile health monitoring system (MHMS), the system design needs to adopt light 
modular sensors for data collection and wireless communication technology for 
mobility. The popular smart phones used in people’s daily life are the best devices for 
MHMS. 

In this paper, a mobile e-health-management system is presented which extends 
authors’ previous work [13]-[18] on mobile physiological signal monitoring to 
practice the idea of “Prevention is better than cure.” This system integrates a wearable 
ring-type pulse monitoring sensor with a smart phone and provides a mobile 
“exercise-333” health management mechanism. The user can monitor his/her own 
pulse and temperature from the smart phone where the “exercise-333” health 
management mechanism helps him/her to develop a healthy life style: taking exercise 
3 times a week and at least lasting for 30 minutes with heart rate over 130 each time. 
With the popularity and mobility of smart phones, this system effectively provides the 
needs for mobile health management. 

2   System Architecture 

For the descriptive purpose, the monitoring system proposed in [16]-[18] is presented 
here again. Fig. 1 is the system architecture where the ring-type sensor measures 
pulse/temperature and transmits the physiological data to the reader using wireless 
RF, the Bluetooth connected to the reader then passes the data to the smart phone, and 
the smart phone collects/displays the physiological data and also transmits data to the 
remote medical station using GPRS, HSDPA (3.5G), WiFi, or WiMax. The GPS built 
in the smart phone can provide the position information of the monitored person so 
that the medical personnel can be dispatched to the right location more promptly in an 
emergency situation. Figs. 2-5 show the photos of RFID pulse/temperature sensor tag 
(Ring), RFID reader, Bluetooth RS232 adaptor, and the integration of Bluetooth 
adaptor, RFID tag (Ring), and RFID reader, respectively. This ring sensor developed 
by Sinopulsar Technology Inc. is non-invasive, portable, and mobile. It can measure 
pulse and temperature signals which are processed by a built-in microcontroller. It 
uses optical sensor to detect heart rate and has anti data collision mechanism. 
Physiological data are then transmitted by RF wireless transmission with FSK 
modulation using UHF ISM band (up to 50 meters) to its RFID reader with a RS232 
port. The data communication between RFID reader and the smart phone is through 
Bluetooth. HL-MD08A (Bluetooth RS232 Adaptor manufactured by Hotlife 
Technology) is used in this system. It supports a wide range of Baud rates from 1.2K 
to 921.6K bps. Fig. 6 shows the photo of the smart phone (ASUS P552W) used in this 
system. Its operating system is Windows Mobile 6.1 operating system with built-in 
GPS, and it supports HSDPA 3.6Mbps, EDGE, GPRS, and GSM 900/1800/1900. The 
screen in Fig. 6 depicts the physiological data monitoring GUI where two temperature 
values measured by RFID reader and Tag and pulse data are shown.  
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Fig. 1. MHMS Architecture 

 

Fig. 2. RFID tag (Ring) 

 
Fig. 3. RFID reader 
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Fig. 4.  Bluetooth RS232 Adaptor 

 

Fig. 5. Bluetooth adaptor, RFID tag (Ring) & RFID reader 

 

Fig. 6. ASUS P552W smart phone 

The GUI programs developed on the smart phone and on the remote medical 
station were coded in Visual C#. Microsoft .Net compact framework 3.5 was installed 
on the smart phone for running the client APs, and Windows Mobile 6 SDK, smart 
phone emulator, and Cellular Emulator were installed on the PC for developing the 
client APs. 
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Fig. 7 depicts the physiological data monitoring GUI on the smart phone emulator 
(on PC side), which is the same GUI shown on the smart phone screen in Fig. 6. The 
SOS message box indicates the status of the SOS button on the ring Tag. If this button 
is pressed, the smart phone will dial the pre-set emergency phone number(s) to send 
out SMS with the GPS position information to other people for help. Fig. 8 presents 
the 3G communication of smart phone and the webpage of remote medical station. 
The 3G connection setup page of the smart phone is shown on the left side and the 
webpage of the server is on the right side where temperature values, pulse, and 
Google map are displayed. Based on the GPS position information sent from the 
smart phone, the Google map helps the medical staff to locate promptly the monitored 
user who needs further assistance. 

 

Fig. 7. Physiological data monitoring GUI 

 

Fig. 8. 3G communication setup and the webpage of remote medical station 

3   333 Health Management Mechanism 

Compared to the traditional medical care that people receive medical treatment after 
they feel ill, an effective health management program can provide prevention of 
illness in a more aggressive manner—prevention is better than cure. Especially for 
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people working in present modern high-tech society under lots of pressures and 
lacking exercise, such a preventive health management becomes essential. According 
to the report conducted by a hospital in Taiwan [19], exercise-333 can effectively 
prevent cardiovascular diseases. The concept of “exercise-333” is quite simple; i.e., 
taking exercise 3 times a week and lasting for more than 30 minutes with heart rate 
over 130 each time. The health management mechanism developed in this paper, 
based on the system architecture discussed in Section 2, can help to remind the user to 
develop such a healthy life style. 

Fig. 9 depicts the exercise-333 health management GUIs on the smart phone. In the 
first GUI, the user can set up 3 weekdays as checking points and at each checking point 
it will show the progress status to remind the user. In the second GUI, at the end of each 
day it will show the user whether his/her heart rate has ever been over 130 for more than 
30 minutes. And at the end of each week, this GUI also shows the condition whether the 
user has accomplished exercise-333. With these two smart-phone GUIs, the user can 
constantly receive reminders and check his/her exercise status. Based on the fact that in 
Taiwan every 100 people have 108 cellular phone numbers [20], the high popularity of 
smart phone makes the presented health management system effective and convenient 
to help people on developing a healthy life style. 

 

Fig. 9. Exercise-333 health management GUIs 
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4   Conclusions 

In this paper, a mobile e-health-management system has been presented. This system 
is an extension of our previous works on mobile physiological signal monitoring and 
practices the idea of “Prevention is better than cure.” The presented system consists of 
a wearable ring-type pulse sensor and a smart phone to provide a mobile “exercise-
333” health management mechanism. The user can monitor his/her own pulse and 
temperature from the smart phone where the “exercise-333” health management 
mechanism helps him/her to develop a healthy life style: taking exercise 3 times a 
week and lasting at least for 30 minutes with heart rate over 130 each time. With the 
popularity and mobility of smart phones, the presented system effectively provides 
the needs for mobile health management. 
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Abstract. In this paper we present an adaptive driver alert system that uses 
passive techniques for extracting psycho-physiological features from the user, 
and a head-up display actuator that hands preprocessed information about the 
driving behavior back to the user. The paper starts with background information 
on driver inattentiveness. That followed we present our conception of an 
adaptive loop with a view to improve the driver’s attention. We give an 
overview on current research on sensor and actuator techniques that support our 
adaptation strategy attaining data about user drowsiness and distraction. Then 
we describe a suitable hardware and software solution for the proposed system, 
using a head-up display and vision-based sensor techniques. We close 
describing first tests of our system in the lab and road tests with a Ferrari car. 

Keywords: driver assistance systems, sensor-actuator supported interaction, 
psycho-physiological sensing, computer vision, adaptive control, implicit 
interaction, adaptive user interfaces, head-up displays. 

1   Introduction 

Driver alert systems have the purpose to shift the driver’s attention back to the  
driving task after being shifted away from it by an event, activity, object or person 
inside or outside the vehicle [1]. Driver distraction is one form of driver inattention. It 
can be either caused by the driver himself, by the vehicle condition, or from 
environmental factors like the traffic situation [2]. For user-centric adaptive sensor-
actuator systems, distractions are of special interest, that whether derive from the 
driver’s psycho-physiological state (such as fatigue or drowsiness) or manifest 
themselves in the long-term behavior and repeated reactions to distractions caused by 
secondary tasks or social situations (such as continuously looking away from the 
driving direction when conversing with the co-driver). 
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According to official statistics, car drivers’ fatigue is one of the causes of roughly 
1% serious accidents. Anyway, it is presumable that the real number is even higher, 
since in this kind of analysis it is often impossible to determine the effective cause of 
the crash. Some European studies say that 24-33% of fatal crashes are due to driver’s 
fatigue [3,4]. In the United States about 100000 accidents are caused by drivers 
falling asleep [5]. Distractions caused by the driver’s behavior or by persistent 
external influences are another important cause of crashes. Examples for such 
distractions are searching an object under the seat, adjusting the car stereo or all kinds 
of passenger-related distractions [6,7]. The NHTSA reports that driver distraction is 
the cause of 40% of accidents in which involved cars go off road. 

The given examples show that, in order to increase the safety of the driver and the 
passengers, systems which also monitor such long-term distractions would be useful. 
We here propose an adaptive driver alert system dealing with such problems making 
use of implicit sensing and notification techniques. 

2   Design of an Adaptive Driver Alert System 

The system we propose monitors persistent or long-term distractions, to be able to 
react in an anticipatory way and notify the driver gradually and in a gentle way before 
the driving situation even gets critical. In the following we first describe the overall 
adaptation idea of our system, and then deduce the requirements of sensors and 
actuators that can realize such an adaptive driver alert system.  

2.1   Adaptation Strategy  

Our basic idea is a feedback loop where the level of driver’s distraction is attained by 
measuring indicators such as drowsiness and eyes-off-the-road time with the help of 
vision sensors, and is regulated by implicit visual actuators in the viewing direction. 
Implicit feedback means in this regard, that the feedback is given long-term: If the 
driver has continuously shown signs of drowsiness or distraction over a certain time 
period, he is given a visual notification of his long-term behavior. According to [2], 
every modality (vision, hearing, touch) has its own temporal behavior, and we 
propose that for long-term notification unobtrusive visual information in the viewing 
direction is most suitable. 

On the sensing side, with regard to the long-term feedback visualization that we 
propose, the analysis of properties is of special interest that are not indicating 
immediate but gradually increasing driver distraction. In this work we focus on 
drowsiness (eyes-closed time and frequency) and distractions caused by secondary 
tasks or social situations in the car, that express themselves in repeatedly looking 
away from the driving direction (eyes-off-the-road time and frequency). The eyes-
closed time is attained via an accordant algorithm, and for the eyes-off-the-road time 
we currently use the head position of the driver. 

In a further step we combine this data on the user state with information on the car 
state. The purpose of such a combination shall be explained by the information value 
of the head position recognition: Looking right to the co-driver while driving fast on a 
curvy country-road can be classified as risky behavior, while looking right while 
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waiting at a crossing is allowed (or may even be required, e.g. before turning into a 
road). To determine the car state, telemetry data such as velocity, lateral and 
longitudinal acceleration are taken from the CAN-Bus. An accordant analysis 
component combines this telemetry data and the psycho-physiological data of the user 
state, producing new decisions about the driver’s behavior. The output of the 
combined states is visualized by an appropriate visualization in the driving direction. 

2.2   Sensor-Actuator Support of the System 

For the long-term visual actuator we propose to use a head-up display. The term head-
up display (HUD) usually describes a transparent display that presents information 
without requiring the user to look away from his usual viewpoint. This viewing 
situation is innate to activities where an essential primary task requires the full 
attention of the viewer, like the driving task where user is required to look most of the 
time on the road, to not miss critical events in the driving environment.  

The basic idea behind our adaptive head-up display actuator is a transparent 
windshield visualization that adapts to the combined user-car state. The feedback on 
the driver is then carried out by presenting implicit information in the viewing 
direction. In contrast to explicit, attention-grabbing warnings this information should 
be unobtrusive, consisting of rather ambient, continuously changing visualizations at 
the bottom of the windshield. Once the driver has understood the meanings of these 
ambient visualizations, they should influence his situational awareness and bring him 
to adapt his driving style accordingly. 

On the sensor side, we decided to use cameras, as vision-based techniques operate 
non-invasively and support unobtrusive, implicit interaction. In last years many works 
have dealt with the development of car safety systems that employ sensor 
technologies that are “intrusive”. For example to detect the vigilance level of drivers, 
mostly physical sensors or electrodes are used that must be positioned on the body of 
the subjects to attain the needed information (e.g. electromyogram, respiration, skin 
conductance monitoring, electro-oculography). Electro-oculography (EOG) has been 
used to study spontaneous eyelid closure, providing a series of interesting parameters 
that can be taken as indicators in fatigue diagnostics and in drowsiness detection [8]. 
Although techniques like EOG provide very detailed information about one’s 
vigilance level, they could hardly be used in real systems, since they are intrusive, and 
not easily performed in a non-laboratory environment. Recent studies have shown that 
also non-intrusive techniques can be used to extract information related to drivers’ 
vigilance level. Video-cameras and image elaboration algorithms, for example, are 
now broadly used to detect the face and the eyes of a subject, in order to detect 
driver’s inattention [9]. The analysis of drivers’ behavior, through the elaboration of 
car telemetry data, is another technique which can give important clues about pilot’s 
vigilance level. Experiments conducted in simulated environments showed, for 
example, the existence of a relationship between drowsiness and driving “errors”. 

3   Related Work 

In literature, a number of papers describe camera-based systems for detecting driver’s 
inattention. Most of reported results show very good performances while tests are 
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performed in simulated conditions or in laboratory environments (see [10] as an 
example). Few of presented systems have been tested in real vehicles. 

While dealing with the study of driver vigilance level, it is important to mention 
the AWAKE project (System for Effective Assessment of Driver Vigilance and 
Warning According to Traffic Risk Estimation) [4], since it is probably the main 
reference for researches in this field. They proposed a multi-sensor approach to the 
problem, since the system monitors eyelid closures through a camera, and it also 
acquires information from a steering grip sensor, a lane tracking sensor. Furthermore 
gas/brake and steering wheel signals are used as indicators of the driver behavior. To 
close the loop, a “Driver Warning System” is used to warn the driver through visual 
and haptic means according to the type of AWAKE warning. In this case, visual 
elements are located at an external box on top of the dashboard or at the rear view 
mirror. Other works suggest that visual information or alarms are provided to the 
driver by means of HUDs, allowing him to keep his eyes on the road [11]. There 
already have been proposals for adaptive HUDs in automobiles that visualize the state 
of the car or that adapt the amount of items to be displayed by only showing the most 
useful information at any time [12,13]. Yet these works did neither deliver detailed 
answers on how such feedback information should be presented, nor what kind of 
data should be processed for that purpose. 

4   Hardware Prototype 

The proposed hardware solution consists of a web camera as sensor device and a 
head-up display as implicit information device. The camera is installed near the 
viewing direction of the driver to get optimal image details of the required facial 
features. Several positions were evaluated, and the position behind the steering wheel 
was figured out as the most applicable as it doesn’t constrain the driver’s view on the 
road (see Fig. 1a). For the head-up display a hardware solution was designed that fits 
the demands of the cockpit of our test car, a Ferrari California. To physically integrate 
the adaptive HUD, an additional device had to be designed. Display technologies that 
can be used in HUD systems include different kinds of emissive displays (e.g. LED) 
or backlit LCDs, that reflect the screen image towards the windshield or special 
transparent reflective surfaces attached to the windshield. The first idea was to use 
such flat panel screens, but the available products showed hardly to fit into the narrow 
space between the windshield and the dashboard of the Ferrari. Other problems were 
low brightness and the presence of backlight glow in the reflected image. Another  
 

 

Fig. 1. a, Camera sensor position behind the steering wheel. b, Head-up display projection 
hardware below the windshield. c, Icon for visualizing the eyes-off-the-road state.  
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idea was to use a micro projector and let it beam directly onto a reflective surface 
attached to the windshield, but here the driver could be blinded by the direct light of 
the beamer lens. The best solution showed to be a setup where the projector beams the 
light through a channel (to prevent backlight reflections) towards a highly reflective 
surface that in turn reflects the image towards the windshield (see Fig. 1b and 1c). 

5   Implicit Sensing Software 

This section describes the algorithms that have been developed in order to detect 
potentially dangerous situations related to drowsiness and distraction while driving. 
They use image elaboration techniques to detect and measure the duration of driver’s 
eye blinks and to monitor his head position. 

5.1   Drowsiness Detection 

We developed an algorithm which combines the Viola-Jones [14] and the template-
matching techniques to track one eye of the subject. At the beginning, the first 
technique is used in order to identify the driver’s face within the acquired frames, 
defining a rectangular area which contains it. That area becomes the region of interest 
inside of which the eyes will be searched for. To reduce the computational load, only 
the right eye is tracked. Once again, the Viola-Jones algorithm is used to identify a 
rectangular region enclosing the eye. Then, an area A centered on the eye position 
previously found and double-size with respect to the eye rectangle is defined (Fig. 2). 

 

 

Fig. 2. The A area (delimited by the largest rectangle) is the region of interest in which a 
combination of Viola-Jones and template-matching techniques is used to detect driver’s eye. In 
(a) subject’s right eye is found (smallest rectangle); in (b) an eye blink is correctly identified; in 
(c) the algorithm detects that the subject has moved his head up with respect to previous frame. 

The Viola-Jones algorithm is applied to A: if the eye is found, then a copy of it is 
saved and used as a template; if not, a template-matching technique is used, basing on 
last saved template. If a certain number of wrong matchings occur, then a re-
initialization procedure is performed. Subsequently, the eye image is converted to 
grayscale and thresholded, obtaining a binary picture. The latter is further processed 
to eliminate the gaps generated by pupil reflections and to reduce the noise due to 
shadows or portions of eyebrows. The vertical projection histogram of the resulting 
image is then elaborated to determine the pupil’s position and the eye openness level. 
An eye which remains closed for more than a pre-defined amount of time (which is 
about 500 ms) is considered as an indicator of possible drowsiness (the driver could 



422 G. Beyer et al. 

be falling asleep). If this event occurs frequently, the system gives the driver a visual 
notification in form of an icon on the head-up display. Only if the driver is closing his 
eyes for a critical period (e.g. 1s) the system will react by giving a proper audio alarm. 

5.2   Head-Position Detection 

The eye test described in the previous subsection is made only when the face of the 
driver is about still and directed forward. The identification of this “rest” posture is 
performed by averaging the eye location over last n frames. Then, the eye status test is 
performed on a region which is centered in this location. Vertical and lateral positions 
of the eye within this region give an indication of how much the pilot’s head is tilted 
and turned. This information is used to assess the driver’s level of attention: if his 
head is up/down or left/right turned, the system assumes that he is not paying 
attention to the street (e.g. when being distracted by a passenger). If this event occurs 
frequently, the system gives the driver a visual notification in form of an icon on the 
head-up display that gradually inclines in brightness (see Fig. 1c). Only if the driver 
looks away for a critical amount of time, i.e. his head is up/down or left/right turned 
for more than a pre-defined time-out, the gentle visual information will be intensified 
by an immediate audio warning by the car speakers. 

6   Experiments and User Analysis 

Three kinds of experiments have been carried out in order to test the adaptive driver 
alert system. Tests to evaluate performances of implicit sensing algorithms are 
described in subsection 6.1. Driver observations in a simulated driving environment 
and testing sessions of the adaptive head-up display on a Ferrari California are 
reported in subsection 6.2. 

6.1   Passive Sensing Performance Tests 

The performance of our passive sensing algorithms has been tested in two different 
environments: a laboratory room, and the Ferrari California car. During the 
experiments, performed in daylight conditions except for the lab environment (which 
was lighted only by a fluorescent light), the tester, a 25 years old male, was asked to 
"behave normally" while driving the car or while sitting at a desk, in front of a PC 
screen. A Hercules Classic Silver USB web-camera (maximum 30 fps, resolution 640 
x 480) was connected to a Dell Vostro 1310 notebook (Intel® Core 2 Duo T8100 
(2.1GHz), 2GB RAM, NVIDIA GeForce 8400M GS, Windows XP™). Our 
preliminary tests focused on the recognition of slow/fast blinks and the accuracy of 
tracking of slow/fast head movements. Slow blinks were correctly identified in 99.1% 
(room) and 98.3% of cases (in the Ferrari California car), while fast blinks were 
clearly detected in 98.6% (room) and in 97.3% of cases (in the Ferrari California car). 
Slow head movements were correctly detected and tracked in 99.7% (room) and in 
99.0% of cases (in the Ferrari California car), while fast head movements were 
correctly identified and tracked in 96.1% (room) and in 96.0% of cases (in the Ferrari 
California car). 
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Results showed different kinds of errors: the tracking is not performed correctly in 
successive frames; shadows or occlusions hamper the eye/face detection; blinks are 
not recognized; particular head positions cause erroneously detected blinks. 
Performed tests are just preliminary; nevertheless, obtained results are promising and 
further experiments (with more testers, lighting conditions) are already planned. 

6.2   Driver Observations in the Lab and Driving Tests at Ferrari 

To develop our adaptive sensor-actuator solution and to be able to perform 
preliminary user tests in the lab, a driving simulator was build. This driving simulator 
consists of two seats, a steering wheel mounted to a console, a plasma display to 
visualize a driving simulation, and a web camera connected through USB to obtain 
psycho-physiological data from test persons (see Fig. 3a). To obtain telemetry data 
that we later get in road tests from the CAN-Bus of the car, we used and adapted a 
suitable driving simulation [15]. With the driving simulator we performed first user 
tests. Therefore we invited employees and students to the lab and let them perform 
test runs that confronted them with route sections of different degrees of difficulty and 
demands for attentiveness. These tests showed that test persons in most cases adapted 
their driving behavior according to the adaptive visualizations. 

The adaptive head-up display could be tested and refined during an onboard 
installation and testing session on a Ferrari California. The in-car version of the HUD 
was installed at an applicable position below the windshield. Several test runs were 
conducted with a professional test driver, and the driver was surveyed during and 
after the test runs on the quality of perception of the icons during different driving and 
lighting conditions. These tests produced significant findings that poured in the 
refinement of the hardware, the improvement of the HUD position and the visual 
representation. For practical and security reasons however, we were not able to 
conduct realistic user tests on drowsiness in the lab and during test drives. 

 

 

Fig. 3. a, Driving simulator with camera sensor. b, User tests in the lab. c, Testing of the 
adaptive head-up display in the Ferrari car.  

7   Prospects and Future Work 

In this paper we presented an adaptive driver alert system making use of passive, 
camera-based sensor techniques and implicit windshield visualizations. We presented 
the overall concept of our adaptive loop, hardware solutions to realize an unobtrusive 
loop on the sensor and the actuator side, and software algorithms that can measure the 
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required features of user inattentiveness. We deployed a prototype system and 
observed users in a lab environment as well as during tests on the road. 

These first tests with our prototype show that the overall concept of our adaptive 
driver alert system works quite well, properly detecting potentially dangerous driving 
behaviors and making the driver aware of them through gentle alert signals. 

A field study of the prototype will be the next step in investigating the properties of 
the system. Moreover, we’ll test our implicit sensing software with a nightvision web-
cam, in order to make our adaptive driver alert system efficient also during nighttime. 
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Abstract. This paper, will explore potential contributions from the study of 
complexity theory to the area of pervasiveness of information systems. It offers 
insights for enriching traditional approaches of information system design that 
could lead to better framework for supporting pervasiveness in complex 
environment. Complex environment makes new problems for pervasiveness 
because it is hard for users to be aware of change. So to be aware of change is 
what this paper tries to introduce as a new criterion. First it describes 
complexity theory as a metaphorical devise which gives new insights of the 
environment. Second a short review of implication of these concepts to 
complex systems modeling especially on ways to define requirements that 
should be provided by infrastructure, which tend to be initially incomplete. 
Then it suggest how complexity theory can provide the guidelines and concepts 
needed to be aware of change and defines new research directions for the future 
that uses these guidelines for building an infrastructure of pervasive adaptive 
systems.  

Keywords: Pervasive adaptive system, complexity theory, system design. 

1   Introduction 

This paper, offers insights for enriching traditional approaches of information system 
design that could lead to better framework for supporting pervasiveness in complex 
environments. It describes important issues in system and identifies concepts from 
complexity theory which can be applied to information systems to support 
pervasiveness and user awareness of change. It is organized as follows: it starts with 
describing the trends in systems and their correspondence to pervasive adaptive 
systems. This is followed by an overview of ways of applying complexity theory in 
computing systems and then introducing concepts driven from complexity science 
which can be used in information systems. The last section describes future work to 
define the kind of concepts needed to support pervasiveness and user awareness in 
complex adaptive environments.  

Regarding some challenges, moving from desktop computers to designing 
pervasive adaptive systems, the research scope of system architecture has to become 
more interdisciplinary. The issues which designers usually face are due to increases in 
computing speed, decreasing computing cost and changes in technological, task, and 
organizational environments where more user-centric pervasive systems are either 
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produced or deployed. They need to know how to build an infrastructure to support 
people remain aware in complex environment. They also need to attend more to the 
dynamic composition of the system and environment.       

According to the literature, it seems that information system scholars are ready to 
take a paradigm shift for moving toward better theoretical and methodological 
platform suited for pervasiveness, user awareness of change in information system 
design and developments. To achieve this goal, complexity theory can be outlined and 
influence information system professionals in order to meet these goals. So the 
questions regarding the application of complexity theory to pervasive adaptive 
systems are: what is the impact of complexity theory on designing infrastructures? 
How it would be possible to bring complexity theory concepts in to the complex 
system architectures? How to ensure that they can be modelled? How to research 
information systems as complex adaptive systems, in the concept of user-centric 
pervasiveness and system adaptability? 

2   Complexity Theory 

A complex system is comprised of large number of different systems which obey 
some rules that connect them interactively with other parts. The systems can cause the 
system as a whole to display emergent patterns at the global level. The emergence 
cannot be predicted from properties of each part. There are two groups of complex 
systems. One is the complex system which consists of parts which are not complex 
and are called agents. These agents manage by unchanging rules. The other group of 
complex systems consist of other complex systems capable of learning and simply 
means that they are governed by rules that they are involved[12]. 

Bill McKelvey[1] claims that complexity theory is relatively a new way of thinking 
about the systems of interacting agents such as companies. Such systems are not 
centrally controlled, they rest on the idea that order emerge through the interactions of 
companies and agents[1]. So the complexity theory seeks to explain the processes of 
interaction leading to emergent structure rather than the effects of enteric forces of 
objects. In complexity science we study systems as a whole without the 
simplifications, and observing the interactions between the elements more than the 
elements itself[4]. A complex system is not categorized a new class of systems. 
Complex systems are comprised of group of interacting entities which emerge 
through these interactions and the behavior of the system is not predefined. Different 
scholars have defined different characteristics for complex systems. For example 
Lucas[5] defined fourteen characteristics for complex systems. These characteristics 
are: autonomous agents, nonstandard, co evolution, self modification, downward 
causation, self reproduction, undefined values, fitness, non uniform, nonlinear, 
emergence, attractors, phase changes and unpredictability[5]. He categorized these 
characteristics to three groups, such as autonomous agents, undefined values and non 
linearity. Another definition is that, complex system consist of a large number of self 
organizing agents that interact in a dynamic and nun-linear fashion that share a path 
dependent history. Some information systems can be considered as complex systems, 
which contain large number of independent systems and agents which interact locally 
and randomly to produce a goal oriented behaviour[13][1]. It is manifested by the 
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continuous changes in complex environments due to changing organizational goals 
driven by the external competitive environment [2]. So because of its adaptability to 
change, complexity theory can be a good foundation for systems design architecture 
and infrastructures. There are many concepts in complexity theory like:  self 
organisations, learning, knowledge, co-evolution, adaptation, emergent, responding to 
change, chaos and lack of central control that can be translated to the information 
system architecture and infrastructure context. 

3   Complex Adaptive System Theory  

The meaning of complex adaptive information system comes from such systems in 
the nature. These systems are composed of huge number of components that interact 
locally to produce global behavior. The random and local interactions of components 
lead to the emergence and goal oriented behavior of the whole system. And the 
adaptation means the ability to accommodate influences from changing environments 
without disintegrating[13]. These systems have no central control and cannot be 
equilibrium. Kovacs[13], defines complex information system as a large number of 
memes, micro-strategies and users. All of these parts interact with each other locally 
without global control. The bits of information that can be stored and be processed are 
called memes. Information system is composed of micro-strategies which take memes 
from outside and, processes, stores and retrieve them later. The complex adaptive 
information system cannot be built, it needs to grow and evolve. And have highly 
decentralized interactions with its components. By understanding information system 
architecture and infrastructural design as a complex activity, it would be possible for 
designers to improve their innovative solutions. Complexity theory is a promising 
framework that accounts for the dynamic evolution of information system and the 
complex interactions among industry actors. By conceptualizing information systems 
as chaotic systems, a number of design implications can be developed. Long term 
forecasting is almost impossible for chaotic systems, and dramatic change can occur 
unexpectedly. 

4   Conceptual Foundation 

We utilize the concepts which arise from complexity theory in user-centric and 
pervasive information system architecture. These concepts can give a metaphorical 
device for users to be aware of change. They can be described as follows: 

• Chaos: A system which is deterministic, but it is hard to be predicted 
technically is called a chaotic system. The behavior of a chaotic system in 
future times depends on its sensibility to initial conditions. It means that you 
cannot define patterns to model its behavior. Models of chaotic system 
describe the dynamics of a few variables which reveals some special 
characteristics[7]. 

• Self-organizing: Self-organizing is the ability of a complex system to 
generate new behavior and structure is called. Self-organizing makes the 
information system as an open system with continuous flow of energy and 
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resources pass through it. In a self-organized process, the components 
reorient and restructure their relationships with other components[7]. This 
action introduces the relationship packages. Designing modules and defining 
the interaction between them are important issues in information system 
design concepts. 

• Learning: Complexity theory is the key to understand how knowledge 
naturally unfolds in living systems. This process offers a solid foundation on 
which we can build tools and techniques for use in the real world. It illustrate 
the nature and role of cognition in living systems, and shows: (i) how 
knowledge take place in human organizations and (ii) how learning happens 
in organization[6]. Learning is very important in organizations and allows 
evolution to higher forms and behaviors. This requires a lot of shared 
information in form which is easily accessible to everyone. 

• Agent: A living part of a complex system is called an agent. Agents interact 
and affect each other, and can have high degree of creativity which cannot be 
precisely predicted. The perspectives which arise from this concepts are: 

- Representation of agents communicating with other agents to complete the 
task.  

- The distribution of agents in the organizations and changing as agents 
communicate. 

- The ability of the agent to make decisions in response to the environment and 
to the action of other entities.   

- The active agent rules,  the reason why agents follow some rules and not 
others and When do agents’ rules change  

- The kinds of emergent social phenomena arise from interacting and learning 
agents 

- The role which do contextual energy differentials (adaptive tension) play in 
motivating agent behaviors 

- Managing agents and get them to produce more economically viable teams, 
new product developments, entrepreneurial ventures, and generally, more 
effective socioeconomic and/or organizational (complex adaptive) systems 

Evolution and Co-evolution: Co-evolution is a multi-level phenomena within an 
organization as well as between organizations. It involves interactions between 
different species and adaptive moves by the members of one species will deform the 
fitness landscape of the other species with which it is co-evolving [11]. There are two 
kinds of evolutions: i) the gradual development of a system, (ii) the development over 
generation. This means that adaptation can happen during the development of a 
system or while components of system develop [13]. Merali and McKelvey[8] look at 
strategic alignment as a co evolutionary process and tried to identify the need for 
dynamic approach to strategy development between information system and business. 
They considered various levels involved in strategic alignment. These approaches are 
individual, operational and strategic.  

Thompson[10] classified different types of co evolutionary relationships. He also 
tried to identify the primary forms of selection influencing each type. Future 
information system research applying a co evolutionary framework can be enhanced 
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with incorporation of theories from the social sciences and deep consideration of the 
nature of the interactions. 

• Adaptation: New users with different ideas and functionality, bring new 
requirements that the designed system cannot accommodate. These new 
ideas change the perspective of the organization regarding the requirements 
of the information system [1]. In order to manage the complexity, 
organizations have started to learn the benefit of being adaptive in their 
behavior. For instance Sheffi and Rice[9] tried to represent adaptive firm 
behavior in a cellular telephone supply network. They modified designs of 
the handsets where possible and secured worldwide manufacturing capacity 
from Philips to ensure a steady supply of the specific product. Meanwhile the 
direct interaction between top management of Nokia and Philips further 
enhanced the ability of Nokia to adapt in the future[9].     

• Emergent: Emergence describe that the macroscopic properties of a system 
arise from microscopic properties. These microscopic properties are 
interactions, relationships, structures and behaviors[7]. So defining 
emergence as an overall system that comes out of the interaction of many 
participants behavior cannot be predicted from the knowledge of what each 
component of the system does in isolation. 

• Non-standard: Complex systems are non-standard as well. They contain 
structures in space and time. Their part freedoms will allow varying 
associations or movement, permitting clumping and changes over time. Thus 
initially homogenous systems will develop self-organizing structures 
dynamically; order – and thereby value – increases over time rather than 
decreasing as expected in conventional thought[3]. 

• Downward causation: This means that the existence and properties of the 
parts themselves are affected by the emergent properties - or higher level 
systemic features – of the whole, which form constraints or boundary 
conditions on the freedom of the constituents[3][2]. 

5   Summary and Future Work 

This paper has explored current ideas in the field of complexity theory focusing in 
particular on information systems. It tries to explore potential contributions from the 
study of complexity theory to the area of pervasiveness of information systems. It 
offers insights for enriching traditional approaches of information system design that 
could lead to better framework for supporting pervasiveness in complex environment. 
Complex environment makes new problems for pervasiveness because it is hard for 
users to be aware of change. So to be aware of change is what this paper tries to 
introduce as a new criterion. It is considered as a source of concepts for user-centric 
and pervasive information systems in complex environments. Complexity theory 
offers a powerful set of methods for explaining non-linear, emergent behavior in 
complex environments. It offers us concepts and tools for building multi-level 
representations of different environments. It helps us to make sense the dynamics and 
emergence behavior of the complex environments and offer insights regarding 
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building effective infrastructure for pervasive adaptive systems and increase user 
awareness of environments. 

The literature indicates that there is much work to be done to deepen the theoretical 
framework and to re-conceptualize adaptive system architecture.  In order to deepen 
our understanding of sources of complexity in information system, we need to come 
up with a concrete definition of complexity theory. Current definitions vary according 
to the research fields, so future work could be: defining complex system 
characteristics in the field of information system infrastructure, drawing more 
concepts from complexity theory, developing practical implication for user-centric 
pervasive complex adaptive system.                  

We need to be more emphasis on providing the infrastructure that allows systems 
to evolve in a self-organizing manner. So regarding to this concept, working on the 
following concepts should be taken in to considerations: 

• Developing a better definition of complexity and how it can be 
operationalized and be considered in architectural and infrastructure aspects. 

• Ways to specify the user-centric concepts in IS and integrate them into 
functional specifications.  

• The kinds of infrastructure needed and how to include them in specifications. 
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Abstract. User-centric systems call for novel methods and tools for a tight and 
implicit man machine interaction.  Often highly personalized system are 
sensitive and reactive to user psychological, social and physical situation. 
However providing such a support may cross the barriers of our privacy or may 
have impacts on us that we do not necessarily agree upon. 

Keywords: pervasive adaptation, ambient assistance, ethical issues, privacy 
protection. 

1   Introduction 

Nowadays, computers have become an integral part of our everyday surroundings 
making it necessary to re-thing and re-design ways in which we cooperate with 
computers. To make a control system a genuine companion in everyday life, it should 
be enriched with some adaptation capabilities to adjust its functioning to the users’ 
needs. Otherwise, a modern homo technicus, as intrinsically adaptive species may, 
due to his permanent and enthusiastic exposure to ridged artificial systems, 
experience unpleasant retrogressive changes. 

A perfect man-machine ccollaboration should minimise explicit interaction and 
maximise the functionality of the system. The goal is to avoid giving commands to a 
control system, but rather enabling the system to understand what is needed in given 
circumstances. In a similar way that text editing has been revolutionized by the „what 
you see is what you get“ principle, the motto  “what you need is what you get”[1] is 
radically changing the landscape of man-machine interface.  

As an example of user-centric approach to man machine interaction, the reflect 
system is described, followed by some examples of its use in practice. Afterwards, 
impacts of new technology, such as privacy and trust issues, are discussed and ideas 
for further work are given. 

2   Reflective Approach 

The approach described here is called reflective as it observes people in their 
activities and reflects their need by adjusting the control system accordingly. 
Observation is done through numerous sensor devices that collect information. Based 
on the collected information, an analysis is performed that results in emotional, 
cognitive and physical diagnosis. Taking into account the detected user state and the 
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system goals, the functioning is adapted to the users’ needs, making the control 
system naturally embedded into wider surroundings.  

As an illustration one application scenario is given, followed by some requirement 
analyses, psychological consideration and implementation issues. 

2.1   User-Centric Applications 

An example of user-centric systems is the driving assistance. Especially in the 
situation of a longer lonely drive or in a tense traffic situation, the driving assistance 
may substitute a missing co-driver and improve both safety and pleasure in driving. 
The reflective vehicle [2] implements such scenario and is equipped with numerous 
sensors for  detecting facial expressions, postures and psychophysiological measures 
(electrocardiogram, heart rate and heart rate variability, respiration, etc). Further 
sensors is a vehicular data bus system (e.g. CAN bus) that offers numerous real-time 
date about the driving and engine condition (pedal pressure, wheel corrections, speed, 
etc). The sensors are used to monitor and diagnose the driver’s state in a specific 
driving situation. The vehicle is also set with actuator devices like “reflective 
console” that give warnings, reflective media player and reflective seat (that re-shapes 
to match the driver’s comfort) [2]. The reflective vehicle actually plays a role of a 
friendly co-driver that observes the driver, assists in driving and makes the trip safer 
and more comfortable.  

The reflective control system that implements the above mentioned scenario, has to 
be capable of adaptation, featuring dynamic adjustment of its functioning according to 
the real-time situation.  Different types of adaptation are considered: 

• Immediate adaptation – a capability of reacting in a moment when a sudden 
change occurs (e.g. mastering difficult driving situation) 

• Short term adaptation – a capability to adjust to a more complex situation 
which requires some time to be comprehended (e.g. improving overall 
emotional state and comfort of the driver) 

• Long term adaptation – a capability to learn over a longer period of time and 
adjust to a personal needs of individual users (make the above adaptation 
personalized and relative to the individual driver) 

• Pervasive adaptation – a capability to exchange knowledge with other systems 
and to act adaptively in different settings and in any situation. 

Reflective systems aim at all above mentioned varieties of adaptation which constitute 
the major system requirements. 

2.2   Psychological Background 

One of the most striking features of nature that ensures evolution and progress is 
adaptation: a capability to self adjusts according to changing conditions.  In effort to 
mimic the adaptation in artificial system and deploy it naturally in man-machine 
interface, this approach takes the biocybernetic loop as a starting point.  Originally, 
the loop [3] describes how psychophysiological data regarding the status of the user 
are captured, analyzed and converted to a computer control input in real-time. The 
function of the loop is to monitor changes in user state in order to initiate an 
appropriate adaptive response.  
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Reflective approach extends the original concept of biocybernetic loop [4] to a 
wider set of input information allowing for a composite analyses and decision 
making. It takes results of affective computing and combines it with higher level 
understanding of social and goal–oriented situations. The approach is multi modal as 
it takes into account different kinds of information, processes them in multiple loops 
and at different time scales. There are three major phases of a single loop: sense, 
analyses and activate. These phases are repeated endlessly, where each consecutive 
cycle takes into account the effects of the previous one performing constant self-
tuning and optimization.  

Based on a better understanding of both personal involvement and social and 
behavioural situation of the user, a reflective system may offer adaptive control of 
different types and different time scales: immediate, short-term adaptation, long-term 
adaptation.  It also supports pervasiveness, as an orthogonal dimension to previous 
type of adaptation, providing interfaces to other similar systems, anywhere and at any 
time.    

2.2.1   Immediate Adaptation  
Immediate adaptation is a prompt system, reaction to any phenomenon taht system 
becomes aware of. Awareness implies knowledge gained through one's own 
perceptions or by means of information. At a fundamental level, awareness describes 
the ‘field of view’ of the system, i.e. the range of events that the adaptive system is 
capable of responding to.  

In a driving situation, any driver may experience difficulties in navigating through 
narrow lanes in a stressful traffic situation (e.g. reduced visibility or ice). The system 
becomes aware of this change in driver state via increased heart rate or reduced heart 
rate variability as well as frequent corrections of the steering wheel detected via 
vehicular CAN bus. In this case, driving assistance disables incoming phone calls and 
reduces the volume of the car entertainment system. 

2.2.2   Short Term Adaptation 
Adjustment is a typical example for the adaptation seen as an act of change, “so as to 
become suitable to a new or special situation”. A system adjustment at a moderate 
time scale is implemented through the biocybernetic loop that monitors behaviour 
with respect to a certain goal or in achieving a planned state. In the application 
domain it may be best illustrated by achieving comfort (positive physical state) in 
driving process.  

The reflective vehicle may be capable of influencing disposition of the driver, to 
prevent negative moods such as boredom or anger and to promote positive moods of 
high activation (alertness) and positive affect (happiness). The driver’s mood is 
accessed via cameras for facial recognition combined with psychophysiology. 
However, changes in mood take place over several minutes and the system requires a 
moderate time scale in order to detect a negative mood such as anger. Once diagnosed 
the driver’s emotional state is influenced by appropriate music and lighting. 

2.2.3   Long Term Adaptation 
Long term adaptation or evolution can be defined as a gradual process in which 
something changes into a different and improved form - a modification that happens 
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over a longer period of time. An aspect of evolution is a dynamic form of 
personalization where both system and user respond to repeated exposure to one 
another.   

In the vehicular emotional adaptation, the system monitors the user state in order to 
formulate an appropriate adaptation which also includes keeping record (in database) 
on driver’s personal reaction to the assistance offered by the system. This 
personalized database may be subsequently used to tailor system behaviour to the 
individual over hours, days, weeks, and months. Therefore, the system must continue 
to evolve and to experiment with different adaptive responses in order to “refresh” the 
interface with the user at a longer term. 

2.2.4   Pervasiveness 
Pervasiveness denotes the quality of filling or spreading throughout. Pervasiveness of 
a reflective system is an orthogonal concept to adaptation that introduces 
collaboration and data exchange across different reflective systems. In addition, 
pervasive technology brings the potential to enrich information about the current state 
of user by pooling information across systems. 

In vehicle, reflective assistance have capability to connect to other control system 
from traffic or city infrastructure and with data exchange (taking into account 
knowledge about user, her/his preferences and goals) provide better services. 

2.3   Reflective Approach 

To accomplish the requirements of pervasive adaptive systems, a service- and 
component-oriented middleware architecture, has been designed and developed 
[5,6,7]. It insures a dynamic and  re-active behaviour featuring different biocybernetic 
loops. The reflective software is grouped into three layers: (1) Tangible layer - a low-
level layer that controls sensor and actuator devices; (2) Reflective layer - a central 
layer - that combines input from lower layer to evaluate user states and trigger system 
(re-)action, according to the application goals. (3) Application layer - a high level 
layer that defines application scenario and system goals. By combining low and high 
level components from other layers, application layer runs and controls the system. 

 

Fig. 1.  
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Fig. 1 Reflective framework  illustrating the reflect layered architecture and the 
process of the reflect application development and deployment In the middle of the 
picture a layered architecture is metaphorically pictured as a spinning top, as it 
operates in endless loop, performing biocybernetic processing. In the outer circle, a 
development and deployment process is indicated featuring emotional cognitive and 
physical experience (loop carriers). Pervasiveness is exercised through numerous 
experiments and case studies and vehicular demonstrator brings all together into a 
pervasive and adaptive application [5]. 

2.4   Reflective Vehicle 

The reflective vehicle system is a combination of all three major experiences modules 
configured into a single pervasive reflective application. The resulting system helps 
the driver throughout the ride, observing  emotional, cognitive and physical condition 
and actively trying to assist in the process of driving. 

 

Fig. 2. Reflective vehicle configuration 

Figure shows the reflect middleware configured for vehicular assistance. The 
sensors used are: CAN bus, cameras, physiological measurement devices, equipped 
with reflective interface. The actuators are: adaptive seat and the 3 board computers 
(playing the role of the system monitor, mobile phone and media player).  

 

Fig. 3. Reflective cockpit 
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Figure shows the cockpit of the reflective vehicle with three on board computers, 
adaptive seat and cameras installed in front of driver. System has been tested in 
practice and effectively justifies the pragmatic orientation of reflective approach [5]. 

3   Impact - The Use and Consequences 

The ultimate goal of reflective approach is to make future control systems genuinely 
friendly and personalized to suit the needs of individual users. To achieve this goal it 
is not enough to create interfaces that suit an average users, but to make it really 
serves the personal needs, taking into account current necessities as well psycho-
physiological state of the persons being involved in real-time.  At one hand, emerging 
systems that are reactive to human senses can be interpreted as our technical “sixth 
sense”, at another we should be aware that our personal identity is being exposed to 
the interconnected world whose meta-goals may be different from our expectations. 
This raises ethical concerns: Can we trust the systems? Do they respect our privacy? 
What is a long term impact of such systems? 

Knowing how interconnected the digital world is[8], recording what we buy and 
eat, where we travel, sleep, rent-a car (e.g. credit card institution), what we read (e.g. 
Amazon), what we write or visit at the Web (our internet provider), how much fun we 
had (e.g. Flickr), how we socialise (e.g. Facebook), how our biometric signature look 
like (e.g. custom control), our medical record (health insurance smart cards) we can 
fully relax and let “Infosphere” [9]  assist in most of our every day activities. The 
digital divide is sharpening, “digitalize or perish” seems to be the motto – those who 
are left behind the digital curtain belong to third (digital) community. With the 
technology described here as well as with neuro-science that is making a huge 
progress in the domain of brain-computer interface we are about to submit the last 
fence of our privacy to the “digital consideration”.  Namely our feelings, mental 
constitution, even our thoughts.  

Certainly, the use of modern technology facilitates the life, provides efficiency, 
comfort and smooth communication in a way it could not be even perceived a few 
decades ago.  Especially the applications in medicine and ambient assisted living 
domain represent clear justification of the recent achievements. Nevertheless, a 
potential for misuses is wide and what is even more disturbing, neither possibilities 
nor risks are properly understood.   

In that context the observation given here can be described as “nano-Ethics” 
focusing only at a small segment of the problem – where technology may help. For 
example, making reflective systems closed by strict separation of psycho-
physiological and administrative data, and making it technically impossible to 
exchange information with other systems – would be a step in right direction in 
protecting the privacy. 

The problem of the impact of the new technology to our life and society as a whole 
is neither new nor unsolvable [10]. Due to rapid developments it is sharpening 
though, and needs to be addressed from different viewpoints involving wide and 
cross-disciplinary discussion. The roles are traditionally divided among: 
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• artists who picture the universe in a free and imaginative way  [11] with a  
free mind calling for re-thinking, re-consideration,  re-involvement, esthetic, 
l’art-pour-l’artism, …  

• scientists and technology providers who are not only responsible for the 
development of novel ideas but also for hints on how to technically deal with 
possible ethical concerns [12]. 

• philosophers and sociologists as leaders in considering the impacts of new 
technology to the society as a whole [9,11]. 

• low makers and politicians to insure efficient legal background  and 
deployment [13]. 

• practitioners and industry to respect regulation and ethical norms while 
making commercial and other use of modern technology. 

In one of his articles, Floridi [9] introduces a neologism Infosphere as a collection of 
informational entities that inevitably constitutes the environment that supports our 
life. To further understand the impact of the Infosphere to us (as Infogs – 
informational organisms), the author introduces “re-ontologization”, referring to 
fundamental transformation of our environment as a consequence of digitalization and 
Infosphere. Such a complex approach allows for thorough reasoning about the 
meaning, impact and ethics of Infosphere as a non-avoidable part of our ecological 
system.   

4   Conclusion 

The paper presents a novel approach in building smart systems illustrating both its 
technical background and its applicability. Reflective approach, being highly user-
centric, makes a person’s behaviour a part of processing loop and body area network 
an integral part of a wider system. However, a fast and uncontrolled deployment of 
smart technology may bring dangers and have negative impact on us. The paper 
further discussed how to prevent that the “digital victory” does not turn into a Pyrrhic 
one, as the use of massively interconnected digital devices may endanger our privacy  
exposing all aspects of our behaviour from the everyday activities, work competences, 
habits, feelings, intentions up to our inner thinking. Negative consequences may be 
prevented, if the design of new technology takes into account privacy concernes and 
integrated protection mechanism into the systems in all phases, namely design, 
development and deployment.  

It seems that the one of the main controversies a modern society is confronted with 
is not the rapid technology development which sometimes goes even beyond science-
fiction, but rather the slow pace at which humanities answer, or are allowed to answer 
to the new moral challenges. Their main task remains to be to warn about possible 
nightmare scenarios. Orwell’s greatness (Orwell, 1949)  cannot be measured by the 
fact that he envisaged many abuses already present nowadays, but rather by his 
warnings which helped that his worst predictions haven’t (yet) became true.  
Therefore, an interdisciplinary approach is a conditio sine qua non in all future 
research programmes.  
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The spectrum of further challenges that still needs to be researched crosses various 
disciplines. Psychology needs to offer more expertise on diagnosing different 
emotional and cognitive states.  Better methods and tools are needed to analyze and 
filter-out raw sensor data in order to get clear features (that may lead to more precise 
determination of different psychological states).   Social sciences and philosophy 
should investigate the impact that such user-centric and personalized approach may 
have on us, as it is clear that we also do change and evolve through constant exposure 
to technical systems that surround us. Finally, technology providers need to take into 
account not only technical benefits that envisaged systems should bring, but to try to 
find technical solutions that support privacy, trust and insure positive impact to us as 
biological and social beings. 

Acknowledgement. Most of the work presented here has been has been done under 
the REFLECT project (project number FP7-215893) funded by the European 
Commission within the 7th Framework Programme, pervasive adaptation initiative. 
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