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Preface

Database Systems for Advanced Applications (DASFAA) is an annual interna-
tional database conference, located in the Asia-Pacific region, which showcases
state-of-the-art R&D activities in database systems and their applications. It
provides a forum for technical presentations and discussions among database
researchers, developers, and users from academia, business, and industry. DAS-
FAA 2012, the 17th in the series, was held in Busan during April 15–18, 2012.
Among the proposals submitted in response to the call-for-workshops, we care-
fully selected five workshops, each focusing on a specific area that contributes to
the main themes of the DASFAA conference. This volume contains the papers
accepted for these five workshops that were held in conjunction with DASFAA
2012. They are:

- The Second International Workshop on Flash-Based Database Systems
(FlashDB 2012)

- The First International Workshop on Information Technologies for Maritime
and Logistics (ITEMS 2012)

- The Third International Workshop on Social Networks and Social Web
Mining (SNSM 2012)

- The Second International Workshop on Spatial Information Modeling,
Management and Mining (SIM3 2012)

- The 5th International Workshop on Data Quality in Data Integration
Systems (DQDI 2012)

We are very grateful to the workshop organizers for their tremendous effort
in soliciting papers, selecting papers by peer review, and preparing attractive
programs. We asked all workshops to follow a rigid paper-selection process, in-
cluding the procedure to ensure that any Program Committee members were
excluded from the review process of any paper they were involved in. A re-
quirement about the overall paper acceptance rate was also imposed on all the
workshops. We would like to express our appreciation to Sang-goo Lee, Bonghee
Hong, Won Suk Lee, Wook-Shin Han, Kyuseok Shim, and many other people
for their support in the workshop organization. Our thanks also go to Rainer
Unland, Jaesoo Yoo, and Yang-Sae Moon for their hard work in compiling this
proceedings volume.

April 2012 Hwanjo Yu
Ge Yu

Wynne Hsu



FlashDB 2012 Workshop Organizers’ Message

Recently, new storage media such as flash memory and phase change memory
have been developed very quickly, bringing big challenges to the architecture
of computer systems as well as the design of system software. In particular,
NAND flash (either SLC- or MLC-based) in the form of solid state disks (SSDs)
has been an alternative to traditional magnetic disks, both in the home-user
environment and in the enterprise computing environment, owing to its shock-
resistance, low power consumption, non-volatility, and high I/O speed. The spe-
cial features of flash memory and other new storage media impose new challenges
to traditional data management technologies. As a result, traditional database
architectures and algorithms designed for magnetic-disk-based storage fail to uti-
lize new storage media efficiently. Meanwhile, the new characteristics of modern
storage media, such as not-in-place update and asymmetric read/write/erase
latencies of flash memory, also bring great challenges in optimizing database
performance, by using new query processing algorithms, indexes, buffer man-
agement schemes, and new transaction processing protocols. Consequently, how
to exploit the characteristics of flash memory and other new storage media has
become an important topic of database systems research. In order to make use
of the characteristics of flash memory and other new storage media, the data
management community needs to rethink the algorithms and technical issues
in magnetic-disk-oriented database systems and make them be adapted to the
advances in the underlying storage infrastructure.

The Second International Workshop on Flash-Based Database Systems
(FlashDB 2012) was held on April 15, 2012, in Busan, South Korea, in con-
junction with DASFAA 2012. The overall goal of the workshop was to bring
together researchers who are interested in optimizing database performance on
flash memory or other new storage media by designing new data management
techniques and tools.

The workshop attracted submissions from Germany, Poland, France, Iceland,
Korea, and China. All submissions were peer reviewed by at least three Program
Committee members to ensure that high-quality papers were selected. On the
basis of the reviews, the Program Committee selected five submissions as full
papers and two submissions as short papers for inclusion in the workshop pro-
ceedings. The final program of the workshop also consisted of one invited talk
from Indilinx Inc.

The ProgramCommittee of the workshop comprised 17 experienced researchers
and experts from both industry and academia. We would like to thank the valu-
able contribution of all the Program Committee members during the peer-review



VIII FlashDB 2012 Workshop Organizers’ Message

process. Also, we would like to acknowledge the DASFAA 2012 Workshop Co-
chairs for their great support in ensuring the success of FlashDB 2012, and the
support from the Natural Science Foundation of China (No. 60833005) and Sin-
gapore A-Star DSI.

April 2012 Bingsheng He
Jianliang Xu

Xiaofeng Meng
Lihua Yue



ITEMS 2012 Workshop Organizers’ Message

According to the International Maritime Organization, more than 90% of the
global trade volume, whether it is oil and gas, bulk or containerized cargo, is
carried by sea. To this volume, leisure, passenger, and military shipping must
also be added to account for the traffic. The stakeholders in the maritime and
logistics industry are numerous. Information technologies (IT) for maritime and
logistics is a specialized area that deals with important aspects of IT, including
but not limited to simulation of maritime and logistics systems; data analyt-
ics; acquisition, processing, and management of maritime data; robotics, Web
technologies, artificial intelligence, and decision support systems for safety and
security.

The First International Workshop on Information Technologies for Maritime
and Logistics (ITEMS 2012) was held on April 15, 2012, in Busan, South Korea,
in conjunction with DASFAA 2012. The overall goal of the workshop was to
bring together researchers, developers, practitioners, and users from academia,
business, and industry who are interested in all the important aspects of infor-
mation technologies dedicated to the maritime and logistics industry.

The workshop attracted submissions from China, France, India, and South
Korea. All submissions were peer reviewed by at least three Program Committee
members to ensure that high-quality papers were selected. For this first work-
shop the Program Committee selected two papers for inclusion in the workshop
proceedings. The final program of the workshop also consisted of an invited talk
on “IT for Sustainable Networks and Logistics” from SAP Singapore.

The Program Committee of the workshop comprised 15 experienced re-
searchers. We would like to thank the valuable contribution of all the Program
Committee members during the peer-review process. Also, we would like to ac-
knowledge the DASFAA 2012 Workshop Co-chairs for their great support in
ensuring the success of ITEMS 2012, and the support that we received from the
Centre for Maritime Studies at the National University of Singapore.

April 2012 Stephane Bressan
Bonghee Hong

Baljeet Malhotra



SNSM 2012 Workshop Organizers’ Message

Today the emergence of Web-based communities and hosted services, such as
social networking sites, wikis and folksonomies, brings in tremendous freedom
of Web autonomy and facilitates collaboration and knowledge sharing between
users. Along with the interaction between users and computers, social media
are rapidly becoming an important part of our digital experience, ranging from
digital textual information to diverse multimedia forms. These aspects and char-
acteristics constitute the core of second generation of the Web.

A prominent challenge lies in modeling and mining this vast pool of data to
extract, represent, and exploit meaningful knowledge and to leverage structures
and dynamics of emerging social networks residing in the social media. Social
networks and social media mining combines data mining with social computing
as a promising new direction of research and offers unique opportunities for
developing novel algorithms and tools ranging from text and content mining to
link mining.

The Third International Workshop on Social Networks and Social Web Min-
ing (SNSM 2012) was held on April 15, 2012, in Busan, Korea, in conjunction
with DASFAA 2012. The overall goal of the workshop was to bring together
academic researchers and industrial practitioners from computer science, infor-
mation systems, statistics, sociology, behavioral science, and organization science
disciplines, and provide a forum for recent advances in the field of social networks
and social media, from the perspectives of data management and mining.

The workshop attracted 16 submissions from Canada, France, Finland, China,
Japan, Korea, India, Bangladesh, and Hong Kong. All submissions were peer
reviewed by at least three Program Committee members to ensure that high-
quality papers were selected. On the basis of the reviews, the Program Commit-
tee selected ten papers for inclusion in the workshop proceedings plus an invited
paper.

The Program Committee of the workshop consisted of 45 experienced re-
searchers and experts. We would like to thank the valuable contribution of all the
Program Committee members during the peer-review process. Also, we would
like to acknowledge the DASFAA 2012 Workshop Co-chairs for their great sup-
port in ensuring the success of SNSM 2012. Last but not least, we would like
to acknowledge all the authors who submitted very interesting and impressive
papers from their recent work.

April 2012 Guandong Xu
Lin Li

Wookey Lee



SIM3 2012 Workshop Organizers’ Message

Spatial data exists pervasively in various information systems and applications.
The unprecedented amount of spatial data that has been amassed and that is be-
ing produced in an increasing speed via various facilities, such as sensors, GPS
receivers, smart phones, and remote sensing, calls for extensive, deep, and sus-
taining research on spatial information modeling, management, and mining. In
the past decade, we witnessed increasing research interests in these areas from the
database, data mining, and geographic information systems (GIS) communities.

Following the success of the First International Workshop on Spatial Infor-
mation Modeling, Management and Mining (SIM3 2011) held in conjunction
with DASFAA 2011, the Second International Workshop on Spatial Informa-
tion Modeling, Management and Mining (SIM3 2012) held in conjunction with
DASFAA 2012, stuck to the tradition that brings together researchers, devel-
opers, users, and practitioners carrying out research and development in spatial
information modeling, management, and mining, thereby fostering discussions
in all aspects of these research areas and providing a forum for original research
contributions and practical experiences of spatial information modeling, man-
agement, and mining to highlight future trends in these topics.

The workshop received ten submissions. Through a careful review round by
the Program Committee, four full papers and one short paper were selected for
presentation at the workshop and inclusion in the proceedings. These accepted
papers cover various topics of spatial indexing, query processing, and mining.
Concretely, He Ma et al. proposed a novel multi-level grid-index and a number
of related query types that facilitate application access to augmented, large-
scale Geo-tagged video repositories; Ying Fang et al. developed a novel indexing
method, History TPR*-tree (HTPR*-tree in short), which can support not only
predictive queries but also partial history queries involved from the most recent
update instant of each object to the last update time of all objects; Soo Kang
et al. introduced a linear bi-directional broadcast indexing scheme for sensor
networks in road environments; Wengen Li et al. presented an algorithm for
evaluating spatial keyword queries under the MapReduce framework; and Biying
Tan et al. proposed an effective method to detect high-risk geographical zones
and potentially infected neighbors by capturing the significant changes in the
infectious disease monitoring data.

The workshop had an invited talk, given by Gao Cong from the Nanyang
Technological University, Singapore. In this talk, Dr. Cong introduced the re-
cent advances and his research group’s achievements in spatial keyword query
processing.
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A successful workshop requires a lot of effort from different people. First,
we would like to thank the authors for their contributions and the Program
Committee members for their reviewing. We also appreciate the DASFAA 2012
Workshop Co-chairs for their excellent coordination. Finally, we would like to
thank the local Organizing Committee for its wonderful arrangements.

April 2012 Jihong Guan
Xin Wang



DQDI 2012 Workshop Organizers’ Message

Data integration has been a subject of intense research and development for over
three decades. Basically, the goal of a data integration system is to provide a uni-
form interface to a multitude of data sources. Difficulties in overcoming the
schematic, syntactic, and semantic differences of data from multiple autonomous
and heterogeneous sources are well recognized, and have resulted in a data integra-
tion market valued at US$1.34 billion and growing. With the phenomenal increase
in the scale and disparity of data, the problems associated with data integration
have increased dramatically. A fundamental aspect of user satisfaction from an
integration system is the data quality. Industry reports indicate that expensive
data integration initiatives stemming from migrations, mergers, legacy upgrades
etc., succeed in achieving a common technology platform, but are rejected by the
user communities due to the presence (or exposure) of poor data quality. Poor data
quality is known to compromise the credibility and efficiency of commercial as well
as public endeavors. Several developments from industry as well as academia have
contributed significantly toward addressing the problem.

The DQDI workshop (previously titled MCIS) provides a forum to bring
together diverse researchers and make a consolidated contribution to new and
extended methods to address the challenges of data quality in a collaborative
setting. Topics covered by the workshop include data integration, linkage; con-
sistency checking, data profiling, and measurement; methods for data trans-
formation, reconciliation, consolidation; among others. Following the success of
this workshop in 2008 in New Delhi, India, 2009 in Brisbane, Australia, 2010
in Tsukuba, Japan, and 2011 in Hong Kong, China, the 5th DQDI was held on
April, 2012, in Busan, South Korea, in conjunction with the 17th International
Conference on Database Systems for Advanced Applications (DASFAA 2012).
This year, the DQDI workshop attracted submissions from Australia, China,
Russia, South Korea, and Italy. All submissions were peer reviewed by at least
three international reviewers to ensure that high-quality papers were selected.
On the basis of technical merit, originality, significance, and relevance to the
workshop, the Program Committee decided on five papers to be included in the
workshop proceedings (acceptance rate 50%).

The workshop Program Committee consisted of experienced researchers and
experts in the area of data analysis and management. We would like to acknowledge
the valuable contribution of all the Program Committee members during the peer-
review process. Also, we would like to show our gratitude to the DASFAA 2012
Workshop Co-chairs for their great support in ensuring the success of DQDI 2012.

April 2012 Ke Deng
Xiaochun Yang

Shazia Sadiq
Xiaofang Zhou
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Abstract. The use of flash memory as a write cache for a database
stored on magnetic disks has been so far largely ignored. In this paper,
we explore how flash memory can be efficiently used for this purpose and
how such a write cache can be implemented. We systematically study the
design alternatives, algorithms, and techniques for the flash-based write
cache and evaluate them using trace-driven simulations, covering the
most typical database workloads.

1 Introduction

Flash memory1 is popularly used in a variety of data storage devices, such as
compact flash cards, secure digital cards, flash SSDs, flash PCIe cards, etc.,
primarily due to its non-volatility and high density. Flash-based storage devices
(or flash devices for short) can be manufactured with some interesting properties,
such as low-power consumption, small form factor, shock resistance, etc. which
make them attractive to a large range of applications.

Due to the physical constraints of flash memory such as erase-before-program
and wear-out of memory cells [1], flash devices typically implement an additional
layer, the flash translation layer (FTL) [2], on top of the flash memory to support
typical host-to-device interfaces.

The function of magnetic disks (HDDs), the currently dominating mass stor-
age devices, relies on mechanical moving parts, which is one of the major threats
to the device reliability and typically the bottleneck of the entire system per-
formance. In contrast, flash devices do not contain mechanical moving parts.
Therefore, they allow much faster random access (up to two orders of magni-
tude) and much higher reliability.

Flash memory and flash devices have received a lot of attention from the
database research community due to the fact that existing database systems
are designed and optimized for HDDs that have quite different performance
characteristics than flash devices, e. g., flash SSDs [3].

To exploit the performance potential of flash memory and flash devices in
a database environment, flash-specific query processing techniques [4,5], index
structures [6,7,8], and buffer management algorithms [9,10,11] have been pro-
posed. Efficient use of flash devices for update propagation [12], logging and
recovery [13], and transaction processing [14] has also been studied.

1 We focus on the NAND type flash memory due to its high density and low cost.
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Modern flash devices are much faster than HDDs, even for random write
workloads. At the same time, they are also much more expensive than HDDs
in terms of price per unit capacity. Some researchers realized that completely
replacing HDDs with flash devices is not a cost-effective solution [15], instead,
using flash as an intermediate tier between RAM-based memory and HDDs
[16,17] can bridge the access-time gap between the two tiers without introducing
much higher cost. However, it is doubtful whether such an abrupt architecture
change will be widely accepted in practice, given the trend in industry to keep
the whole working set in RAM for maximum performance [18,19].

1.1 Flash-Based Write Cache

In this paper, we study the use of flash as a write cache for databases based on
HDDs. The flash-based write cache (or the flash-based second-tier cache) is a
page cache layer between the RAM-based buffer pool (or first-tier cache) and
the database stored in HDDs (the third tier). The accesses to all three tiers are
via page-oriented interfaces, i. e., in units of database pages.

Fig. 1. Database storage system with flash-based write cache

The architecture of a three-tier database storage system are illustrated in
Figure 1. It is very similar to the three-layer architecture (3LA) introduced
in [17]. To be comparable, we adopt the notation of [17] to denote the RAM-
based buffer pool as Lr, the flash-based write cache as Lf , and the third tier
as Ld. Their capacities, in number of pages, are denoted as |Lr|, |Lf |, and |Ld|,
respectively. As opposed to [17], which assumes that

|Lr| ≤ |Lf | ≤ |Ld| (1)

we drop the constraint |Lr| ≤ |Lf | and assume that

|Lr| � |Ld| and |Lr| ∼ |Lf | (2)

Note, according to Equation 2, |Lr| > |Lf | is acceptable.
In practical systems, flash is used in different forms such as flash SSDs or flash

PCIe cards. In our system, there is no constraint on which a specific form should
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be used. Instead, various forms of flash devices are abstracted into page-oriented
devices with flash performance characteristics. We consider four different costs
for device access in our system: the costs of flash read, flash sequential write,
flash random write, and the cost of disk access, denoted as Cfr, Cfw, Cfw̃, and
Cd, respectively.

In such a configuration, dirty2 pages evicted from the RAM buffer pool are
first written to the flash-based write cache and later propagated to HDDs. De-
pending on specific replacement policies, the number of disk writes can be sub-
stantially reduced in this way (see Section 3). Even as a write cache, Lf should
ideally keep the “warm” pages, i. e., pages that are not so hot to be kept in Lr,
but warmer than the remaining database pages. Hence, whenever a page request
can be satisfied from Lf , a cost benefit of Cd − Cfr can be obtained.

There are multiple benefits of using such a write cache: 1. Compared with a
volatile write cache, it provides higher reliability and protection against data loss
at power failure. 2. Due to the cost advantage of flash to RAM, the write cache
can be much larger and potentially more efficient than volatile and expensive
battery-backed RAM-based write cache (The same argument in favor of flash
applies to energy saving [17]). 3. A dedicated write cache improves the write
response time and offloads write workloads from HDDs and can asynchronously
propagate them to HDDs, i. e., the read performance can also benefit from the
write cache. 4. Potential page hits in the write cache reduce the number of
expensive disk writes.

Using flash for a write cache, the wear-out problem of flash cells seems to
be a concern. However, with proper wear-leveling techniques, the life time of
flash memory becomes quite acceptable. For example, an SLC flash memory
module typically has a write endurance of 100,000 program/erase cycles (Write
endurance of one million cycles has already been reported [20]). With perfect
wear-leveling, i. e., all flash pages are programmed and erased at equal frequency,
10 GB flash memory can have a life span of 27.4 years3 under a daily write
workload of 100 GB (factor 10 of its capacity).

1.2 Contribution

Our major contributions are:

– The use of flash devices as a write cache for a database stored on HDDs has
been so far largely ignored. To the best of our knowledge, our work is the
first one that considers this usage.

– We systematically study the algorithms and techniques for flash-based write
caches and evaluate them using trace-driven simulations, covering the most
typical database workloads.

2 In contrast to its use in transactional contexts, we denote modified pages as “dirty”,
as long as they are not written to disk.

3 100000 × 10/(100 × 365) = 27.4.
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1.3 Organization

The remainder of this paper is organized as follows: Section 2 discusses related
works. Section 3 presents and discusses the algorithms and techniques for the
flash-based write cache. Section 4 reports our empirical study. The concluding
remarks and future works are presented in Section 5.

2 Related Work

[16] is one of the pioneer works studying flash-aware multi-level caching. The
authors identified three page-flow schemes in a three-level caching hierarchy with
flash as the mid-tier and proposed flash-specific cost models for those schemes. In
contrast, contribution [17] presented a detailed three-tier storage system design
and performance analysis. In this study, the experiments have shown for certain
range of applications, by reducing the amount of energy-hungry RAM-based
memory and using a much larger amount of flash as the mid-tier, that system
performance and energy efficiency can be both improved at the same time.

Canim et al. [21] proposed a temperature-aware replacement policy for man-
aging the SSD-based mid-tier, based on the access statistics of disk regions (page
groups). In [22], the authors studied three design alternatives of an SSD-based
mid-tier, which differ mainly in the way how to deal with dirty pages evicted
from the first-tier, e. g., write through or write back.

As a general assumption, all these approaches use a flash-based mid-tier being
much larger than the first tier. As a consequence, both clean pages and dirty
pages are cached in the mid-tier. In contrast, we focus on a configuration where
the flash is used as a write cache, i. e., only dirty pages are cached in the mid-tier.
More important, the above mentioned works only consider the cost asymmetry
of reads and writes on flash, while the cost asymmetry between random and
sequential flash writes are ignored, which can significantly impact the system
performance, according to our experiments (see Section 4).

Using flash as a write cache has also been studied by Li et al. [23]. However,
in their configuration, the database is completely stored in Lf and no Ld is
considered, in contrast to the three-tier system (Figure 1) being studied by us.
Their basic idea is to exploit the performance advantage of focused writes over
random ones, by directing all the writes generated by Lr to a small logical flash
area and reordering the writes so that they can be written back to their actual
destinations on the same flash device, but in more efficient write patterns.

The authors of [24] and [25] have taken an approach that is somehow the
“opposite” of ours. They consider the use of HDDs as the write cache for flash
SSDs, based on the argument that the write performance of HDDs is better
than that of some flash SSDs and HDDs don’t have the wear-out problem. How-
ever, we believe that compared to HDDs, flash devices can be made much more
reliable and they have a much higher performance potential. In fact, even the
random write performance of many mid-range SSDs is now superior to that of
the enterprise HDDs.
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3 Algorithms and Techniques

Two design decisions are critical to the performance of flash-based caches:

– When should a page be admitted into the cache? This is specified by cache-
admission strategies.

– How should admitted pages be written to the cache? This is specified by
cache-writing strategies.

3.1 Cache-Admission Strategies

Following the architecture shown in Figure 1, there are only two cases where
pages can be admitted into Lf : 1. Admit-On-Read (AOR), i. e., when the read
function of Lf is called; 2. Admit-On-Write (AOW), i. e., when the write function
of Lf is called.

The first case happens when a buffer fault occurs for page p in Lr. If p is not
found in Lf either, it will be fetched from Ld and forwarded to Lr. After that,
the newly fetched p can be admitted into Lf .

The second case happens when a dirty page p is evicted from Lr and the write
function on Lf is called to write p back. Conceptually, pages admitted in this
case are all dirty pages even if Lf is non-volatile, i. e., they need to be propagated
to Ld at the latest, when they are evicted from Lf .

The GLB algorithm discussed in [17] actually uses a third cache-admission
strategy, which we call Admit-On-Eviction (AOE), because it admits every page
(either clean or dirty) evicted from Lr into Lf . However, AOE is not considered
in this paper due to two problems: 1. It requires a write operation on Lf even
on a cache hit in Lf (because the page currently hit has to be exchanged with a
page from Lr); 2. It violates the transparency of Lf , because it requires for Lf

an extension of the interface shown in Figure 1.
Cache-admission strategies are orthogonal to replacement polices, although

classical second-tier cache algorithms such as LOC [17] and MQ [26] implicitly
use AOR. In contrast, AOW is the cache-admission strategy used by our flash-
based write cache.

3.2 Cache-Writing Strategies

According to the characteristics of flash memory, we consider two cache-writing
strategies: sequential cache write (SCW) and random cache write (RCW). With
SCW, pages are written to the flash media in a strictly sequential fashion (thus
each write has a cost of Cfw, in contrast to Cfw̃ in case of RCW), as illustrated
in Figure 2. If the flash-based cache has n pages and the most recently updated
cache slot is curr, then the next cache slot to be used is given by next = (curr+1)
mod n. If an earlier version of a newly admitted page p is already in Lf , it has to
be invalidated, i. e., if multiple versions of p exist in Lf , only the newest version
is valid.
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Because updates to the flash media are sequential and the slots are updated
with equal frequency, SCW enjoys two advantages: write performance and wear
leveling without the need of an FTL. However, due to the constraint of strict
sequential writes, SCW does not allow much flexibility in the choice of replace-
ment victims, which is always predetermined by the next pointer. Even if the
page cached at the slot pointed to by next is a “warm” page, we have to write
it back to the disk in order to make room for the page to be cached.

Fig. 2. Sequential cache write. Illustrated
is a flash-based write cache with 5 pages.
The slot number is marked at the bottom-
left corner of the cache slots. Slot 2 is just
written, the next slot to be used is slot 3.

Fig. 3. Random cache write. In the exam-
ple, the cache slots are ordered by their
reference recency (as doubly linked list
maintained in volatile memory), which
implies the (random) order they are to be
overwritten: 2, 0, 4, 1, 3.

Random cache write (RCW), as the name suggests, allows writing to the flash-
based cache in a random fashion. If a earlier version of a newly admitted page
p is already in Lf , it has to be overwritten. The cost of writing to the cache is
higher than in the SCW case, and wear-leveling mechanisms such as FTL become
necessary. However, in contrast to SCW, RCW does not impose any restriction
on the replacement policy. For example, the cache slots can be ordered by their
reference recency (as shown in Figure 3) or frequency, upon which the replacement
decision can be made, as in the classical buffer management algorithms.

3.3 Track-Aware Algorithms

Seeking is the most expensive mechanical movement made by a magnetic disk
– typically a few milliseconds for modern disks. If the information about which
page belongs to which track, i. e., the page-to-track mapping function t that
maps a logical page number a to its corresponding track number t(a), is known
to the flash-based write cache, it is possible to further improve the disk write
performance by minimizing the number of seeks. Assume that the mapping func-
tion t is given by t(a) = a/4, then pages 0, 1, 2, and 3 have the track number 0,
pages 4 to 7 have the track number 1, and so on. Cache algorithms making use
of this track information are called track-aware algorithms.

Virtual track is an in-memory data structure used by the track-aware algo-
rithms. It contains the pointers to the set of pages belonging to the same track.
When a free cache slot is needed and all slots are currently occupied, a virtual
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(a) By reference recency (LRU) (b) Densest track first

Fig. 4. Virtual tracks (depicted as large rectangles with track number in the bottom-
left corner) ordered by reference recency (a) and by density (b). Replacement victims
are shown in green. Page numbers of the cached pages are depicted as the numbers
inside the flash slots.

track can be chosen as the replacement victim, and the m pages pointed to by
it are all flushed to disk at once, freeing m pages and requiring only one seek.
This technique is called coalesced flushing (CF).

The set of virtual tracks can be ordered by their reference recency, i. e., the
time that a page belonging to the track is referenced (i. e., read or updated).
When a replacement victim is needed, the least-recently-referenced virtual track
is chosen, similar to the LRU replacement policy. Note if the page-to-track map-
ping function is t(a) = a (one page per track), the described algorithm degen-
erates to the classical page-oriented LRU (see Figure 3). Therefore, we refer to
this algorithm also as LRU whenever there is no ambiguity. An example runtime
state of the algorithm is shown in Figure 4a.

Virtual tracks can also be ordered by their density, i. e., by the number of
pointers they contain. The replacement victim is then the densest track, as illus-
trated in Figure 4b. This replacement policy is called densest track first (DTF).

Using the track information, we can further reduce the number of seeks using
a piggy-backing (PB) technique. When the flash-based cache has to serve a read
request for a page belonging to track t, a seek to t is very likely inevitable,
but the cache can flush all pages pointed to by the corresponding virtual track
without enforcing further seeks. Figure 5 illustrates a PB example.

Fig. 5. Piggy-backing. In this sample, a read request for page 7 is to be served, thus
a seek to track 1 is needed; in this case, the cache flushes pages 5 and 6 pointed to by
virtual track 1.
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3.4 Compatibility Matrix

The cache-write strategies SCW and RCW are orthogonal to the track-aware
techniques. With SCW, it is also possible to perform coalesced flushing and
piggy-backing. However, replacement policies, such as REC and DTF, are only
compatible with RCW. Table 1 lists the compatibility relationships between the
discussed techniques.

Table 1. Compatibility matrix of the
techniques

SCW RCW

LRU, DTF, etc.
√

CF
√ √

PB
√ √

Table 2. Device access costs

metric high-end low-end

Cfr 0.105 ms 0.165 ms

Cfw 0.106 ms 0.153 ms

Cfw̃ 0.133 ms 7.972 ms

Cd 4.464 ms

3.5 Logging and Recovery Implications

The data structures used by the algorithms discussed in this section, e. g., the
table mapping logical page numbers to their physical locations, are stored in a
small RAM area. To prevent from data loss in case of a system crash, the logical
page number should be stored in the page (either in the payload or in the page
header) to be able to restore the mapping table by a recovery procedure.

For SCW, it is possible that multiple versions of the same page exist in the
cache at recovery. The solution is to store a version number in the page which
increments whenever the page is updated. At recovery, only the version with
the highest version number generates an entry in the mapping table. The log
sequence number (LSN) [27] can serve as the version number. In this case, no
extra space is required.

Because of the persistence of the mid-tier, all our 2-step update propagation
approaches can be combined with the classical logging methods, the WAL princi-
ple (Write Ahead Log), and the recovery-oriented concepts (Atomic/NoAtomic,
Steal/NoSteal, Force/NoForce) for mapping database changes from volatile to
non-volatile storage [28]. As a consequence, the 2-step mechanism can not only be
used to accelerate the propagation of data pages to disk, but can also be applied
to log information. Such a practice automatically minimizes transaction latency
caused by commit processing, i.e., the 2PC protocol, because all synchronous
writes are first directed to the flash layer and not directly to HDDs.

4 Experiments

We implemented our algorithms and used trace-driven simulations to evaluate
their performance and study their behavior under various workloads. Our test
system consists of a disk layer supporting the block-device interface and collect-
ing disk-access statistics, and a cache layer implementing the introduced algo-
rithms and collecting flash-access statistics. Our traces contain the block-level
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accesses (physical page requests), collected with the help of the PostgreSQL
database engine under TPC-C (100 warehouses) and TPC-H (scale factor: 10)
benchmark workloads. The PostgreSQL engine was used to collect the buffer
traces (logical page requests), which were then fed to and filtered by an LRU
buffer pool of 10,000 pages (i. e., |Lr| = 10, 000), and the resulting sequence of
physical page requests make the block-level traces used in our experiments.

A test program parses the traces and generates block read and write requests,
which are then served by the cache layer, either using the cached pages whenever
possible or by accessing the disk layer if necessary. According to our three-tier
storage architecture in Figure 1, only the bottom two tiers are used in our
experiments. The observations made under the TPC-C workload are very similar
to those made under the TPC-H workload. This means that our observations
are not specific to the workload. For improved clarity, we choose to only report
the experimental results collected using the TPC-C trace.

Based on our cost model introduced in Section 1.1 and with the variables
nfr, nfw, nfw̃, and nd as the numbers for the related flash read, flash sequential
write, flash random write, and disk accesses, we can define the performance
metric virtual execution time (v) as:

v = nfr × Cfr + nfw × Cfw + nfw̃ × Cfw̃ + nd × Cd (3)

The actual values for device access costs, listed in Table 2, are obtained using
device benchmarks on two SSDs (high-end and low-end) and a magnetic disk.
According to our device benchmark, the high-end SSD has a very good random
write performance: its average time of serving a random page write is only 25%
slower than that of a sequential page write. In contrast, for the low-end SSD,
the random writes are slower than the sequential writes by a factor of 50. The
remarkable difference in the device performance characteristics can be explained
by substantial differences in the proprietary FTL implementations.

4.1 AOR vs. AOW

We first compare AOR with AOW. Figure 6 shows their virtual execution times
relative to the no-cache configuration. The replacement policy in both cases was
LRU. The cache size |Lf | was scaled by a factor of 4 from 1,000 to 16,000 pages.
In this range, AOR suffers from the problem of duplicate caching. Hence, we
can expect that AOW has a better performance. As indicated by the results,
AOW clearly outperforms AOR, meaning that caching only dirty pages is quite
efficient in our configuration, where the second-tier cache is of comparable size
of the first-tier cache (|Lr| = 10, 000, see also Equation 2). For this reason,
this paper focus on AOW, and all algorithms evaluated in the remainder of the
section use the AOW strategy.

4.2 SCW vs. RCW

To study the cache-write strategies SCW and RCW, we used the performance
metrics both of the high-end and the low-end SSD. The difference in device
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Fig. 6. Virtual execution times of AOR and AOW relative to the no-cache case

performance characteristics are reflected in our test results shown in Figure 7,
where the virtual execution times of SCW and RCW with a cache of 4,000 pages
relative to the no-cache configuration are shown. The replacement policy used in
RCW was LRU. On the high-end SSD, RCW performance was superior because
its higher hit ratio compensated the slightly higher cost of random flash writes.
On the low-end SSD, however, RCW is much slower than SCW, because the
latter only does sequential writes, which can be handled rather efficiently even
by the low-end SSD.

Fig. 7. Virtual execution times relative to
the no-cache case

Fig. 8. Number of seeks relative to the
non-track-aware LRU

4.3 CF and PB

We used the performance metrics of the high-end SSD to study the track-aware
techniques discussed in Sect. 3.3. The goal of those techniques is to minimize the
number of disk seeks. Figure 8 shows the numbers of seeks of various configu-
rations relative to LRU (Admit-On-Write, without using track information) for
a cache size of 4,000 pages. The page-to-track mapping function t used in the
simulation was t(a) = a/32.

The results reveal that the track-aware technique CF clearly reduced the num-
ber of seeks (up to 12% for LRU), and the combination CF+PB achieved even
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more significant improvements (up to 18% for LRU). Another observation is that
the simple replacement policy LRU, combined with the track-aware techniques,
achieved remarkably good performance.

5 Conclusion and Future Work

Based on our experimental results, we can conclude that:

– A small-sized (relative to the RAM buffer pool size) flash-based write cache
can substantially improve storage system performance.

– Cache-writing strategies can significantly impact system performance, de-
pending on the flash device implementation. For low-end flash devices with
poor random write performance or raw flash memory, it is better to use SCW
to handle the wear-leveling problem and random write problem natively in
the database software.

– The page-to-track information, if available, can be used to further improve
disk access performance.

The sector-to-track relation on modern disks can be much more sophisticate
than the mapping function used in our simulation. The fact that most enterprise
databases are hosted on RAID also adds complexity requiring further inves-
tigation. As future work, we plan to investigate the discussed algorithms and
techniques in a larger variety of configurations and on real devices. We will also
examine the correlation between the strategies and workload characteristics.
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ments. This research is supported by the German Research Foundation and the
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Abstract. Due to the limitations of flash memory, such as asymmetric I/O 
latencies and not-in-place update, there are two kinds of buffer replacement 
algorithms: page-clustered policy and group-clustered policy. That the former 
one organizes pages at page-level makes it easy to deal with hot pages, but 
shows a bad performance when the buffer size is large enough. The latter one 
organizes pages at group-level, which usually ignores the read request from the 
host as the RAM size inside SSDs (Solid State Disks) is limited. However, as 
the read/write latency for flash memory is about 1:10, and most of desk and 
server application programs are read-intensive, applying a small portion of 
buffer space for some hot clean pages will benefit most. In this paper, we 
propose such a buffer management scheme called h-Buffer with three lists. 
Applying less than 7.125% of the buffer size for clean pages, h-Buffer 
considers both the write and read requests by the adoption of a replacement 
policy, a write-back policy and a HL (hot list) compensating policy. Unlike 
certain existing algorithms, it does not only consider the recency and frequency 
of page references, but also interacts with the buffer capacities and FTL timely. 
Experiment results show that the erase count, write count, read count and run 
time of h-Buffer decrease 50% over traditional algorithms on average. 

1 Introduction 

Small size, shock resistance, low-power consumption and nonvolatile properties are 
some attractive features of flash memory [1][2], which lead to the wide use of it in our 
daily life, e.g. MP3 players, PDAs, cellular phones and SSDs. However, it has some 
limitations. Firstly, flash memory has asymmetric I/O speed and limited block erase 
count. From table 1 [3], a write operation is about ten times slower than a read operation, 
and an erase operation is about 8 times slower than a write operation. Secondly, an entire 
block erase and large data restoration will be performed when updating a byte in a page. 
Fortunately, because of the flash translation layer (FTL) [4][5] used in flash-based 
memory, the features of flash are transparent to file system. FTL translates logical page 
address in the file system to physical address used in flash memory. 

The buffer algorithms should consider its particular characteristics while taking flash 
memory as storage devices. Recently, two kinds of buffer replacement algorithms were 
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designed based on the granularity of clustering, CFLRU [6], CCF-LRU [7], AD-LRU 
[8] and FOR [19] are the page-clustered algorithm (PCA), BPLRU [9], FAB [10], CLC 
[11] and l-Buffer [12] are the group-clustered the algorithm (GCA). 

Table 1. The characteristics of Samsung K9XXG08UXA NAND flash memory [3] 

          
 
In the PCA, it distinguishes hot pages and cold pages easily, and the replacement 

policy is simple as well. However, when the buffer size is proper, the PCA shows a 
worse performance compared to the GCA, because the former flushes dirty pages into 
flash memory page by page, but the latter is in the unit of a whole group, which will 
effectively decrease the count of write and erase operations. 

However, the GCA owes a common problem, when the buffer size is too small, 
both the write and erase counts are extraordinary big. Because the buffer can only 
accommodate few groups and these groups are hard to grow bigger, then they will be 
flushed frequently and the write and erase counts will increase a lot in FTL. 
Moreover, as a group usually contains many pages, a hot page may pollute the whole 
group, which makes it hard to choose the best victim during the replacement 
operation. At last, most of the GCA used inside-SSDs just consider the writer request 
because of the limited buffer capacity, for instance BPLRU and l-Buffer. However, as 
most host and server applications are read-dominate, for example the real OLTP trace 
in Table 4, it is generated from a bank system, the read/write ratio is 77%/23%, it is 
better to allocate some portion of buffer space for hot clean pages. 

In this paper, we propose a buffer management algorithm for flash-based storage, 
namely h-Buffer (Mixed Lists of Hybrid Granularities with Adaptive Policies). It 
chooses to manage hot pages at page-level, cold dirty pages at group-level, buffer 
some hot clean pages with little space and interact to the buffer capacities and host 
workload. The main contributions are summarized as follows: 

(a) We present a novel structure to manage pages in the buffer with three lists of 
hybrid granularities, applying less than 7.125% of the buffer space for clean pages, h-
Buffer considers both the write and read requests from the host (see Section 3.1). 

(b) The replacement policy and write-back policy in h-Buffer are not fixed and 
can be dynamically adjusted according to the buffer capacities and FTL environment. 
Then h-Buffer can be applied to complex circumstance (see Section 3.2, 3.3). 

(c) We conduct comparison experiments on synthetic traces and a real OLTP 
trace. The results show that h-Buffer outperforms all other competitors on both types 
of traces with respect to write count, erase count, run time and read count (see  
Section 4). 

Operation    Access time        Access granularity 

Read        20 µs /page      Page (2KB) 
Write        200 µs /page     Page (2KB) 
Erase        1.5 ms /block      Block (128Kb = 64 pages) 
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2 Related Work 

In order to improve the performance of flash-based memory, the buffer replacement 
algorithms should not only consider the hit ratio, but also aim to reduce the write and 
erase counts to flash memory. Some famous PCA are CFLRU, CCF-LRU, AD-LRU 
and FOR. CFLRU partitions the page list into a working region and a priority region, 
and selects clean pages from the priority region as victim first. CCF-LRU uses a cold 
clean queue and a mixed queue to maintain buffer pages, it evicts out pages from the 
cold clean queue first. AD-LRU uses two LRU queues to capture both the recency and 
frequency of page references. FOR considers both the locality of read/write operation 
and the cost difference of read/write operations on the selection of a victim page. 
Because pages are organized at page-level, it is easy to distinguish hot pages and cold 
pages, then the selection of the victim page is simple. However, Kang et al. in [11] 
explained that managing pages at group-clustered level can decrease the number of 
extra write and erase operations efficiently with proper buffer size. As an evolution of 
CFLRU, CFDC [18] splits the priority region into a clean queue and a dirty queue. The 
dirty queue is composed of clusters and a cluster contains several pages. Then dirty 
pages can be flushed as a batch and the average time of single page flush can be reduced 
remarkably. However, the page order in the cluster does not correspond to page 
numbers, but to the time they entered the cluster. Unlike the group in the GCA, pages in 
the same cluster do not belong to the same flash block. In fact, because of the way of 
page clustering, as Yi Ou [18] said, CFDC flushes more pages than CFLRU. Then the 
number of write and erase operations to flash cannot be decreased. 

In [9], Kim et al. proposed BPLRU only for write requests from the host. BPLRU 
uses three key techniques, block-level LRU, page padding, and LRU compensation, it 
always selects the least-recently updated group as the victim. However, if the victim 
group is small, many clean pages need to read from flash memory, which will cause 
many page writes during page padding. Jo et al. devised FAB [10] in which pages that 
belong to the same flash block are grouped together. In order to increase the chance of 
a switch merge [14] in FTL, FAB selects the group with the most pages as the victim. 
However, FAB is only suitable for a workload with sequential requests. Kang et al. 
proposed CLC in [11]. CLC evicts the largest one among the not recently updated 
groups. However, most of the victim groups contain un-sequential pages, which will 
cause a large number of full merge in FTL. 

In [12], Li-Pin Chang proposed a write buffer management scheme called l-Buffer. 
Unlike former algorithms for flash-based storage devices, l-Buffer does not only 
consider the buffer capacities, but also monitors how the host workload stresses the 
FTL. To get the best I/O performance, the policies used in l-Buffer are dynamically 
adjusted according the state of FTL. When the merge cost in FTL is low, it replaces 
the victim for FTL logging, otherwise, it uses padding to produce large write bursts. 
However, as the use of a simulation helper program to adjust the two policies, l-
Buffer will be interrupted regularly. 

Above all, the PCA maintains pages at page-level and shows a better performance 
with a small buffer, but has a worse performance with a large buffer compared to the 
GCA. Most GCA ignores the read requests, such as BPLRU and l-Buffer. So they 
cannot benefit most desk and server application programs which are read-intensive. 
Therefore, a best flash replacement policy, the hot pages (including clean and dirty) 
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should stay at page-level, cold dirty pages that belong to the same flash block should 
group together. Secondly, the buffer space for clean pages should not be too large. 
Thirdly, the policy should interact to the buffer capacities and FTL. To devise such a 
buffer replacement algorithm, we get the idea of using hybrid granularities of lists and 
classifying pages into three kinds, namely hot page, cold clean page, cold dirty page. 

3 The h-Buffer Algorithm 

In this section, we present a novel buffer replacement algorithm for NAND flash 
memory based storage system, which is called Mixed Lists of Hybrid Granularities 
with Adaptive Policies (h-Buffer). Applying a small portion of buffer space for clean 
pages, h-Buffer considers both the write and read requests from the host. h-Buffer 
employs three policies, namely a replacement policy, a write-back policy and a hot 
list compensating policy. h-Buffer selects victim page from CCL first, then victim 
group from CDGL. If the merge cost in FTL is high, h-Buffer selects the biggest 
group as the victim, otherwise the oldest group. If a victim group is choose, h-Buffer 
decides to log or to pad the group to flash memory according the circumstance of FTL 
used in flash memory. 

3.1 Data Structure for h-Buffer 

h-Buffer is composed of three lists in Fig.1, HL (hot list) and CCL (cold clean list) are 
page-clustered, CDGL (cold dirty group list) is group-clustered. Hot pages, cold clean 
pages and cold dirty pages stay in them separately. With the special structure, h-
Buffer shows a good performance not only for erase count and write count but also 
for read count. The exact size of the three lists can be self-adjusted to different host 
workloads. 

 
 

  Fig. 1. The data structure of h-Buffer    Fig. 2. The victim selection algorithm in h-Buffer 
 
 

1. Algorithm: SelectVictim(void)
2. {/* we omit hot list compensating here*/
3. if (ccl_size! = 0) /* select from CCL first */
4.   SelectFromCCL();
5. else if(cdgl_size != 0)
6.      for (nTemp = each group in CDGL)
7.         UpdateWeight(nTemp);/*formula (b)*/
8.   nTemp = SelectVictimGroup();
9.   /* victim group write back policy */
10.  if (nTemp->size >= )
11.       ToPad(nTemp); /* to pad */
12.   else ToLog(nTemp);  /*to log*/
13.    }
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If h-Buffer receives a read/write request, it will search the buffer first. On a hit, the 
page is moved to the MRU position of HL. Otherwise, h-Buffer allocates a new page 
cluster added to CCL/CDGL, and the page is written to the cluster from flash 
memory, then the page is read/overwritten. If free space in the buffer is not enough, h-
Buffer will invoke the SelectVictim algorithm (Fig.2). 

3.2 Replacement Policy 

When free space in the buffer is not enough, the replacement algorithm is executed in 
Fig.2. Pages in the buffer can be classified into three types, namely cold clean page, 
cold dirty page and hot page. From Table 1, the cost of a write operation is about ten 
times higher than a read operation. The accurate ratio of read cost to write cost 
depends on the hidden FTL algorithm, which can only obtained by experiments. Thus 
it is easy to find out that the cost of evicting hot page (dirty or clean) is maximal and 
the cost of evicting cold clean page is minimal. Base on above analysis, we define 
expression as follow:                                                                 a  

Here, the ,  and  are the cost of evicting a cold clean page, a cold dirty 
page and a hot page respectively. 

According to formula (a), the replacement policy in h-Buffer is described as 
follows: 

(1) If CCL is not null, the page at the LRU position of CCL is selected as the 
victim page and is discarded. 

(2) Otherwise, if CDGL is not null, h-Buffer updates the weight of each group 
( ) in CDGL according to formula (b). The group with the smallest weight will be 
the victim and be flushed. 1                                                               b  

(3) If CDGL is null, h-Buffer selects the page at the LRU position of HL as the 
victim. 

In formula (b), the  and  are the age and size of a group respectively. Now 
we consider how to calculate , we define  and  be the average number of 
log blocks and data blocks during a full merge in FTL. The  reflects the 
association degree of log blocks,  1 block erases will be performed if a victim 
log block is selected. So the n  can reflect the merge cost in FTL. We modify FTL 
to afford  to h-Buffer, whenever a victim group is selected, the value will be 
updated. When the merge cost in FTL is low, it is better to evict the oldest group in 
the buffer to allocate space for young and size-growing groups. Then we assign 1, the oldest group will have the smallest weight and have more chance to evict 
out. Vice versa, it is better to evict the largest group with the purpose of increasing the 
chance of a switch operation in FTL. Storing small groups in the buffer can delay 
expensive full merge, and allows them to have more time to grow bigger to increase 
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the chance of a padding operation. We assign 0, the biggest group will have the 
smallest weight. Then the replacement policy can be adjusted dynamically according 
to the circumstance of FTL used in flash memory. 

3.3 The Threshold of Logging or Padding On-Line Adaption in CDGL for 
FAST 

If a victim group is selected, similar to the mechanism used in l-Buffer, h-Buffer 
decides whether to pad or log the victim. Let a flash block contains p pages, and  
be the space utilization of the log block during a full merge. Adopting FAST as the 
FTL used in flash memory for example, we know that FAST will choose the log 
block with the biggest space utilization as the victim block, so the space utilization is 
usually 100%. We define  and  be the time cost during a page write and a 
block erase operation. In a full merge, FTL rewrites  pages into flash 
memory and erases blocks. So on average, to log  pages, the 
totally time cost is:                           c  

Now we consider the padding operation, let λ be the average number of pages of the 
victim group, we will write n r p pages. The totally time cost of padding is:                                                   d  

In the experiment, we use FAST as the FTL, then we get r 100% and n 1, 
let expression (c) and (d) be equal, we have the equation as follows: 

1                                                                        e  

In h-Buffer, if the size of the victim group ( ) is bigger than , h-Buffer will execute 
a padding operation, read  pages from flash to the victim group, and then 
write the entire group to flash memory. Thus it will decrease the association degree of 
log blocks in FAST and increase the chance of a partial merge [15] or a switch merge. 
Otherwise, the  will be big, h-Buffer would just execute a log operation and 
flush the group to flash memory. Comprehensively, h-Buffer has better I/O 
performance. 

Now we consider how to compute . h-Buffer uses an on-line computing method 
regularly session by session, it uses the write requests of the past session to compute 
the new , which is used for the next session. h-Buffer defines a constant _ _  as the session length, whenever the number of _ _  write requests passes, we update  for the next session. 

3.4 Hot List Compensation 

In h-Buffer, pages are firstly inserted into CCL or CDGL, and if they are referenced 
again, they will be moved to HL and become hot. However, if the host process 
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transforms, the request sequence will change sharply and become irrelevant, so some 
pages in HL may have to wait a long time for a third reference and become cold. With 
time increasing, HL will become bigger and finally occupies the whole buffer. To 
avoid this phenomenon, we add a mechanism to shift these pages out from HL. 

h-Buffer defines three parameters, namely , _ , _ _ T. Each page in HL has the parameter , the _  is a 
global variable, whose initial value is zero, and the _ _ T is a constant 
value. The _  increases by one each time a new page is added into the buffer. 
If the requested page is hit in the buffer, the page is moved to HL, and the  
of the page is changed to _ . As it is described in Fig.2, whenever the 
replacement operation happens, h-Buffer will examine the pages ( ) in HL 
from the LRU position. Once formula (f) is true, which means the page has not been 
referenced for a long time, then we move the page out from HL to accommodate 
space for new hot pages. The page is moved to CCL if it is clean, otherwise to CDGL. 
Then the size of HL will tend to be around the value of TIME_HL_OUT. _ _ _                       f  

4 Performance Evaluation 

In this section, we compare the performance of h-Buffer with CFLRU, CCF-LRU, 
AD-LRU, FAB, and CLC. Because BPLRU and l-Buffer just consider the write 
request, we do not take them as comparison. We compare them with respect to erase 
count, merge count, write count, read count, and the run time. Then we test the 
influence of the two parameters _ _ T and _ _ . At last, we 
analyse the size of the three lists. 

4.1 Experiment Setup 

The experiments are conducted based on flash memory simulation framework, called 
Flash-DBSim [17], Flash-DBSim is a reusable and reconfigurable framework for the 
simulation-based evaluation of algorithms on flash disks. In our experiment, we 
simulate a 128MB Samsung K9K8G08U0 [3] NAND flash memory. The characteristics 
of the flash-based SSD are shown in Table 1 and the erasure limitation of blocks is 
100000 cycles. We adopt FAST as the FTL algorithm with eight log blocks. 
 
       Table 2. The traces generated by DiskSim            Table 3. The real OLTP trace 
 

 

Workload      Total references  Read/Write ratio    Locality
T7355                   300,000             70%/30%             50%/50%
T7382                   300,000             70%/30%             80%/20%
T1955                   300,000             10%/90%             50%/50%
T9155                   300,000             90%/10%            50%/50%
T1955-7382-9155  900,000                 ---                   ---

Attribute                       Value
Total Buffer Requests    607391
Data Size                        20 GB
Page Size                        2048B
Duration                          1 hour
Read/Write Ratio        77%/23%



 h-Buffer: An Adaptive Buffer Management Scheme for Flash-Based Storage Devices 21 

In our experiment, we use two kinds of workloads. The first contains five 
synthesized traces generated by DiskSim [13]. In Table 2, the locality “80%/20%” 
means eighty percentages of requests focus on twenty percentages of total pages, and 
the read/write ratio “70%/30%” means 70% read requests contrast to 30% write 
requests. To simulate the complex environment of host process transforming, we join 
trace T1955, T7382 and T9155 together to generate trace T1955-7382-9155. The 
second workload is an OLTP trace in a real bank system supplied by Prof.Gerhard 
Weikum in Table 3. It contains 607391 page references to a CODASYL database 
with a total size of 20 Gigabytes. In CFLRU, we set the window size w to 0.1, which 
is the same as the value used in the paper of CCF-LRU. In CLC we set the partition 
parameter to 0.1. 

4.2 Performance Evaluation on Synthesized Traces 

Fig.3 shows the flash write count of each algorithm. The write count of h-Buffer is 
less than other five algorithms most of the time. When the buffer is smaller than 
0.7MB, the write count of h-Buffer is a little higher than the PCA, but much smaller 
than the GCA. This is because when the buffer is too small, the GCA is hard to cluster 
pages, h-Buffer is composed of lists with hybrid granularities, so its performance 
would also be reduced. With the buffer size increasing, the write count of h-Buffer 
reduces sharply in the exponential form. While the write count of the PCA just 
decreases a little in the linear form, and the GCA decreases a lot but still more than h-
Buffer. This is because the GCA can cluster pages that belong to the same block 
together, and write them to flash memory in the form of group. When the buffer size 
is bigger than 0.7MB, h-Buffer shows best, especially when the buffer size is 3MB, 
compared to the GCA and PCA, the write count of h-Buffer decreases 58% and 
47.6% respectively. This is because in h-Buffer, the buffer is nearly full occupied by 
HL and CDGL (see Section 4.5). Secondly, h-Buffer evicts cold clean pages first, 
which need no flash write. Thirdly, h-Buffer selects the best victim group 
dynamically according the merge cost in FAST. Fourthly, it decides to log or pad the 
victim group according to the association of log blocks in FAST timely. 

Fig.4 reflects the flash erase count of each algorithm, the line tendency is about the 
same as the write count. When the buffer size is smaller than 0.5MB, the erase count 
of h-Buffer is a little bigger than the PCA, but much lower than the GCA. That is 
because when the buffer size is too small, the CDGL list in the buffer is short and can 
only accommodate few groups. Then groups will be flushed frequently. However, h-
Buffer performs best when the buffer size is bigger than 0.5MB. Especially at the 
point 3MB, compared to the GCA and PCA, the erase count of h-Buffer decreases 
64.4% and 51.7% respectively. The reason is that the flash write count of h-Buffer 
which will cause an erase operation decreases a lot. Moreover, during the selection of 
a victim group, FAB and CLC may contain hot pages in the group. While in h-Buffer, 
no matter the victim is in CCL or CDGL, they are all cold.  

Fig.5 shows the overall run time of various replacement algorithms, which is 
calculated as the sum of I/O time and memory time. The I/O time includes the time of 
all flash operations, such as read, write and erase. Each operation time is calculated by 
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multiplying physical access time (Table 1) by the number of each operation. The 
memory time is the CPU time to run the algorithm. As flash I/O operations occupy 
most of the time, so the run time is mostly determined by the write count and erase 
count. In Fig.5, h-Buffer has the least run time except when the buffer size is smaller 
than 0.7MB. Especially when the buffer size is 3MB, compared to the GCA and PCA, 
the run time of h-Buffer decreases 62.5% and 49% respectively. The reason is the 
same as the case of write count and erase count.  

Though most former algorithms do not consider read count to NAND flash 
memory, and some of them sacrifice read operation with the purpose of decreasing 
write count, such as BPLRU, CFLRU and CCF-LRU. In fact, as shown in Table (1), 
the time cost of a flash read is about ten times smaller than a flash write operation, so 
we cannot increase the read count too much. In Fig.6, h-Buffer has the least read 
count most of the time, except the situation that the buffer size is smaller than 0.7MB. 
When the buffer size is 3MB, the read count of h-Buffer decreases 49.5% than GCA 
and 40.2% than PCA. 

To test the environment in the limit, we use trace 1955 and 9155, in which write 
request and read request are dominate respectively. Fig.7 shows the erase count of 
both the two environments. In the case of trace 1955, the PCA shows a terrible result 
than the GCA, and h-Buffer performs a little better than the GCA. The reason is that 
FAB, CLC and h-Buffer can flush dirty pages at the group-level, and as the read 
request from the host is too little, so the advantage of buffering hot clean pages cannot 
be sufficiently reflected in h-Buffer. However, when the read request is dominate, the 
PCA shows better performance than the GCA, and h-Buffer performs especially 
better than all of them. As most of the hot pages are clean, they can be organized at 
page-level in PCA and h-Buffer. Fig.8 describes the read count, in the case of 1955, 
h-Buffer performs about the same to the GCA, but much better than the PCA. That is 
because most of host requests are write, the advantage of the three lists cannot be 
reflected. However, when the read request is dominate, h-Buffer shows best. 

Moreover, we add trace 1955-7382-9155 to simulate the environment of host 
processes transforming. We can see h-Buffer performs best most of the time with 
respect to the erase count and read count in Fig.9. As h-Buffer updates the parameter 
TIME_HL_OUT session by session, and the replacement policy and write-back 
policy is adaptive to the situation of FTL and buffer capacities. 

 

 
Fig. 3. Write count for trace 7382 and 7355 with different buffer size 
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Fig. 4. Erase count for trace 7382 and 7355 with different buffer  size
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Fig. 4. Erase count for trace 7382 and 7355 with different buffer size 

 

Fig. 5. Run time for trace 7382 and 7355 with different buffer size 

 

Fig. 6. Read count for trace 7382 and 7355 with different buffer size 

 

Fig. 7. Erase count for trace 1955 and 9155 with different buffer size 
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Fig. 8. Read count for trace 1955 and 9155 with different buffer size 

 

Fig. 9. Erase and read count for trace 1955-7382-9155 with different buffer size 

4.3 Performance Evaluation on Real OLTP Trace 

Running the OLTP trace, the erase count and write count of h-Buffer win the best 
most of the time according to Fig.10. When the buffer is smaller than 0.35MB, the 
erase count and write count of h-Buffer are both a little bigger than the PCA, but 
much smaller than the GCA. Compared to the first type of workload, h-Buffer 
performs better in the real OLTP trace. When the buffer size is 4MB, the erase count 
and write count of h-Buffer decrease 71.8% to the GCA, and 54.6% to the PCA on 
average. This is because the read and write locality are the same in the first type of 
workload, while the OLTP trace exhibits a read-intensive pattern in a real bank 
system and its read locality is a little higher compared with write locality, which can 
be concluded from Table 3. 

Fig.11 shows the run time and read count of various policies, h-Buffer wins best 
most of the time except the situation when the buffer size is bigger than 0.35MB . 
However, there is a phenomenon worth attention when the buffer size reaches 28MB 
and grows bigger, the run time of CFLRU increases instead. The reason is that as the 
buffer size grows bigger, the write count and erase count decrease little, while it costs 
longer time to adjust the long LRU lists. Hence the searching overhead introduced by 
CFLRU has much impact on the run time. 
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Fig. 10. Erase and write count for OLTP trace with different buffer size 

 

Fig. 11. Run time and read count for OLTP trace with different buffer size 

4.4 Session Length 

In section 3, we have discussed h-Buffer uses an on-line method to compute  
session by session by formula (e). Whenever the number of _ _  write 
requests passes, we update n  for the next session. We use the OLTP trace with the 
buffer size 4MB. In Fig.12, when the value is 4000, h-Buffer gets the best 
performance. If the session length is small, h-Buffer will update n  frequently, and 
the choice to log or to pad is more accurate, then the run time is smaller than the time 
when the session is big. However, we cannot update n  so frequently, as the update 
will cost much CPU time. So the value 4000 performs best. If the host workload 
request invokes many merge operations, it is better to set _ _  as a 
small value, otherwise a big one. 

To the parameter _ _ T , Fig.13 shows when it is equal to 
Buffsize*(1/64), h-Buffer has the least run time. We explain the phenomenon as this, 
according to formula (f), the size of HL tend to be close to _ _ T. When 
the value is big, then few pages is needed to move out from HL, the size of HL will be 
big and the size of CDGL will be small corresponding, so h-Buffer will have the 
tendency to the LRU list and do not shows a good performance. However, we cannot 
maintain _ _ T too small, as in that case, the size of HL will be too small, 
some hot pages will be transferred to CCL and CDGL and have bigger chance to 
swap out. If the host workload has few processes or the request sequences do not 
change sharply, _ _ T can be a big value, then the size of HL will maintain 
big enough to increase the page hit ratio. Otherwise, _ _ T  should be 
small. With the parameter _ _ T, h-Buffer can work well with difference 
kinds of application environment. 
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Fig. 12. Run time of OLTP for 
different session with buffer 
size 4MB 

Fig. 13. Run time of OLTP for 
different TIME_HL_OUT 
with buffer size 4MB 

Fig. 14. The percentage of
run time for different size of
CCL 

4.5 The Size Analysis of HL,CCL and CDGL 

As the RAM size in SSDs is limited, we need to decrease the number of cold clean 
pages to accommodate enough space for hot pages and cold dirty groups as much as 
possible. Taking the OLTP trace for example, we measure the size of CCL during the 
runtime of h-Buffer. Fig.14 shows that the time occupy 89.26% of the whole runtime 
when the size of CCL is smaller than 1% of the buffer size, and the value comes up to 
99.45% when the size of CCL is smaller than 4% of the buffer size. So the CCL only 
occupies smaller than 4% of the buffer size about all of the time. h-Buffer contains a 
hot list compensating policy to move pages that may become cold again out. In the 
past section, we have measured that when the size of HL is 1/32 to 1/128 of the buffer 
size, h-Buffer performs best, so the hot list occupies 3.125% to 0.78% of the buffer 
size. Above all, the cold clean pages and hot clean pages just occupy smaller than 
7.125% of the whole size. 

5 Conclusions and Future Works 

In this paper, we proposed an efficient buffer algorithm for flash-based NAND 
memory, namely h-Buffer. h-Buffer maintains three lists with hybrid granularities in 
the buffer. h-Buffer contains a replacement policy, a flash write-back policy and a hot 
list compensating policy. h-Buffer not only considers the recency and frequency of 
page references, but also interacts to the buffer capacities and the FTL used in flash 
memory. The policies are adaptive, if the merge cost is high in FTL, it selects the 
biggest group and let small ones staying longer to grow bigger to become candidates 
for padding, otherwise, the oldest group is selected to accommodate space for new 
pages. Whenever a victim group is choose, h-Buffer decides to log or to pad the group 
intelligently according to λ. h-Buffer adds a mechanism to move pages in HL that 
may become cold sometime later, then h-Buffer can be applied to complex 
circumstance. Experiment results show that h-Buffer performs best among its 
competitors most of the time. 
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Abstract. Flash disks exhibit many different IO characteristics from
magnetic disks. Flash-based databases should consider such traits of
flash disks as faster access performance but discrepant between reads
and writes, and between sequential and random accesses etc. To over-
come the poor performance of random writes on flash memory, log-based
and append-only storage management had been proposed by replac-
ing random write with sequential write; this paper studies append-only
storage management(ASM) with effective space reclamation methods,
which work for both traditional relational database systems and key-
value database systems built on flash devices. In this paper, we detail two
kinds of record layouts used for space reclamation and then propose three
space reclamation algorithms based on them. Our experiments show that
the append-only storage management with bitmap index-based space
reclamation algorithm(BI-ASM) has a factor of 32 of spatial improve-
ment and factors from 23 to 44 of temporal improvement.

Keywords: Flash-based DBMS, Storage Management, Append-only,
Space Reclamation.

1 Introduction

With its capacity increasing and price dropping fast, flash memory is being
rapidly deployed as secondary data storage for more kinds of devices. For exam-
ple, sensors and mobile devices(PDAs, MP3 players, mobile phones, digital cam-
eras, etc), portable computers(individual PCs, etc) and enterprise servers(such
as search engine servers, etc), and so on.

Because of its electronic limitations, such as erase-before-write constraints,
limited life span, etc, flash-based storage management systems have to be care-
fully designed to fully exploit flash memory’s beneficial merits, e.g. low access
latency, low power consumption, higher shock resistance etc. Although there is
a flash translation layer(FTL) as the most important component inside flash
Solid State Disks(SSD) to realize address mapping, wear-leveling, space recla-
mation and so on, SSD-based storage management systems still encounter the
problem of inferior performance, especially for random writes. So the trend of
using flash memory, or more specifically, SSDs, as popular storage media, makes
us rethink storage management of database systems, regardless of traditional

H. Yu et al. (Eds.): DASFAA Workshops 2012, LNCS 7240, pp. 28–39, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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relational database systems or key-value database systems. Much research work
suggests improving performance by reducing random write operations, i.e. adopt-
ing log-based storage management, append-only storage management(ASM) or
the alike. Log-based storage management and ASM replace random writes by
sequential writes.

Sequential writes will consume free space of flash devices quickly. Due to
relatively limited capacity of flash memory, another important problem, space
reclamation, becomes more prominent in the circumstances of flash memory
which prevalently adopts out-of-place updates and favors append-only storage
management for higher performance in flash-based database systems. Much pre-
vious research has been done on FTL, buffer management, index design, and
so on, but, to the best of our knowledge, no research has ever elaborated on
space reclamation. So in this paper, our main focus is to define and detail the
space reclamation problem for flash-based database management with append-
only storage management and then explore three alternative space reclamation
algorithms to discover the optimized one both spatially and temporally.

In this paper, we identify the problem of space reclamation in the ASM back-
ground for flash-based storage management in section 2. Then in section 3, we de-
scribe the architecture of ASM with space reclamation and simultaneously define
”space reclamation” and two kinds of record layout explicitly, namely, version-
link-list-based record layout and delete-record-based record layout. According
to record layout and data structure used for space reclamation, we proposed
three kinds of space reclamation algorithms, i.e. version-link-list-based space
reclamation, sorted-array-based space reclamation and bitmap-index-based space
reclamation in section 4. In section 5, we compare and analyze three space recla-
mation algorithms both theoretically and experimentally on spacial and tempo-
ral efficiency. In the last section 6, we conclude the whole paper. The contribution
of our work is to study the strong and weak points of three space reclamation
algorithms in ASM and to find an optimized one in the general sense.

2 Flash Memory and Flash-Based Storage Management

2.1 Flash Memory and SSDs

Flash memory comes in two flavors: NOR flash and NAND flash. NOR flash is
mainly used for storing running codes, but NAND flash is considered suitable
for data storage. Henceforth, if not pointed out explicitly, we mean NAND flash
by saying flash.

Flash memory mainly has four important characteristics: 1)Flash memory has
no mechanical latency in data accessing; the latency is only linearly propor-
tional to the amount of data transferred; 2)Flash memory has the characteristic
named erase-before-write; to avoid frequent expensive erasures, out-place up-
dates are preferred to in-place ones; 3)Another important characteristic of flash
memory is asymmetric read, write and erasure speeds; 4)There is an im-
portant property, limited life span, because it wears out and becomes unreliable
after limited number of writes on flash memory.
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SSDs are normally built on an array of flash memory packages for providing
higher bandwidth than flash memory. As an important component in SSDs, flash
translation layer(FTL) is used to emulate a hard disk and expose an array of
logical blocks to the upper-level components. Functions of FTL mainly include
address mapping, garbage collection and wear leveling. According to mapping
address granularity, FTL algorithms can be divided into three types[1]: page-
level mapping[2, 3], block-level mapping[4–6] and hybrid mapping with page
and block granularity[7]. Recently, more novel FTL algorithms have appeared
to solve the problems when using flash memory or SSDs for newer and bigger
applications.

2.2 Flash-Based Storage Management

Due to the unique physical characteristics of flash memory, data management
techniques, especially those in the lower levels of systems, which are
implementation-dependent(e.g. storage techniques), deserve thorough redesign-
ing. To address these limitations, many flash-specific techniques concerning stor-
age management have been developed.

In flash-based storage management, there are three kinds of strategies, which
are hybrid storage management, log-based storage management and append-only
storage management(ASM).

Partition Attributes Across(PAX[8]), typical hybrid storage management of
N-ary Storage Model(NSM[9]) and Decomposition Storage Model(DSM[10]), was
proposed to solve querying processing of flash-based databases, especially scan
and join operations, but did not consider update operations. Because of no de-
scription of update operation in [8], there is no information about space recla-
mation.

Log-based storage management(e.g. In-page logging(IPL)[11] and Differential
IPL[12]), reduces random writes by log-based sequential writes. As shown in
[11, 12], changes made to a data page in data area are buffered in main memory
as logs, and then the change logs are written sector by sector to the log area in
flash memory sequentially. The difference between [11] and [12] is the ratio of the
size of data area to the size of the log area in a block. Because of limited space
in an erase unit, when data areas or log areas have no free space for new data or
log sectors, ”merging data pages and their log sectors to reclaim data space is
triggered by storage manager.” Index storage can also adopt IPL storage model,
such as B+-trees[13, 14]. But for IPL, when querying, it’s necessary to apply all
necessary logs on the data before getting the current values for the results. This
has a negative impact on the latency of query processing.

But for key-value data, to meet application requirements of high throughput
and low response latency, back-ends of big websites mainly focus on the third kind
of storage management, ASM, such as FAWN[15] and FlashStore[16]. FAWN uses
SSDs as secondary storage devices replacing magnetic disks and part of memory
for bridging the gap betweenCPUand IOdevices, etc. FlashStore, SkimpyStash[17]
andChunkStash[18] uses SSDs as a write cache formagnetic disks. In [15–18], data
pages are only appended on flash memory and a hash table is used to index the
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valid data records on flash SSDs. When there is no free space on flash SSDs, space
reclamation triggered by the storage manager reads all data pages and then check
the validity of every record by looking it up in the hash table. Because a hash entry
can index multiple records with the same hash key value in the form of a linked
list, [17] solved the problem of oversize of the hash table in [16], but space recla-
mation in [17] pays multiple flash accesses to check the validity of each record, so
the overhead of space reclamation is very high.

Due to relatively limited capacity of flash memory, space reclamation has an
important impact on space utilization. Even though space reclamation, as a back-
ground processing procedure, is an internal facility that shouldnt be the concern
of users, it pervasively influences the user applications, because it need main mem-
ory and the time for finishing up space reclamation. So it is important to discover
the optimized space reclamation algorithm both spatially and temporally.

3 Structure of ASM with Space Reclamation

In this section, we describe and detail the two components of our topic: append-
only storage management(ASM) and space reclamation management(Section
3.1). And then we propose two kinds of record layout used for space reclama-
tion(Section 3.2). Figure 1 gives an overview of ASM with space reclamation.

3.1 ASM with Space Reclamation

ASM with space reclamation is composed of a read buffer, a vacuum buffer and
a write buffer in main memory and data storage on flash devices, as shown in fig-
ure 1.

Read Buffer is a fixed-size main memory buffer caching recently read items.
Because read buffer caches data which will not be updated in place, when page
replacement is desirable upon a read operation, the least recently used page will
be chosen as the evicted page, without having to be flushed to flash SSDs.

Fig. 1. Overview of ASM with space reclamation management
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Write Buffer is a fixed-size main memory buffer caching recently written
items produced by insert, update and delete operations. When one write buffer
page is filled with data, a write to a flash SSD will happen. To guarantee dura-
bility of data, we can alternatively set a configurable timeout interval to force
the writes to flash SSDs. The write buffer is sized to 2-3 times the flash page
size so that inserts, updates and deletes can still go on when part of the buffer
is being written to a flash SSD.

Flash Devices provides persistent storage for user’s data which have been
appended on flash SSDs with the write to flash being in the units of page. The
pages on flash are used in a bidirectional circular linked list order. When the free
space on flash SSDs is less than a configurable threshold α, space reclamation is
triggered by space reclamation management.

Space reclamation is the procedure of freeing invalid data records’ flash storage
space and defragmenting valid data records’ flash storage space. Space reclama-
tion management works on the basis of vacuum buffer in main memory.

Vacuum Buffer is an unfixed-size data structure that buffers vacuum infor-
mation used for freeing flash storage space. The data structure can alternatively
be a bitmap index, a sorted array, a regular array, a linked list, or any other
data structures which can be used for space reclamation.

Every space reclamation algorithm can be divided three steps: 1) Reversely
scanning the data on flash devices and simultaneously reading every page into
the read buffer ; 2) Validating every data record by searching the data structure
in the vacuum buffer ; 3) Writing valid data records to the write buffer to be
later flushed out to flash devices when a write buffer page is full.

3.2 Record Layout

For ASM with space reclamation, we can use different space reclamations for dif-
ferent record layouts. In this section, we briefly describe the two kinds of record
layout: version-link-list-based record layout and delete-record-based record lay-
out. Figure 2 gives an overview and examples of two kinds of record layout.

Figure 2(a) shows the version-link-list-based record layout(short for VLL-RL).
For VLL-RL, we need to change the data record schema by adding an auxiliary
attribute PVRA, which holds the address of previous version of the record. For the

Fig. 2. Overview of two kinds of record layout
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record produced by an insert operation(short for IR), the PVRA is set as NULL.
For the record produced by an update operation(short for UR), the PVRA is set
as the original address of the record being updated. For the record produced by
a delete operation(short for DR), the PVRA is set as the original address of the
record being deleted. To differ DRs fromURs, a DR has no user data. For example,
firstly, we insert a new record(IR) whose address is ’1’ and PVRA is NULL as in
figure 2(a). And later we want to update this IR by producing a new record(UR)
whose address is ’3’ and PVRA of the UR is the same as the address of the IR,
1. At last, we want to delete the record by producing a new record(DR) whose
address is ’9’ and PVRA of the DR is the same as the address of the UR, which is
3. And there is no user’s data in the DR.

Figure 2(b) shows the delete-record-based record layout(short for DR-RL).
The difference between VLL-RL and DR-RL is whether there is an auxiliary
attribute PVRA in a record(IR, UR, or DR). There is no PVRA in any record
of DR-RL. For example, in figure 2(b), there is not PVRA in the IR, UR or
DR. But other parts of the IR, UR and DR are the same as the corresponding
records in VLL-RL.

4 Algorithms of Space Reclamation

According to record layout and data structure in vacuum buffer, we mainly
proposed three space reclamation algorithms: version-link-list-based space recla-
mation(Section 4.1), sorted-array-based space reclamation(Section 4.2) and
bitmap-index-based space reclamation(Section 4.3).

4.1 Version-Link-List-Based Space Reclamation

For ASM with version-link-list-based space reclamation(VLL-ASM), the records
including IR, UR and DR are produced in the form of VLL-RL. In this sub-
section, we propose version-link-list-based space reclamation algorithm based on
VLL-RL shown in algorithm 1. The size of the sorted array can be increased
dynamically and the elements in it must be sorted in ascending or descending
order of the key, denoted as ID. The sorted array can be placed in the vacuum
buffer. Note CR is the record being processed currently.

At first, we use Intialization Sorted Array() function to initialize a sorted
array to store the PVRA values and save tail id into temp. And then we use the
first for loop and Read Page F lash() function to reversely read page by page
into the read buffer from flash devices. In the filtering phase, for every record of
one read buffer page, we get the CRA and PVRA. if the PVRA is not NULL,
we must insert the PVRA into sorted array for processing the older version of
CR in the future and update the PVRA of CR as NULL. And then we use
Is Exist Sorted Array() function to decide whether CR should be write back
to flash SSDs or be deleted completely. If CRA exists in the sorted array, CR is an
old version of the record which can be discarded and the CRA can be deleted from
the sorted array; otherwise, we must check whether CR is DR by record layout.
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Algorithm 1. Vacuum (head id, tail id)

Input : head id is ID of head valid page, tail id is ID of tail valid page
Output: head id, tail id
begin

sorted array = Intialization Sorted Array(0); temp = tail id;
for page id from temp to head id do

page = Read Page F lash(page id);
for each record in page do

CRA = address of CR; PV RA = address of previous version of CR;
flag cra = Is Exist Sorted Array(CRA);
if PV RA! = NULL then

Insert Sorted Array(PVRA); Update Record(PV RA,NULL);

if flag cra == false then
if CR is not DR then

Write Record Buffer F lash(tail id, CR);

else
Delete Sorted Array(CRA);

Delete F lash Page(head id, temp); head id = temp+ 1;
end

If CR is not a DR, CR is the newest version of the record that need be later ap-
pended to flash devices through write buffer by Write Record Buffer F lash()
function. At last, after processing pages from head id to tail id, we must free
these pages on flash devices and then set head id again.

4.2 Sorted-Array-Based Space Reclamation

For ASM with sorted-array-based space reclamation(SA-ASM), the records in-
cluding IR, UR and DR are produced in the form of DR-RL. In this subsection,
we propose sorted-array-based space reclamation algorithm 2 based on DR-RL.
The difference from VLL-ASM is that the sorted array keeps the ID encountered
when running space reclamation but not the PVRA.

As shown in Algorithm 2, the procedures of reading data pages from flash
devices into read buffer, appending write buffer page to flash devices and deleting
all pages processed are same as these in VLL-ASM. The differences from VLL-
ASM is the procedure of filtering data records. In SA-ASM, for every record in
read buffer, firstly, we check whether the CR is a DR. If the CR is a DR, the
CR can be ignored and simultaneously the ID of CR must be inserted in sorted
array by Insert Sorted Array() function. If the CR is not a DR, we must check
whether the ID of CR had been encountered through Is Exist Sorted Array()
function. If the ID of CR is not in sorted array, the CR is encountered for the
first time, so the ID of CR should be insert in sorted array and should be flushed
out to flash devices through the write buffer; otherwise, we had seen the newer
version record before processing CR, so the CR can be ignored.
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Algorithm 2. Vacuum (head id, tail id)

Input : head id is ID of head valid page, tail id is ID of tail valid page
Output: head id, tail id
begin

sorted array = Intialization Sorted Array(0); temp = tail id;
for page id from temp to head id do

page = Read Page F lash(page id);
for each record in page do

if CR is not DR then
flag id = Is Exist Sorted Array(ID);
if flag id == false then

Insert Sorted Array(ID);
Write Record Buffer F lash(tail id, CR);

else
Insert Sorted Array(ID);

Delete F lash Page(head id, temp); head id = temp+ 1;
end

4.3 Bitmap-Index-Based Space Reclamation

Considering the speedup of checking and the save of the main memory space, we
propose bitmap-index-based space reclamation algorithm 3 based on DR-RL.
Every possible value of the ID has a unique bit in bitmap for indicating its
validity, which is to ensure there is no collision.

Algorithm 3. Vacuum (head id, tail id,moid)

input : head id is ID of head valid page, tail id is ID of tail valid page, moid
is the maximum of all OIDs

output: head id, tail id
begin

bitmap = Intialization Bitmap(moid, 0); temp = tail id;
for page id from temp to head id do

page = Read Page F lash(page id);
for each record in page do

if CR is not DR then
id bit = Find Bitmap(ID);
if id bit == 0 then

Set Bitmap(ID, 1); Write Record Buffer F lash(tail id, CR);

else
Set Bitmap(ID, 1);

Delete F lash Page(head id, temp); head id = temp+ 1;
end
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In algorithm 3, we initialize the bitmap as 00...00. For every record, if the bit
corresponding to the ID of the CR is 1, the CR is the newest version data record
or a DR; otherwise, the CR is an invalid data record. In the filtering phase, for
every record, firstly, we check whether the CR is a DR through the record layout.
If the CR is a DR, the CR can be ignored and the bit in bitmap must be set to
1 by Set Bitmap() function. If the CR is not a DR, we must check whether the
bit corresponding to the ID of the CR is 1 or 0 by Find Bitmap() function. If
the bit is 0, the CR is encountered for the first time, so the bit corresponding
to the ID of the CR must be set to 1 and should be flushed out to flash devices
through the write buffer; otherwise, we had seen the newer version record before
processing the CR, so the CR can be ignored.

5 Experiments

5.1 Simulation Setup and Performance Metrics

We conducted a simulation experimental study on a PC running Windows7 with
an Intel Quad 2.4GHz CPU and 2GB memory. There are two kinds of storage
media which are Intel 2.5” 3Gb/s SATA SSD 80G 5V(Short for SSD) and Hi-
tach 3.5” SATA 3Gb/s 250G 7200rpm(Short for HDD). We implemented three
append-only storage methods with version-link-list-based(VLL-ASM), sorted-
array-based(SA-ASM) and bitmap-index-based(BI-ASM) space reclamation al-
gorithms using Microsoft Visual Studio 2008. For the dataset, we utilize table
item and stock in TPC-C benchmark, and then extract part from TPC-C dataset
as IRs, and then produce URs and DRs with the ratio of insert records, update
records and delete records as 100 : 100 : 5 by running update operations and
delete operations randomly.

We consider the following performance metrics to compare the performance
of the different methods:(1) the size of data space on flash SSDs, which shows
the spatial efficiency of append-only storage management;(2) the running time
of space reclamation, which shows the temporal efficiency of space reclamation
algorithms;(3) the size of vacuum information in memory, which shows the mem-
ory utilization of space reclamation algorithms.

Fig. 3. Data space on flash SSDs of every ASM
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5.2 Performance Comparison and Analysis

Evaluation results about the size of data space storing table item and stock on
SSD and HDD are shown in Figure 3. There is sharp difference between the
before- and after- space reclamation cases because there are many invalid ver-
sions of some records after update or delete operations, but after space reclama-
tion, there is only one version for every record. There is no difference between
HDD and SSD used to store the dataset item and stock in either before- or
after- space reclamation cases, because there are identical records on SSD and
HDD. But VLL-ASM has a bigger data space size than the other two because
for every record in VLL-ASM, an additional attribute value storing PVRA for
checking the older version data takes up more space. For SA-ASM and BI-ASM,
the data space size is identical for every circumstances because they adopt the
same record layout: DR-RL.

The running time of space reclamation is shown in Figure 4. For VLL-ASM
and SA-ASM, the running time of space reclamation is longer than that of BI-
ASM because we can directly locate a bit in bitmap through hash function.
For table item, the running time of space reclamation in VLL-ASM is longer
than that in SA-ASM showed in figure 4(a). But for table stock, it is reversely

Fig. 4. Running time of every space reclamation

Fig. 5. Memory utilization of every space reclamation
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shown in figure 4(b). Because there is sharp difference between the two sorted
arrays used for VLL-ASM and SA-ASM shown in figure 5(b). The sizes of the
sorted arrays affect the runnning time of Is Exist Sorted Array() function in
algorithm 1 and 2. So factors of 23 to 44 temporal improvement by BI-ASM was
achieved by running on table item and stock.

The memory utilization of the vacuum information is shown in Figure 5(a).
Average size of the memory utilized in VLL-ASM and SA-ASM is bigger than
that in BI-ASM because BI-ASM maintains a bitmap in main memory but VLL-
ASM and SA-ASM utilize sorted array in main memory. So a factor of 32 spatial
improvement by BI-ASM was achieved by running on table item and stock. In
Figure 5(b), the real-time size of the sorted arrays in VLL-ASM and SA-ASM
varied with the running time, so we extracted 80 data sample points and drew
the curve. For VLL-ASM, sorted array keeps the addresses of the unprocessed
invalid records recently, so the curve starts from 0 and then reaches a highest
point, and then returns to 0 at the end of space reclamation. For SA-ASM, sorted
array keeps all the encountered OIDs since the algorithm began, so the curve
starts from 0 to the highest point in a monotonically increasing way.

6 Conclusions and Future Work

More and more flash-based database systems adopt append-only storage man-
agement, but an important module in append-only storage management is space
reclamation management. Some data structures, such as bitmap indexes and ar-
rays, etc, can be used as vacuum information for space reclamation. In this paper,
we propose two kinds of record layout and three space reclamation algorithms
based on them. BI-ASM can speed up the space reclamation and save main
memory. In future work, we will study other data structure and the compressed
bitmap that can reduce the size of vacuum information in main memory but not
increase the running time of space reclamation.
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Abstract. Flash memory has been widely used in both embedded devices and 
enterprise storage devices, due to its specific characteristics such as small size, 
light weight, high speed, shock resistance, and less energy consumption. How-
ever, in order to deal with the special limitation of flash memory, i.e., erase-
before-write, an intermediate software layer called flash translation layer (FTL) 
was employed in modern flash-based disks to map logical page addresses from 
the file system to physical page addresses used in flash memory. However, 
most existing FTL schemes suffer from the overhead of small random writes 
and merge operations, especially full merges. In this paper, we proposed a novel 
FTL named DGFTL (Dual-Grained FTL), which divides flash memory into two 
regions, namely a page region and a block region. DGFTL uses new algorithms 
to manage the dual-grained flash memory and can effectively transfer small 
random writes into sequential ones. This leads to more efficient switch merges 
and less costly full merges and partial merges. Our experimental results show 
that DGFTL reduces the count of erase operation by more than 50% over some 
existing flash memory management techniques. 

1 Introduction 

NAND flash memory has been widely used as storage medium for embedded systems 
and portable devices in recent years, due to its specific characteristics, such as small 
size, lightweight, non-volatile, high speed, shock resistance, and less energy con-
sumption [1]. However, NAND flash exhibits some different characteristics compared 
with magnetic disks. The most important one is that, NAND flash memory is a kind 
of write-once and bulk erase medium, which is organized in terms of blocks and each 
block consists of a fixed number of pages. There are three basic operations for NAND 
flash memory, namely read, write and erase operation, where the read and write oper-
ations are performed in a page unit but the erase operation is in a block granularity. 
Moreover, a block should be erased first if one of its pages needs rewriting. This cha-
racteristic is called erase-before-write.  

In order to cope with the erase-before-write nature of flash memory in the file sys-
tem, an intermediate software layer called flash translation layer (FTL) was employed 
[2]. FTL maps logical page addresses from the file system to physical page addresses 
used in flash memory. At present, log-buffer-based FTL, also called hybrid-level FTL 
[4], is typically used in commercial flash-based disks (also called solid state drives 
(SSD)), in which a log buffer is used to save the logs recording the updates occurring 
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on flash memory. In other words, according to the hybrid-level FTL, flash memory is 
divided into log blocks for saving logs and data blocks for saving data. However, the 
hybrid-level FTL introduces new overhead called merge operations [3], which refers 
that we have to apply the logs in log blocks to the data blocks to produce valid data 
whenever the log blocks are exhausted.  In a merge operation, firstly a victim log 
block should be selected, and then the logs in the log block are applied to the corres-
ponding data block to generate new data pages, which are then written to a free data 
block. Finally, the old log block and data block are erased and labeled free.  

The performance of log-buffer-based FTL is sensitive to the association of log 
block, which means the number of data blocks associated with a log block. There are 
two major techniques to deal with the association, namely BAST and FAST. BAST 
proposed to associate one data block with one log block, while FAST assigned N data 
blocks to one log block. The BAST scheme will lead to low space efficiency of flash 
memory in case that there are a small number of writes occurring on the data block 
associated with the log block. The FAST scheme is more suitable to this occasion. 
However, it will result in a lot of merge operations when a great number of writes 
occur on the associated N data blocks.  

In this paper, we propose a novel FTL called DGFTL (Dual-Grained FTL). 
DGFTL is also a log-buffer-based FTL. However, unlike BAST and FAST, the data 
blocks in DGFTL are organized with two grains, i.e., a page region and a block re-
gion. The main contributions of DGFTL are summarized as follows: 

(a) We propose DGFTL, a new FTL scheme with dual grains, in which the data 
blocks of flash memory are divided into a page region and a block region. The page 
region is used to cache random page writes, which will finally be evicted and moved 
to the block region but with a sequential pattern. In DGFTL, we also develop a bit-
map-table-based way to enable uniform addresses mapping for both page region and 
block region (see Section 3).  

(b) We conduct comparison experiments on synthetic traces and real TPC-C traces 
to measure the performance of DGFTL and other competitors including BAST and 
FAST, in terms of different metrics such as erase count and elapsed time. The results 
show that our scheme outperforms all the other competitors (see Section 4). 

2 Background and Related Work 

2.1 Flash Translation Layer(FTL) 

FTL is used to encapsulate flash memory into a block device like traditional magnetic 
disk. FTL is helpful to make flash memory practical in enterprise applications, as file 
systems can deal with flash-based disks (also known as SSDs) in the same way as 
they treat magnetic disks. 

According to the granularity of address mapping, FTL can be classified into three 
groups, i.e., page-level FTL, block-level FTL, and hybrid-level FTL. 

Page-level FTL maps the logical page number (LPN) into a physical page number 
(PPN) in flash memory. Therefore, a logical page can be written by the out-of-place 
scheme, which means a logical page can be written to any physical page in flash memory.  
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In the block-level FTL, the address mapping is implemented on the basis of block 
granularity. Firstly, a logical page number (LPN) is divided into a logical block num-
ber (LBN) and a page offset. Then the LBN is translated to a physical block number 
(PBN) and finally the page is written at a fixed location in the block which is deter-
mined by the page offset. Compared with the page-level FTL, the address mapping 
table in block-level FTL is much smaller and can be stored in the buffer. However, 
when a page in a block needs to be updated (rewritten), the other pages in the same 
block as well as the latest version of the page have to be migrated into a free block. 
The high cost of page migration will result in poor write performance.  

The hybrid-level FTL employs a combination of page-level mapping and block-
level mapping. All the physical blocks were divided into data blocks and log blocks. 
The log blocks are maintained to serve the update information of the page. When all 
the log blocks are exhausted the merge operation is needed. There are three types of 
merge operations, namely full, partial and switch merge [3]. The partial merge and 
switch merge can be done only when the pages in the data block are sequentially up-
dated. While full merge requires many page copies and block erases, partial and 
switch merges have low overhead for garbage collection. 

The design criterion of hybrid-mapping FTL is to avoid full merges and do partial 
or switch merges whenever possible. However, full merges are difficult to avoid as 
I/O requests are usually with different patterns. As a consequence, how to reduce or 
even avoid full merges has been a critical issue for all hybrid-mapping FTL schemes. 

2.2 BAST and FAST 

BAST and FAST are two representatives of hybrid-level FTLs. BAST and FAST are 
both hybrid-level FTLs except that they use different block association policies, i.e., 
1:1 log block mapping in BAST [3] and 1: N log block mapping in FAST [4].  

The block association policy means how many data blocks a log block can be used 
for. In the 1:1 scheme, a log block is allocated for only one data block. The 1:1 log 
block mapping of BAST can invoke frequent log block merges. Furthermore, the log 
blocks in BAST would show very low space utilization when they are replaced from 
the log buffer. If the write request pattern is random, the 1:1 mapping scheme shows 
poor performance since frequent log block merges are inevitable. Such a phenomenon 
where most write requests invoke a block merge is called log block thrashing. 

To prevent the log block thrashing problem, the 1: N mapping scheme of FAST 
was proposed. In 1: N scheme, a log block can be used for multiple data blocks at a 
time. Using the 1: N mapping, we can prevent the log block thrashing problem. How-
ever, the problem of 1: N mapping is its high block associability, where the block 
associability means how many data blocks are associated with a log block. This 
means that FAST scheme requires a large cost per block merge though it invokes a 
small number of block merge. The maximum block associability is same to the num-
ber of pages in a block. 

However, FAST has a higher cost that BAST when reclaiming a single log block. 
That is because every log block in FAST is associated with N data blocks, so when a 
log block is reclaimed, N+1 erase operations will be triggered. FAST also maintains a 
sequential log block to store the sequential writes so as to reduce full merge opera-
tions, but it only uses a simple hash function on logical page number to determine 
whether a page write is sequential  or not. This will lead to a lot of partial merges.  
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Compared with FAST, DGFTL scheme uses a page region to collect all the random 
writes, and conducts an in-buffer clustering step to transfer random writes into se-
quential ones. This technique can avoid frequent partial merges in FAST. For exam-
ple, suppose a block contains four pages numbered 0, 1, 2 and 3, and there are five 
updates sequentially focusing on page 0, 1, 4, 2, 3, FAST will put those logs into the 
sequential log block as well as the random log block and finally triggers a lot of par-
tial merges on both sequential and random log blocks. However, in DGFTL, the page 
region will buffer all the five updates and re-organize 0, 1, 2 and 3 into a cluster, 
which is then written to the block region. This ensures that we can perform a switch 
merge to apply those updates, as page 0, 1, 2 and 3 are located in the same block. 

2.3 Other FTL Schemes 

There are also some other FTL schemes proposed in recent years, such as Superblock 
FTL [5], SAST (Set-Associative Sector Translation) [6], LAST (Locality-Aware Sec-
tor Translation) [7], and LazyFTL [14]. 

Both Superblock FTL and SAST are depending on the block association policy, i.e., 
N: K log block mapping, which means N data blocks share (at most) K log blocks. The 
difference is that Superblock FTL keeps a page-level mapping in the spare areas of the 
super-block while SAST restricts the number of log blocks and maintains the page-level 
mapping table in the buffer. However, both Superblock FTL and SAST use some pre-
tuned parameters and those parameters are not suitable for different access patterns.  

Unlike Superblock FTL and SAST, LAST divides LBAs into several segments to 
fully utilize the log blocks and keep the reclamation overhead as low as possible. By 
exploiting the locality of storage access patterns, LAST places write requests into 
different segments. However, the reclamation overhead of a random log block is very 
high because of the high association of the log block. LazyFTL divides the entire 
flash memory into four segments, one of which is used to store mapping information.  

3 Dual-Grained FTL (DGFTL) 

In this section, we will discuss the basic idea and details of DGFTL. The motivation of 
DGFTL is to reduce full merges and partial merges by introducing a page region to 
cluster random page writes into sequential ones. This will result in more switch merges 
and reduce full and partial merges. In the following we will introduce the basic idea of 
our scheme, and then the detailed algorithm for region partitioning and mapping. 

3.1 Basic Idea 

The typical workload in real applications is a mixture of random writes and sequential 
writes. Random writes often result in a large number of full merge operations. Fur-
thermore, a series of sequential writes will be interrupted by a random write and in 
turn a lot of partial merges will be introduced. Therefore, the motivation of DGFTL is 
to detect the random writes that appear in a series of sequential writes so that more 
switch merges are expected to be performed. For this purpose, DGFTL divides the 
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data blocks in flash memory into two regions, namely a page region (PR) and a block 
region (BR), as illustrated in Fig.1. Random writes are first placed in the page region. 
They are then clustered into sequential writes and written to the block region. The 
page region is accessed in a page granularity and the page-level address mapping is 
applied. Besides, the page region is not associated with log blocks. This is because the 
page-level mapping scheme is efficient to reclaim a block, no matter what kind of 
write pattern occurs. However, the block region is associated with a log region (as 
shown in Fig.1). Each log block in the log region can be associated with multiple data 
blocks in the block region, which is similar with FAST [4]. Since the block region 
only absorbs sequential writes from the page region, the number of data blocks asso-
ciated with a log block is very small, which will decrease the overhead of garbage 
collection in the block region. Hence, through the dual-grained regions, DGFTL can 
transfer random writes into sequential ones and avoid the merge operation caused by 
random write. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Overall architecture of DGFTL 
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Fig. 2. Bitmap table for address mapping in DGFTL 
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Moreover, the page region shares the same address space with the block region. To 
accomplish the uniform addressing goal, we introduce a bitmap table in DGFTL to 
maintain the address mapping information, as shown in Fig.2. Each page is assigned a 
bitmap indicating its current status, where a 1-bit means that the corresponding page 
has been written into the page region and a 0-bit indicates that the corresponding page 
has been written into the block region. Based on the bitmap table, we can quickly 
determine the target region that the latest version of a page is located in. 

3.2 Page Write in DGFTL 

In this section, we will explain how DGFTL deal with page write requests. A page 
write is first sent to the page region, where all the page writes are clustered into se-
quential ones and written into the block region. 

When a page write request arrives, the first step is to determine which region the 
page should be written in. In DGFTL, sequential writes are directly written to the 
block region, while random writes should be absorbed by the page region. Therefore, 
the type of write request should be recognized at first. In the previous work a locality 
detecting policy was proposed [7]. This policy determines the locality type by com-
paring the size of each request with a threshold value. However, this policy does not 
consider the impact of write buffer. There are also some previous works proposed to 
utilize the write buffer to detect the pattern of write requests [8, 12, and 13]. They all 
employ a cluster-based approach, in which the pages in the buffer are grouped into 
several clusters and the pages in the same cluster will be written into flash memory 
sequentially. This is much like a sequential write.  

We also adopt the cluster-based approach in DGFTL. Our approach is based on a 
previous algorithm called CLC [8]. CLC is a representative cluster-based buffer man-
agement policy. It takes into account both temporal locality and cluster size when 
selecting a victim. In DGFTL, we use an improved CLC buffer management policy, 
which is named CLC-t. In the CLC-t scheme, we add a variable threshold to control 
which region the victim cluster should be written to. A threshold parameter NT is 
introduced in CLC-t. When a victim cluster is to be written into flash memory, we 
first compare the size of cluster with NT. If the size is bigger than NT then the cluster 
will be written into the block region, otherwise the victim cluster will be placed in the 
page region.  

The CLC-t algorithm determines the right region (page region or block region) for 
a page write request. After that, the page will be written into the page region or the 
block region. Fig.3 shows the detailed algorithm of page write. Note the inputted 
parameter flag is determined by the CLC-t algorithm. In particular, it is determined on 
the basis of NT. Basically, flag is one means that the corresponding page should be 
written into the page region, and otherwise the page should be written into the block 
region. When flag is one, first we need to judge whether there is a free page in the 
page region. If there is no free page, a migration operation will be triggered to reclaim 
a block in the page region. The migration operation aims to move the pages in the 
page region to the block region. The principle of migration operation includes the 
following two rules: 
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(a) The migrated pages in the page region should be within the same logical block. 
(b) The logical block that the migrated pages are located in contains the maximum 

count of pages in the page region.  

This process will be easily implemented with the help of the bitmap table. Based on 
the migration operation, DGFTL aggregates the pages in the page region into clusters. 
Besides, if there is already an old version of the page but it is not located in the page 
region, we have to perform some additional operations to alter the bitmap table and 
modify the address mapping information.  

On the other hand, if flag is zero, the page should be written into the block region, 
this process is similar with that in FAST [4], except that in DGFTL we have to per-
form some additional operations to ensure the data consistency (as shown in Line 22 
to 25 in the algorithm). 

 

Algorithm 1: write(LPN, data, flag)  /*data are logically written to the page LPN, and flag would be  
         decided by our buffer algorithm*/ 

 1:  LBN:=LPN div PagesPerBlock; 
 2:  offset:=LBN mod PagesPerBlock; 
 3:  if flag is nonzero   /*data should be written to page region(PR)*/ 
 4:     if there are no empty pages in PR region 
 5:  first perform a migration operation, and then select the victim block which has   
                      the maximum dirty pages; 
 6:   move the valid pages to the reserved block and modify the map information;  
 7:   erase the victim block; 
 8:  put the victim block into the free block pool and get the least erase block as a  
                      new reserved block; 
 9:         end if 
10:         get an empty page and write the data, update PMT ; 
11:         if Bitmap[LPN]==0 
12:  delete corresponding map information of page LPN in the BMT or SMT; 
  /*PMT means the page-level mapping table for PR region, BMT means the   
                      block-level mapping table for BR, and SMT is the mapping table for the log  
                      block of log region*/ 
13:  set Bitmap[LPN] to one; 
14:         end if 
15:  else 
16:         PBN:=getPbnFromBMT(LBN); /*get PBN from BMT */ 
17:         if a collision occurs at offset of the data block PBN 
18:     place the data to the appropriate log block in the region of BR; 
19:         else 
20:                  write data at offset in the data block of PBN; 
21:         end if 
22:         if Bitmap[LPN]==1 
23:   delete corresponding map information of page LPN in the PMT; 
24:   set Bitmap[LPN] to zero; 
25:         end if 
26:  end if 

Fig. 3. The algorithm of write operation in DGFTL 
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4 Performace Evaluation 

In this section, we compare the performance of DGFTL with other two FTLs, i.e., 
BAST and FAST, with respect to number of erase operations and total elapsed time.  

4.1 Evaluation Methodology 

In order to make a comparison with three policies that introduced in the front, we 
performed the evaluation on Flash-DBSim [9]. Flash-DBSim is a reusable and recon-
figurable framework for the simulation-based evaluation of algorithms on flash disks. 
It can be regarded as a reconfigurable SSD. In our experiment, we simulate a 1GB 
NAND flash device with 64 pages per block and 2KB per page. In the experiment, we 
refer to the Samsung K9XXG08UXA flash chip in the Flash-DBSim. The detailed 
parameters of the selected flash chips are listed in Table 1.  

Table 1. The characteristics of NAND flash memory [10] 

Operation Access Time Access Granularity 
read 80 µs/pages Page(2KB) 
write 200 µs/pages Page(2KB) 
erase 1.5 ms/block Block(128KB=64pages) 

 
In the experiments we use three types of traces. The first one is a one-hour OLTP 

trace in a real bank system, as shown in Table 2. The trace contains 607391 page 
references focusing on a CODASYL database with a total size of 20 Gigabyte. The 
second type of trace is generated by DiskSim [11]. Table 3 shows the details about 
this type of traces. The locality “50%/50%” means fifty percentages of requests focus-
ing on fifty percentages of total pages. The last type of trace is a TPC-C trace which 
was collected by executing undo operations on an Oracle database engine. Note that 
all of those two types of traces introduced before are write only requests. Moreover, 
in order to get a simple description, the log block in BAST, the log block in FAST, 
and the block in the page region and log block in the block region of DGFTL are all 
called page-level mapping blocks (PB). 

Table 2. The real OLTP traces 

Attribute Value 
Total Buffer Requests 607391 

Data Size 20 GB 
Page Size 2048B 
Duration One hour 

Total Different Pages Accessed 51870 
Read / Write Ratio 77% / 23% 
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Table 3. Two types of synthetic traces (write only) 

Type Total References Different Pages Accessed Locality 
T1 300,000 42441 50%/50% 
T2 300,000 49637 80%/20% 

 

For each given trace, the simulator counts the number of read, write, and erase op-
erations FTL generates, and calculates the total elapsed time using the following for-
mula, and that the time spend by three operations are depicted in the Table 1. 

_ _ _ * _ _ * _ _ * _Total elapse time read count read time write count write time erase count erase time= + +  

For the buffer management policy, we use CLC for BAST and FAST and CLC-t for 
DGFTL. 

4.2 Influence of NT 

Fig.4 shows the effect of the threshold variable NT in CLC-t. Here we use the real 
OLTP trace, and set the page-level mapping blocks to 32. The X axis means the value 
of NT and Y axis indicates the total elapsed time. Fig.4 shows that the elapsed time 
first decreases but then increases when NT exceeds 24. That is because a lot of small-
sized clusters are written into the page region when NT is less than 24. But as the 
value of NT grows, many pages with sequential access property will be wrongly 
placed in the page region. In such case we have to move data from the page region to 
the block region which produces a lot of extra reads and writes. However, as the size 
of buffer increases, the effect of clustering will be much better in DGFTL. In the  
remainder of our experiment the value of NT is set to 24 and the buffer size is set to  
1 MB. 
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Fig. 4. Performance comparison by different NT 
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4.3 Performance Comparison 

The results of our simulation are shown in Table 4 and 5. The performance metrics 
we used are the number of total erase count and elapsed time. Compared to read/write 
operations, the erase operation is more time consuming and, therefore, the efficiency 
of an FTL scheme mainly depends on how many erase operations it can avoid. In the 
experiment, we test the impact of the number of page-level mapping blocks by in-
creasing the number of page-level mapping blocks from 32 to 256 for each configura-
tion. In addition, the number of log blocks in the block region of DGFTL is set to 8 
for every configuration.  

Table 4. The erase count with different count of PB 

Trace 
type 

The real OLTP trace T2 

Size of 
PB  

256 128 64 32 256 128 64 32 

BAST 162743 219338 250172 263442 97193 139607 165659 178409 
FAST 30590 36936 47870 66018 22659 25562 31769 45695 

DGFTL 15957 21170 32869 57542 10448 15389 24576 41885 
Trace 
type 

T1 TPC-C 

Size of 
PB 

256 128 64 32 256 128 64 32 

BAST 110642 152643 180552 198010 50142 60171 103375 166193 
FAST 23882 26565 33755 49092 47542 51226 55834 61615 

DGFTL 11282 16949 27509 45958 16557 18846 19689 22889 

Table 5. The elapsed time with different count of PB (second) 

Trace type The real OLTP trace T2 
Size of PB 256 128 64 32 256 128 64 32 

BAST 1319 1917 2404 2669 883 1323 1652 1843 
FAST 426 527 707 997 312 357 467 696 

DGFTL 289 374 573 1001 192 272 426 735 
Trace type T1 TPC-C 
Size of PB 256 128 64 32 256 128 64 32 

BAST 1012 1469 1818 2085 902 1082 1104 1743 
FAST 330 376 502 753 691 738 802 889 

DGFTL 207 299 479 808 249 289 305 336 

 
Overall, DGFTL exhibits shorter garbage collection overhead than other schemes. 

Especially, as the count of page-level mapping blocks increased the superiority of 
DGFTL became more obvious. The DGFTL scheme outperforms FAST by reducing 
the number of erase operations by more than 50% over the whole trace when the 
page-level mapping blocks increase to 256.  
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BAST shows the largest count of erase operations compared to other FTLs. As de-
scribed in section 2.2, for the block thrashing problem BAST cannot efficiently han-
dle random write patterns. Therefore, there is a large number of full merge operation 
caused by random writes. However, our proposed scheme would place the small ran-
dom write request to the page region which could dramatically decrease the amount of 
full merge operations.  

Table 6. The association of Log Block 

Trace type The real OLTP trace T2 
Size of PB 256 128 64 32 256 128 64 32 

FAST 2.43 2.9 3.73 5.12 3.09 3.41 4.19 5.98 
DGFTL 1.98 2.38 3.09 4.26 1.60 1.99 2.76 4.20 

Trace type T1 TPC-C 
Size of PB 256 128 64 32 256 128 64 32 

FAST 3.28 3.57 4.49 6.48 1.87 2 2.17 2.38 
DGFTL 1.59 2 2.85 4.38 1.15 1.23 1.27 1.34 

 
FAST exhibits a better garbage collection performance than BAST by efficiently 

remove the block thrashing problem. However, it cannot outperform DGFTL because 
of its log block’s high association which could cause a higher cost for garbage collec-
tion especially for random writes. For DGFTL, random writes were clustered into 
sequential writes and then migrated into block region which effectively lower the 
association of log block. In the Table 6, the association of the log block is less than 2 
when the size of page-level mapping blocks increase to 256. It’s very simple to find 
that the association of log block is much less than FAST at every configuration. 
Therefore, much less time was spending for DGFTL to reclaim a log block.   

However, there is a little bit more total run time for DGFTL when the page-level 
mapping block is set to 32 in the beginning. This phenomenon was lead by the migra-
tion operation, this operation is a kind of extra operation which is not exist in the 
BAST and FAST, especially when the size of the page region is too small this opera-
tion will be frequently called and bring about more overhead.  

Extraordinary, for the real OLTP trace with benchmark TPC-C DGFTL shows a 
much more improvement, as shown in Table 5 and 6. The access patterns of TPC-C 
are categorized into two types: random writes with high temporal locality and sequen-
tial writes. Because these two types of write requests are simultaneously issued from 
the file system, they arrive at the FTL layer in mixed patterns of random and sequen-
tial accesses. DGFTL could efficiently separates out random and sequential accesses 
and places the different kind of access to different region. However, the sequential 
writes will be interrupting by the random writes which will decrease the number of 
partial or switch merge operation in the scheme of FAST, but increase full merge 
operation. Therefore, FAST shows a poor performance.   

One interesting result is that the performance of DGFTL is better than BAST and 
FAST as the number of page-level mapping block increased. In Fig.5, this result was 
got by real OLTP trace, others have a similar result, the X axis means every time the 
number of the page-level mapping block increased, and Y axis means the proportion 
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of reduction in the number of erase operations compared with the configuration that 
the page-level mapping block is set to 32. In Fig.5 we can find that when the size of 
page-level mapping block is increased from 32 to 256 there is about 72.27% reduction 
of erase operations, but at the same situation only 53.66% and 38.22% for FAST and 
BAST. Therefore, DGFTL is much more sensitive to the increase of page-level map-
ping blocks than BAST and FAST. So in order to get a better performance we can 
assign more blocks to the page region. 
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Fig. 5. The performance improved with PB increased 

5 Conclusions 

In this paper, we proposed a novel FTL scheme, called DGFTL, which outperforms 
the well-known BAST and FAST. DGFTL can effectively decrease the association of 
log block through the introduction of threshold of NT. Meanwhile, by the assistance 
of the CLC-t algorithm DGFTL can efficiently extract the sequential writes from the 
random writes and isolate them into different regions. The dual regions together with 
the migration operation and the designed write operation can reduce many unneces-
sary merge operations and improve the performance of garbage collection. In the 
future, we will design a new data structure for the page region, which will place the 
page from the same logical block into the same physical block as much as possible. 
This design could further decrease the number of read, write and erase operations 
when we move pages from the page region to the block region.  
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Abstract. The scale of multimedia data collections is expanding at a
very fast rate. In order to cope with this growth, the high-dimensional in-
dexing methods used for content-based multimedia retrieval must adapt
gracefully to secondary storage. Recent progress in storage technology,
however, means that algorithm designers must now cope with a spectrum
of secondary storage solutions, ranging from traditional magnetic hard
drives to state-of-the-art solid state disks. We study the impact of storage
technology on a simple, prototypical high-dimensional indexing method
for large scale query processing. We show that while the algorithm im-
plementation deeply impacts the performance of the indexing method,
the choice of underlying storage technology is equally important.

1 Introduction

Multimedia data collections are now extremely large and algorithms performing
content-based retrieval must deal with secondary storage. Magnetic disks have
been around for decades, but their performance, aside from capacity, has not
improved significantly. Better storage performance, and improved reliability, has
been achieved, however, by grouping many disks together and striping data as in
the Redundant Array of Independent Disks approach. Recently, Solid-State Disks
(SSDs) have emerged as a disruptive storage technique based on memory cells on
chips. Their storage capacity grows quickly and they outperform magnetic ap-
proaches. It is therefore of high interest to study what impact secondary storage
technologies can have on the design and performance of high-dimensional index-
ing algorithms that are a core component of content-based retrieval approaches.
This paper is an initial investigation in that direction.

1.1 Content-Based Retrieval and High-Dimensional Indexing

Retrieving multimedia documents based on their content means that the search
analyzes the actual content of the documents rather than metadata associated
with the documents, such as keywords, tags, and free text descriptions [11]. For
images, the term content might, for example, refer to colors, shapes, texture, or
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any other information, possibly very fine-grained, that can be derived from the
image itself [7]. Users can then submit a photo to the system to search for mul-
timedia material that is visually similar. For music, information such as pitch,
energy and timbral features can be used for such content-based retrieval. Search-
ing by content is needed for such applications as image copyright enforcement,
face recognition, query by humming, or automatic image classification [5].

Content-based retrieval systems are frequently built from two primary soft-
ware components: the first component automatically extracts some low level
features from the multimedia material; while the second component builds an
index over this database of features allowing for efficient search and retrieval.
For images, the computer vision literature includes numerous feature extraction
techniques. The visual properties of each image are encoded as a set of numer-
ical values, which define high-dimensional vectors. There is one such vector per
image when the description is global, for example when a color histogram en-
codes the color diversity of the entire image. Some applications require a much
more fine-grained description; in this case multiple features are extracted from
small regions in each image [12]. Typically, the texture and/or the shape that
are observed in each region of interest are somehow encoded in a vector. Overall,
the similarity between images is determined by computing the distance between
the vector(s) extracted from the query image and the ones kept in the database.
As vectors are high dimensional, repeatedly executing this distance function
(typically Euclidean) to run a k-nearest neighbor search is CPU intensive.

Efficient retrieval is facilitated by high-dimensional indexing techniques that
prune the search space (e.g, see [15]). Most techniques from the abundant liter-
ature partition the database of features extracted from the collection of images
into cells and maintain a tree of cell representatives. The search then takes a
query vector, traverses the tree according to the closest representative at each
level, fetches bottom leafs containing database features, computes distances and
returns the k nearest-neighbors found. At a large scale, when indexing a few
hundred millions vectors or more, approximate search schemes returning near-
neighbors (possibly not the nearest) must be used for efficiency, potentially trad-
ing result quality for response time [1,6,10].

1.2 Contribution

We have created two very different implementations of a rather simple, yet very
effective, high-dimensional indexing strategy relying on clustering to partition
the database of features [8]. These implementations differ in the way they access
secondary storage, emphasizing small vs. large I/Os and random vs. sequential
I/Os. We have then run these implementations on a machine connected to various
magnetic storage devices, as well as various SSD devices, and accurately logged
their respective performance.

This study focuses on the efficiency of the index creation, which is the most
disk-intensive phase, far more intensive than the search phase. Not only must
the entire data collection be read from secondary storage during index creation,
and then eventually written back to secondary storage again, but a gigantic
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number of CPU intensive distance calculations between vectors are also required
to cluster them. High-dimensional indexes are typically created in a bulk manner:
all vectors to index are known before the process starts and the index tree
structure, as well as the bottom leafs of the tree, are all created in one go. From
a traditional DBMS perspective, this process can be seen as being analogous to
a sort-merge process with very CPU-intensive comparison function calls.

With our detailed analysis, we show that a good understanding of the un-
derlying hardware is required at design time to get optimal performance. In
particular, as the devil is in the details, we show that the theoretical behavior of
storage devices may differ much from what is observed in the battlefield and that
even members of a presumably homogeneous family of storage solutions may be-
have quite differently. We also show that balancing efforts on software versus
hardware is not always obvious: it is key to clearly evaluate the cost of paying a
very skilled programmer to nicely tune and debug a complex piece of code versus
producing a naive implementation and throwing at it efficient hardware.

1.3 The Case for Reality

This investigation is done using real algorithms working on real data with stan-
dard production hardware. Working with various technical specifications does
not accurately reflect the complex layers of interactions between application,
operating system and I/O devices (disks, network) while processing real data.

We implemented a cluster-based high-dimensional indexing algorithm that is
prototypical of many approaches published in the literature. The algorithm is
approximate in order to cope with truly large high-dimensional collections. It has
an initial off-line phase that builds an index. This is a very demanding process:
the entire raw data collection is read from disk and vectors that are close in the
feature space are clustered together and then written back to disk. This process
is essentially I/O bound.

The search phase is quite different, but it is also prototypical of what has
been published. From a query submitted by a user, a few candidate clusters are
identified using the index, fetched from disks, and then the CPU is heavily used
for scanning the clusters in search of similar vectors.

We also use a real data collection made of more than 110 million local SIFT
descriptors [12] computed on real images randomly downloaded from Flickr.
This descriptor collection is clearly not made of independent and identically
distributed random variables as is the case for most synthetic benchmarks; it
has some very dense areas, while some others are very sparse, which together
strongly challenge the indexing and retrieval algorithms. Observing the behavior
of indexing and searching real data is known to give more valuable insights in
general [16], and this certainly extends to the impact of various storage solutions.

1.4 Overview of the Paper

This paper is structured as follows. Section 2 briefly reviews the state of art in
secondary storage techniques. Section 3 gives an overview of the high dimen-
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sional indexing algorithm we use in this paper, while Section 4 details the two
implementations which stress differently the underlying hardware. Section 5 then
describes the experiments we performed and Section 6 concludes the paper.

2 Secondary Storage Review

We now briefly review the state-of-the-art in storage technology, focusing on the
aspects that are most relevant for our work.

2.1 Magnetic Disks

Magnetic disks are the standard for cheap secondary storage. During the last
decade, only the capacity of the disks has dramatically increased; the latest is
the terabyte platter announced by Seagate in May 2011. Their read/write per-
formance has improved little as their mechanical parts are inherently slow. This
impacts the performance of small and random operations which are significantly
slower than large sequential ones. Accessing data that is contiguous on disk is
therefore key to disk performance. Note that sophisticated embedded software
in the disk controller tries to minimize the costs of reading and writing (e.g.,
reordering accesses, enforcing contiguity, writing asynchronously, caching) but
programmers have little or no control over these decisions.

2.2 Solid-State Disks

SSD technology is based on flash memory chips. Two types of memory cells are
used: single-level chips (SLC), which are fast and durable, and multi-level chips
(MLC) that take more space and are not as durable, but are cheaper. Recently
Intel, with its 710 Series SSD, introduced new MLC technology that is nearly on
par with SLC in endurance. This new SSD is targeting the needs of the enterprise
with both endurance and capacity.

The memory modules are typically arranged in 128KB blocks. Since there are
no slow mechanical parts, reading from an SSD is extremely fast and sequential or
random reads are equally fast. In contrast, writing is more costly as it sometimes
requires a special erase operation done at the level of an entire 128KB block.
The cost of writes is therefore not uniform and write performance is typically
unpredictable from a programmer’s point of view. In addition to minimizing
write costs, internal controlling algorithms do wear-leveling to extend the life
span of the chips. SSD performance has been extensively studied (e.g., see [4]).

With the release of the SATAIII standard, the potential transfer rate doubled,
from 300MB/sec to 600MB/sec. In turn, the SSD vendors released 500+MB/sec.
capable disks for the public market. The enterprise market, however, has shown
more restraint in this area and focused on durability and capacity. For example,
the Intel 710 Series disks have only 270MB/s read capability, and 170MB/s write
capability, far below the capacity of SATAIII.
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2.3 Hybrid Disk: Magnetic Disk and SSD in One Device

Seamlessly combining SSD and magnetic disk technology into a single device
has long been expected. The first such disk, Momentus XT, was introduced by
Seagate in 2010. It is basically a 250-500GB 7200rpm magnetic disk that has
a single 4GB SLC cell embedded. However, as there is only one SSD cell, the
read/write capacity is limited. Furthermore, the SSD cell is only used for read
caching. With such limitations, the Momentus XT is primarily targeting the
laptop market where it provides power savings and reduces boot- and loading
time. One can fully expect, however, to see rapid advances in this area.

2.4 Network Attached Storage (NAS)

A NAS is typically a quite large secondary storage solution made available over
a network. It usually contain an array of disks, operating in parallel thanks to
advanced RAID controllers, and made available through a network connected
file-servers or dedicated hardware directly connected to the network. The per-
formance of the NAS can be very hard to evaluate as there are many layers of
hardware, caching and communication, each with its own bottlenecks. Often the
network links between the server and the clients limit the throughput as the
links are typically shared by many clients.

2.5 Interactions with the OS

Many sophisticated routines trying to reduce the costs of accessing secondary
storage exist in all operating systems. Prefetching is a common technique: instead
of reading few bytes at a time from the disk, more data than asked for is brought
into RAM in the hope that data needed later will therefore already be in memory,
thus avoiding subsequent disk accesses. Reads are blocking operations and the
requesting process can only be resumed once the data is in memory, but writes
might be handled asynchronously as there is effectively no need to wait for the
data to reach the disk. Overall, the operating system uses buffers for I/Os and
fills or flushes them when it so desires, trying to overlap the I/O and CPU
load as much as possible. If reads or writes are issued too rapidly, there is little
overlapping and performance degrades.

3 Extended Cluster Pruning

To study the impact of secondary storage technologies on high-dimensional
indexing, we implemented a prototypical index creation scheme built on the
Cluster Pruning algorithm [6], as extended by [8]. Cluster Pruning is quite rep-
resentative of the core principles underpinning many of the quantification-based
high-dimensional indexing algorithms that perform very well [17,14,9].

Overall, the extended Cluster Pruning algorithm (eCP) is very much related
to the well-known k-means approach. Like k-means, eCP is an unstructured
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quantifier, thus coping quite well with the true distribution of data in the high-
dimensional space [13]. The extension in eCP is to make the algorithm more I/O
friendly as the database is assumed to be too large to fit in memory and must
therefore reside on secondary storage.

3.1 Index Construction

eCP starts by randomly selecting C points from the data collection, which are
used as representatives of the C clusters that eCP will eventually build. The
cluster count C is typically chosen such that the average cluster size will fit
within one disk I/O, which is key to secondary storage performance. Then the
remaining points from the data collections are read, one after the other, and
assigned to the closest cluster representative (resulting in Voronoi cells).

When the data collection is large, the representatives are organized in a multi-
level hierarchy. This accelerates the assignment step as finding the representative
that is closest to a point then has logarithmic complexity (instead of linear
complexity). Eventually, once all the raw collection has been processed, then
eCP has created C clusters stored sequentially on disks, as well as a tree of
representatives which is also kept on disks.

The tree structure is extremely small compared to the clusters as only a few
nodes are required to form that tree. The tree is built according to a hierarchical
clustering principle where the points used at each level of the tree are represen-
tatives of the points stored at the level below. This does not, however, provide
total ordering of the clusters and thus this is not a B+-tree-like index.

3.2 Searching the Index

When searching, the query point is compared to the nodes in the tree structure to
find the closest cluster representative. Then the corresponding cluster is accessed
from the disk, fetched into memory, and the distances between the query point
and all the points in that cluster are computed to get the k nearest neighbors.

The search is approximate as some of the true nearest neighbors may be
outside the Voronoi cell under scrutiny. Experience from different application
domains has shown that the quality results of eCP can be improved by search-
ing in more than one cell, because this returns better neighbors. In this case,
however, more cells must be fetched from secondary storage and more distance
computations performed.

3.3 Result Quality of eCP

Experiments have shown shows that eCP returns good quality results despite
its approximate behavior [6,8]. Two main reasons can explain this. First, the
high-dimensional indexing process produces Voronoi cells that nicely preserve
the notion of neighborhood in the feature space. The search process is there-
fore likely to find the actual nearest neighbors in the clusters identified at query
time. Second, most modern image recognition technique use local description of
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images where a single image is typically described using several hundred high-
dimensional vectors. At search time, the many vectors extracted from the query
image are all used one after the other to probe the index and get back k neigh-
bors. What is returned for every single query vector is eventually aggregated
(typically by voting) to identify the most similar images. Because there is so
much redundancy in the description, missing the correct neighbors for some of
the query vectors has indeed little impact of the final result.

The cluster count, and the corresponding average cluster size, obviously in-
fluences heavily the CPU cost for the search phase as the number of distance
calculations is linked to the cardinality of clusters. It also impacts the perfor-
mance of the index creation as it determines the total number of clusters that
must be created to hold the entire collection, and thus influences the number of
nodes in the index tree as well as its height and width. This, in turn, impacts the
number of distance calculations done to find the cluster into which each point
has to be assigned. Experiments with various cluster sizes indicate that using
64-128KB as the average cluster size gives the best performance overall [8].

4 Index Creation Policies

We have designed two implementations of the eCP index creation algorithm that
have quite different access patterns to secondary storage. They differ during their
assignment phase, when assigning vectors to their clusters, and also during their
merging phase, when forming the final file that is used during the subsequent
searches. We have not changed the search process of eCP at all.

Both index creation policies start by building their in-memory index tree by
picking leaders from the raw collection. Then they allocate a buffer, called in-
buff, for reading the raw data collection in large pieces. They then iterate through
the raw collection via this buffer, filling it with many not-yet-indexed vectors.
The index is used to quickly identify the leader that is the closest to each vector
in in-buff, representing the cluster that the vector must be assigned to. Once all
vectors in in-buff have been processed, one of the two policies described below
is used to transfer the contents of the buffer to secondary storage.

4.1 Policy 1: TempFiles (TF)

This first policy uses temporary files, one for each cluster. Each temporary file
contains all the vectors assigned so far to that cluster. When called, the TF policy
loops through the representatives, appending to each temporary file all vectors
in in-buff assigned to that cluster. When appending to a cluster, its associated
temporary file is opened, appended to and closed, as they are too numerous to
remain open. When all vectors from in-buff have been written to disk, a new
large piece from the raw collection is read into in-buff, and eCP continues. After
having assigned all vectors from the raw collection, all these temporary cluster
files are then concatenated into a single final file by reading them sequentially
from disk and writing to the final file.
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Table 1. Key storage device performance indicators

Specified Ave. Specified Ave. Specified Measured Seq.
Disk Type Seek Time Rot. Latency Cache Size R/W Thr.put.
Seagate Magnetic 11.0 ms 4.16 ms 8 MB 46/40 MB/s
Fujitsu Magnetic 11.5 ms 4.17 ms 16 MB 68/53 MB/s
SuperTalent SSD <1 ms - Unknown 124/34 MB/s
Intel SSD <1 ms - 16 MB 220/66 MB/s

In terms of access patterns, TF performs, at cluster assignment time, large
sequential reads to fill in-buff with new vectors as well as many small random
writes, one per cluster, every time all the vectors in in-buff have been processed.
When creating the final file, it also performs cluster-sized sequential reads (one
per cluster, typically 128KB) as well as large sequential writes for the final file.

4.2 Policy 2: ChunkFiles (CF)

This second policy generally follows a sort-merge principle. When called, CF sorts
in-buff on increasing values of the leader identifiers. It then creates a new chunk
file on disk and flushes in-buff into that chunk file before closing it. It then
reads another large piece from the raw collection into in-buff and continues.
After having processed all vectors from the raw collection, CF merges all the
sorted chunk files using a typical secondary storage merging process.

In terms of access patterns, CF performs, at cluster assignment time, large
sequential reads (typically 128MB) to fill in-buff and large sequential writes
when creating each chunk file. When creating the final file, it performs many
small random reads to get data from all the chunk files as needed and large
sequential writes for the final file.

5 Experiments

5.1 Experimental Setup

In our experiments we used a collection of more than 110 million SIFT descrip-
tors [12] of 128 dimensions extracted from 100,000 images randomly downloaded
from Flickr. This collection is about 14.5GB. We reused the parameters from [8]
that were found to work best, i.e., the depth of the index was 3 and the average
cluster size was 128KB, resulting in 111,424 clusters on secondary storage. Note
that clusters are not equally filled as the true distribution of vectors in space is
not balanced (30% of the clusters are smaller than 64KB, while 21% are larger
than 192KB). In all experiments the size of in-buff, and thus each chunk file, is
128MB. Note that this is much larger than the cluster size.

Experiments were run on a Dell Precision T3400, 3GHz Intel E6400 dual
core CPU with 6MB cache and 4GB RAM (only one core was used). For all
disks we use the ext3 file system and Debian OS. We tested two magnetic
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Table 2. Performance of eCP index creation policies, single drive setups

Total Time Assignment Merging
I/O+CPU (s) I/O (s) I/O (s)

Disk TF CF TF CF TF CF
Seagate 43,144 12,949 12,556 548 18,829 1,299
Fujitsu 32,895 12,689 9,975 388 11,145 1,207
SuperTalent 32,540 11,528 17,120 149 3,529 236
Intel 14,164 11,398 2,028 46 402 244
NAS 22,335 14,564 5,314 610 2,349 202

disks: 3.5” Seagate Barracuda 7200.10 and 2.5” Fujitsu MHZ2160BJ. Both are
7200 rpm disks with similar seek time and rotational latency. We also used two
SSDs: SuperTalent FTM28GL25H and Intel X-25M, type SSDSA2MH080G1GC.
Finally, we used a NAS 3070 from NetApp. Table 1 provides more details on the
single drives. The three first columns are filled using vendor figures, while the
last column shows sustained observed sequential read and write performance.
Accurately measuring the performance of the NAS is much more complicated.

We then ran two different experiments. In the first experiment we used a single
drive: the file containing the raw collection, the temporary files/chunk files, and
the final cluster file were all stored on a single disk. In this case some reads and
writes overlap in time and compete for the disk. This causes slower performance
as enforcing truly sequential accesses is much more difficult.

In the second experiment we used two drives. In this case, the raw collection
was kept on one drive and the temporary files/chunk files were stored on another
drive, eliminating any competition between reads and writes at assignment time.
Similarly, the final file and the temporary files/chunk files were stored on different
drives; it is sufficient to put the final file on the first drive where the raw collection
is to eliminate any competition at merging time. We now detail the performance
measurements for these two experiments.

5.2 Single Drive Experiment

Table 2 shows the performance measurements when using the single drive setup.
The total (wall clock) time includes the time for I/Os as well as for executing the
many distance calculations on the CPU. The CPU usage is almost identical for
both TF and CF and equal to 11,000 seconds on average, divided into 10,930 sec-
onds for assignment and 70 seconds for merging. The second and third columns
show the overall time it takes to perform the assignment of vectors to leaders
and the final merging. These times include the time spent on I/Os but exclude
the almost constant CPU costs.

Overall, focusing on the total time, regardless of the device, the first key
observation is that CF always outperforms TF. The TF policy repeatedly opens,
writes to, and then closes clusters, forcing the OS to flush data on disks using
synchronized blocking writes. TF appends data to many relatively small files
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Table 3. Performance of eCP index creation policies, two drive setups

Total Time Assignment Merging
I/O+CPU (s) I/O (s) I/O (s)

Two Drive Setup TF CF TF CF TF CF
Fujitsu-Intel-Fujitsu 13,467 11,640 1,977 370 208 220
Intel-Intel’-Intel 13,484 11,301 1,666 67 180 188

(111,424 files of 128KB), in contrast to CF which writes only once to each of
fewer but much larger files (109 files of 128MB). The performance of TF differs
much from CF with magnetic storage devices as many arm movements are done.
Interestingly, for TF, the SuperTalent SSD performs poorly—unfortunately, not
all SSDs are equal, as reported in [4]. In contrast, the Intel SSD completely
outperforms all the other setups, showing that it handles random reads and
writes very well.

Turning to the assignment phase, Table 2 shows that CF spends very little time
waiting for I/O. With CF we observed much overlapping between CPU compu-
tations and disk requests thanks to OS and device optimizations which keep the
processor (usefully) busy while waiting for I/O completion. This explains the
very small times for CF, in particular with the Intel SSD which proves to handle
competing reads and writes very well. With TF, the assignment phase is CPU
bound, suggesting a look at parallelism.

The merging phase for TF is costly due to the multitude of (relatively) small file
accesses compared to CF. Merging for CF also greatly benefits from the prefetch-
ing done by the OS: the few large files are brought into memory before the data
gets processed, reducing I/O cost. Prefetching is less profitable for merging with
TF as many small files are involved.

5.3 Two Drive Experiment

By using separate physical drives for the reading and writing, competition for
the disk is potentially eliminated. We observed that the larger costs occur when
writing the assigned vectors to disk and then reading them back as in both cases
many random accesses are performed; using an SSD is therefore ideal to speed
up indexing. We defined two setups: First, we kept the input and final output on
the Fujitsu (the magnetic disk with the best observed performance) but used an
Intel SSD for the intermediate files. The second setup used two identical Intel
SSDs. The performance measurements for these setups are reported in Table 3.

The table shows that using the SSD for costly random operations provides dra-
matic total time improvements, regardless of the type of the other device. With
the Fujitsu-Intel-Fujitsu setup, the Intel 66MB/s write speed matches closely the
Fujitsu 68MB/s read capacity. Replacing this magnetic device with an SSD does
not help much as their total times are very similar. One key lesson is that it is
not necessary to put SSDs everywhere, which could be terribly expensive, but
to use them solely where random accesses are massively needed. This greatly
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reduces costs, both in terms of performance and money. Note that it is the CPU
cost that dominates the time for CF, with I/Os being relatively cheap. The TF
policy, however, suffers again from the multitude of small files.

Turning to assignment, CF again outperforms TF since it is dealing with a
multitude of small files with blocking write accesses. CF with Fujitsu-Intel-Fujitsu
is limited by the time it takes to read the data from the magnetic source: it
has a lot of CPU to do once the in-buff buffer gets filled and the disk is not
accessed again for some time, long enough to have the disk entering a power-
saving mode, typically reducing its rotational speed. This, in turn, increases the
cost of the next data request. The Intel-Intel’-Intel setup has no such problems
and its performance is extremely good. It turns out to be slightly above what
was observed in Table 2; the reasons are unclear, but some fluctuations have
been observed. Note, however, that 67 seconds are insignificant with respect to
the total time of more than 13 thousand seconds.

The quite small values during merging, for both policies and both setups,
show the improvements from the lack of competition between reads and writes
as they are directed to different drives. Even SSDs suffer from I/O competition.

5.4 Other Results

We also checked the impact of a larger in-buff on the performance, both for
the single drive and two drive setups. As expected, enlarging in-buff speeds up
TF as large in-buff reduces the number of random writes that are necessary. In
contrast, larger writes slow down CF because the OS is better at overlapping CPU
and I/Os when performing writes in bursts as large writes overwhelm buffers.

SSD performance degradation over time has been reported in other studies,
especially for certain IO patterns (e.g., see [2,3]). We therefore monitored the
performance of our SSDs over time but did not find any significant performance
change. Our pattern of always ending with a large sequential write may work to
the advantage of the SSDs by preventing such degredation.

6 Conclusion

We have created two very different implementations of a rather simple, yet very
effective, cluster-based high-dimensional indexing strategy. These implementa-
tions differ in the way they access secondary storage, emphasizing small vs. large
I/Os or random vs. sequential I/Os. We have then run these implementations
on a machine connected to various magnetic storage devices, as well as various
SSDs devices, and measured the performance.

Our results show that the secondary storage devices used for large scale high-
dimensional indexing are key to performance. On the one hand, a carefully
crafted implementation can get good performance when using traditional mag-
netic devices. On the other hand, simpler implementations, potentially saving
RAM, can perform very well when high performance SSDs devices are used, as
they cope very well with random accesses. SSDs, however, are not the magical
answer to all performance problems: their capacity is still limited; their price is
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so far very high, although this will probably quickly change; and their observed
performance varies tremendously from one model to the other.

But generalizing this result, one should carefully evaluate the cost of an ex-
tremely sophisticated implementation versus buying efficient storage devices and
placing them along the performance-critical paths.
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Project, funded by OSEO, French State agency for innovation.
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Abstract. Flash memory becomes the very popular storage device. Almost ev-
ery kind of hand-held devices use flash memory because of its shock - resistance,
power economy and non-volatile nature. Recently more attention has been paid
to the data storage in flash memory. Due to the different architecture, the imple-
mentation of the B-tree and R-tree indexes on the solid discs cannot be applied
to flash memory directly. In this paper we propose the efficient implementation
of the aggregated R-tree index. In our approach we separate the R-tree meta data
and the aggregated data into different sectors of flash memory. We also calculate
the number of read and write operations and compare it with the standard R-tree
implementation. Our proposition is particularly effective, since the R-tree struc-
ture is quite stable and the aggregated values change frequently. The experiments
confirm the effectiveness of our implementations.

Keywords: flash memory, aggregated values, aR-tree.

1 Introduction

Flash discs or Solid State Drives (SSDs) are considered as an alternative to the mag-
netic discs. Almost every kind of hand-held devices use flash memory because of its
shock - resistance, power consumption and non-volatile nature. In recent years, the ca-
pacity of flash memory has grown rapidly, so that the devices are able to store the huge
amount of data. Flash memory tends to replace the magnetic discs in many areas. It is
hard to imagine sensor networks, embedded systems or hand-held devices without flash
memory.

Unlike the magnetic discs, the flash discs or SSDs have no mechanic movement
overhead. As a result, the seek and rotational delays are no dominant I/O costs. Due
to this fact, the random reads in flash memory are faster than in a magnetic disc. On
the other hand, the random writes to flash memory are much slower than reads. More-
over, the write operation is much more energy consuming than the read operation. This
asymmetry has an impact on data storage in flash memory.

In this article, we consider the effective storage of the spatial data over flash memory
based on an R-tree index. The main aim of using that index is to speed up the access to
the spatial objects in a database. The idea of the R-tree is similar to the B-tree. Every
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entry in the R-tree corresponds to the rectangle of the considered area and has pointers
to the smaller rectangles inside it. To find the objects residing in the given area, the
traverse from the root to the appropriate rectangle in the R-tree is needed.

The concept of the R-tree index was proposed in [1]. Since then many variants of
the R-trees have been developed. Recently the aggregated R-tree (aR-tree) index has
attracted attention. In that index, the aggregated values, connected with the rectangles,
are not calculated every time but they are stored in the aR-tree explicitly.

In the disc storage system, the operations, such as: insert, delete and rebalancing
on the R-tree, are implemented efficiently. Sectors are read and written to the same
location. In case of flash memory - it is not possible. The blocks of flash memory could
not be overwritten, unless they are erased first. The block consists of the fixed number
of pages, where data may be written. The frequent erasing of the same blocks in flash
memory can quickly deteriorate them. This is caused by the fact that the number of
erase operations is limited and depended on the type of flash memory. To reach the
even sector usage, the flash memory vendors use the Flash Translation Layer (FTL).
The different kinds of FTL are described in more detail in: [2], [3], [4]. Taking into
consideration all these restrictions, we claim that the implementation of the aR-tree
index over the magnetic disc could not be directly applied to flash memory.

In [5] authors propose the efficient implementation of the R-tree structure. However,
they don’t consider storing aggregated values connected with the R-tree nodes.

In this paper we propose the extension of the R-tree implementation which deals with
the aggregated values. Our work may be treated as the first step towards effective storage
of the aggregated values associated with the tree index in the flash memory context.
The paper is organized as follows. In the next section we formulate the problem. In the
third section we propose our aR - tree implementation. In the forth section we make
some calculations connected with our approach and compare it with the standard R-
tree implementation. After that, we describe the experiments, which have been done
to confirm our methods empirically. In the last section we summarize the paper and
describe conclusions and possible extensions of our work.

2 Problem Formulation

2.1 R-Tree Description

The R-tree is the structure similar to the B-tree. There are several implementations of
the B-tree over flash memory [6] [7]. The main purpose of the R-tree index is to manage
the spatial data very efficiently. A common operation, which speeds up the index is, for
example, the searching of all spatial objects in the particular area. To find all the objects
residing in the rectangle A (see figure 1(a)), the R-tree node containing this rectangle
must be found (see figure 1(b)).

There are two kinds of nodes in the R-tree: the leaf nodes and the internal nodes.
Besides, there is one root node. Every internal node contains pointers to the child nodes.
The leaf node points to the objects in the database. Figure 1(b) shows the example of
the R-tree index. There are four nodes in the R-tree: the root node R and three child
nodes: A, B, C, which contain the spatial objects residing inside them.
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The aR-tree is the extension of the R-tree structure. It enables storing the aggregated
values for the entries inside the tree nodes. Sometimes the calculation of the aggregated
values each time may be too complex in the real applications. In such situations, it may
be better to store these values inside the R-tree explicitly. Figure 1(c) shows the example
of aR-tree, where the value connected with the entry is the sum of the values from the
entries of the child node. The more detailed description of the aR-tree can be found in [8].

(a) Indexed area (b) R-tree for the indexed area

(c) aR-tree for the indexed area

Fig. 1. Spatial indexes

3 Proposed Implementations

3.1 Overview

The aR-tree over flash memory should be implemented independently of the FTL. The
purpose of the implementation is to maximize efficiency and to minimize the number of
writes and energy consumption. In this section we propose our aR-tree implementation
idea and compare it with the Original AR Method described in [5]. Both methods are
write optimal.

3.2 Original AR Method

In this section we present our first implementation, which is based directly on the propo-
sition described in [5].

When the new spatial object is created, it is written to the reservation buffer firstly.
Each object has two parts: meta data and data. The meta data of the object contain
data that are necessary for building the aR-tree index. The meta data are stored in the
structure called an index unit. The index unit consists of the following components:
dataptr, parentnode, nextnode, id, minimalboundingbox, opflag and agg−value.
dataptr, parentnode, nextnode, id, minimalboundingbox are: a pointer to data, a
pointer to the parent node, a pointer to the child node, a pointer to the aR-tree node
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containing the object and the minimal bounding box, respectively. opflag represents
the corresponding operation, i.e. an insertion, a deletion or an update. agg − value
denotes the list of the aggregated values.

If the index item changes, it is registered in the reservation buffer firstly. If it is full,
its content is flushed to the flash memory. The architecture of flash memory influences
on the fact that index units may be scattered over various sectors of flash memory.

To facilitate an access to the aR-tree, the additional mapping is needed. A node trans-
lation table is adopted to maintain the index unit and the corresponding sectors of the
memory. The node translation table is an array, which for each aR-tree node contains the
number of the sectors, where the index units belong to that node reside. The following
example illustrates this idea.

Let’s assume that the reservation buffer can hold up to four objects and the objects,
a4, b3, b4, c3, are inserted into the spacial database (fig. 2(a)). If the reservation buffer is
full, the inserted objects are transformed to the index units: I1, I2, I3,I4, respectively.
Then, the new created index units are written to the sectors of the flash memory. Please
note that the object a4 belongs to the node A, the objects b3, b4 to the node B and the
object c3 to the node C.

(a) Index item distribution (b) Flushing into flash memory

Fig. 2. R-tree writing process

Now let’s assume that each memory sector is able to maintain up to three index
units. Then, the index units I2, I3, I4 may be stored in the first sector (for instance
sector 20) and the index unit I1 in the other sector (for example sector 19), as it is
shown on figure 2(a). After that, the new sectors are added to the node transition table.
The figure 2(b) shows the node transition table before (left side) and after the inserting
of the new objects (right side). It is easy to see that after flushing to flash memory, the
sectors 19 and 20 are added to the node transition table. This structure is very helpful
for reconstructing of the aR-tree. For example, if we want to reconstruct the node A,
we need to visit only the sectors with numbers: 12, 17 and 19.

The implementation packs the index units into the sectors of flash memory. The goal
is to reach the minimal number of the written sectors. The problem is NP-hard and may
be reduced to the Bin-Packing problem [5]. In this method, the FIRST-FIT algorithm is
used.
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3.3 Proposed AR Method

Original AR Method is a simple extension of the R-tree implementation proposed in [5].
To the index item we added the agg−value, which contains the list of aggregated values
connected with this index item.

However, this approach would not be efficient, since the aR-tree structure is sta-
ble and the aggregated values change frequently. Every update of the aggregated value
would affect the modification of the whole index item, what could be impractical.

In Proposed AR Method the data connected with the index item and the aggregated
values are separated to the different sectors. Thus, if the aggregated value is changed,
there is no need to rewrite all other values of the index item.

If the aggregated values are modified, the changes are written to the reservation
buffer. If it is full, its content is flushed to the aggregated table. It is a simple struc-
ture, which consists of: the identifier of the entry of the aR-tree and the aggregated
value (see fig. 3). Because the number of the entries may be high, the aggregated values
may be scattered over many sectors of the flash memory. To facilitate the access to the
values connected with the node, the index table is used. It binds every node with the
list of the sectors, which contain the aggregated values (the fragments of the aggregated
table) for that node.

Fig. 3. Compacting of the aggregate index

The index table contains for each node the list of sectors, in which the aggregated
values for this node are stored. If the aggregated value is modified, the new value is
inserted into the aggregated table. It may add the new entry into the index table, since
the value is written into the new sector. The old value is not immediately deleted. As a
consequence, the aggregated table and the index table may grow. Thus, it is necessary
to create the mechanism, which removes the obsolete values from the aggregated table
and compacts the index table. To do that, we define the constant C, which denotes
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the maximal number of sectors where the aggregated values of one aR-tree nodes are
written. Figure 3 shows the way of erasing of the obsolete values for C = 4. The node
A1 consists of three spatial objects: a1, a2 and a3. The aggregated values connected
with these objects are written to the sectors: 1, 2, 11 and 12. The very important issue is
related to the order of the sectors in the index table. Note that sectors 1 and 12 contain
the aggregated value for the entry 3. The actual value is 6 because the sector 12 is after
the sector 1 in the index table. After the compacting process, all the actual aggregated
values are written in the sector 15.

4 System Analysis

In this section we calculate the number of reads and writes for two implemented meth-
ods: Original AR Method (OARM) and Proposed AR Method (PARM). Our calcula-
tions are similar to [5] and are presented in more detail in [9] . In this section, we assume
that the aR-tree structure is stable and only the aggregated values change.

In case of OARM, the number of reads and writes, needed for the updating of k
aggregated values, may be bounded by R1−Agg = O(k ∗ H ∗ C) and W1−Agg =
O(2 ∗ (k∗Hf ))), respectively. H denotes the height of the aR-tree, C is the maximal
number of sectors connected with one node and f denotes the number of index units,
which one memory sector can contain.

On the other hand, PARM needs R2−Agg = O(2 ∗ k ∗ H ∗ (C + 1)) reads and
W2−Agg = O(2 ∗ (k∗Hr )) writes, where r denotes the number of records, which can
contain one memory sector.

According to our calculations, we can derive the following conclusions:

R1−Agg ≤ R2−Agg (1)

This is because PARM additionally reads from the aggregated table, which is placed in
the different sectors than the index items.

W2−Agg ≤ W1−Agg (2)

O(2 ∗ (k ∗H
r

)) < O(2 ∗ (k ∗H
f

))) (3)

The condition (3) holds because: f � r. One memory sector may contain much more
aggregated values than index items.

5 Experiments

In this section, we shall discuss some simulations, which confirm the effectiveness of
the proposed methods. We compared two implementations: Original aR-Tree Method
(OARM) and Proposed aR-Tree Method (PARM). Our experiments were conducted on
the 16 GB flash memory where the read and write access time is: 54 μs and 400 μs,
respectively.
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In this experiment we created two aR-trees using each of the above described strat-
egy. Every aR-tree consisted of 200 minimal bounding rectangles (MBR). Then we
modified 200000 times the aggregated values connected with the randomly chosen
MBRs without changing the aR-tree structure.

Figure 4 shows the number of reads and writes for both methods. We see that PARM
needs more read operations to perform the modification of the aggregated values, be-
cause it requires to scan the sectors containing the index item data and the aggregate
table. On the contrary, OARM only needs to read the index item data. However, PARM
is more effective than OARM, as far as the number of writes is considered. Such a situa-
tion is caused by the fact that in OARM the aggregated values are inside the index item,
therefore, the changing of those values implies the rewriting of the whole index item.
In case of PARM only these blocks are changed, where the aggregated values reside.

Besides, we measured the evaluation time for both methods. According to the exper-
imental results, PARM outperforms OARM. It is strongly connected with the number
of reads and writes. The write operation needs more time to be performed. Besides, the
erase operation is often triggered in OARM, what slows down this method.

Fig. 4. The charts show: the number of reads, the number of writes and the evaluation time for
each implementation

6 Conclusions and Future Work

In this paper, we proposed some approaches to the implementation of the aR-tree index
over flash memory. The aR-tree index may be considered as the extension of the R-tree
index. Apart from the typical components using for the storing of the spatial objects, it
contains the precalculated aggregated values inside. The implementation of the aR-tree
over flash memory must consider the limitations of that memory and cannot be directly
adopted from the magnetic discs environment.

We compared two implementations. In Original AR Method, we use index items
with the aggregated values. If the entry of the aR-tree node changes, it is written to the
reservation buffer and if the reservation buffer is full, all entries are flushed into the flash
memory. In Proposed AR Method, we split the aR-tree structure and aggregated values
into the different sectors of the flash memory. This method is very effective, since the
aR-tree structure changes rarely and the aggregated values frequently.
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We calculated and compared the number of writes and reads for all methods. To
confirm our results we carried out several experiments.

In the future work we are going to deal with the view materialization problem. It is
because not all the aggregated values should be stored in flash memory. Therefore, the
question is, which values should be materialized to make the implementation energy
efficient.

References

1. Guttman, A.: R-trees: A Dynamic Index Structure for Spatial Searching. In: International Con-
ference on Management of Data, pp. 47–57. ACM (1984) 66

2. Park, C., Cheon, W., Kang, J., Roh, K., Cho, W., Kim, J.S.: A Reconfigurable FTL (flash trans-
lation layer) Architecture for NAND Flash-based Applications. ACM Trans. Embed. Comput.
Syst. 7(4), 1–23 (2008) 66

3. Cho, H., Shin, D., Eom, Y.I.: Kast: K-associative Sector Translation for NAND Flash Memory
in Real-time Systems. In: DATE 2009, pp. 507–512 (2009) 66

4. Gal, E., Toledo, S.: Algorithms and Data Structures for Flash Memories. ACM Computing
Surveys 37 (2005) 66

5. Wu, C.H., Chang, L.P., Kuo, T.W.: An Efficient R-tree Implementation over Flash-memory
Storage Systems. In: GIS, pp. 17–24. ACM (2003) 66, 67, 68, 69, 70

6. Nath, S., Kansal, A.: Flashdb: Dynamic Self-tuning Database for NAND Flash. In: IPSN,
pp. 410–419. ACM (2007) 66

7. Wu, C.H., Kuo, T.W., Chang, L.P.: An Efficient B-tree Layer Implementation for Flash-
memory Storage systems. ACM Trans. Embedded Comput. Syst. 6(3) (2007) 66

8. Papadias, D., Kalnis, P., Zhang, J., Tao, Y.: Efficient OLAP Operations in Spatial Data Ware-
houses. In: Jensen, C.S., Schneider, M., Seeger, B., Tsotras, V.J. (eds.) SSTD 2001. LNCS,
vol. 2121, pp. 443–459. Springer, Heidelberg (2001) 67

9. Pawlik, M., Macyna, W.: Implementation of the Aggregated R-tree over Flash Memory. Tech-
nical Report, Wroclaw University of Technology (2011) 70



A Flash-Based Decomposition Storage Model

Qingling Cao, Zhichao Liang, Yulei Fan, and Xiaofeng Meng

School of Information, Renmin University of China, Beijing, China
{qinglingcao,zhichaoliang,fy1815,xfmeng}@ruc.edu.cn

Abstract. The traditional HDD-based columnar storage is an impor-
tant technology to improve the performance of query-intensive database.
However, some features of HDD weaken the advantages of columnar stor-
age. In this paper, we study the advantages of SSD over HDD on colum-
nar storage and propose a new columnar storage model based on SSD,
named Flash Based Decomposition Storage Model(FBDSM). FBDSM
stores each attribute of a table in a column and each column has a log
table to store its recently updated data, which will be merged with orig-
inal data periodically. In this way, FBDSM not only provides efficient
update, but also almost has no negative impact on query performance.

Keywords: DSM,columnar storage,flash memory.

1 Introduction

In 1985, columnar storage was proposed in [1] and Sybase launched Sybase IQ
in 2004, which is the first commercial column-store mainly for on-line analysis
and data mining[3]. Subsequently, C-store[2], an open source write-optimized
column-store was released and SQL Server implemented columnar storage tech-
nology in its version 11.0[4]. Nowadays, many workloads, like data warehouse,
require read-optimized systems, so the column-store storage systems have been
widely used. Comparing with its row-store counterpart for query performance,
column-store enjoys some distinguish features such as better compression uti-
lization and low I/O cost[5][6]. However, as a storage technology optimized for
query-intensive, random read operations are inevitable. Consequently, the poor
random read performance of HDD may become the bottleneck in column-store
storage systems.

1.1 SSD Properties

SSD is an electronic equipment with small size, light weight, good shock resis-
tance and particularly excellent access performance. Physically, SSD consists of
some flash chips, and each flash chip is composed of certain number of blocks.
Block is made up of a certain number of pages, usually 32, 64 or 128 pages. Page
is the unit to read and write, and block is the unit to erase. A block can’t be over-
write until erased. Erase is a time-consuming operation and a block will become
unreliable after a certain times of erase. These features cause that small size write
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on SSD is not so convenient, and in-place update is not supported.Without me-
chanical latency, SSD exhibits much better random read throughput than HDD.
Much work have been done to make better use of SSD based on its special fea-
tures [7][8][9]. Accordingly, many papers indicate that SSD is much better than
HDD in columnar storage.

1.2 Our Approach: FBDSM

Considering the properties of SSD, we proposed a new column storage model,
Flash-based Decomposition Storage Model(FBDSM), which not only suits the
characteristics of SSD, but also provides efficient update with little negative
affect on read performance. Just like the column-store, all attributes in a table
is stored decomposed in FBDSM as column. Every column has two storage
structures: one is primary table(PT), to store data that is loaded or inserted and
another is a vice table just like log, named as log table(LT), which is designed
to store update(UPDATE and DELETE) data. In this way, update could be
postponed in the LT until the merge of PT and LT.

The rest of this paper is organized as follows. In Section 2 we introduce some
existing columnar storage models and in section 3, we present our storage model
FBDSM. We illustrate query processing differences between FBDSM and tradi-
tional columnar storage model in section 4 and give our experiment and perfor-
mance analysis in section 5. Section 6 presents our conclusion finally.

Fig. 1. The traditional table and its corresponding DSM storage model

2 Related Work

The first column storage model was described in [1] as DSM(Decomposition Stor-
age Model). The DSM need to support only the simple binary relation between
two objects. The first object is a fixed length attribute called surrogate, which is
similar to TID(tuple identity) to identify a tuple. The second object could be a
fixed or variable value attribute. As figure 1 shows, the traditional table on the
left is stored as three binary table on the right in DSM. For this DSM storage
model, it is very easy to recognize a tuple by surrogate, but attaching a surrogate
column for every attribute wastes much storage space. Some column-stores, like
KDB, MonetDB/X100 [10] and c-store [2], keep data in entry sequence. Each at-
tribute of a tuple have the same relative location in columns, which means that
they have the same calculated TID. In this way, there is no need to store TID.
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Insertion could just be put at the end of the columns. However, it is expensive to
update a few attributes in a tuple at the same time. Generally, it will be substi-
tuted by an insertion after a deletion.

3 FBDSM

As we mentioned ahead, there is only comprised columnar storage on SSD re-
cently, which hinders the columnar storage to exert its advantages on SSD. So
we put forward a novel columnar storage model FBDSM that fits for SSD. We
introduce the storage structure of FBDSM in section 3.1, and present how to
deal with INSERT, DELETE and UPDATE in section 3.2 and 3.3. Finally, in
section 3.4 we show how to integrate data of attribute column and LT.

3.1 Storage Structure of FBDSM

Flash-basedDecomposition StorageModel (FBDSM) is a columnar storagemodel
designed to make full use of SSD. SSD, for its distinctive features as mentioned
above, has some special read andwritemechanisms in practical applications. Since
the write unit on SSD is page, it is very inconvenient to do small-size update. More-
over, it is also difficult to keep entry sequence on flash since it supports no in-place
update. To solve this dilemma, we put forward a new storage model, FBDSM.
Just like column-store, all attributes in a table is stored decomposed as column in
FBDSM. Every column has two storage structures. One is primary table(PT), to
store loaded or inserted data while another is a vice table serves just like log, which
is named as log table(LT) and used to store updated(UPDATE and DELETE)
data. LT consists two attributes, TID and the same attribute as column, in which
TID identifies the data in the column. TID identifies the updated data in the col-
umn, and the other attribute is the new data. In figure 1, the table on the right
stored as FBDSM is presented in figure 2.

Fig. 2. Table in figure 1 stored as FBDSM

3.2 INSERT

In FBDSM, any loaded or inserted data is put at the end of PT. So these new
added tuples are kept entry sequence. Figure 3 shows table T with two columns
9 tuples loaded, and 2 tuples inserted at the end of the PT. Here we assume
that every block consists four attribute values in columns, and consists 3 tuples
in LT. Each block consists two pages. Then attributes A and B are both stored
in 3 blocks.
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Fig. 3. Table T after load data and insert two tuples

3.3 DELETE and UPDATE

To delete a tuple, it should compute its TID at first, and then insert every LT
of the table a record <TID, NULL>. To update a tuple, find the TID of the
attribute to be updated at first, then add the TID and the new value to the
corresponding LT, leaving the old value in the column as it is. Figure 4 shows
table T after some DELETE and UPDATE operations. The deleted or old value
in a column will not be deleted until merged. Since there is no flag in column to
mark the invalid, and the data in LT may be updated again as <2,A2’> in LT
of A, thus it should search the LT from tail to head in query processing and the
first value encountered of the same TID is the latest.

Fig. 4. Table T after some UPDATE and DELETE operations
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3.4 Merge of Data

For update-intensive workloads, many ”holes” that store invalid data will appear
in blocks of PTs after many UPDATE and DELETE operations, thus it is very
necessary to merge the new data in LTs into PTs in time. Here we set 1/2 as the
threshold to trigger the merge operation, namely if the invalid data occupied half
of a block, the block can be merged. Once the merge is triggered, a background
procedure will be woke up to merge the target blocks in batch once. The blocks
in the PT are merged with the new data in its LT and written into new blocks,
hence the data in old blocks of columns certainly will not be used in the future.
Then these blocks can be recycled. The new blocks may have free space, since the
merged blocks may have deleted data. Certainly, the cost to move data followed
ahead is unaffordable. We leave the free space as it is, until the the blocks next
to it is merged, and write the data into its free space.

Then, how to deal with these blocks in LTs? After merge, some new data have
been integrated into columns. If we delete all of them from the LTs thoroughly,
it may lead to blocks rewrite frequently. To avoid this, there is a threshold for
blocks of LTs. For example, if more than 2/3 of the data in the block has been
merged into its column, than this block can be rewritten leaving only valid
data. For free space, it takes the same mechanism as in column. Every LT is
also assigned a data structure, we name it as Bit Flag Map(BFM). Every bit
in BFM shows if the corresponding value in its LT is valid data. The BFM is
stored in SSD and is changed after merge. So those new data of LT that are
inserted after merge is not shown in BFM. Their validation should be judged by
scanning from tail. Figure 5 shows table T in figure 4 after merge as described
ahead. The thresholds of column and LT are respectively 1/2 and 2/3.

Fig. 5. Table T after merge operation
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4 Query Processing

Although the storage model has been made relatively significant changes in
FBDSM, query processing is not complicated. In this section, we show how
to deal with queries on FBDSM.

Many optimization on columnar storage query processing [11][12] can be ap-
plied on FBDSM, some may only by simple change. Actually, the essential dif-
ference between FBDSM and traditional columnar storage is the LT. In query
processing, when need the data of an attribute, we recommend to integrate the
column and its LT. At first, read LT into memory and extract those valid data
with the help of BFM. Then sort these valid data by TID. With TID, it is very
easy to identify the location of its old value, just iterate the column block by
block and replace the old value. Then it can process queries with methods that
have been proposed. For example, it can process join query with FlashJoin [12].
The extra step is to integrate column with LT before input data into Join Kernel.
Because LT is relatively very small, so this step will not increase so much cost.

5 Experiment and Analysis

In this section, we present the results of experiment and analysis. Section 5.1
shows the experiment setup and update results and section 5.2 compares the
query processing performance of DSM and FBDSM theoretically. In section 5.3,
we illustrate that the cost of merge is so low that it doesn’t affect the query
performance FBDSM.

5.1 Update

We simulate the DSM and FBDSM storage models on MySQL DBMS. Here the
DSM is a little different from [1], it stores only attribute column and do in-
place update or insert-after-delete update. Both DSM and FBDSM can locate
an attribute value by TID immediately. To simulate this, in our experiment, we
add an indexed TID column to the attribute column of both DSM and FBDSM.
We generate a table with 4 attributes and 530w tuples randomly. The table is
stored in 3 methods: DSM on HDD, DSM on SSD and FBDSM on SSD. In the
experiment, we test the performance of updating one attribute of 40000 tuples of
the table randomly and compute the average cost of an update. Then, we test the
performance to update 2 attributes of 40000 tuples randomly and also compute
the average cost. The results is shown in figure 6. From the results we find DSM
on SSD almost has no advantage over SSD on HDD, though the great advantages
of SSD over HDD. This is because in-place update cause erase-before-write and
erase is an expensive operation on SSD. Compared with DSM both on HDD
and SSD, our approach gains more than 40% improvement. For DSM on HDD,
updating a few attributes in a tuple leads to several random disk I/O, which
increase the update cost greatly. To avoid this, some column-stores would rather
do insert after delete than in-place update. Figure 7 shows the performance of



A Flash-Based Decomposition Storage Model 79

Fig. 6. The average performance com-
parison of DSM(HDD) and DSM(SSD)
with in-place update and FBDSM to up-
date a tuple

Fig. 7. The average performance com-
parison of DSM(HDD) and DSM(SSD)
with insert-after-delete and FBDSM(k)
to update a tuple, k is the number of up-
dated attributes

DSM on SSD and HDD with insert-after-delete update method and FBDSM.
The result in figure 7 shows that using insert-after-delete method, DSM on SSD
performs much better than DSM on HDD. Compared to FBDSM, DSM(SSD)
could gain equivalent performance only when all the attributes of the tuple need
to be updated. Certainly this case is rare. When minority attributes need to
be updated, FBDSM save much time, as FBDSM(2) and FBDSM(1) shows. So
FBDSM is always better than DSM(SSD) with insert-after-delete update.

5.2 Join

Join is the most expensive operation in query processing and its performance
usually dominates query processing performance, so we mainly focus on analyz-
ing join. In [12], although FlashJoin, is proposed to optimize join on SSD with
PAX layout, actually, it is a more perfect join method for column layout, no
matter on SSD or on HDD. As have been mentioned in section 4, for FBDSM,
it should read LT to do a merge operation in memory before join. As the cost of
merge done in memory is relatively low compared to the scan cost of LT. Then,
on HDD and SSD, join cost can be respectively disintegrated as follows:

ColumnScanHDD + FlashJoin. (1)

ColumnScanSSD + LTScanSSD + FlashJoin. (2)

ColumnScanHDD/SSD is the cost to read columns from HDD/SSD, and
LTScanSSD is the cost to read LTs from SSD. The cost difference, (1)-(2),
is (ColumnScanHDD - ColumnScanSSD) - LTScanSSD. For the same table,
no doubt, ColumnScan on SSD is faster than HDD. While, this advantage will
be counteracted by LTScan, if the LT is too large. As have been acknowledged
the sequential read speed of SSD and HDD are about 160MB/s and 110MB/s
respectively. If the columns on HDD and SSD are both 1G, then when the LTs
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is 3.2G, the cost of (1) and (2) are equal. Actually, it is impossible, because in
our approach LTs are relatively small and can be integrated to columns when
necessary. So, FBDSM is always better than DSM in normal workloads

6 Conclusion

This paper presented a new columnar storage model that fits for flash, named
FBDSM. It not only exerts the advantages of columnar storage, but also coor-
dinates the features of SSD. Our experiment proved that FBDSM enjoys good
query and update performance.
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Abstract. In recent years pirate attacks against shipping and oil fields
have continued to increase in quantity and severity. For example, the
attack against the Exxon Mobil oil rig in 2010 off the coast of Nigeria
ended in the kidnap of 19 crew members and a reduction in daily oil
production of 45,000 barrels, which resulted in an international rise in
the price of oil. This example is a perfect illustration of current weak-
nesses in existing anti-piracy systems. The SARGOS project proposes
an innovative system to address this problem. It takes into account the
entire threat treatment process; from the detection of a potential threat
to implementation of the response. The response to an attack must take
into account all of the many parameters related to the threat, the poten-
tial target, the available protection resources, environmental constraints,
etc. To manage these parameters, the power of Bayesian networks is har-
nessed to identify potential countermeasures and the means to manage
them.

1 Introduction

World oil production is spread over more than 10,000 offshore fields, each of
which requires tools and equipment to extract, process and temporarily store oil,
and vessels that can transport the hydrocarbons between the point of production
and the point of consumption.

Modern maritime piracy is currently the major threat to the security of these
energy production installations and the maritime shipping of oil.

Monitoring methods, and above all protection measures are the major weak-
nesses in the detection of a threat on such installations. They tend to be
ineffective and limited in the extent to which they can be tailored to a par-
ticular situation. Finding a system that can manage the safety of oil fields, and
provide both suitable protection and effective crisis management is of primary
importance.

The SARGOS project is a response to this need. It proposes a global system
in the fight against acts of piracy committed against oil industry infrastructure.
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This paper discusses the issues surrounding acts of oil field piracy. It de-
scribes in detail a method for the planning of countermeasures. Notably, it uses
a Bayesian network to model the situation using two different inputs: the Piracy
and Armed Robbery database of the International Maritime Organization (IMO)
and the consolidated knowledge of experts in the domain. The results are tested
using realistic and comprehensive pirate attack scenarios.

2 Problem Definition and Research Objectives

The infrastructure of the offshore oil industry is subject to a constantly rising risk
of piracy. These acts have repercussions both on local operations and globally.
This section describes the economic and political challenges related to these
attacks. It highlights an increasingly insecure context, where the actors involved
in the offshore oil industry are helpless to protect themselves, and the current
tools do not effectively protect infrastructure. Finally, we outline the SARGOS
project, illustrate its potential contribution to finding new ways of dealing with
these issues and demonstrate their relevance.

2.1 Political and Economic Challenges

The offshore oil industry is growing rapidly. Offshore oil extraction currently
accounts for about one-third of global oil production. Despite its scarcity, this
source of energy is under active exploration in many parts of the world.

From an economic perspective, it is important to highlight that attacks on
such infrastructure generate significant additional costs (ransom payments, in-
surance premiums, the installation of security equipment etc.). These additional
costs directly affect the price of oil in the international market.

From the political perspective offshore oil fields are an interface between the
activities of the oil industry and the maritime world. The legal status of oil
rigs is complicated, although this is due more to the heterogeneity of applicable
regulations than the absence of a body of law. This complexity can result in
political conflicts between nations; it is often the case that the rig is located in
one country, while the company operating the platform is located in another.

The importance of oil installations to the world economy and global indus-
try, and the consequences that can arise from acts of piracy provides a strong
incentive to better protect these assets.

2.2 Context and Operational Needs

Despite the fact that attacks against oil fields are infrequent and above all,
receive little media coverage, they are of great cause for concern because of the
serious consequences for both crew and infrastructure.

Infrastructure managers, employees and safety officers no longer want to see
commercial assets become the subject of large ransoms. Nor do they want to
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continue to see crewmen injured, traumatized, held under extreme conditions
for long periods of time, or even killed. For their part, insurers do not want to
continue to insure highly expensive risks for an indefinite period of time. Finally,
nations want to see an end to the situation where the price of oil is affected by
such events.

The recent attacks are a perfect illustration of the weakness of existing anti-
piracy tools. Currently, the safety of oil installations is provided by so-called clas-
sical tools (radio identification, radar, Automatic Identification Systems, etc.).
Despite their usefulness in helping to detect threats, they cannot distinguish be-
tween different types of hazard (fishing boats, jet skis, tankers, etc.). Moreover,
their effectiveness depends on many and various parameters that are related to
the environment as well as technical and operational constraints.

The proposed solution is therefore to increase the degree of infrastructure pro-
tection by developing a new system (SARGOS), which is capable of generating
an alarm and can set in motion an internal and external response to a confirmed
intrusion.

2.3 The Contribution of the SARGOS Project

The SARGOS project (Système d’Alerte et de Réponse Graduée OffShore/Gradu-
ated Offshore Response Alert System) aims to meet this new need to protect
vulnerable civilian infrastructure, which is exposed to acts of piracy or terror-
ism carried out at sea. The project aims to design and develop a comprehensive
system that takes into account the whole threat treatment process, from the
detection of a potential threat to the implementation of the response. It can be
integrated into the infrastructures operations and respects regulatory and legal
constraints.

The project is funded by the French National Research Agency (L’Agence
Nationale de la Recherche)1 , and is approved by other regional bodies in France.
The development of a comprehensive protection system requires multi-disciplinary
technical skills; challenges include the automatic detection and identification of
threats, assessment of potential risks, and management of an appropriate re-
sponse. The functional outline of the SARGOS system (Figure 1) shows how the
threat is processed.

In the context of the current discussion, there is insufficient emphasis on the
preparation of the diagnosis and the way in which parameters and constraints
related to attacks should be managed. In order to address these shortcomings, we
propose a new approach that can automatically draw up response plans, tailored
to the type of intrusion detected.

1 The SARGOS project brings together many different private sector organisations
(including the French naval shipbuilder, DCNS and SOFRESUD, a supplier of
high-tech equipment to the defence industry) and public research centres (including
ARMINES, a French contract research organisation and TéSA, Telecommunications
for Space and Aeronautics).
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Fig. 1. Functional outline of the SARGOS system

3 Method

This paper will focus particularly on the contribution of a Bayesian inference
approach, which uses input from an established database and the knowledge of
experts in the maritime domain. The Bayesian network is used in the response
planning process and the aim is to prepare a response that is appropriate, grad-
uated and which can adapt as the threat evolves. Database information and the
knowledge of oil industry experts are used together to address the lack of both
a priori knowledge of the object in question and learning from experience in the
applied domain.

The Bayesian network is used to model this information and knowledge; the
tool is based on Thomas Bayes theorem (1), which forms the basis for probability
theory.

(
P (B/A) ∗ P (A)

P (B)

)
= P (A/B) (1)

A Bayesian network is a model that represents knowledge, and makes it possible
to calculate conditional probabilities and provide solutions to various types of
problems.

BayesiaLab software2 was used to construct the Bayesian network. This tool
for modelling Bayesian networks has many features and an intuitive graphical
interface.

The SARGOS Bayesian network was developed in two stages, described below:
first an initial network was constructed using data from an established, profes-
sional database, and then the final network was built using expert knowledge
from the field.

2 The BayesiaLab software has been developed by the French company Bayesia
(http://www.bayesia.com/).

http://www.bayesia.com/
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3.1 Construction of a Bayesian Network from Database Content

The first stage exploited data from the Piracy and Armed Robbery database
of the International Maritime Organization (IMO). It is the only database in
existence that holds records (dating from 1994 ) of pirate attacks in the maritime
environment. On 15 th July, 2011 this database held 5,502 records and recorded
the following information for each attack: the name of the asset targeted, the
number of people involved, the type of weapon used, the measures taken by the
crew to protect themselves, the impact on the crew and pirates, etc.

From this data the BayesiaLab software automatically generates a Bayesian
network and suggests dependency relationships between the main elements found
in the database. This study of the contents of the database made it possible to de-
fine the principle countermeasures adopted by the majority of entities attacked,
namely: engage evasive manoeuvres, activate the Ship Security Alarm System
(SSAS), contact the security vessel, move the crew to a safe location, and turn
on the searchlight, etc.

These modalities and conditional probabilities were then used to construct
the expert knowledge Bayesian network.

Figure 2 shows the Bayesian network created from the database content. In-
formation such as longitude, latitude, name of the asset targeted, etc. was not
used as data was not available for all attacks.

Fig. 2. The Bayesian network constructed from IMO data

In its initial form, the probability distribution of the nodes shows that most
ships that come under attack are bulk carriers or tankers (this raw data does
not reflect the application of constraints relating to particular attacks).
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66.39 percent of attacks occur in international waters; this is due to the lack of
security controls. Equally often, pirates profit from attacking in numbers: 60.39
percent of attacks are organized by pirate teams consisting of more than five
people.

This network provides a very clear view of the pirates tactics, how they are
armed, and above all the number of people involved.

The following example demonstrates how the network can be used to simulate
a particular attack scenario. In the example, specific modalities are set for nodes
that characterize an attack:

– The asset targeted: a tanker
– The location of the incident: international waters
– Type of attackers: thieves
– Type of weapons: armed personnel.

This makes it possible to identify the countermeasures used. The Bayesian net-
work indicates that in this situation, the robbers fired shots at the potential
target and that the crew, in order to protect themselves, tried to apply evasive
manoeuvres and used high-pressure fire hoses on the attackers.

The Bayesian network created from the IMO data made it possible to make
an initial assessment of the main tools and protection measures used by a crew
under attack to protect themselves, to evaluate the effectiveness of these tools,
and to determine the probability of certain types of attack.

Secondly, the use of this database made it possible to test the functionality of
the BayesiaLab tool and establish the feasibility of creating a Bayesian network
from existing data.

3.2 Construction of a Bayesian Network from Expert Knowledge

The first stage of the project was to construct a Bayesian network from the
IMO data. In the second stage, expert knowledge from the marine community
was used to construct the network. Civil and military experts in the maritime
domain shared their experiences and opinions during successive brainstorming
sessions to define the variables (Bayesian network nodes) and connections (links
between nodes) of the system. As a result of this expert knowledge the initial
conditional probabilities were set. These probabilities were then updated through
an iterative process in which many scenarios were simulated in order to verify,
and if necessary refine, the values which had been set for each node.

The principle is the following: when an object is detected by radar in the
vicinity of an oil field, a set of variables is determined and calculated in order to
identify and assess the potential danger. Such information includes, for example,
the speed at which the object is moving, visibility, time of day, longitude and
latitude of the object and the target etc.

This data is used to calculate the distance between the target and the moving
object, and the time required for the intervention of the security vessel. This
information is recorded in an alert report and each object detected is allocated
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a unique identifier. The SARGOS system only generates this report when the
threat is identified as suspicious or hostile.

The basic architecture of the SARGOS response planning network consists
of five modules and four sub-modules. The definition and the scope of each
of these five modules are directly related to the meaning of the nodes that
constitute them. The modules are classified as: basic parameters, the overall
danger level of the situation, aggravating factors and constraints, nodes related
to communication and distress calls and countermeasures. These are described
in detail below.

The Basic Parameters. These are static or dynamic physical data that char-
acterize the threat and the target. They are the direct result of, or are derived
from, the intermediate calculations of the alert report. They constitute the mini-
mum data necessary to create a model that is still sufficiently detailed to permit
a full understanding of the threat and the target, and the issues involved in
responding to an attack. These parameters include, for example, the identity of
the threat IdentityClass (suspicious or hostile), the distance between the threat
and the target DTG Threat/Asset, the criticality of the target AssetAssessment.
Four modalities are defined for this node: critical, major, significant and other.

The Overall Danger Level of the Situation. The overall danger level of the
situation is derived from the basic parameters. The node ShowGradationLevel
is the formalization of this module in the Bayesian network. The grading system
uses levels 1-4 (1 being least serious, 4 being most serious). This level, and the
planning of countermeasures, is constantly adapted to each situation.

Aggravating Factors and Constraints. Aggravating factors and constraints
are both internal and external elements of the system.

Aggravating factors make it possible to take into account a potential deteri-
oration in the situation and thus to anticipate potential planning options. They
represent the environment, for example the visibility (Visibility) and the time of
day (PeriodOfDay).

Constraints are represented by parameters that reflect the effectiveness of the
response both technically and operationally. Technical constraints are directly
related to the use of countermeasures and include factors such as their availability
(ImmediateReadiness) or the potential for remote control (RemoteControlled).

Communication and Distress Calls. Communication and the distress call
are two indispensable resources called upon in response to a threat. Internal com-
munication at the target can be used to notify all relevant personnel (e.g. inform
the Offshore Installation Manager, InformOIM), while external communication
operates at various levels to alert the various actors involved in safety at sea (for
example, to request the intervention of security vessels RequestSecurityVessels,
or activate the Ship Safety Alarm System, RaiseSSAS). This communication
makes it possible for oil field installations and shipping to prepare their response
and to ask, where possible, for outside intervention.
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Countermeasures. This refers to the set of defensive measures implemented
when the target is attacked, in order to protect itself against an identified threat.
They are the concrete expression of the response and provide a set of means and
actions to normalize the situation as quickly as possible following an attack.

The countermeasures module is divided into four sub-modules which are the
core of the concept of a graduated response as they off er increasingly forceful
countermeasures depending on the nature of the detected threat: they include
deterrence and low-impact repulsion measures; repulsion, anti-boarding and neu-
tralization measures; management of procedures, and ensuring the safety and
security of the facility. They are described in detail below.

Deterrence and Low-Impact Repulsion Measures. These inform attackers that
the target is aware of their intentions, that the target is able to follow the
attackers and the target has no interest in taking action. Low-impact repulsion
is the ability of the target to repel the attack using relatively low impact means
such as searchlights, high-pressure fire hoses or Long Range Acoustic Devices
(ActivateLRAD).

Repulsion, Anti-boarding and Neutralization Measures. These are high-impact
countermeasures, whose main function is at least to mitigate if not neutralize at-
tackers. The node EngageRepellentEquipment encompasses a growing number of
resources available on the maritime piracy market that make it possible to repel
an attack at a distance, while respecting the principle of non-lethal self-defence.
The main function of anti-boarding measures, as with repulsion equipment, is
to prevent attackers from being able to board should they approach the facility
or ship.

The role of SetCrowdControlMunition is to delay the progress of the attackers
to the point of exhaustion, or even neutralize them and so allow maximum time
for the crew to deploy other safety actions.

Procedure Management. This consists of the following countermeasures:
The CrewMangement node refers to the sounding of crew action-stations, and
for the crew to immediately report to their pre-assigned post or station on the
installation.

The AssetAssaultManagement node relates to the management of safety and
security at the potential target. The modalities of this node are: withdrawal
to a designated safe room, evasive manoeuvres (on mobile units and ships),
and activating the security station (this consists of particular procedures to be
followed by individual crew members when the alarm is raised).

Ensuring the Safety and Security of the Facility. As is the case with procedure
management the SARGOS system includes action plans for the management
of production equipment in order to safely shut it down, and deny access to
sensitive areas.

Conditional Probabilities. In the Bayesian network, each module or sub-
module consists of one or many nodes that all have an effect on each other.



The Contribution of Bayesian Networks to Manage Risks of Maritime Piracy 89

Each node consists of a matrix of conditional probabilities that are calculated
by taking into account the various influences between nodes and the actual
situation represented by the node itself.

The probabilities of the base nodes are normalized, i.e. elements that would
characterize a specific attack have not been added.

4 Discussion

When the probability distribution of the different modalities has been estab-
lished, and the Bayesian network has been developed, various attack scenarios
can be simulated. Once the initial conditions have been determined, the network
translates them into a response report. Experiments with different potential
scenarios enabled the network to be finalised before it was integrated into the
SARGOS system.

4.1 Attack Scenario Case Studies

The following two examples demonstrate what happens when parameters are set
to simulate an attack on a Floating Production, Storage and Offloading (FPSO)
unit, which is considered to be a critical asset. Figure 3 describes the first scenario
where an unknown vessel creates the threat.

The parameters that were set to reproduce the scenario on an FPSO are:
the identity class of the threat, the ranking between the threat and the target
(Ranking Threat/Asset, which corresponds to the time in seconds required for
the threat to travel the remaining distance to the target), the distance between
the threat and the target (DTG Threat/Asset, in meters), the security vessel
response time (TTG SecurityVessels/Asset, in seconds), the time of day and the
visibility. The simulation shows that the danger level of this situation is 2, with
a percentage of 64.68. In this case the countermeasures to be applied are: inform
the boatswain, request the intervention of a security vessel, send a clear, strong
message using a long-range loudspeaker, activate the searchlight, activate the
security station, and activate repulsion equipment. Planning is tailored to the
danger level of the situation and evolves in response to changes in the parameters
relating to the threat and the target. In the second scenario the attacker is now
hostile, armed and equipped with a highly manoeuvrable boat. This high-threat
scenario is described in Figure 4.

In this scenario, the danger level is 4, with a percentage of 79.79. Figure 5
illustrates the adapted response plan. This level of danger requires internal and
external communications (BroadcastField and ActivateDistressCall) but more
importantly, a more vigorous response demonstrated by the following counter-
measures: assemble the crew (CrewManagement), activate the security station
(AssetAssaultManagement), ensure the safety and security of the production
facility (EngageESDS), block access to sensitive areas (ShutLockAccesses) and
delay the progress of the attackers (SetCrowdControlMunition). Finally, a low-
impact repulsion measure such as the Long Range Acoustic Device (ActivateL-
RAD) is put on stand-by.
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Fig. 3. Observations set for scenario1

Fig. 4. Observations set for scenario2

Fig. 5. Simulation of a high-threat scenario on an FPSO

Generating attack scenarios in this way helps to refine the probability distri-
bution and tests the response of the Bayesian network to changes in parameters
(the threat, the target, the environment, etc.).
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4.2 Integration of the Bayesian Network into the SARGOS System

In order to integrate the Bayesian network into the SARGOS system, a prototype
was developed that took as input an alert report and generated as output a
response plan. The response plan contains all the countermeasures to be applied
either by the crew or automatically by the system. Once the countermeasures
(whose probability exceeds the activation threshold) have been selected, they
are displayed in the response plan in a specific order. The main factors that
determine the order are: the action mode of the countermeasure, its ease of
implementation, the extent to which it is automated (or the need for a large
number of people to activate it), the time needed for it to become effective, and
any potential additional functions.

5 Conclusion and Future Work

The SARGOS system responds to an alert report with a response plan, which is
the result of an intelligent analysis of the alert report. This response plan brings
together the information necessary for the physical installation to protect itself
against a threat.

An initial constraint of the project is met, as all the countermeasures are
non-lethal responses.

The use of a Bayesiannetwork for the planning of the response is a major asset of
the SARGOS system as this network can handle all possible combinations of threat
characteristics, the target under attack, environment, crew management and facil-
ities. Most importantly, it adapts to changes in the danger level of the situation.

Finally, the network is able to integrate feedback from attacks that has pre-
viously been used to administer and can therefore evolve. Consequently, the
planning module can be modified and improved iteratively.
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Abstract. Radio-Frequency Identification (RFID) technology can provide 
global visibility for each product by the Discovery Service (DS) of EPCglobal, 
the de facto international standard for RFID. Only the role of a DS has been 
introduced and no concrete standard for a DS has yet been specified. A DS 
should have high scalability because of the huge volume of products and 
therefore tracing information. 

We propose a scalable distributed architecture for a DS that is Object-Based 
Discovery Service (OBDS). An OBDS consists of several unit-DSs and a Unit-
DS Lookup Service (UDLS). A unit-DS contains all data for some objects and a 
UDLS enables the discovery of the desired unit-DS among distributed unit-DSs 
for global tracing of an object. We present an analytic comparison of several 
approaches for the DS and an experimental comparison of several approaches 
for designing a UDLS. 

Keywords: RFID, Discovery Service, Global Track and Trace, Distributed 
System. 

1 Introduction 

Recently, Radio-Frequency Identification (RFID) technology has enabled automatic 
identification and also global tracing of tagged objects in a supply chain environment 
[1]. A party in a supply chain delivers a physical object such as a trade product 
identified by an Electronic Product Code (EPC) [2] to another party. In this 
environment of global data exchange, standardization is very important. EPCglobal 
[3] is the de facto international standard for RFID, but while EPCglobal has 
introduced a Discovery Service (DS) [4] that provides a means of global tracing of 
tagged objects, no concrete standard has yet been specified. Available literature 
[5][6], however, provides a high-level description of the EPCglobal DS architecture. 

The EPCglobal architecture framework [7][8] defines EPC physical object 
exchange standards to ensure that when one company delivers a physical object to 
another company, the latter can share EPC data and interpret it properly.  

Therefore, in this paper, we show some naive approaches for a DS. First, in the 
centralized approach, the data are managed by only one DS, so the main advantage of 
this centralized DS is its simplicity. However, its scale is limited by the capacity of 
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the server. A centralized DS architecture suffers from serious performance and 
scalability problems [10]. Next is a hierarchical approach, dividing the DS into 
several local DSs and a root DS. The local DS covers some region for all kinds of 
objects. The root DS in this approach is the bottleneck of the entire architecture and 
there are problems in coupling of data. We therefore propose a scalable Object-Based 
Discovery Service. The design concept of this architecture is that a unit-DS does not 
bind with a region, but with objects. This approach solves the problem of coupling of 
data and outperforms other approaches. 

2 Naive Distributed Approach 

Fig. 1 shows a typical hierarchical distributed model of a DS. In this model, a local 
DS is in charge of several EPCISs, and a root DS is connected to all the local DSs. 
The main design parameter for this distribution is the location of each EPCIS. All the 
objects observed in a specific EPCIS are reported to its connected local DS. As Fig. 1 
shows, local DS1 is connected to EPCISs A and B. Similarly, local DS2 is in charge 
of C, D and E. All the local DSs are connected to a root DS. If any observation of 
objects occurs in EPCIS A, the observation is reported to its parent node, local DS1.  

 

Fig. 1. Distributed Discovery Service 

Fig. 2 shows an insert example for the first approach to a hierarchical distributed 
DS. The trajectory of object “a” is ABCD and that for object “b” is 
FDCA. Only the data of “a” is represented in the Fig. 2. Observations of an 
object are reported to each local DS. For example, when object “a” is observed in 
EPCIS A, the observed information is reported to the local DS1 and also reported to 
the root DS. A root DS should store all the observation information of all the objects, 
as indicated in Fig. 2. 
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Fig. 2. Insert example 

Fig. 3 shows a search example using the first approach. Users access the DS by 
accessing an application. The application must first access the root DS, because all the 
child information is stored there. If the user wants global tracing information for 
object “a”, the root DS is first accessed, thus indirectly addressing the next-level node 
(the local DS), where the user can retrieve the next point information. The answer 
from the root DS is local DS1 and DS2. In the next step, the user queries the 
databases of local DS1 and DS2. The local DS also has an indirect address (the 
EPCIS) pointing to where the real observed information is. The EPCISs contain  
the actual observed information for objects. In the Fig. 3, the user can retrieve the 
answer that observation information for object “a” is in EPCISs A and B from  
the local DS1. Similarly, the information for object “a” is in EPCISs C and D through 
the local DS2. Finally, the user can retrieve the observation information for object “a” 
in the EPCISs. A user wanting all the tracing information for object “a” should query 
EPCISs A, B, C and D sequentially.  

 

Fig. 3. Search example 
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3 Object-Based DS 

In Section 2, we examined naive distributed approaches such as putting the local DS 
in charge of some EPCISs. That is, the local DS is assigned to the fixed EPCISs on 
the basis of locations. As in Fig. 1, if any object is observed in EPCIS A, the observed 
information should be reported only to its bound local DS1. For example, Korean 
company EPCISs are bound to only one Korean local DS. At first glance, this may 
seem to be an appropriate binding, but it is not. In the next section, we explain why 
this is not suitable for DS architecture. 

3.1 Design Concept 

In this section, we propose a scalable distributed architecture for a DS. The key 
design concept is the decoupling of observed information. This architecture proposes 
several unit-DSs that are independent of each other, because all the observed data for 
one object are stored in only one unit-DS. Therefore, a user does not need to search 
several unit-DSs. The design concept of this architecture is that the unit-DS does not 
bind with the EPCIS, but with an object, as shown in Fig. 4. The EPCIS can therefore 
report the data to any unit-DS, but the data for one object are stored in only one unit-
DS. An additional component is the Unit-DS Lookup Service (UDLS), which finds 
the appropriate unit-DS address where the global tracing information for the object 
the user is seeking is stored. The UDLS informs the user which unit-DS contains the 
global tracing information for this object. 

 

Fig. 4. Design concept of Object-Based DS 

3.2 Components 

Unit-DS. This component stores all the global tracing information for some objects, 
so there is no dependency between unit-DSs. If the user wants to find global tracing 
information for some object, only one unit-DS must be accessed. The information in 
the unit-DS is a mapping table that maps objects to a list of observed EPCISs. If an 
object is observed on any EPCIS, the pair of object and observed EPCIS address is 
inserted in the appropriate unit-DS in the inserting step. Later, the user can query the 
unit-DS to find the global tracing information for this object, and the unit-DS returns 
an address list for visited EPCISs. Table 1 shows the methods of the unit-DS. 
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Table 1. Methods of the unit-DS 

Method name Returned value Parameter 

getEPCISAddress 
(return a list of EPCIS addresses that 
store global tracing information for the 
object the user wants) 

List of URLs 
(list of EPCIS 
addresses) 

URI of EPC 
(the object the user 
wants to trace) 

registerEPCObservation 
(register the EPCIS address where the 
object is observed) 

void URI of EPC 
(observed object) 
URL 
(what EPCIS observed 
the object) 

Unit-DS Lookup Service (UDLS). The Unit-DS Lookup Service (UDLS) is new in 
our proposal. In the previous naive approaches, there is an entry point that is a root 
DS, but in this architecture there is no entry point. The user can find the right unit-DS 
through the UDLS. If the user already knows which is the right unit-DS for the object, 
the UDLS is unnecessary, but general users who do not know the appropriate unit-DS 
address can use the UDLS. The information in the UDLS is a mapping table that 
maps an object to a unit-DS address. This information is very static and there is very 
little update. Thus, once the user downloads the mapping table of a UDLS, there is no 
more access to a UDLS except updates of the UDLS information. Table 2 shows the 
methods of the UDLS. 

Table 2. Methods of the Unit-DS Lookup Service (UDLS) 

Method name Return value Parameter 

getUnitDSAddress 
(return the unit-DS address that stores 
global tracing information for the object 
that the user wants) 

URL 
(address of unit-
DS) 

URI of EPC 
(the object the 
user wants to 
trace) 

registerUnitDSAddress 
(register the unit-DS address where the 
user can find the tracing information for an 
object) 

void URI of EPC 
(object code) 
URL 
(unit-DS address)  

3.3 Insert and Search 

We now discuss insert and search examples. In Fig. 5, the object “a” is observed in 
EPCIS A, and EPCIS A asks which is the right unit-DS address for object “a”. The 
answer is unit-DS1, so EPCIS A stores the information in unit-DS1. Likewise, the 
information for object “b” is stored in unit-DS3. 
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Fig. 5. Insert example of Object-Based Discovery Service 

The UDLS information is a table mapping objects to appropriate addresses of unit-
DSs. That information is preregistered by the system administrator. Updates of UDLS 
information are very rare unless the unit-DS IP is changed. The architecture in Fig. 5 
therefore has room for improvement. If each EPCIS downloads the UDLS 
information at its first request, it need not access the UDLS every time. An example is 
shown in Fig. 6. 

 

Fig. 6. Insert improvement by downloading the UDLS information in advance 



98 G. Kim, B. Hong, and J. Kwon 

We now describe a search example using the Object-Based Discovery Service in 
Fig. 7. A user wanting to trace object “a” first accesses the UDLS, because the 
information about the next access point is stored there. Unit-DS1 is the next access 
point to search for tracing information. In unit-DS1, all the tracing information is 
stored in one database, so the user accesses only the one unit-DS, unlike the naive 
approaches. Finally, the user can retrieve the observation information for object “a” in 
each EPCIS. This search mechanism also has room for improvement: users can 
download the UDLS information only at the first request. Later, a synchronization 
mechanism should be proposed when the UDLS information is updated. 

 

Fig. 7. Search example using the Object-Based Discovery Service 

4 Design of Unit-DS Lookup Service (UDLS) 

In this section, we propose two approaches for designing a Unit-DS Lookup Service 
(UDLS). The Electronic Product Code (EPC) uniquely identifies objects in RFID 
environments. It is divided into three parts: company, product and serial, as shown in 
Fig. 8. The serial part is not our concern. The two approaches below assign 
appropriate indexes to the company and product parts using a b-tree and one or more 
interval trees, respectively. 

Horizontal Approach. This approach is horizontal because it intersects the result of 
each index in Fig. 8. There are two parts of the index: the first is one b-tree for the 
company part and the second is one interval tree for the product part, because the 
company data are all point data, and the product part has some point data and some 
range data. 
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Fig. 8. Horizontal approach 

Vertical Approach. In this layered architecture, the first layer is one b-tree for the 
company part and the second layer is several interval trees for the product part. Like 
Fig. 9, in the first layer, each leaf node is linked to the second layer unless the 
company part specifies a whole range (* means whole range). In the search flow of 
this design, we first access the b-tree and then access the interval tree if required. 

 

Fig. 9. Vertical approach 
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5 Analytic and Experimental Comparison 

5.1 Analytic Comparison of Naive Approaches and New Solutions 

In this section, we show analytic comparisons of naive approaches and new solutions 
in Table 3. The proposed solution (ODBS 1) has room for improvement in which each 
EPCIS downloads the UDLS information only at the first request, so no further access 
to the UDLS is required (ODBS 2). 

Table 3. Analytic comparison of insert, search and data costs 

 NAIVE 1 NAIVE 2 OBDS 1 OBDS 2 

Distribution Tree 
distribution 
– Coupling of 
data 

Tree 
distribution 
– Coupling of 
data 

Horizontal 
distribution 
– Decoupling 
of data 

Horizontal 
distribution 
– Decoupling 
of data 

Root DS, 
UDLS 

Root DS 
– Stores the 
data in the 
root DS 

Root DS 
– Does not 
store the data 
in the root DS 

UDLS 
– User does 
not download 
the UDLS info 

UDLS 
– User 
downloads the 
UDLS info 
only at first 
request 

Insert cost High 
– One insert to 
the root DS  

Low 
– No access to 
the root DS 

Medium 
– One search 
of the UDLS  

Low 
– No access to 
the UDLS 

Search cost High 
– One search 
of the root DS 
– Search of 
several local 
DSs  

Very High 
– One search 
of a root DS 
– Search for 
all local DSs 
– Search in 
several local 
DSs 

Medium 
– One search 
of the UDLS 
– One search 
of a unit-DS 

Low 
– No search of 
the UDLS 
– One search 
of a unit-DS 

Data space 
(root DS, 
UDLS) 

Very High 
– Serial-level 
data of EPC 

Low 
– No data in 
the root DS 

Medium 
– Product-
level data of 
EPC 

Medium 
– Product-
level data of 
EPC 

 
As Table 3 shows, in NAIVE 1, accessing the root DS on every operation is the 

bottleneck of the entire architecture, not only for inserts but also for searches. NAIVE 
2 is very good for insert but very poor for search because of the additional search for 
complete local DSs all over the world. On the other hand, ODBS 1 has moderate 
performance for both insert and search. The performance of ODBS 2 is further 
improved by downloading the UDLS information in advance. 
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5.2 Experimental Comparison of Design Approaches 

We compare the performance of the vertical and horizontal approaches on various 
sets of data and queries. All indexes were kept in main memory and performance was 
measured using a personal computer with an Intel Pentium IV 2.6 GHz processor, 2 
GB of main memory and the Microsoft Windows XP operating system. 

We first studied the insert cost. The dataset consisted of 10, 20 or 30 million 
records.  

Fig. 10 shows the insertion costs of the horizontal and vertical approaches. The 
vertical approach outperforms the horizontal approach. Because the horizontal 
approach is built from one b-tree and many interval trees, the insertion cost is higher 
than that of the vertical approach. 

 

Fig. 10. Insertion cost of vertical and horizontal approaches according to data size 

Next, we studied the search cost for the three types of query shown in Fig. 11. 
Query 1 searches for point (.) data, Query 2 searches for group ([ ]) data and Query 3 
searches for asterisk (*) data. 

The results show that the vertical approach has much poorer performance than the 
horizontal approach. The horizontal approach uses one b-tree for the company part 
and small interval trees for product parts, while the vertical approach uses one b-tree  
 

 
Fig. 11. Search cost of vertical and horizontal approaches according to query type 
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for the company part and one large interval tree for the product part. The performance 
of the vertical approach is poor because of the single large interval tree instead of the 
several small interval trees of the horizontal approach. As the proportion of range data 
grows, the performance of the vertical approach deteriorates severely. As the 
proportion of range data grows, the size of the interval tree grows, and as a result the 
performance declines. 

6 Conclusions and Future Work 

The Discovery Service (DS) is the core service of the EPCglobal Network 
Architecture for global tracing of RFID tagged objects. Standards for the DS have not 
yet been specified by EPCglobal. The DS should have high scalability because the 
databases are very large and the number of users is increasing rapidly. 

In this paper, we have proposed a scalable architecture for DS and several 
approaches to the design of the Unit-DS Lookup Service (UDLS). We first 
established the architecture of the Object-Based Discovery Service (OBDS). We 
solved the problem of data coupling and showed that the OBDS outperformed the 
naive approaches for insert and search by an analytic comparison in the first part of 
Section 6. Next, we designed the UDLS using two approaches. We showed that the 
horizontal approach outperformed the vertical approach for various datasets and 
queries by experimental comparisons in the last part of Section 6. 

In future work, if the information of a UDLS is updated, we should propose a 
synchronization mechanism for UDLS information and user-downloaded information. 
A more advanced solution for the UDLS is also possible: because the data of the 
UDLS consist of two parts, we could propose a dedicated two-dimensional index 
structure. 
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Abstract. Web advertising, a form of advertising, which uses the World
Wide Web to attract customers, has become one of the most important
marketing channels. As one prevalent type of Web advertising, contextual
advertising refers to the placement of the most relevant commercial ads
into the content of a Web page, so as to increase the number of ad-
clicks. However, some problems such as homonymy and polysemy, low
intersection of keywords, and context mismatch, can lead to the selection
of irrelevant ads for a generic page, making that the traditional keyword
matching techniques generally present a poor accuracy. Furthermore,
existing contextual advertising techniques only take into consideration
how to select as relevant ads for a generic page as possible, without
considering the positional effect of the ad placement in the page.

In this paper, we propose a new contextual advertising framework to
tackle problems, which (1) uses Wikipedia concept and category informa-
tion to enrich the semantic representation of a page (or a textual ad) and
(2) takes the placement position of embedded advertise into account. To
accomplish these steps, we first map each page (or ad) into three feature
vectors: a keyword vector, a concept vector and a category vector. Sec-
ond, we determine the relevant ads for a given page based on a similarity
measure which combines the above three feature vectors. In dealing with
position-wise contextual advertising, the relevant ads are selected based
on not only global context relevance but also local context relevance,
so that the embedded ads yield contextual relevance to both the whole
targeted page and the insertion positions where the ads are placed. We
experimentally validate our approach by using a real ads set, a real pages
set , and a set of more than 260,000 concepts and 12,000 categories from
Wikipedia. The experimental results show that our approach performs
better than the simple keyword matching and can improve the precision
of ads-selection effectively.

Keywords: Wikipedia Knowledge, Smart Contextual Advertising,
Position-wise Contextual Advertising, Global Relevance, Local Relevance.
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Abstract. In this paper, domain-knowledge extraction and aspect-
opinion extraction are proposed in order to generate a summary from
the relevant product and service review. In order to extract the word
corresponding to aspect and opinion, we extract the domain-salient word
and collocation information by applying statistical techniques from the
bulk of the text, and construct the clue words through manual filtering.
In domain knowledge extraction, in order to extract useful information,
domain-salient words which occur more significantly in a given domain
rather than in a public domain article are automatically extracted by
using the statistical techniques. As well, collocation information has the
association with high frequency words. In recognition of aspect-opinion
association, words corresponding to aspects and opinions in a sentence
are checked by using information of clue words, and the polarity of the
sentence is determined by performing pattern-based modality analysis.
Through checking the binary association based on the frequency of co-
occurrence, a pair of aspect and opinion is extracted, our system can
automatically acquire the scores for a review target based of the degree
of positive/negative.

Keywords: Domain-knowledge extraction, aspect-opinion extraction,
linguistic knowledge, review summarization.

1 Introduction

The current search method shows the results by finding a matching word between
a query and the meta-data. However, it is likely to bring a different result which
does not reflect the intent of the user. It is necessary to handle the query by
identifying what a user’s intent is. For instance, the current search way does not
give the same answer for the query Are there great restaurants near here? or Is
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gram 2011.
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Med for Garlic of Gwanghwamun branch fine? Thus, it is necessary to present a
summary review for evaluation factors such dating or atmosphere by analyzing
the review text, just as the proposed method does. In addition, it will be able
to present recommendations depending on the given conditions and situations.

There are various examples of the review summary. The number of posi-
tive/negative expressions for defined evaluation factors are calculated, and it
can be represented as a figure. We can obtain overall rating which means the
sum of the number of the positive/negative expressions. Through this, users de-
termine the extent the users like or dislike each restaurant. Also, we can show a
sentence containing positive/negative opinion regarding to evaluation factor. For
each evaluation factor, sentences including opinion may be presented as a table.
By providing sentences including opinion, as well as review summary scores, it
is helpful for user to judge.

It is important to extract vocabulary information corresponding to the posi-
tive/negative expressions in review mining. However, it is not easy to automat-
ically generate a positive/negative words given a particular domain. Thus, we
can see the high frequency positive/negative expression words from that domain
by using resources such as pre-built dictionary or through hand. Unfortunately,
available resources for the Korean do not exist yet. When applied machine learn-
ing method, lexical information can be automatically obtained by utilizing useful
statistical information on the training data. However, it is required to perform
many manual works in order to build a large amount of training data, and it is
required to build a new training data whenever the domain changes. Suggested
method minimizes manual work and extracts a relatively accurate vocabulary
information after the identification of people through domain-salient word and
collocation extraction applied to statistical techniques.

Existing research judged positive/negative opinion on a sentence or on a whole
document. However, a user can write a positive review for the specific evaluation
factors even though the user was negative impression as a whole for a particular
product or service. For instance, a user received overall negative impression for
a particular restaurant, but the user can write good reviews for a parking lot
and the amount of the food. Thus, it is important to correctly connect between
the aspect and the opinion about what. Proposed method can be calculated the
degree of opinion about detailed evaluation factors. To be specific, this method
can present a summary review for various evaluation factors such as taste, service,
atmosphere, price, cleanliness, parking for a restaurant review, or lens, LCD,
memory, resolution, video recording, design for a digital camera.

This paper presents a rating system to give a score for the review target by
recognizing the pair of aspect and opinion as well as domain-knowledge extrac-
tion through statistical techniques. Proposed method calculates the number of
positive expressions or negative expressions for each detailed assessment element
and suggests evaluation factors and statements including its opinion. When pro-
ducing a review summary, in order to apply multiple domains without learning
data, the proposed method recognizes domain knowledge and aspect-opinion as-
sociation is analyzed and defined. For restaurants and movie reviews, as well as
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calculations of the system scores, it is analyzed by applying Pearson correlation
coefficient for the correlation between user’s star ratings and the proposed sys-
tem evaluation. Experiment is performed for the restaurants or movie domains
rather than a single domain in order to prove that the proposed method can be
applied to various domains.

2 Related Work

Previous studies proposed to extract useful information for pattern-based method
[1-2]. It proposes k-Structure method among Korean product review, which can
improve accuracy by automatically extracting sentiment word from a simple sen-
tence. This simple sentence means the maximum pattern length is 3. This means
a sentence contains a sentiment word at a distance of 2 based on the attribute
name of evaluation products.

Previous studies are applied the defined pattern by extracting sentences be-
low 3 maximum word phrases to extract sentiment words expressing a posi-
tive/negative [1-2]. However, a positive/negative emotional expression can be
expressed in the form of collocation like deliberately go to find or meat is ten-
der. Existing studies extract direct expression of good/bad, while the proposed
method can find a positive/negative expression in the form of collocation.

Using opinion mining technology, related work suggests the technique to de-
termine the rankings in product review data depending on the intent of the user
[3-4]. The related work is considered the value of the product review within the
user’s query, as well as the inclusion of subjective opinions in product review
and entropy of sentiment polarity [3-4].

Existing studies manually built word lists that reflect positive and nega-
tive meaning [5-6]. However, proposed method automatically extracted domain-
salient word likely to offer valuable information and collocation information and
manually performed filtering in order to reduce the time. In addition, existing
research did not analyze the association between each aspect and opinion. Sug-
gested method identified relevance through the degree of occurrence from words
corresponding to aspect and opinion in the text of the review.

Previous studies extract the product features from the product review, extract
initial positive/negative predicate for each domain by utilizing average ratings
present in the product review, and build the positive/negative dictionary for each
domain by analyzing access information of the initial positive/negative predicate
[7-8].

In order to extract keywords, existing research relies on the user’s star ratings
[9-10]. However, the proposed method can be calculated score of review data with
no user’s star ratings for each aspect. In addition the method that automatically
extracts domain-salient word and collocation information is suggested by taking
advantage of statistical techniques in order to minimize manual.
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3 Review Summarization Based on Linguistic Knowledge

As in Figure 1, the phase of the system can be divided into domain-knowledge
extraction and aspect1-opinion extraction. Both phases execute pre-processing of
sentence segmentation and morphological analysis for the input data. Domain-
knowledge extraction is a step to recognize significant information of each do-
main, and this extracted information is used in the aspect-opinion extraction.
Domain-salient words are extracted by comparing the frequency of certain words
in a given domain and the frequency occurred in newspaper articles in the pub-
lic domain. Collocation information is evaluated by using likelihood ratio as a
measure. The clue word that corresponds to aspects and the opinions is finally
identified through the manual filtering for domain-salient word and collocation.
This information is utilized to find the clue word from named-entity recognition
and find associations between the most appropriate aspects and opinions from
relation extraction by extracting co-occurrence information between aspect and
opinion.

The aspect-opinion extraction consists of named-entity recognition and rela-
tion extraction. Named-entity recognition is the step that recognizes columns of
words corresponding to aspects or opinions, and relation extraction is the step
that recognizes only the association that exist relevance among aspect-opinion
relationship. Named-entity recognitions identify columns of words that repre-
sent aspects or opinions by tagging the clue words through defined knowledge.
In Korean verb phrase, verb phrase is recognized to supplement the utilization of
complex ending morpheme and we perform modality analysis by analyzing the
relationship between main verb and auxiliary verb. For modality analysis, pos-
itive or negative opinion is identified by utilizing a defined pattern. In relation
extraction, the appropriate connection relationship is extracted based on the fre-
quency of co-occurrence among possible aspect-opinion association candidates.
The results of the evaluation rating system can be summarized as the number of
positive and negative expressions about evaluation target. For a more detailed
description of the detailed steps are as follows: section 3.1 and 3.2 presents a
more detailed explanation for the domain-knowledge extraction and the aspect-
opinion extraction, respectively.

3.1 Domain-Knowledge Extraction

In order to automatically extract domain knowledge, first, sentence segmentation
and morphological analysis as pre-processing for a text review is performed.
The sentence segmentation is done based on sentence punctuation mark such
as a period. The morphological analysis is carried out using Korean Language
Technology (KLT), which is a Kookmin University’s morphological analyzer2

and has a total 10 parts-of-speech.

1 Aspect means evaluation factors.
2 http://nlp.kookmin.ac.kr/HAM/kor/index.html

http://nlp.kookmin.ac.kr/HAM/kor/index.html
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Fig. 1. System Architecture. The proposed method is divided into domain-knowledge
extraction and aspect-opinion extraction. The former is the phase of extracting domain
knowledge, and its extracted information is used on clue-word tagging and aspect-
opinion extraction.

Domain-salient words and collocation information are automatically extracted
in order to find the important words that correspond to aspects and opinion.
Domain-salient words mean significantly encountered words in that domain. If
restaurants reviews, they are will be applicable taste, service, atmosphere, and
if camera reviews, they would be lens, resolution, photos. Collocation means
the column of words which frequently occur and have cohesion. If restaurants
review, they will be equivalent food is right, there is no financial burden, or
deliberately go find. The proposed method finally determines the clue words that
correspond to aspect and opinion from automatically extracted results through
the manual filtering. The extraction of this useful information can reduce the
cost of hand-work because manual filtering is performed to intend for domain-
salient words and collocation information. When several aspects and opinions
occurs in a sentence, co-occurrence frequency is extracted from the review data
to ensure proper connection relationship.

Most clue words of aspects and opinions are domain-salient words. Domain-
salient words have characteristics significantly higher incidence in a given domain
compared to regular text such as news. Thus, it is not necessary to navigate all
the words in order to recognize the clue words corresponding to the aspects or the
opinions. It is possible for the scope of the search to qualify significantly occurred
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words in a given domain. The suggested method compares the frequency of a
given word in news with the frequency of a given word in a review domain. If
the latter occurs more frequently, that word is assumed the domain-salient word.
Because domain-salient words are likely to contain a clue word that corresponds
to the aspects and the opinions, they play a role to identify important words.

It is utilized Sejong data3 in 2004 consisting of news. About the size of the
data, the number of sentences and nouns is 5,018 and 61,597, respectively. Rel-
ative frequency ratio (RFR) is calculated, and it is considered a domain-salient
word if the value is more than a threshold.

In the RFR formula, denominator is the probability that the word w occurred
in the Sejong data, numerator is the probability that the word w occurred in the
review texts of restaurants. If denominator is zero, it is regarded as the domain-
salient word. The frequency is calculated by using the first morpheme of each
word phrases obtained morphological analysis.

Positive/negative expression from the review domain can be various across
multiple words, as well as like/dislike. For instance, in order to indicate positive,
the opinions in the restaurant reviews can be represented deliberately go find,
go again, keep going, a lot of guests, always go, good quality, as well as like.
These words are high frequency words like collocation in a given domain, and
have features that have bonding between words. The suggested method auto-
matically extracts collocation by utilizing likelihood ratio (LR), and determines
positive/negative expressions through the manual filtering.

LR is assumed as collocation, if the value is more than threshold. Frequency
of consecutive two words is calculated by using the first morpheme for each word
phrase obtained morphological analysis.

3.2 Aspect-Opinion Extraction

Aspect-opinion extraction consists of named-entity recognition and relation ex-
traction. The named-entity recognition finds the words that correspond to the
aspects and the opinions, and relation extraction determines the association
which recognized opinion points to evaluation factors.

The named-entity recognition proceeds clue word tagging, verb phrase recog-
nition, and modality analysis. As shown in Figure 1, clue word tagging finds the
words which correspond to the aspects and the opinions in a sentence by taking
advantage of the result of domain-knowledge extraction step. Positive/negative
opinion from domain knowledge extraction is mostly represented by verb. To
find the words expressing the opinion, the proposed method was to target the
Korean main verb. The combination issue of main verb and auxiliary verb is
processed through verb phrase recognition and modality analysis. For instance,
in domain-knowledge extraction phase, positive expression is extracted, but
negative expression is not extracted. This is handled in a later step. In this
case, only the auxiliary verb which affects to determine positive/negative is

3 http://www.sejong.or.kr/eindex.php

http://www.sejong.or.kr/eindex.php
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considered, rather than considering all the auxiliary verbs. The verb phrase
recognition is performed by using information about part-of-speech obtained
results of morphological analysis. Based on information about part-of-speech, the
boundaries of verb phrase are recognized. The modality analysis is performed
based on pattern. The pattern affecting in determining positive/negative was
written by hand. If we encounter a word that matches the pattern, positive has
been fixed as the negative, and vice versa.

Relation extraction finds the association between aspects and opinions. For
instance, even though people received an overall negative impression at the
restaurant, they can write a good review that the food portions are large and
convenient parking. Therefore, it is necessary for the aspect-opinion extraction
to recognize the exact connection by finding opinion indicated by the evalua-
tion factors. Through the previous steps, a word that corresponds to the aspect
or the opinion is recognized. The co-occurrence frequencies extracted from the
review data are applied to determine which the evaluation factors correspond
to recognized opinion. It is finally extracted among candidates which a word
corresponding to the aspect and the opinion co-occur more than threshold. As
well as domain-salient word and collocation, the first morpheme from each word
phrase is used by utilizing the results of the morphological analysis.

The following steps explain detailed process that words in a sentence belonging
to a specific evaluation factors find a proper opinion. First, in the case of words
expressing aspect-opinion relation like delicious, we identify the association of
aspect-opinion. Next, if the end morpheme of the previous word phrases based
on word phrases is specific pattern, we identify the association of aspect-opinion.
Next, when the number of the word phrase between the aspect and the opinion
is less that 4, we identify the association of aspect-opinion. Finally, if the number
of the word phrase between the aspect and the opinion is 5 to 8, and two words
co-occur, we identify the association of aspect-opinion.

The followings is an example on the aspect-opinion extraction. An exam-
ple of a input sentence is interior is good, and the food price is not expensive.
First, sentence separation and morphological analysis as a pre-processing step
is performed. Next, clue word tagging is performed by using defined domain
knowledge. For example, [AIR], [POS], [PRI], [NEG] represent meaning class of
each word. [AIR] represents that the word interior belongs to atmosphere among
evaluation factors, and [PRI] represents that food price belongs to price class.
[POS] and [NEG] implies respectively positive and negative opinion of each cor-
responding words. The modality analysis turn a negative into a positive in a
given short sentence by applying specific modality pattern. Relation extraction
identifys that good is an opinion on interior, and not expensive is an opinion on
food price. Finally, as the result of review summary, the system score is added
1 point for evaluation factor atmosphere and price, and the related sentence in-
cluding aspect-opinion association is extracted: [aspect interior -positive opinion
good ] [aspect food price-positive opinion not expensive].



112 K.-M. Park et al.

4 Experiments

Rreviews from Wingspoon4, Daum place5, and Naver movie6 are used as the
test data in order to verify the effectiveness of the proposed method. Restau-
rants reviews are obtaind from Wingspoon and Daum place. 450 reviews from
Wingspoon and 404 reviews from Daum place are extracted for the experiments.
The average review length from Wingspoon and Daum place is, respectively,
20.65 and 14.13 as the number of word phrase. 1,296 aspect-opinion associa-
tion from Wingspoon and 862 aspect-opinion association from Daum place are
tagged. Naver movie is the reviews of two Korean movies. From Naver movie,
the average review length is 7.87, and 351 opinion are tagged.

The following experiments for the test data are carried out. The system’s
overall performance for three different test data were measured. The system’s
performances for the detailed evaluation factor in each test data were measured.
The performance contributions of modality analysis were analyzed. Also, the cor-
relation is analyzed between user’s star rating and system score through Pearson
correlation coefficient.

Table 1 indicates the overall performance of the system for the test data. The
precision indicates the percentage of correct answers among the aspect-opinion
association found by the system. The recall represents the fraction that found
by the system among the aspect-opinion association that corresponds to correct
answers. F-measure expresses the precision and the recall in the same weight as
a single value. The overall performance of the system, when expressed as the F-
measure, it was 83.05% from Wingspoon, 78.30% from Daum place, and 82.53%
from Naver movie.

Table 1. Overall performance for evaluating the accuracy of aspect-opinion extraction.
Each row means that the result of the system and that of the gold standard match on
the test data of WingSpoon, Daum-Place, Naver-Movie.

Data Precision Recall F-measure

WingSpoon 89.70 77.31 83.05
Daum-Place 84.64 72.85 78.30
Naver-Movie 87.54 78.06 82.53

In WingSpoon data, 9 evaluation factors are determined from domain-salient
words of high frequency. The same evaluation factors were applied to Daum
place. In WingSpoon data, opinion of taste, service, and price were more ana-
lyzed based on F-measure, while atmosphere and cleanliness were relatively low
performance. In DaumPlace data, opinion analysis for taste, price showed a good
performance based on F-measure, but food material, and cleanliness showed a

4 http://www.wingspoon.com/
5 http://place.daum.net/
6 http://lab.naver.com/research/

http://www.wingspoon.com/
http://place.daum.net/
http://lab.naver.com/research/
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relatively low performance. The review analysis from Daum place was difficult
because DaumPlace contains more reviews close to colloquial styles and shorter
length of review text than WingSpoon. Thus, overall performance was lower
than WingSpoon data. We analyzed movie reviews with different domains from
previous results. Proposed method can be applied regardless of review data of
any domain and the deviation of performance is not significant. In NaverMovie
data, positive expression was relatively analyzed well than a negative expression.

We analyzed how much lower does the performance of the system when not
performing modality analysis. A significant decrease happens in performance, the
effect of modality analysis becomes important. In the experiment of Wingspoon
data, the decline of the performance based on F-measure was approximately
3.77%.

Table 2 is the result which idenfifies suggested method predicts a score sim-
ilar to the user’s star rating. The columns of correct answers Human represent
correlation between calculated scores and user’s star ratings by utilizing tagging
results of the aspect-opinion relationship written by hand. The columns of Sys-
tem show the correlation between system scores and user’s star rating obtained
by utilizing the aspect-opinion association analyzed by the system. Pearson cor-
relation coefficients that have user’s star ratings were mostly 0.6 or higher.

The following information can be derived through various experimental re-
sults. The proposed method can be applied regardless of domain of review data.
In addition, the review text is analyzed by automatically extracting domain-
salient word and collocation information without the cost of building the training
data. Opinion on various evaluation factors can be extracted within one sentence.
Our system’s score can obtain like user’s star rating. Through experiments uti-
lizing Pearson correlation coefficient, we suggest that relevance of the correlation
coefficient between the system scores obtained by applying the proposed method
and user’s star rating is 0.6 or higher.

Table 2. Pearson Correlation coefficient between star rating and human/system as-
sessment. The second column Human shows the correlation coefficient between star
rating and human assessment. The third column System represents the correlation
coefficient between star rating and system assessment.

Data Human System

WingSpoon (Overall) 0.7257 0.6985
WingSpoon (Taste) 0.6949 0.6544
WingSpoon (Service) 0.6210 0.6036

WingSpoon (Atmosphere) 0.5586 0.4316
Daum-Place 0.6655 0.6059
Naver-Movie 0.6701 0.6068
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5 Conclusion

This paper have performed recognition of domain-knowledge extraction and
aspect-opinion association in order to generate review summary. We have ex-
tracted domain-salient words and collocations by applying statistical techniques
from a large amount of review data. Through manual filtering, clue words corre-
sponding to aspect and opinion have been defined. By using this information, the
word that corresponds to aspect and opinion have been found in a new statement.
Based on pattern-based modality analysis and frequency of co-occurrence, this
paper finally have shown the system that automatically generates rating sum-
mary of review about target review by extracting a pair of aspect and opinion
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Abstract. In the common formulation, the recommendation problem is
reduced to the problem of estimating the utilization for the items that
have not been seen by a user [1]. Micro-blog recommendation will recom-
mend micro-blogs interest users, mostly those related to the micro-blogs
that a user had issued or trending topics. One indispensable step in re-
alizing effective recommendation is to compute short text similarities
between micro-blogs. In this paper, we utilize two kinds of approaches,
traditional cosine-based approach andWordNet-based semantic approach,
to compute similarities between micro-blogs and recommend top related
ones to users. We conduct experimental study on the effectiveness of two
approaches using a set of evaluation measures. The results show that
semantic similarity based approach has relatively higher precision than
that of traditional cosine-based method using 548 twitters as dataset.

1 Introduction

Measuring the similarity between documents and queries has been extensively
studied in information retrieval. However, there are a growing number of tasks
that require computing the similarity between two very short texts. Micro-blog
recommendation will recommend micro-blogs interest users, mostly those related
to the micro-blogs that a user had issued or trending topics. One indispensable
step in realizing effective recommendation is to compute short text similarities
between micro-blogs. Traditional cosine-based similarity computing measure per-
form poorly on such tasks because of data sparseness and the lack of context,
it rely heavily on terms occurring in both two documents. If two sentences do
not have any terms in common, then they receive a very low similarity score,
regardless of how topically related they actually are. This is well-known as the
vocabulary mismatch problem. For example, UAE and United Arab Emirates
are semantically equivalent, yet they share no terms in common. This problem
is only exacerbated if we attempt to use traditional measures to compute the
similarity of two short segments of text [2]. According to conventional measures,
the more overlaps of words two sentences have, the higher similarity score they

� This research was undertaken as part of Project 61003130 funded by National Nat-
ural Science Foundation of China.
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will receive, which is unreasonable and inaccurate. For example, apple pie and
apple phone share one word apple yet have low semantic relation.

Bearing this problem in mind, we take WordNet-based semantic approach into
consideration, to see whether and how much can it improve the final accuracy
than traditional word based approach. Semantic similarity is a confidence score
that reflects the semantic relation between the meanings of two sentences.

We evaluate and analyze the two methods on tweet-tweet similarity task us-
ing 548 English messages (tweets) containing 1184 tokens sampled from twitter
API(from August to October, 2010). All of the 548 tweets had been normalized
before using as our dataset.

The remainder of this paper is laid out as follows. First, we provide an overview
of related work and describe the two approaches in Section 2. The experimental
results are then reported in section 3. In section 4 we discussed some related
works. Finally, conclusions are given in section 5 with directions of future work.

2 Finding Related Micro-blogs

2.1 Overview

Many methods have been proposed to measure the similarity between short text,
including purely lexical measures, stemming, language modeling-based measures,
and hybrid measures, as studied in [2]. In this paper, we utilize two approaches,
traditional cosine-based approach and WordNet-based semantic approach, to
evaluate similarities between micro-blogs. We also conduct experimental study
on the effectiveness of two approaches using a set of evaluation measures to see
which one is better.

2.2 Cosine-Based Approach

We assign to each term in a tweet a weight for that term, that depends on
the number of occurrences of the term in the tweet. The way we used in this
paper is to assign the weight to be equal to the number of occurrences of term
t in a tweet, which is referred to as term frequency and is denoted tf. For one
document (tweet here), the set of weights determined by the tf weights above(or
indeed any weighting function that maps the number of occurrences of t in a
document to a positive real value) may be viewed as a quantitative digest of
that document. In this view of a document, known in the literature as the bag of
words model, the exact ordering of the terms in a document is ignored but the
number of occurrences of each term is material (in contrast to Boolean retrieval).
We only retain information on the number of occurrences of each term. Thus,
the document “Mary is quicker than John” is, in this view, identical to the
document “John is quicker than Mary”. Nevertheless, it seems intuitive that
two documents with similar bag of words representations are similar in content.

There’s a problem that are all words in a document equally important? Clearly
not. We looked at the idea of stop words that we decide not to index at all, and
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therefore do not contribute in any way to retrieval and scoring. At this point, we
may view each tweet as a vector with one component corresponding to each term
in the dictionary, together with a weight for each component that is given by tf.
For dictionary terms that do not occur in tweet, this weight is zero. This vector
form will prove to be crucial to scoring and ranking. The representation of a set
of documents as vectors in a common vector space is known as the vector space
model and is fundamental to a host of information retrieval operations rang-
ing from scoring documents on a query, document classification and document
clustering.

The standard way of quantifying the similarity between two tweets τ1 and τ2
is to compute the cosine similarity of their vector representations, V (d1) and
V (d2).

sim(d1, d2) =
V (d1) · V (d2)

|V (d1)||V (d2)| (1)

sim(d1, d2) = V (d1) · V (d2) (2)

The effect of the denominator of equation 1 is thus to length-normalize the

vectors V (d1) and V (d2) to unit vectors V (d1) =
V (d1)
|V (d1)| and Thus, equation 2

can be viewed as the dot product of the normalized versions of the two document
vectors. This measure is the cosine of the angle θ between the two vectors.

Viewing a collection of N documents as a collection of vectors leads to a natu-
ral view of a collection as a term-document matrix: this is anM×N matrix whose
rows represent the M terms (dimensions) of the N columns, each of which cor-
responds to a document. As always, the terms being indexed could be stemmed
before indexing; for instance, jealous and jealousy would under stemming be
considered as a single dimension.

The following is a basic introduction to the overall process of cosine-based
approach that used to measure tweets similarity. The first step we are supposed
to do is to split one tweet (short text message) into several terms. Then, we
need to normalize ill-formed terms and pick out all the stop words, punctuation
marks and signs, say “ ”, “#”, “@”, and numbers. Third, find distinct terms
and establish continuous and unique index for them. After indexing, the term-
document matrix can be created using distinct term as horizontal dimension, the
tweets as vertical dimension, and each matrix unit represents how many times
the specific row term appeared in the correspondent column tweet. Finally, we
compute Euclidean length for each tweet vector (the column of term-document
matrix) and utilize equation 2 to get similarity score between two tweets.

2.3 WordNet-Based Approach

WordNet-based approach utilizes dictionary-based algorithms to capture the se-
mantic similarity between two sentences, which is heavily based on the WordNet
semantic dictionary.

WordNet is a lexical database which is available online and provides a large
repository of English lexical items. It was designed to establish the connections
between four types of Parts of Speech (POS) - noun, verb, adjective, and adverb.
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The smallest unit in a WordNet is synset, which represents a specific meaning
of a word. It includes the word, its explanation, and its synonyms. The specific
meaning of one word under one type of POS is called a sense. Each sense of
a word is in a different synset. Synsets are equivalent to senses structures con-
taining sets of terms with synonymous meanings. Each synset has a gloss that
defines the concept it represents. For example, the words night, nighttime and
dark constitute a single synset that has the following gloss: the time after sunset
and before sunrise while it is dark outside. Synsets are connected to one another
through the explicit semantic relations. Some of these relations (hypernym, hy-
ponym for nouns and hypernym and troponym for verbs) constitute is-a-kind-of
(holonymy) and is-a-part-of (meronymy for nouns) hierarchies. For example, tree
is a kind of plant, tree is a hyponym of plant and plant is a hypernym of tree.
Analogously, trunk is a part of a tree and we have that trunk as a meronym
of tree and tree is a holonym of trunk. Therefore, the whole dictionary can be
treated as a large graph with each node being a synset and the edges representing
the semantic relations.

Malcolm Crowe and Troy Simpson have developed an open-source .NET
Framework library for WordNet called WordNet.Net. The codes we used in our
experiment are downloaded from Google Code repository and are licensed under
The Code Project Open License (CPOL). Given two sentences, it determines
how similar the meaning of two sentences is. The higher the similarity score is,
the more similar the meaning of the two sentences. The following is steps for
computing semantic similarity between two sentences:

1. First each sentence is partitioned into a list of tokens. Each sentence is
partitioned into a list of words and we remove the stop words. Stop words are
frequently occurring, insignificant words that appear in a database record,
article or a web page, etc.

2. Part-of-speech disambiguation (or tagging). This task is to identify the cor-
rect part of speech (POS - like noun, verb, pronoun, adverb. . . ) of each word
in the sentence.

3. Stemming words. We use the Porter stemming algorithm. Porter stemming
is a process of removing the common morphological and inflexional endings
of words.

4. Find the most appropriate sense for every word in a sentence (Word Sense
Disambiguation)

5. Finally, compute the similarity of the sentences based on the similarity of
the pairs of words. And we capture semantic similarity between two word
senses based on the path length similarity, in which we treat taxonomy as
an undirected graph and measure the distance between them in WordNet.

2.4 Summary

The essence of cosine-based method lies in counting the number of overlap
terms between two vectors, while WordNet-based method is more concerned
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with the meaning of words. Generally speaking, the performance of WordNet-
based method would outperform the traditional method as discussed by Zhao
et al. in [14].

Instead of computing similarity, other scholars have chosen other ways helped
in realizing microblog recommendation and related works. Ramage et al. argues
that latent variable topic models like Labeled LDA provide a promising avenue
toward solving two categories of unmet information needs: improving methods
for following new users and topics, and for filtering feeds in [3], and it effectively
models important similarity information in posts, improving performance on two
concrete tasks modeled after information needs: personalized feed re-ranking and
user suggestion. It will be a promising topic for our future study.

3 Experiment

3.1 Dataset

We demonstrate the working of two approaches on the dataset extracted from
[15]. It contains 548 English messages sampled from Twitter API (from August
to October, 2010) and contains 1184 normalized tokens. All ill-formed words had
been detected, and generates correction candidates based on morphophonemic
similarity. Both word similarity and context are then exploited to select the
most probable correction candidate for the word. We performed experiments to
compare the performance of WordNet-based measure with that of the classic
cosine-based similarity measure on it.

3.2 Evaluation Measure and Methodology

We use precision and kendall tau distance [16] as evaluation metrics to assess
the performance of two approaches.

Precision

For each of the 548 tweets, we compute its similarity with all the 548
tweets(including itself) using the two approaches respectively. For the 548
similarity scores of each tweet, we sort them decreasingly, then pick up top
ten scores and capture the corresponding tweet number. After doing this, we
can get two 548× 10 matrix with each row represents top ten related tweets
of the specific tweet that the row stands for. Then, we manually judge how
many of these relative high related tweets are really related. The precision
metric is defined as the ratio of the number of correctly selected relative
tweets to the number of pairs of tweets that are really related.

Kendall tau distance

The Kendall tau distance is a metric that counts the number of pairwise dis-
agreements between two lists. The larger the distance, the more dissimilar
the two lists are. Kendall tau distance is also called bubble-sort distance since
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Table 1. Precision score of two approaches for top 5 and top 10 relative tweets

Cosine-based WordNet-based

Top5 0.8276 0.8306

Top10 0.8350 0.8366

it is equivalent to the number of swaps that the bubble sort algorithm would
make to place one list in the same order as the other list. The Kendall tau
distance between two lists τ1 and τ2 is:

K(τ1, τ2)= |(i, j) : i < j, (τ1(i)<τ1(j)∧τ2(i) > τ2(j))∨(τ1(i) > τ1(j)∧τ2(i) < τ2(j))|
K(τ1, τ2) will be equal to 0 if the two lists are identical and n(n− 1)/2 (where n
is the list size) if one list is the reverse of the other. Often Kendall tau distance
is normalized by dividing by n(n − 1)/2 so a value of 1 indicates maximum
disagreement. The normalized Kendall tau distance therefore lies in the interval
[0,1]. From the Kendall tau distance equation we can see that it can also be
defined as the total number of discordant pairs.

3.3 Experimental Results

Before showing our experimental results, what should be mentioned here is that,
because of lacking of clear and specific criteria, and because of that tweet is short
English messages without context, it is difficult to judge accurately whether two
tweets are within one topic. Furthermore, since the quantity of our dataset is
small, the total number of related tweets is also scant, which means the denom-
inator of metric precision is in small number.

Precision

The precision metric is defined as the ratio of the number of correctly se-
lected relative tweets to the number of pairs of manually judged related
tweets. The accuracy of precision may be affected by personal understanding
toward tweets, which contain large amounts of informal abbreviations and
expressions. We can see the results from 1 that the precision scores for two
approaches are similar, while the WordNet-based approach is slightly higher
than the other even the total amounts of related tweets(119 pairs of related
tweets by one human judger) is small. According to previous experience, we
believe when the experimental dataset become much larger, WordNet-based
approach would get higher precision as studied in [14].

Kendall tau distance

Kendull tau distance is used to measure the agreement of the two recommen-
dation lists produced by our cosine based and WordNet based approaches.
The average tau distance for 548 pairs of list of similarity scores is approx-
imately 0.0397922914, which shows general high agreement in the order of
each pair of list.
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3.4 Discussion

As we can see from the experimental results, the two approaches achieve similar
precision scores that we cannot determine which of them is better simply from
this experiment. There are several reasons contribute to the phenomenon. Firstly,
twitters 140 character limit on tweets presents a challenge to the two methods
because short messages would cause data sparseness and the lack of context.
Secondly, since the informal expressions and abbreviations being frequently used
have not been included in Wordnet, which is a traditional dictionary without
trending words and terms, the similarity score between tweets would no doubt
be affected, in most cases, reduced. Thirdly, the lacking of abundant dataset
together with tweets about daily lives without clear topic may lead to inaccurate
human judging of related tweets, thus affecting the value of precision. In order to
better evaluate related tweets, we are thinking of expanding tweets with replies
or web search results to make it longer and normalized.

4 Related Work

Many twitter related work and problems have been investigated in the literature.
Kwak et al. have made the first quantitative study on the entire Twitter sphere
and information diffusion on it. They studied the topological characteristics of
Twitter and its power as a new medium of information sharing and have found
a non-power-law follower distribution, a short effective diameter, and low reci-
procity, which all mark a deviation from known characteristics of human social
networks [4].

Yin et al. analysis link formation in micro-blogs in [5]. They found that 90
percent of new links are to people just two hops away and the dynamics of new
link creation are affected by the users account age. Their experimental results
showed that in the very beginning (within 100 days), the users add many friends
and then for the older users (100-400 days), their friends seem more stable, while
for much older users (more than 500 days), their number of new friends is larger
and larger. Results also showed that the older the user, the larger the increase
in followers.

On the other hand, computation of short text similarity has also been studied
in many literatures through various angles. Many techniques have been proposed
to overcome the vocabulary mismatch problem, including stemming [6,7], LSI
[8], translation models [9], and query expansion [10,11]. Query expansion is a
common technique that used to convert an initial, typically short, query into a
richer representation of the information need [10,11,12]. This is accomplished by
adding terms that are likely to appear in relevant or pseudo-relevant documents
to the original query representation. Sahami and Heilman proposed a method
of enriching short text representations that can be construed as a form of query
expansion [13]. Their proposed method expands short segments of text using
web search results. The similarity between two short segments of text can then
computed in the expanded representation space.
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5 Conclusion

In this paper we studied the problem of measuring related micro-blogs, which
first step is to compute similarity between short texts. We looked at two
types of similarity computing approaches, traditional cosine-based approach and
WordNet-based semantic approach. We showed that WordNet-based approach
works slightly better under a small number dataset containing only 548 tweets.
We will conduct experiment on larger dataset in the future to see whether
WordNet-based approach would get much better result than the cosine-based
approach as we thought.
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Abstract. A path nearest neighbor (PNN) query finds the closest objects from 
paths consisting of line segments. The existing method has redundant searches 
as a problem. In this paper, we propose PNN methods that avoid redundant 
searches in an index. In order to avoid redundant searches, the proposed me-
thods find the closest objects from a path sequentially and determine whether 
the next closest object is found. To prove the superiority of the proposed me-
thods, we evaluate their performance. 

Keywords: Nearest neighbor, Query processing, Path nearest neighbor, Loca-
tion based services, Location based social networks. 

1 Introduction 

According to the development of mobile devices and location aware technologies, the 
interests of the location based services (LBSs) have been increased. LBSs are to pro-
vide information related to the locations that a user finds. Finding nearest friends, 
taxies and buses, and finding the gas stations in certain area are the examples of LBS. 
The quality of LBS is currently insufficient but its growth potential is unlimited in the 
future. It is because the production and demand of mobile devices including the GPS 
modules, such as iphones and smart phones, are increased and various contents using 
locations of clients are developed these days. 

Location-based social networks have been studied, recently. Location-based social 
networks provide an important new dimension in understanding human mobility [8, 9, 
10, 11]. The networks depend on the similarity of the users’ activities [12]. The users 
who have similar patterns of the activities, will be interested in same objects, possi-
bly. It means that the many of the interesting place which they will stop by, will be 
overlapped. To recommend their interesting objects on their path is very useful appli-
cation. We have researched on the method to find the recommended objects on the 
path efficiently.  

A nearest neighbor (NN) query is one of the representative query types for LBSs. 
The NN query finds the closest object from the point that a user indicates. The studies 
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on NN query processing have been progressed for long time. However, they focus on 
NN from a point. The path nearest neighbor (PNN) query finds the closest object from 
paths consisting of line segments. PNN is applicable to continuous queries in the 
moving queries and static objects environments.   

The purpose of this paper is to propose the efficient PNN query processing me-
thods to find the interesting objects on my path. [1] proposed a continuous query 
processing method in the moving queries and static objects environments. The me-
thod is applicable to PNN query processing method. However, it processes a NN al-
gorithm to find each neighbor object of the path. The method performs NN algorithm 
as many as the number of objects in the result of the query and it leads to the redun-
dant searches in the index.  

In this paper, we propose PNN methods that avoid redundant searches in the index. 
We fix the previous algorithm to be efficient. The previous method finds the objects 
vertically but the proposed method finds the objects horizontally. In another words, to 
avoid the redundant searches, the proposed methods find the closest objects from a 
path sequentially and determine whether the next closest object is found. To prove the 
superiority of the proposed methods, we evaluate their performance. 

The rest of this paper is organized as follows. Section 2 presents the related work 
and section 3 describes the proposed methods and the cost model. Section 4 shows the 
performance evaluation results. Finally, we conclude this paper in section 5.  

2 Related Work 

[1] is a method to process a continuous NN query efficiently on R-tree according to 
the movement of a client. The method estimates the future path of the client and pro-
vides the continuous query result by pre-computing the result on the estimated path. 
The result of the query defined in [1] is the same with PNN. Figure 1 shows the query 
processing method for Continuous Nearest Neighbor Searches (CNNS). To calculate 
the k-NN objects on the path from point s to point e, CNNS searches point a as the 
nearest object of s. And then, CNNS searches another object that exists within the 
circle area that the center is e and the radius is the distance between a and e. It is 
shown in figure 1(a), where |e, a| denotes the distance between points e and a. When 
they search the nearest object c of the point e in the circle, it divides the path by the 
point si on the path that |si, a| is equal to |si, c|. It is shown in Figure 1(b). This process 
is repeated again for the two paths made by the previous process until nearest objects 
from the paths are not found any more.  

There are other researches to process continuous queries in the static objects and 
moving queries environments. To process continuous k-NN queries efficiently, a 
number of methods were also proposed [3, 4, 5]. In [3], they pre-compute the Voronoi 
diagram of the data and store it in R-tree. When a nearest neighbor query arrives at 
the server, the Voronoi diagram is used to efficiently compute the nearest neighbor. In 
[4], they pre-compute the future results on the predefined path and provide them to 
clients. In [5], they use the safe region which guarantees the same results. [6, 7]  
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propose the efficient index structure to process kNN queries efficiently. In [6], they 
fix R-tree structure like B+-tree by adding the link information to the leaf nodes be-
tween neighbor leaf nodes. In [7], they use grid structure instead of the tree structure 
so save the cost travel the tree structure.   

 

s e
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|e,a||s,a|

c

db

s e

a c

db

si

|si, a| = |si, c|

 
(a) Predefined path and the nearest point a from s (b) Nearest point c from e and division of the path 

Fig. 1. CNNS query processing method 

3 The Proposed Method 

We propose three methods processing a PNN query. The method uses circles and the 
principals in [1]. The previous method finds the objects vertically but the proposed 
method finds the objects horizontally. In the method, we find the closest objects to a 
path sequentially and draw the circles that the center is on the path and passes two 
neighboring objects. The objects inside the circles are only evaluated. While finding 
the closest objects sequentially, the circles are re-drawn and become smaller. While 
finding the closest objects, if the object is the closest, it is put in the result set. The 
result set is sorted in the order of the horizontal distance to the left end point of the 
path. For the first point of the result set, the circle is drawn with the left point of the 
path as its center, and passes the first point. Similarly, for the last point of the result 
set, the circle is drawn with the right point of the path as its center and passes the last 
point. And then, we draw the all circles that the center is on the path and passes two 
neighboring objects in the result set. If the next closest object is overlapped with the 
circle drawn by the result set, the object is put into the result set and the circles are 
redrawn. The method is processed until objects do not exist in the circles. 

Figure 2 shows the process of the proposed method. O1 is first found and the two 
circles are drawn. The circles and pass O1, and the centers of the circles are start point 
and end point of a path P, respectively, as shown in Figure 2(a). After O2 is found, the 
circle containing O2 is split up into two smaller circles as shown in Figure 2(b). When 
drawing the circles, if the circle is most right or left circle of the path, the center of the 
circle is the end point or the start point. Otherwise, the center of the circle is a point 
on the path and the circle passes two horizontally neighboring objects. It is continued 
until all objects in the circles are found. After O3 and O4 are found, the algorithm is 
finished in Figure 2. Figure 2(c) and Figure 2(d) show the process.  
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Figure 3 shows the pseudo code of the algorithm. The algorithm first finds the 
nearest neighbor object of a path P (line 05). After that draw two circles the centers 
are the start point and end point of P, respectively (line 06~11). DIST(pi, pj) returns 
the distance between points pi and pj. Next, it finds the next nearest neighbor object of 
P and splits the circle containing the object (line 12~34). This step is continued until 
there are no objects in the all circle areas (line 15).  
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Fig. 2. Proposed PNN query processing method using circles 

We analyze the algorithms to compare the computation efficiency. We formulate 
the cost model in terms of the relation between the size of the searched area and 
search cost of the index. Equation 1 presents the cost of previous method on tree in-
dex structure. Annq denotes the average size of the searched area for processing NN 
query. Nresult_objects and Ncircles denote the number of result objects and circles maid by 
the query processing, respectively.  logAnnq means the cost of processing a NN query 
that the size of the searched area is Annq. The NN algorithm is processed as many as 
Nresult_objects + Ncircles.  

_ _               (1) 

Equation 2 presents the cost of proposed method on tree index structure. Apnnq denotes 
the size of the total searched area for a PNN query. As shown in equation 3, Apnnq is 
much smaller than  because of the overlapped areas between the cir-
cles. If we substitute  for  in equation 2, _  is  . Therefore, it is obvious that _  is smaller than 
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_ . To tell the truth, log in the equations can be changed and it depends on 
the index structure for the data. Equation 4 and 5 are the example.  

_                           (2) 

                            (3) 

Equation 4 and 5 present the cost of processing previous and proposed method on grid 
index structure. The cost depends on the resolution of the grid and the size of 
searched area. α denotes the size of a cell. We estimate the number of accessed cells 
by dividing the size of searched area by α. As following equation 3, _  
is also smaller than _ .  
 _ _  A /α           (4) 

_  A /α                                 (5) 

 
PNNQueryProcessing(path P) 
01  Circle c, cright, cleft; 
02  Object o, oright, oleft; 
03  ResultSet result; 
04  List circleList; 
05  o = FindNearestObject(P); 
06  cright.center = StartPoint(P); 
07  cright.radius = DIST(o, c.center); 
08  InsertCircleIntoList(circleList, cright); 
09  cleft.center = EndPoint(P); 
10  cleft.radius = DIST(o, c.center); 
11  InsertCircleIntoList(circleList, cleft); 
12  While () { 
13    o = FindNextNearestObject(P); 
14    c = {ci | o�ci, ci�circleList};                  // find a cell containing o 
15    if (c is NULL) then break; 
16    DeleteCircleFromList(circleList, c); 
17    oright = GetRightNearestObject(result); 
18    oleft = GetLeftNearestObject(result); 
19    if (oright is NULL) {                          // draw right circle 
20      cright.center = StartPoint(p); 
21    } else { 
22       cright.center = { point pi | DIST(o, pi) = DIST(oright.center, pi), pi � P } 
23    } 
24    cright.radius = DIST(o, cright.center); 
25    InsertCircleIntoList(circleList, cright); 
26    if (oright is NULL) {                        // draw left circle 
27       cleft.center = StartPoint(p); 
28    } else { 
29       cleft.center = { point pi | DIST(o, pi) = DIST(oleft.center, pi), pi � P } 
30    } 
31    cleft.radius = DIST(o, cleft.center); 
32    InsertCircleIntoList(circleList, cleft);  
33    PutObjectIntoResultSet(result, o); 
34  } 
35  return result;

Fig. 3. PNN query processing algorithm 
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4 Performance Evaluation 

We evaluate the PNN method using circles as a representative algorithm in this paper 
and compare the algorithm with the existing method [1]. The PNN method using cir-
cles and the existing method are denoted by PNN-circle PNN-previous, respectively. 
We index objects by the R-tree index structure [2]. The number of objects is set to 
100K and the number of queries is set to 10. We measure the number of disk I/Os 
according to the path length from 0.1% to 1% of the side length of the index space. 
Figure 4 shows the performance comparison of two methods in terms of the number 
of disk I/Os. We can see easily from figure 4 that the number of I/Os in PNN-circle is 
slowly increased while the number of I/Os in PNN-previous is highly increased ac-
cording to the increase of the path length. The gap between the algorithms presents 
the number of the redundant disk I/Os. Figure 5 shows the performance comparison 
of two methods using grid structure in terms of the number of disk I/Os. We set the 
resolution of the grid structure to 100 100. It also haves the same aspects as shown in 
figure 4.  

 

Fig. 4. Performance comparison using r-tree structure according to the length of path 

 

Fig. 5. Performance comparison using grid structure according to the length of path 
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5 Conclusion 

In this paper, we proposed PNN methods avoiding redundant searches. To avoid the 
redundant searches, the proposed methods basically find the closest objects from a 
path sequentially and determine whether the next closest object is found. To prove the 
superiority of the proposed method using circles, we evaluated its performance. Com-
pared with PNN-previous, PNN-circle performs about 32% disk I/Os on average to 
process PNN queries when the path lengths of the queries are 0.1 ~ 1.0% of the side 
length of index space in the simulation environment. For the further work, we will 
adapt the method to find the relationship between nodes (Minimum Bounding Rec-
tangle: MBR) in the R-tree index structure.  
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Abstract. This study proposes a blog search framework which enables a more 
in-depth search on a given topic by extracting the collective intelligence fea-
tures in social community sites and through the query extension using these fea-
tures. The characteristics of blog contents is that it has a lot of information 
made up of user experience and trusted more by most users than the contents 
gained by general search. The proposed framework extends the query using the 
answer information related to the query which the user wishes to search and 
gets applied to the blog search on this basis. The information gained from vari-
ous types of social community sites could be considered as one form of collec-
tive intelligence while this has been applied to the blog search. The framework 
proposed in this paper utilizes the important Q&A information of social com-
munity to let the user gain more reliable and useful search results. 

Keywords: Social Community, Collective Intelligence, Q&A information, 
Blog Search Engine. 

1 Introduction 

As the web-based digital industry plays an important role of domestic and foreign 
economy, the social network based technology is rapidly growing under the environ-
ment of next generation technology. This paper uses the community based knowledge 
search information of asking and answering questions to each other under a new para-
digm called the social network environment while trying to propose a framework for 
applying this information on the blog search. 

Recently, the blog is becoming a new place for the user to produce and share in-
formation on the web. The success factor of blog is because the writing method is 
simple and it is easy to share information among users. It is also able to provide one’s 
daily routine, opinion, commentary, emotions or articulating ideas, etc. [26]. The blog 
search sets the purpose as finding the blog which is focused on and repeats dealing 
with the topic given by the query entered by the user from the various blogs provided 
this way. Blog search is distinguished from the normal search of information from the 
fact that it sets the blog which is a set of posts or from the fact that it handles the blog 
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documents with unrestrained subjective thoughts, expressions and styles of the user 
who has created the blog. For the typical search of information, most of the know-
ledge and information are searched from digital library or online search websites. As 
the social network based online Q&A websites [7] have become active, the user de-
mand on the search is getting more diverse each day to expect accurate and satisfacto-
ry answers. Due to the rapid development of general search, a mass quantity of search 
results (regular documents or blog, etc…) on the information one tries to find can be 
gained. But the reality is that whether the searched result provides in-depth know-
ledge on the topic or whether it only provides the general or superficial knowledge  
is not being considered. In order to make improvement on such disadvantage,  
the search on a blog which deals with the topic in-depth has been proposed as a new 
subject [24].  

Let’s think about this simple question. If you wish to search the blog on “Alzhei-
mer’s Disease”, the user would try to find out the cause of this disease, various an-
swers of the people who have experienced this diseases or even the in-depth know-
ledge for its treatment and management. The situation is that only the general and 
superficial answers can be obtained on this question if you simply search the blog. 
The user will use the method of getting answers by uploading the question on, Yahoo! 
Answers [23], Twitter [18] or Naver Knowledge iN [1], etc. The answer gained from 
the question above is the search method using the Q&A based collective intelligence 
that has focused on the interaction between users based on user participation.  
The method above is the one that has used Collective Intelligence in order to find the 
valuable and in-depth information desired by the user among many search targeted 
contents.  

In this study, the Q&A information in social community will be analyzed as the 
first step for using collective intelligence. The Q&A information gathers and analyzes 
the answers of other users on the questions written by the user to select the most ap-
propriate answers among them. While using this social network, if we limit the social 
community domains containing the applicable Q&A information, it will be effective 
for finding the in-depth blog search results containing various social factors. This 
study will try to propose a framework for providing the in-depth blog knowledge 
through the query extension using the Q&A information of these social communities. 
The proposed framework was organized into the following three parts. 

• First, when a search term or query is given by the user for the search, a keyword 
analysis algorithm for deciding the meaning of this sentence and the domain is ap-
plied. Here, the Preprocessing is accomplished for the analysis.  

• Second, after deciding which social community domain must be searched through 
the keyword analysis, the Q&A information of the users in the social community 
domain of that field is analyzed. To extend the useful related information, the cor-
responding category is extended using the set of Q&A’s to find the keywords ac-
cording to this extended category.  

• Third, the blog search is performed targeting the social community domain using 
the keyword followed by the extended category. The matched blog search engine 
performs the blog search according to the corresponding field.  
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The remainder of this paper is organized as follows. In Section2, explains the related 
studies on Q&A system and blog search. In Section 3, explains on the overall struc-
ture of the proposed framework and actually implements the proposed framework in 
stages to describe the process of applying data in each stage. In Section 4, performs 
experiment and evaluation. In Section 5, describes the conclusion. 

2 Related Works 

The social communities for the search of knowledge such as the social network based 
Yahoo! Answers [23] uses a shared service in a form of bulletin where other users 
answer the questions written by the user. Especially, the Q&A information inside the 
blog is getting attention as the knowledge search service for the last several years as a 
new form of window to obtain information with the advantage of being able to get 
answers from many people if you write the questions on even the information in a 
form that cannot be easily found with regular search engines such as opinions, advices 
and know-how, etc.  

The form of knowledge search service is made up of a similar type as online bulle-
tin or Usenet.  Zhongbao [9] has performed the social network analysis using online 
bulletin to show that the behavior pattern of users vary depending on their area of 
interest. Jeon [8] has improved the performance of search by extracting the keywords. 
Agichtein [5] has proposed an improved quality measurement method of documents 
using non-text information such as rating, no. of recommendations and no. of inqui-
ries as well as the text information such as the length of Q&A document or number of 
punctuation marks. Whittaker [13] has found a statistical pattern including the number 
of users and the length of characters targeting Usenet.  Adamic [10] has clustered as 
three types of classifications according to the characteristics such as length of docu-
ment, no. of answers per question and interaction pattern between users using K-
Means algorithm on the categories of Yahoo! Answer. 

Aardvark Company has developed a social network based search engine called 
‘Aardvark' [4]. It is in a form of finding the people who can answer the corresponding 
question within the extended social network of the user and looking for the answer to 
that question if the user asks a questions through instant message, e-mail, web input, 
text message, voice input using iPhone or Twitter)[18]. This engine not only finds the 
answer from the library, but also was based on the intimacy of user using the social 
network based village paradigm. Aardvark analyzes the question once the question 
comes in through the gateway so that the conversation manager looks for the associa-
tion of user. It provides the information of that person along with the general search 
result to the inquirer by searching for the people who can answer the corresponding 
question using the social network extended afterwards.  

In the TREC of 2009, various methods for in-depth blog feedback search was pro-
posed. Li [25] has proposed a search method that had used the length of blog post as 
the qualification for decision on the in-depth blog. This method has assumed that a 
lengthy post shows an in-depth topic. Keikha [27]  has assumed that a blog including 
the words that are not shown in regular blogs as in-depth blog and reflected on the 
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ranking by calculating the Cross Entropy between the set of blog post and entire doc-
ument to make this possible. Jiang [28] has assumed that an in-depth mostly includes 
the words describing objective facts and proposed the method of applying the lan-
guage model estimated through the query extension that has used subjective lexicon 
to make this possible. McCreadie [29] has proposed the classification based method 
using various qualifications such as length of document, length of sentences and 
number of personal pronouns, etc. However, these methods have shown lower search 
performance than the ordinary methods that had been used in the existing blog feed-
back search in the in-depth blog feedback search.  

3 Proposed Framework 

The social websites created based on social network have the services providing Q&A 
information. The advantage of more useful collective intelligence can be utilized 
through the use of this Q&A information. This paper is able to use the essential fea-
tures of the social websites proposed in the existing studies [22] [30].  

In this study, a Q&A based social network is used in order to extend the meaning 
of the keywords extracted from the search term or query. Through this, the informa-
tion on domains and keywords that can be extended with the corresponding keyword 
is acquired to perform blog search.  

 

Fig. 1. The Overall Structure of Proposed Framework 

Fig.1. shows the overall structure map of the blog search framework proposed in 
this paper. The proposed framework is composed of three modules. It is composed of 
the Preprocessing module for the basic task, the Q&A module for extending the Q&A 
contents and the Blog Search module. 
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3.1 Three Modules 

(1) Preprocessing Module 

The data preprocessing algorithm is applied on the feature extraction and Q&A mod-
ule. In case the natural language gets included in the research stage, the preprocessing 
algorithm of data must be applied out of necessity. Especially, the information exist-
ing on the social network websites does not get written according to an official format 
such as user created contents or web bulletin. The preprocessing must also consider 
processing on the abbreviations or jargons frequently used by users as well as the 
stemming or elimination of stopwords. For the sentence analysis, the task of parsing 
and tokenization on the document of primary result searched after entering the query 
first. Only the core keywords are extracted through elimination of stopwords and 
stemming. 

(2) Q&A Module 

The related Q&A information is found from the Q&A community websites using the 
extracted core keywords. Through this, the information of useful users could be 
gained in relation to this other than the related search keywords. Among the features 
for utilizing the acquired information, the Term Frequency indicating how often a 
specific term appears within the document and the Document Frequency indicating in 
how many documents a specific term appears among all targeted documents. This is 
for giving weight on the extracted terms depending on their priority. For the detailed 
stages, the Q&A data collecting Q&A information is gathered first to perform prepro-
cessing on this data. The next stage is Q&A analysis stage so that the TF and IDF 
(inverse document frequency) are calculated using the Q&A set searched with the 
query keyword to find out the priority. 

(3) Blog Search Module 

In the blog search module, the blog search engines corresponding to the Q&A key-
word related to the query produced as the result of previous stage are matched. The 
blog search engine can be crawled real-time based on the keyword, or the existing 
specialized field search engine can be used according to the ODP (open directory 
project) [31] category. In this study, the existing specialized field search engine is 
matched by ODP based list to show the results. 

3.2 Implementation of Proposed Framework  

In this study, a framework which uses the information on Q&A to the existing search 
engine and applying this information on the specialized blog search engine. In this 
section, the proposed framework will be explained in stages by dividing the process 
of applying by designing and implementing into 6 stages. 
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(1) Query Preprocessing 

While parsing is performed first to analyze the user query, the user query is divided 
into tokens in the parsing stage. The next stage is the keyword extraction through the 
elimination of stopword and stemming. It is necessary to identify the property of each 
term in order to eliminate the stopword. We have used the term tagging method that 
was used in the ‘Bracketing Guidelines for Treebank II Style Penn Treebank Project 
[3]’ performed by Carnegie Mellon University. In this project, the library on about 
70,000 terms is provided. If this is used, it becomes possible to identify the properties 
of the tokens appearing in the user inquiry. Stem is the part which remains after eli-
minating the prefix and suffix from a term. Although the term inquired by the user 
and the term included in the related documents during the search usually correspond 
with each other in the actual content, it can become a cause of lowering the perfor-
mance of search result due to the structural modification. This problem can be solved 
by replacing each term with a stem. In this study, the stem for each token was found 
using ‘The Porter Stemming Algorithm [17]’ for the stemming. The Porter Stemming 
Algorithm is a typical algorithm which applies 37 rules by going through 6~7 stages 
to find the stem of a term. In the final stage, the token for search is selected after 
going through the stopword elimination and stemming. We have selected a keyword 
that has noun as a morpheme for the search. 

 

Fig. 2. Extraction of Keyword through Preprocessing Stage: Extracting a Keyword Called 4G 
and LTE Using the Query "4G LTE" 

(2) Gathering Q&A Information 

In this stage, Yahoo! Answers website was used to gather the Q&A information. Us-
ing the API provided by Yahoo! Answers website, the search result on each keyword 
can be obtained in XML format through the preprocessing of user query. Fig.3 shows 
the Q&A document gathered as an XML format. The Q&A document includes the 
information such as question id, Subject, content, chosen answer and category id.  
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Fig. 3. Storage of Gathered XML Document into the Database: The XML document includes 
the information such as question id, subject, content, chosen answer and category id, etc. 

(3) Generating the Q&A Set 

The Q&A document basically exists as one pair of question and answer unlike ordinary 
documents while including various types of information in addition. We have organized 
the Q&A as one set in order to express such characteristics of Q&A. A set of Q&A is 
composed of Question Title (Q1), Question Contents (Q2), Best Answer (A1) and Other 
Answers (A2). A set of Q&A is expressed as shown in the Equation (1).  

 
Q1: Question Title 
Q2: Question Contents 
A1: Best Answer 
A2: Answers other than A1 

(1) 

 
 

},,,{_& 2121 AAQQSetAQ =
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Also, the elements forming up the set of Q&A are expressed as shown in the Equation (2).  

  

(2) 

Fig. 4. shows the composition of Q&A provided by Yahoo! Answers. This website 
also basically provides 'question title', 'question contents', 'answer contents' and 'best 
answer' while providing supplementary information such as 'asker', 'user’s rating' or 
'date' in addition. 

  

Fig. 4. The Q&A Interface Provided by Yahoo! Answer 

(4) Q&A Preprocessing 

The preprocessing is required in order to analyze the meaning of the generated Q&A 
set. First, the preprocessing of Q&A selects the core keywords by performing the 
same process as query preprocessing (parsing, stopword elimination and stemming). 
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(5) Q&A Analysis 

Q&A analysis is the stage of calculating TF and IDF using the Q&A set searched with 
the query keyword. First, the Q&A sets having same category are classified to calcu-
late TF and IDF to show how important a certain term is in a specific Q&A set. 

(6) Blog Search Module 

In the blog search module, the corresponding specialized blog search engine is 
matched using the core Q&A keywords related to the query to search again using the 
matched search engine. For the match of blog search engine, the blog search engine of 
the each applicable field gets selected by analyzing the core Q&A keywords. The 
search result by each corresponding category is shown using the selected blog search 
engine. After extending the keyword inquired by the user using the Q&A set, the 
search result gets shown by matching with the blog search engine. 

4 Experiment and Evaluation 

For the experiment, the core keywords extracted through the proposed system on a 
specific query, the keywords with high TF-IDF value extracted from the search result 
page provided by general search websites and the keywords high TF-IDF value ex-
tracted from the search result page provided by specialized blog search websites have 
been compared. It has experimented on how much the core keywords extracted 
through the proposed system are matching with the core keywords extracted from the 
general search websites and the specialized blog search websites. We will be able to 
determine that the proposed framework is useful as the consistency gets higher. 

4.1 Experiment Data 

The data used for extracting the core keywords in the proposed system have been 
gathered on the questions that have already answered from Yahoo! Answers. The 
1,074 Q&A sets have been gathered by searching for ‘4G LTE’ query in Yahoo! An-
swers and 12 categories have been found from this data. We have set the subject as 
the 312 Q&A sets having best answers in 3 out of 12 categories (‘Cell Phones & 
Plans’, ‘Internet’, ‘PDAs & Handhels’). We have also gathered the documents on 
each of 10 upper pages among the search result provided by Google and Yahoo! on 
the corresponding query for the general search. And for the specialized blog search 
websites, the blog search engine provided by Google [32] and the blog search engine 
provided by Yahoo [33] have been used to gather the documents on each of 10 upper 
pages among the search result on the corresponding query. The data gathered for ex-
periment are shown in Table 1. We have extracted the terms that can be used for  
the experiment by performing the preprocessing stage described in section 4 among 
the terms found for the experiment. The ratio of terms used for the experiment  
among the terms that have been found is 9.2%.  
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Table 1. The Data Gathered for Experiment 

Category 
Gathered 
Website 

No. of 
Gathered 

Doc. 

No. of 
Terms 
Found 

No. of 
Terms 

Used for 
experiment 

Rate of 
Usage (%) 

Proposed 
System 

Yahoo! 
Answer 

312 8,643 932 10.78 

General 
Search 

Google 10 10,243 853 8.33 

Yahoo 10 8,335 911 10.93 

Specialized 
Blog 
Search 

Google 
Blog 

10 4,236 353 8.33 

Yahoo 
Blog 

10 3,930 301 7.66 

4.2 Experiment Results 

We have extracted the core keywords from the proposed system, general search and 
specialized blog search using the data mentioned in section 5.1. For the core keyword 
extraction, TF-IDF has been used. The consistency of the core keywords appeared in 
general search and specialized blog search have been calculated depending on the 
number of keywords extracted from the proposed system. Table 2. shows the number 
of core keywords appeared in general search and specialized blog search depending 
on the number of keywords extracted from the proposed system. Table 2. shows the 
consistency of general search and specialized blog search followed by the increase of 
core keywords. The specialized blog search showed a consistency of about 29%. But 
the general search showed a consistency of about 13%. We can see the consistency 
being increased as the number of core keywords extracted from the general search and 
specialized field search are increased. This is because the probability of including the 
core keyword extracted through the proposed system gets higher as the number of 
core keywords gets increased. If the number of core keywords exceeds a specific 
value, the consistency is expected to be shown as 100%. As shown in Table 2, we 
could verify that the core keyword extracted through the proposed system appeared 
more in the result of specialized field search than the result of general search. The 
core keyword extracted from the proposed system could be considered as the keyword 
extracted from the specialized field. This means that the user is able to gain the search 
result of specialized field through the proposed system. It seems that a method to raise 
the consistency with the core keyword extracted from the proposed system from the 
same amount of core keywords would be necessary in the future studies. 
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Table 2. The Consistency of Core Keywords In General Search and Specialized Field Search 
followed by the Increase of Core Keywords 

No. of Core Keywords 
 
Category 

10 20 30 40 50 

General 
Search 

Google 1 3 7 12 18 
Yahoo 0 2 3 7 13 

Average 0.5 2.5 5 9.5 15.5 

Specialized 
Blog 

Search 

Google Blog 2 6 13 18 21 
Yahoo Blog 2 5 9 15 17 

Average 2 5.5 11 16.5 19 

5 Conclusion 

In this study, a framework that can gain the information of collective intelligence and 
the user information within the blogs based on social community has been proposed 
and implemented. This study has designed and developed focused on the framework 
to be applied in stages with the real data. The characteristics of blog contents is that 
there is a lot of information made up of user experience and the information is trusted 
more by most users than the contents acquired by general search. Therefore, the pro-
posed framework will become very useful when the blog page made up of active so-
cial community unlike the conventional web page is set as the search target. In the 
future researches, the experiment for performance analysis considering specialty and 
practicality will be performed a little further. The search result of the time when the 
search engine that has applied the proposed technology was used would improve the 
reliability and satisfaction of users as the information containing the experience and 
knowledge of users can be searched. 
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Abstract. Most item recommendation systems nowadays are implemented by 
applying machine learning algorithms with user surveys as ground truth. In or-
der to get satisfactory results from machine learning, massive amounts of user 
surveys are required. But in reality obtaining a large number of user surveys is 
not easy. Additionally, in many cases the opinions are subjective and personal. 
Hence user surveys cannot tell all the aspects of the truth. However, in this pa-
per, we try to generate ground truth automatically instead of doing user surveys. 
To prove that our approach is useful, we build our experiment using Flickr to 
recommend tags that can represent the users’ interested topics. First, when we 
build training and testing models by user surveys, we note that the extracted 
tags are inclined to be too ordinary to be recommended as “Flickr-aware” terms 
that are more photographic or Flickr-friendly. To capture real representative 
tags for users, we apply LSA in a novel way to build ground truth for our train-
ing model. In order to verify our scheme, we define Flickr-aware terms to 
measure the extracted representative tags. Our experiments show that our pro-
posed scheme with the automatically generated ground truth and measurements 
visibly improve the recommendation results. 

Keywords: LSA, User Survey, Tag Recommendation, Flickr. 

1 Introduction  

Nowadays, most item recommendation systems are implemented by applying ma-
chine learning algorithms to automatically generate personal recommendable items 
for users. However, when applying machine learning algorithms, it requires training 
data with ground truth. In order to get believable ground truth, it requires a mass of 
user surveys. Most researches perform user surveys to use as their ground truth, such 
as [1][2]. However, to get enough user surveys is not an easy task. Additionally, 
sometimes human’s opinions are subjective and personal. Hence user surveys cannot 
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tell all aspects of the truth. In the image detection or image recognition field, ground 
truth may be generated by algorithms, instead of human effort, such as SIFT, SURF, 
semi-automatic ground truth, clustering, etc. In the field of text-based technology, 
however, there are few researches that consider the use of algorithms for generating 
ground truth. In this paper, we try to generate ground truth automatically instead of 
using user surveys. We built our experiment with Flickr to recommend tags that can 
represent users’ interested topics. In the previous work of [3], they extracted textual 
and social features of tags for each Flickr user and applied machine learning algo-
rithms with user surveys to suggest representative tags for Flickr users.  From their 
user survey-based approach, it seems that the evaluators choose common and ordinary 
tags as users’ representative tags (e.g. “cloud”, “sun”, “nature”). However, we noticed 
that in Flickr, power users[4] frequently use more photographic or Flickr-friendly 
terms (terms that are frequently used in Flickr) (e.g. “Bokeh”, “HDR”, “AnAweso-
meShot”) than normal terms. Those more photographic and Flickr-friendly terms are 
too difficult for evaluators to choose. But in a specialized photo community like 
Flickr, photographic terms can be more important than normal terms, because photo-
graphic terms can express the photo in a more professional way. To solve the limita-
tion of user surveys, we provide a novel scheme; we apply LSA to each user with 
each tag, and choose the top K tags for each user as the ground truth for the training 
model. Furthermore, in order to verify our scheme and compare the differences be-
tween the user survey results and results from our proposed scheme, we define a new 
measurement, Flickr-aware terms, which are terms widely used among power users, 
but less used by non-power users in Flickr. 

The rest of this paper is organized as follows. In Section 2 we introduce the related 
work. In Section 3, we briefly describe our research background. In section 4, we 
provide our ground truth generation. In Section 5, we describe our data set and expe-
riments. In Section 6, we discuss the experimental results. Finally, we summarize the 
conclusions of this paper in Section 7. 

2 Related Work 

Recently, there have been many researches about item recommendation systems for 
online community users. For instance, one can recommend books, movies, music, 
photos, tags to users in amazon, movieLens, IMDB, Flickr, delicious. These kinds of 
recommendation systems are based on analysis of relationships between users and 
items in online communities. Many researches study this problem by applying ma-
chine learning algorithms and obtaining training data through user surveys. Even 
though they use heuristic algorithms, user surveys are frequently used as ground truth 
to evaluate the results. [5] provided an approach to leverage online collaborative tag-
ging in product design through user study.[2] proposed a scheme to learn semantic 
relationships between entities in Twitter through user survey. [1] proposed a method 
to recognize the quality tags for users in movieLens by SVM with ground truth of 
user survey. [6] proposed a method for content-based tag recommendation that can be 
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applied to Web pages through user study. [7] provided a visualization scheme for tag 
recommendation via user study. 

These researches on item recommendation or analysis of relationships between us-
ers and items are based on user survey as ground truth. However, to obtain enough 
information through user surveys is not an easy task. It would take a lot of time and 
human effort. However, even if you have enough user surveys, the result cannot tell 
all the aspects of the truth. Therefore, we provide a new scheme to generate ground 
truth for the training model to extract representative tags for Flickr users instead of 
using user surveys. We use LSA in a novel way to generate ground truth:  (i) build 
matrix between users and tags; (ii) apply LSA to matrix; (iii) train and test extracted 
features of tags for users with generated ground truth; (iv) define a new measurement 
as Flickr-aware terms to verify the extracted tags. 

3  Research Background  

To validate that our assumption is feasible and valuable, we build our experimental 
model using Flickr. We would like to extract tags for Flickr users that can be repre-
sentative of the users’ personally interested and favorite topics, by applying LSA to 
generate the ground truth. To compare the results with the previous work of [3] which 
applied user surveys as ground truth, we set the same environment and used the same 
features which are described in detail in [3]. In this section, we will briefly describe 
the whole process of our extraction scheme. 

3.1 Tags Features 

To extract representative tags, we use the following features of tags for Flickr users. 

Textual Features: 

• tf: the number of one tag used by one user; 
• tf_ratio: is derived from dividing tf by the sum of frequencies of all tags for one 

user; 
• iuf: the logarithm of the quotient obtained from dividing the total number of users 

by the number of users who used one tag; 
• in_title: the times of one tag appeared in the titles of one user’s posts; 
• in_content: the times of one tag appeared in the contents of one user’s posts; 
• in_comment: the times of one tag appeared in the comments of one user’s posts. 

Social features: 

• fav_coocc_freq: in Flickr, user can maintain the list of favorite photos that are up-
loaded by other users. This feature is described as the times of one tag appeared in 
one user’s favorite photos; 

• fav_coocc_ratio: an alternative representation of fav_coocc_freq for considering 
the ratio against all the favorite photos; among total favorite photos, the ratio of 
which included the tag; 
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• fav_giver_freq: in Flickr, we defined the users who mark one user’s photo as their 
favorite as this user’s favorite givers.  This feature is the number of one user’s fa-
vorite givers who also use one tag; 

• fav_giver_ratio: it is obtained from dividing fav_giver_freq by the sum of one 
user’s favorite givers. 

3.2 Algorithm 

With the tags’ features, we applied the Naïve Bayes for the training and testing mod-
el. We performed binary classification, which only marked whether a tag is represent-
ative or not. The formula is as follows: | , … ∏ |                        (1) 

Where P(Y) is the probability of positive instances in training set. F  is one of the 
feature of tags. 

4 Ground Truth 

For preparing the ground truth of the training and testing model, we apply LSA to 
generate the ground truth. To validate our scheme, we also use the user survey for 
comparison.  

4.1 User Survey 

We make an interface that can show Flickr users, their photos and tags. We ask sever-
al evaluators to watch the photos and read tags for each Flickr user. By viewing pho-
tos and tags for each Flickr user, evaluators can conclude the interested topics for the 
corresponding Flickr user, and then they can select the representative tags which are 
related to the users’ interested topics. 

4.2 LSA 

LSA Latent Semantic Analysis (LSA) is a fully automatic statistical technique for 
extracting and inferring relations of expected contextual usage of words in passages 
of discourse[8]. 

The reason why we apply LSA as ground truth is as follows; user surveys cannot 
tell all the aspects of the truth among limited evaluators. It is difficult to collect mas-
sive amounts of user information. Therefore, several evaluators’ opinions cannot 
represent most of the human’s. In the user survey, we noticed that evaluators mostly 
chose ordinary tags for each user, such as “landscape”, “sun” and “cloud”. However, 
in Flickr, users used more photographic terms (e.g. “Bokeh”, “HDR” and “exposal”) 
as tags, but the evaluators miss this part of tags, because they may not know enough  
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about photographic or Flickr-friendly terms. However these terms also describe users’ 
professional interests. If users use “HDR” several times, we can infer that they may 
be interested in the “HDR” photos. Therefore, photographic tags are also important 
which can show users’ professional interests.  

In Flickr, there are a huge number of users, and they use all kinds of tags, therefore, 
for one user, his/her own tags are relatively small and sparse, when compared to the 
entire tags. To reduce the sparsity and find the latent relationship between users and 
tags, LSA is one choice to solve these problems. 

In our environment, we build a matrix between users and tags, where each row 
represents one tag and each column represents one user, so each cell contains the 
frequency of one tag used by one user. Before SVD is computed, in the original LSA, 
each cell should be divided by the row entropy value. However, in Flickr, tags are 
arbitrarily used by users, if we apply entropy in our matrix, which means that the 
higher entropy of one tag is, the fewer users use it. In this case, rare tags which may 
be only used by one user and has non-sense to other users would have high values, but 
normal tags which are used by most of users and have useful meanings would have 
low entropy values. Hence, we only use the frequency of each tag for each user and 
apply SVD. The SVD formula is as follows: X T E U                                        (2) 

{X} means original matrix, and {T}, {E}, {U} represent the decomposed three ma-
trices.  Matrix {T} describes tag entities as vectors of derived orthogonal factor val-
ues; matrix {U} describes the user entities as vectors of derived orthogonal factor 
values; matrix {E} is composed of eigen values.  The reduction for dimensions de-
pends on the number of eigen values which are chosen for reconstructing a new ma-
trix. 

5 Experiment and Measurement 

5.1 Data Set 

We implemented our experiments by using the data set of Flickr. We collected 813, 
353 users who registered in Flickr and downloaded their photos with tags for the 
whole month of Dec, 2009. Among these Flickr users, there are 262,722 users who 
used tags to denote their or others’ photos. Hence, we built our data set with these 
262,722 users, their photos and tags. Table 1 shows the basic information about our 
data set.  We have 10,591,157 photos, 1,600,349 tags and 4,828,926 favorite feed-
backs for these 262,722 users. The maximum number of tags assigned by a user is 
3,702 and the average number of tags assigned by a user is 52. The whole data set is 
used for calculating the features of the tags. 
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Table 1. Experiment data set from Flickr in Dec. 2009 

Experiment Data Number 
Total number of users 262,722 

Total number of photos 10,591,157 
Total number of tags 1,600,349 

Total number of favorite feedbacks 4,828,926 
Maximum number of tags per user 3,702 
Average number of tags per user 52 

Table 2. User survey results 

User survey Number
Total number of candidate users 177 

Total number of photos for candidate users 1,770 
Total number of tags of candidate users 13,464 

Total number of evaluators 7 
Total number of representative tags chosen 

Average number of representative tags per user 
1,355 

7.7 

5.2 Training and Testing Model 

We apply Naïve Bayes Classifier to our training and testing data with two different 
ground truths. One is from the user survey result, the other one is from calculating the 
LSA values. Considering the user survey, it is impossible for evaluators to choose 
tags for the whole 262,722 users. And From Table 1, we can see that users do not give 
tags to all of the photos. That is why we want to choose users who upload photos and 
add tags consistently. At the same time, we need users who are in the social network 
to generate their social features, so we filter the users under conditions: the number of 
post was more than 10; for each post, the number of tags was more than 10 but less 
than 15; the favorite number of each post was more than 10. However, for our fea-
tures calculation, we use the whole data set. 

• User survey results as ground truth 

For the user survey, we asked seven evaluators to choose representative tags for each 
Flickr user. Although, we do not have many evaluators, these seven evaluators’ re-
sults are fine to use. We use Kappa statistic [9] to measure agreement between every 
two evaluators. And then we used the average Kappa coefficient value 60.3% which 
means the agreement of our evaluators is fine to do the experiment. The user survey 
results are shown in Table 2. 

• LSA calculation as ground truth 

We build the matrix of our data set where each row represents one tag and each col-
umn represents one user, then each cell contains the frequency of one tag which is  
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used by one user. We apply LSA to the same data set as the 177 users’ data set which 
is chosen for the user survey. Finally, according to the LSA calculation, we choose 
the top K tags for each user. 

5.3 Define Flickr-Aware Term as Measurement 

We define Flickr-aware terms as the tags which are only widely used by power users, 
but not often used by non-power users in Flickr. Power users (or high-ranked users) 
are named for the users who get the high scores based on the user ranking 
scheme[10]. 

We define the formula to extract Flickr-aware terms as follows: _ ,                            (3) 

_ _ ,| |                               (4) 

Equation (3), the power_value(t) means among top N power users, the number of 
users who use tag t. N  denotes the top N power users and the numerator is the num-
ber of power users who used tag t. Equation (4), the non_power_value(t) means ex-
cept top N power users, the number of non-power users who use tag t. |U| represents 
all the users in data set. 

To extract the Flickr-aware terms, we use α and β as the thresholds for pow-
er_value(t) and non_power_value(t). The tag should satisfy the following expression 
(5). Then this tag can be chosen for the Flickr-aware terms. _   && non_power_value t               (5) 

5.4 Experiment Results 

For user the survey result, we tried the Naïve Bayes and got the best result with the 
feature combination (tf_ratio, iuf, in_title and fav_giver_freq) which obtained a result 
of precision 49%, recall 54.5% and F-score 51.6%.  

For using LSA values as ground truth, we choose 10 eigen values for the reduction of 
the dimensions. Figure 1 shows the results when the number of eigen values equals to 
10 and top K LSA values. Hidden tags are defined as the tags which are in the top K 
LSA values for one user, but not used by this user. The representative tags mean the 
tags which are not only in the top K LSA values for one user, but also used by this user. 
In our environment, when we apply LSA for users and tags, if one user uses several tags 
about “landscape”, and also uses several tags about “girls”, but another user is only 
interested in “landscape”, then, from LSA calculation, the LSA values of tags about 
“girls” would be also higher for the latter user, because the tags about “girls” are used 
by the previous user who also used tags about “landscape”. In this case, it is not reason-
able to choose many hidden tags for users. On the contrary, it is better to choose only 
the tags which are used by users themselves. From Figure 1, we can also infer that with 
less reduction (that means the number of eigen value increases), the hidden tags are 
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increasing, which means dimension reduction can also reduce noisy tags. But the chosen 
tags trend is stable. That is why using chosen tags as representative tags for users are 
more reasonable. 

 

 

Fig. 1. The hidden tags and representative tags from top K 

Finally, we chose the top 30 tags and removed hidden tags for each user based on 
the LSA values as ground truth. By applying the Naïve Bayes, we obtained the accu-
racies as shown in Table 3. For combining textual features and social features of LSA, 
the precision was 74.1%, recall 83.4% and f-score 78.5%, which outperformed the 
user survey by almost 30%. 

Table 3. The accuracies for LSA as Ground Truth 

Features Precision Recall F-score
TF+TF 79.8% 73.5% 76.5% 
SF+SF 69.6% 78.6% 73.8% 
SF+TF 74.1% 83.4% 78.5% 

6 Experimental Results Evaluation 

6.1 Comparison for Extracted Tags 

In this section, first we show some different tags which are extracted from two differ-
ent ground truths in Table 4. It is easy to see that the user survey extract normal tags 
which describe the photos in a normal way, while LSA not only extract normal tags, 
but also photographic or Flickr-friendly terms (e.g. “bokeh” is the blur in out-of-focus 
areas of an image, ”HDR” is a greater dynamic range between the lightest and darkest 
areas of an image). However, in photo-specific online communities, the photographic 
terms are more significant than normal terms.  
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Table 4. Tags extracted by different schemes 

User  
survey 

Sun, cloud, nature, landscape, flower, boats, fish-
ing, car, leaf, winter 

LSA HDR, Bokeh, exposure, HBW, macro, long expo-
sure, an awesome shot, canon, explore 

Table 5. Top 9 Flickr-aware tags based on α = 0.1 and β = 0.02 

Top 9 tags when α  = 0.1 && β = 0.02 
TheUnforgettablePictures AnAwesomeShot explore 

texture supershot APlusPhoto 
hbw Bokeh long exposure 

6.2 Evaluation Based on Flickr-Aware Terms 

From the user survey result, we notice that evaluators mostly choose the normal  
tags as users’ representative tags, but the photographic or Flickr-friendly terms are 
missing.  

To evaluate the result of our proposed scheme which applied LSA to generate 
ground truth, we define Flickr-aware terms. We use power_value and non_ 
power_value to control the Flickr-aware terms scope. Table 5 shows the top 9 tags 
when α = 0.1 and β = 0.02. There are fewer normal terms in the list. Figure 2 shows 
the numbers of representative tags generated from the two ground truth, based on 
different power values. We set the parameter β = 0.02 and the top 1000 power users. 
With low α, the normal tags are easily in the scope of Flickr-aware terms, such as 
when α = 0.02 or 0.04, there are lots of tags which are generated from both LSA and 
user survey can be Flickr-aware terms. While increasing α, the scope of Flickr-aware 
terms are getting smaller. There are fewer tags which were extracted from user sur-
veys for Flickr-aware terms. When α = 0.1, there are no Flickr-aware terms extracted 
from user surveys. But for LSA, even though α is as high as 0.1, it still can generate 
Flickr-aware terms, which proves using LSA as ground truth can generate much better 
results compared with user surveys. 

6.3 F-Score Comparison between Two Ground Truth 

In this section, we compare the F-scores between two ground truths for each feature. 
We applied Naïve Bayes to the training and testing models with two ground truths. 
Figure 3 shows the F-score for both of the two schemes. When we apply LSA to gen-
erate the ground truth, we use the tag frequency, to avoid over-fitting, we do not use tf 
as a feature in training and testing. However, when only using tf_ratio, the perfor-
mances of LSA and user survey are similar, both are quite low. By using iuf for LSA, 
a higher F-score is obtained, but the iuf used for user surveys has no effect for extract-
ing tags, which not only tells us LSA can extract latent tags for users, but also infers 
that evaluators are not familiar with Flickr-aware terms, but most Flickr-aware terms 
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can be representative for users’ interested topics. For social features, they work better 
both in user survey and LSA than textual features, which tell us features of social 
relationship would be better to filter representative tags. However, when combined 
textual and social features, both of the methods obtain the best F-score. It also shows 
that LSA outperforms the user survey. 

  

Fig. 2. Representative tags as Flickr-aware terms for different power values 

 

Fig. 3. F-score for both user survey and LSA results 

6.4 Comparison Based on Social Features 

Finally, Figure 4 and Figure 5 show the distributions of positive instances for differ-
ent social features’ values. The tags which have higher values of social features are 
frequently used by Flickr users. And Flickr users who have higher values of social 
features are more socially active. We strongly consider that most of these users are 
power users. The higher the social features values are, the more representative tags 
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can be extracted from LSA, which indicates power users have more activities than 
non-power users and they use Flickr-aware terms for their social activities more fre-
quently. That is why LSA can detect more representative tags. This also infers that 
our method can generate Flickr-aware terms well and Flickr-aware terms evaluate our 
experiments appropriately. 

 

Fig. 4. Positive instances for different fav_coocc_freq 

 

Fig. 5. Positive instances for different fav_giver_freq 

7 Conclusion  

In this paper, we suggested to use an algorithm to generate the ground truth for the 
training model instead of using user surveys. We built our experiment with Flickr to 
extract tags which can represent users’ interested topics for Flickr users. In the 
process, we proposed a novel way to use LSA for generating ground truth. To prove 
our method is feasible and valuable, we defined Flickr-aware terms to evaluate our 
scheme. Comparing with the result of user surveys, our proposed method extracts 
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more photographic tags which professionally describe photos or Flickr-friendly tags. 
On the other hand, user surveys extracted normal tags. The accuracy of LSA outper-
formed the user survey by 30%. Finally, we proved that our method to generate 
Flickr-aware terms is possible and Flickr-aware terms evaluate our experiment  
very well. 

Each of the schemes has its own drawbacks: normal evaluators cannot recognize 
the photographic or Flickr-friendly terms in Flickr; LSA may extract too many latent 
tags which may not be related to users’ interested topics. Therefore, a combined 
scheme of the user survey and LSA would be necessary to produce a better result for 
users’ representative tags. 

In the future work, we would like to apply PLSA for generating ground truth. 
However, compared with LSA, PLSA adds a probability model which can control the 
dimension reduction, and we expect that it would get similar results with the LSA. 
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Abstract. Current social network systems support a large range of ap-
plications with very different security requirements. Even if available
social network solutions provide some security functionalities, users do
not control these functionalities and cannot customize them to handle
their specific security needs. In this paper, we suggest a new approach to
handle these issues. This approach is based on Aspect Oriented Program-
ming (AOP) which enables the enforcement of an independent, reusable
access control policy through the modification of the program at run-
time. This makes possible to externalize the security concerns and weave
them into an existing social network. Using this approach, it is possible
to customize security of social network at different levels. First, one can
specify the global security policy of the particular social network appli-
cation and then, each member of this social network can further refine
this global policy to specify their specific security requirements. This
approach is illustrated on the open source social network system Elgg.

Keywords: Security, Social Network, OrBAC, Access Control, AOP.

1 Introduction

Security is a major concern in social network applications. Even if recent social
network implementations provide further security functionalities, they inherently
suffer from the following limitations:

– Users do not control which functionalities are provided by these social net-
works and how they are implemented

– Generally, security is viewed as an a posteriori concern in social network
implementations. The developers often manually scan their code and insert
security controls as an afterthought. This approach may lead to major se-
curity flaws simply because developers miss to insert appropriate security
controls.

– When access control is manually hard coded into the code, it becomes very
difficult to maintain the resulting code. Changing the functionalities or the
security controls can create additional flaws.
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The solution suggested in this paper is to control access at running time using
aspect oriented programming. Thus security requirements are represented as as-
pects that are dynamically woven into the code implementing the social network
functionalities.

This approach provides the following advantages:

– Users can control and adapt their own access control policy (including the
security model used to express this policy) and weave the corresponding
security aspects they wish into the code.

– Risks of flaws into the code due to bad enforcement of security requirements
into some parts of the code are mitigated.

The objectives of this paper are the definition and deployment of a complete
methodology for users to easily and efficiently secure their social network appli-
cation. This methodology is illustrated through a use case based on the OrBAC
model [1] for security requirements and Elgg as a social network application
[2]. Elgg is used because it is an open source social network application used in
many companies and universities1. OrBAC is used because it provides a com-
plete model to specify contextual and dynamic access control requirements. The
advantages of using OrBAC to specify security policies in the context of social
network applications are further explained in section 3. However other simpler
access control models like RBAC [3] could be used as well. Since Elgg is coded
in PHP, an AOP framework for PHP will be used2 [4].

This paper is structured as follows. Section 2 illustrates through a scenario the
necessity to enforce adaptive access control policies in social network applica-
tions. Section 3 presents a distributed approach for security policy specification
in a social network where every member of a social network can easily cus-
tomize the global security policy of this social network with their own security
requirements. Section 4 introduces Aspect Oriented Programming, the concept
of intercept the execution flow of a program and its consequences. Section 5
defines a complete methodology to secure the program, from the requirements
identification to the final result. Section 6 is the use case of a social network
in which a remote access control policy is enforced. This use case is publicly
reachable at http://seres.mine.nu. Finally, section 7 concludes the paper.

2 Motivating Example

Initially, Mike manages a small social network of closely related friends. The
social network manages confidential information but its members decided to
share this sensitive information. So the social network initially manages a very
simple confidentiality policy:

– Everyone inside the network is permitted to access everything in the network.
– Everyone outside the network is prohibited to access the network.

1 http://elgg.org/powering.php
2 http://www.cmsdevelopment.com

http://seres.mine.nu
http://elgg.org/powering.php
http://www.cmsdevelopment.com
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Mike decided not to use widely distributed social network applications like Face-
book but prefers to consider an open source solution based on Elgg. That allows
him to keep control of the information exchanged and to add custom function-
alities. In addition, it will allow him to enforce more customized access control
rules than current commercial solutions.

However, as the community grow bigger, the initial simple security policy ap-
pears to be no longer appropriate. Users start demanding different, more complex
access rules. For example:

1. Alice shares everything with Bob.
2. Trudy is the indiscreet boss of Bob and Charlie. Since they cannot ignore

him and neither they can grant him total access – if so they may lose their
jobs – they add him as a limited friend. This means that they show a limited
profile from 9 a.m. to 5 p.m, which is slightly less restricted than the public
profile. The rest of the time they show their public profile.

3. Users want to hide sensitive information from everyone but close friends.
4. Users want to be able to edit their security policy at any time.

Elgg provides some functions to implement security requirements. For each item
of content created the user can set its level of privacy among:

– Private (visible only for oneself)
– Friend (visible only for friends)
– Logged in users (visible for everyone who has an account)
– Public (visible for everyone)

Users can be grouped into collections: for example, close friends, work colleagues,
relatives, etc. When an item is uploaded, the user is presented with a pulldown
menu containing the default options (Public, Logged in users, Friend and Pri-
vate), as well as any collections he has created. In this way, the user can grant
permissions to all the users belonging to a custom collection.

However, it turns out that these functions were not appropriate to handle the
security policy expressed by the social network members. Elgg’s access control
policy lacks two major features:

– Although it supports groups of users, it does not support groups of ob-
jects depending on their confidentiality (for example, family pictures or pub-
lic wallposts).

– Activation/desactivation of rules depending on external conditions (current
time, current location, etc.).

Since Elgg is an open source application, Mike could try to modify this code to
handle the policy. But this would be an error prone solution. Previous analysis
showed that Elgg has more than 100 places which need access control when ac-
cessing the database. Mike concluded that he had not sufficient skill and time
to undertake this task. He carried out some research in the field and realized
that many universities have come up with solutions to epxress and manage secu-
rity requirements [1,5,6,3,7,8,9]. So he considers a solution based on the OrBAC
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model to express security requirements and AOP to weave these security re-
quirements into Elgg. In order to do so he needs to intercept the execution of
Elgg program and somehow call the access control policy to ask if some pieces
of code – i.e. methods – can be executed or not.

3 A Security Policy for a Social Network

Most of existing social network systems provides some functionalities to enforce
security requirements. However, definition of these functionalities is generally not
based on formal security models. Instead, they use ad-hoc principles like “friend”
or “friend of a friend” which are not free of ambiguities. As a consequence, it
may be complex for members of these social networks to determine how other
users can access their data and what the consequences of security policy updates
are.

In this context, using a formal security model has many advantages. For in-
stance, the RBAC model [3] is now widely used in many applications to define
access control requirements. This model is based on the concept of role: Per-
missions are assigned to roles and then roles are assigned to users. However, in
a social network, where each user may want to define its own security require-
ments, the concept of role defined in RBAC has some limitations. To illustrate
this issue, let us consider the two following roles, Member and Friend and the
two following permissions:

– R1: Member is permitted to read public news in the social network,
– R2: Friend is permitted to read friends-related news in the social network.

Rule R1 must be likely interpreted as “a member of the social network must be
permitted to read every public news”. By contrast, it is less likely that rule R2
must be similarly interpreted as “a friend of the social network must be permitted
to read every friends-related news” (except if one considers that someone may
be a friend of everyone in the social network). Instead, we would like to consider
that rule R2 means that “a friend of the social network must be permitted to read
the friends-related news of his or her friends”. However, in RBAC, if a particular
user is empowered in the role Friend, it would be a friend for everyone. So, in
RBAC, it is not easy to make such a difference of interpretation between rules
R1 and R2.

By contrast, it is straightforward to specify this distinction in the OrBAC
model [1]. The advantage of OrBAC over RBAC is that OrBAC handles the
concept of organization. An organization may be viewed as any entity that has
to manage a security policy. Thus, in a social network, the social network itself
corresponds to an organization. But, we can also consider that each user member
of this social network is also an organization since these members must be able
to manage their own security policy.3 Actually, the social network members will

3 Notice that there is nothing wrong in OrBAC to consider that a user is also an
organization.
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be considered sub organizations of the social network, so that every member will
inherit from the social network.

In OrBAC, roles are assigned to users locally to an organization. For example,
the fact Empower(SN,Alice,Member) means that the role Member is assigned
to the user Alice in the (organization) social network SN . Similarly, consider-
ing that Mike is the administrator of the SN (and thus the administrator of
everyone), we can specify the following fact: Empower(SN,Mike,Admin).

By contrast, the fact Empower(Alice, Bob, Close Friend) means that the role
Close Friend is assigned to the user Bob in the organization Alice. Or, what is
the same, Alice is a close friend of Bob –which is not necessarily reciprocal.

We can then specify the access control rule which corresponds to R1:

– Permission(SN,Member, Consult, Public News,Default)

This rule is an abstract organizational permission which says that in the orga-
nization SN , members are permitted to consult public news. Abstract entities
Member, Consult and Public News respectively represent a role, an activity
and a view. The concept of role was already explained before and is assigned
to users with similar permissions. Similarly, the concepts of activity and view
are used in the OrBAC model to respectively group actions and objects which
similar permissions apply to. Default represents a context. In OrBAC, every
access control rule is associated with a context that must be satisfied to activate
the corresponding rule. A taxonomy of context and formal method to manage
them is defined in [10]. Examples of context are temporal, spatial, provisional
and application-dependent contexts. In permission R1, the Default context rep-
resents a condition which is always true.

It is possible to respectively assign concrete entities to abstract entities role,
activity and view. For example, the facts Empower(SN,Alice,Member),
Use(SN, news1, Public News) and Consider(SN, read, Consult) respectively
means that (1) Alice is a member of organization SN, (2) The object new1
is a public news in organization SN and (3) the action read implements the
activity Consult in organization SN .

Using these three facts, it is then possible to automatically derive that the
user Alice is concretely permitted to read the object news1, which is represented
by the following derived fact: Is permitted(Alice, read, news1).

The SN organization can define a global set of roles, activities and views.
These roles, activities and views will be inherited by the different sub organi-
zations (members) of SN . In the following, we shall consider the role Admin,
Member and other roles corresponding to different degrees of friendliness: Lim-
ited Friend, Actual Friend, Close Friend and Myself.

These different roles are organized hierarchically. For example, we shall spec-
ify subrole(SN,Actual Friend, Limited Friend). As a consequence, the role
Actual Friend inherits the permissions from the role Limited Friend.

These roles are defined in the organization SN , and thus all sub-orgnizations
(members) will inherit the same structure of roles. However, as explained later in
this section, the members can easily customize this structure of roles by adding
their own roles locally.
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Regarding the structure of views, we shall assume that there are different
categories according to their level of confidentiality. Thus, objects can be used
in the following views: Public news, Limited news, Normal news, Close news,
and Private news. These different views are also organized hierarchically. For
example, we shall specify subview(SN,Limited news, Public News), so that
the view Limited news inherits the permissions assigned to the Public News.
Thus someone authorized to access limited news is also authorized to access
public news. The same happens with the rest of views (limited and normal,
normal and close, close and private). Similarly to roles, this structure of views
is defined for the organization SN . Members can create their own views locally.

We can then define the organizational access control rules that apply to the
whole social network SN . For example, the following rule corresponds to the
above permission R2:

– Permission(SN,Actual Friend, Consult,Normal news, default)

If there is no user empowered in the role Actual Friend in the organization
SN , we cannot directly derive any concrete permission from this organizational
permission. However, due to organizational hierarchy, this organizational per-
mission is inherited in sub organizations of SN , for instance Alice. So if we con-
sider the following facts: Empower(Alice, Bob,Actual Friend) and Use(Alice,
telephone number alice,Normal news) then, using the inherited permission:

– Permission(Alice, Actual Friend, Consult,Normal news, default),

we can derive the following concrete permission:

– Is permitted(Bob, read, telephone number alice).

Notice that the problem mentioned above for the RBAC model is solved: Only
Alice’s friend can get an access to Alice’s normal news.

In OrBAC, it also possible to specify access control rules that apply in specific
context, for example the following permission which only aplies in the temporal
context working hours:

– Permission(SN,Limited Friend, read, Limited news, working hours)

At this point users have a major capacity to customize their own access con-
trol policy. They can assign the objects they publish into the different views
according to their confidentiality level. Then, they just need to empower the
other users in the suitable role to limit their access. In addition, OrBAC can
provide further customization. Users can create their own roles and assign other
users to them. Then, they can create access control rules that only apply to
these news roles. For example, let us consider that Alice wants to create the
role Office Friends. Then she creates the view Office news and assigns the
object (for example, mobile phone number) she wants them to grant an access:
use(Alice,mobile phone number,Office news).
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The permission to enforce this access control rule will be:

– Permission(Alice,Office Friends, read,Office new, default)

The access control policy acquisition in OrBAC can be done using a support
tool called MotOrBAC [11]. This tool provides a friendly user interface so that
the members of a social network can easily define their own security require-
ments and customize the global security policy of the social network applica-
tions. MotOrBAC also provides means to define the administration policy using
the AdOrBAC model [12]. This would be useful to define the administrative
permissions assigned to the different users of a social network. However, due to
space limitation, we do not further develop this functionality in this paper.

Now that we have explained how to specify the security policy of a social
network application using the OrBAC model, let us show how to implement this
policy using Aspect Oriented Progamming. Before, let us first briefly present
what is AOP.

4 What Is AOP?

In software development there is always the question of how much effort should
be invested in software design. Of course a good design allows an efficient com-
prehension of the code by others and thus improves the teamwork, but too much
design will result in a not always justified spent of time addressing scenarios that
are unlikely to happen and thus result in bloated software. The AOP paradigm
addresses this issue, which was called by Laddad the architects dilemma [13].

Aspect Oriented Programming (AOP) has almost endless applications, from
software conception to privacy injection. In the same way as OOP optimizes
software conception by modularizing the overall program in more-or-less inde-
pendent objects that interrelate among them, AOP addresses the modularization
of concerns, in particular the cross-cutting concerns.

Pointcuts are marks in the program that trigger the execution of an external
piece of code, called Advice. It is this Advice who requests the security policy
whether the user has the right to carry out that action on a particular object or
not [14]. The procedure of interleaving the advices with the actual program is
called weaving.

The interception of the program can be carried out in the source code but
also in the bytecode. There has been attempts to implement AOP in machine
code, but so far these approaches have major limitations.

One of the primary goals of introducing aspects and considering aspect lan-
guages is to abstract away the aspects from the components. Aspect code should
be independent from components and from other aspects [15]. In particular, AOP
can separate functional specification from security requirements. That allows to
easily update the functional specification of the security requirements without
redesigning the overall application. Thus the security concerns can be managed
by an expert team who does not need to have a low level understanding of the
main program.
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5 Expression of Security Requirements Using AOP

Aspect Oriented Programming provides an efficient way to enforce a security
policy by modifying the execution flow of a program. Nevertheless, a reusable
approach which can deal with a generic program has not been addressed yet. In
order to overcome this difficulty, the injected code – i.e. the Advice – must be
split in two functional parts, as described in Figure 1:

– The Adaptor, which is a custom-made part in charge of gathering all the
information required to request for permission. Thus, this part is adapted to
each case, since the way to obtain this information may vary among programs
and even methods. This information does not depend on the access control
policy employed. Functionally it is composed by these three methods:

• getSubject
• getAction
• getObject

The number of Adaptors depends on how this information is retrieved. In
some cases it is passed as arguments, but it might be, for example, in a
database. As a consequence, the number of Adaptors cannot be predicted
before an analysis of the program.

– The Middleware, the program-independent part, who asks the access control
policy for permission and gives the answer back to the adaptor. In order to
encapsulate the access control policy and make it reusable, it can be deployed
as a web service. In this paper it has been deployed as a SOAP web service,
though it can also work with any other web service architecture, REST for
example4.

Pointcut n 

Pointcut 2 

Pointcut 1 

Adaptor n 

Adaptor 2 

Adaptor 1 

Main Program 

isPermitted( subject,action,object )? 

SOAP  
request-response 

Main access 
control Policy 

Fig. 1. High-level schema of the interception of the program

This structure make this approach language independent – the only condition
is that a framework for Aspect Oriented Programming exists.

4 In this case the Middleware will exchange HTTP requests instead of SOAPmessages.
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For scenarios where the access control policy needs to be edited by different
entities –for example, each organization handles its own policy– new rules can
be added. In the schema of Figure 2 it is called Administrator access control.
This second access control policy says who can modify which permission. It is
also composed by an Adaptor and a Middleware. The Adaptor is the responsible
of gathering the information regarding the Subject, the Action and the Object.
The Middleware asks the administrator access control policy for permission and
if cleared to proceed it modifies the main security policy.

Administrator 
adaptor 

Administrator 
middleware 

Administrator access control policy 

if authorized
modify 

ask for 
permission 

Main access 
control Policy 

Fig. 2. Administrator access control

The procedure of securing a program from the start to end is composed by
four main steps:

1. Formal definition of the security concerns. This step is independent of the
security policy. It is the formal definition of access rules.

2. These three steps are independent and can be carried out simultaneously.
– Definition of the overall security policy. For this paper the OrBAC model

has been chosen since it supports context-dependent rules.
– Identification of relevant methods to the security policy (for example,

if the access control policy defines who can write a file, the relevant
methods are those involved in opening, writing and closing the file).
This part is specially sensitive. All the methods which carry out the
same action must be intercepted. Many security flaws come from this
step.

– Coding of the Middleware. The Middleware queries the access control
policy with the information provided by the adaptors. It will not vary
as long as the deployment of the policy’s web service does not change,
so it is a good practice to store them for future reutilization.

3. Coding of the adaptor. Once the relevant methods have been identified, the
adaptors will be coded and woven into the program.

4. Validation.

Listing 1.1 shows the pseudocode of an example of Adaptor. In this case the
tasks to retrieve the action and the object cannot be encapsulated since they
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require information only available to the advice. Consequently they have been
included in the body of the Adaptor. Listing 1.2 shows the pseudocode of the
MiddleWare.

new Aspect ( ) ;
var po intcut=adaptor−>po intcut ( ” c a l l ∗” )
pointcut−> be f o r e ( ”adviceCode ( ) ” )

func t i on adviceCode ( ){
var s ub j e c t=Ge t sub j e c t f r om s e s s i o n ( )
var a c t i on = get method name ( )
var ob j e c t = g e t ob j e c t f r om a r g s ( )
i f (MiddleWare( subject , act ion , ob j e c t ) )
{ continue execut ion }

else
{prevent execut ion }

}
Listing 1.1. Pseudocode of the Adaptor of the schema proposed in Figure 1

g l o ba l u r l =[ addres s to the wsdl ]

func t i on MiddleWare( subject , act ion , ob j e c t ){
var raw response=cal lSOAPService (

ur l , i sPermitted ,
subject , act ion , ob j e c t
)

var response=parseResponse ( raw response )

return re sponse
}

Listing 1.2. Pseudocode of the MiddleWare of the schema proposed in Figure 1

As a practical remark it should be noted that the pointcuts should be placed in
the last method involved in the execution of a given action. Consider the example
of a social network in Figure 3. In order to output the list of friends the system
needs to ask a database. If the access control policy prevents the database to be
read, the output method will inevitably fail. As a consequence, it is important to
ensure that blocking a method will not raise future problems. In addition, this
will also reduce the risk of information leakage. Following with the example of
Figure 3, if only the method getFriendList is intercepted, Mike must intercept
the methods getFriendsListAlphabetically, getFriendsByEmail and similar ones.
And he is likely to forget some. This issue will be handled in the use case in
Section 6.
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Ask for FriendList Retrieve 
FriendList Output FriendList 

Ask for FriendList Retrieve 
FriendList 

Access denied! 

NullPointerException 

Fig. 3. Workflow interrupted by policy

6 Application to Social Network Security

Let us now show how this approach is used to enforce security in a complex, real
world application, a social network. In order to do so, the Open Source social net-
work Elgg has been considered. It has been deployed at http://seres.mine.nu
following a LAMP architecture5.

First, the built-in access control functions provided by Elgg are deactivated
by assigning to every object the Public level. As a consequence, from the point
of view of Elgg, every object can be freely accessed and there is no conflict with
the security requirements that are woven in Elgg source using aspects.

According to the procedure explained in Section 5 the pointcuts have been
placed in the last link of the execution chain. In Elgg’s case, everything that is
sent back to the client pass through some of these three methods:

– elgg view : this method returns the HTML code of the profile’s basic informa-
tion. It receives information about subject, action, object and organization.

– elgg echo: this method is used to intercept the messages belonging to the
Wall. Unfortunately, it is not passed as many arguments as elgg view, and
thus it must be used in conjunction with it.

– page draw : this is the last method called. It sends back the HTML output to
the client. This method does not provide much versatility, since preventing
its execution will result in a blank page, so it will not be intercepted.

This approach provides the additional advantage of automatically securing new
functionalities plugged to Elgg. Indeed, one of the major features of Elgg is its
great number of third party applications. In this case study, Mike allows his users
to keep messages in a semi-public Wall and to upload their pictures in albums.
In order to secure this two new features, he just needs to modify the Adaptor
to make it able to intercept the object wallpost or picture and eventually the
action, read in this case. Nevertheless, Mike must not forget that although this
approach is fast and powerful, he still needs to be extremely careful with security
flaws. These flaws may arouse when finding the methods to intercept (the step of

5 LAMP stands for Linux as operating system, Apache as web server, MySQL as the
database and PHP as the server side language.

http://seres.mine.nu
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Identification of relevant methods in the procedure explained in Section 5). That
is why Mike must be sure that he intercepts all the methods that carry out a
particular action. In order to minimize this risk Section 5 encourages to intercept
the last one of the methods involved in the action. Additionally, Mike must make
sure that there are no unsecured ways of calling a method. For example, if only
the PHP methods which communicate with the database are intercepted, Mike
must be sure that there are no other public ways of requesting information, as
a passwordless telnet connection. Refer to Appendix A for a description about
security bugs.

As explained in Section 3, Mike created a global security policy. In this policy
users can easily classify their objects according to their level of confidentiality.
Then, they can add other members to authorized roles. For example, if Alice
wants to make public her website address, she will simply do:

use(Alice, website address, Public news)

Once these rules are enforced, the different users will have different views of the
other users’ profiles.

7 Related Works

Several other papers have already addressed the issue of managing security re-
quirements using AOP.

The approach proposed by Piessens et al. [16] is the protection of a FTP
server. They proved that actual, complex applications can be properly secured
with AOP.

Huang et al. [17,18] conceived a reusable JAVA aspect API called Java Secu-
rity Aspect Library. It provides the following frameworks: JAAS – Java Authen-
tication and Authorization Service – for authentication and authorization and
JCE – Java Cryptography Extension – for encryption/decryption among others.
Chen et al. [19] proposed an approach to enforce security in web applications
based on the works by De Win et al. [20,21]

Although one limitation of this approach is that the language of the main pro-
gram must support AOP, there is a growing interest in creating AOP frameworks
for many languages, even for compiled languages as C [22].

8 Conclusion

This paper presented a realistic example about the owner of a small social net-
work who needs to enforce complex access control rules. Then, a generic method-
ology to enforce an access control policy in an existing program using AOP has
been proposed. Finally, this approach has been followed to secure the social net-
work presented in the motivating example6. In Appendix A a security bug serves
as an example on how the aspects must be applied with care.

6 And which is publicly reachable at http://seres.mine.nu

http://seres.mine.nu
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A Security Bugs

In order to efficiently and securely enforce an access control policy, one must
be extremely careful with the Validation part. This is particularly true when
securing a software not programmed by oneself. On November 26, 2011 a security
flaw concerning the pictures has been detected. It has been deliberately kept to
be studied in this paper.

This flaw concerns the plugin for Elgg that allows the user to upload pictures.
It is, thus, a third party program added time after the security policy has been
implemented. As explained in the case study in Section 6 Mike has taken advan-
tage of the fact that all the communication with the client passes through three
methods. Consequently, it should be enough to intercept and enforce the access
rules in these three methods. And under normal, non threatening circumstances
this approach works fine.

In the example proposed in this paper, Eliane is the only user who has up-
loaded pictures. She has two pictures dancing-cards – available for everyone –
and bread-and-butterflies – available only for friends. Since the verification of
privileges is carried out in the methods who send the HTML back to the client,
a user will not be able to find a picture he is not authorized to open.

But what happens if the user directly writes the URL of the picture without
previously visiting any other page, and thus without performing any security
check? In this scenario the only security that pictures have is the unreliable
security through obscurity, with the additional danger that in Elgg the direct
URL for pictures is very easy to guess. In any case, an unauthorized user –
Trudy in this case – could ask an authorized user – Alice for example – for the
URL of the protected picture7 and open it.

Once the bug has been spotted it is almost trivial to fix it. The solution is
to intercept the action to show the picture and check permission with the same
data which the method to output the previous page received. In this way, if the
user tries to directly request the picture, its access will be refused.

7 Which is http://seres.mine.nu/pg/photos/thumbnail/20/large/

http://seres.mine.nu/pg/photos/thumbnail/20/large/
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Abstract. Due to the explosive growth of cyber-real space and crowds
over the recent social networking sites, the real space in which we are
making daily lives is also storongly tied with the imaginary cyber-social
space. In this respect, it would be more and more crucial to understand
the relationships and the interactions of crowds, physical-real space and
cyber-social space. In this paper, we derive images of city in terms of
cyber-physical crowds who are nowadays quite common people sharing
their lifelogs over social networking sites with location-aware informa-
tion. Especially, we attempt to explore urban characteristics which are
reflected on the social networks through crowd behavior. For this pur-
pose, we model crowd behavior in urban areas by utilizing crowd’s daily
lifelogs. Then, we explore latent relationships between urban regions and
the crowd behavior by means of NMF (Non-negative Matrix Factoriza-
tion). In the experiment, we show the urban characteristics based on
significant crowd behavioral patterns.

1 Introduction

The unexpected growth of today’s social networking sites has lots of critical
implications in our society. Especially, on behalf of the large population on the
social networks usually via mobile devices, we are witnessing a radical change of
our society, where people’s lives are being extended with the cyber-social space
based on the physical-real space. In fact, crowds are publishing their daily ac-
tivities and thoughts with the detailed location information to social networks
such as Twitter1 and Facebook2 using recent high-functional devices like smart-
phones. Such social and technological trend enables crowds to virtually exist in
both physical-real and cyber-social spaces; crowds living in the real space try to
get various information and share up-to-date lifelogs with their friends by way of
cyber space. This seemingly trivial change of crowd’s common habits represents

1 Twitter: http://twitter.com/
2 Facebook: http://www.facebook.com/

H. Yu et al. (Eds.): DASFAA Workshops 2012, LNCS 7240, pp. 168–179, 2012.
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the popular term, ‘crowd-sourcing’ invoking a new possibility to take advantages
of utilizing massive crowd’s life experiences.

In this paper, we will explore such crowd behavior delivering real-world infor-
mation and situations to the cyber-social space of location-based social network
sites (LBSN). In particular, we are looking into the images of city by observing
and analyzing the reflection through crowd behavior. Particularly, we attempt to
extract urban characteristics in terms of crowd behavior based on the represen-
tative LBSN, Twitter, where generally numerous people are participating inter-
mittently or frequently by publishing their up-to-dates with geographic location
and time information. Based on the vast amount of geographically distributed
and temporally different crowd’s lifelogs, we measure the crowd behavior on how
they are activated or moving. Specifically, we model crowd behavior using their
microblogs over LBSN and generate a crowd behavioral vector in each urban
area. Then, we extract latent crowd behavioral patterns by exploring the rela-
tionships between urban areas and crowd behavior using NMF (Non-negative
Matrix Factorization). In the experiment with massive dataset from Twitter, we
show some examples of urban characteristics reasoned by geographical facilities
in the urban areas.

The remainder of this paper is organized as follows: Section 2 introduces
our research model and surveys related work. Section 3 describes an overall
process of urban characteristics extraction based on LBSN. Section 4 illustrates
the experiment with massive Twitter data for extracting urban characteristics
based on crowd behavior. Finally, Section 5 concludes this paper with a brief
description of future work.

2 Exploring Cyber-Physical Crowd’s Lives

In this section, we introduce our research model to explore the relationships and
interactions between physical-real space, cyber-social space and crowds. Next,
we explain our goal to extract urban characteristics utilizing the reflection of
urban areas on the cyber-social space through the crowds.

2.1 Deep into the Cyber-Physical Crowd’s Lives

We first explain our research model to study the relationships and interactions
of physical-real space, cyber-social space and crowds. As illustrated in Fig. 1,
the crowds are actively bridging the two spaces by emitting huge amounts of
information and lifelogs about the real happenings and experiences from the
physical-real space to the cyber space which can be any type of information
space from the Web to narrowly the SNS. In this paper, we especially focus
on the LBSN significantly tied with the physical-real space. Among these three
parts, active crowds between the two spaces can be consequently regarded as a
tightly integrated space, so-called, cyber-physical space. Thus, we refer to the
crowds who are living in the both spaces by “Cyber-Physical Crowds” or simply
crowds in this paper.
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Fig. 1. Research Model of Cyber-Physical Crowd’s Relationships and Interactions

In particular, we will explore the reflection of cyber-physical crowd’s expe-
riences on the cyber-social space to look into the real-urban space’s character-
istics. Indeed, crowds are nowadays reporting daily lifelogs which are probably
connected with the characteristic features of urban spaces.

2.2 Reflection of Urban Characteristics on Cyber-Social Space

We purpose a method to extract “urban characteristics” by means of crowd
behavior over cyber-physical space. For the better understanding to urban char-
acteristics which we are targeting for, we explain several approaches to study
this interesting and useful topic about our living space.

In fact, urban characteristics have been researched so far from various per-
spectives by physical geographic shape or diverse objects such as streets or land-
marks, or cultural and structural aspects such as residential, commercial, and
industrial districts. These views have been well studied in many research fields.
Especially, Kevin A. Lynch’s seminal contribution in his book titled “The Image
of the City” [8] defined five fundamental elements of a city; paths, edges, dis-
tricts, nodes, and landmarks. Based on these elements, Lynch thought that we
could characterize our living space within the appearance of a city to imagine
ourselves living and working there as shown on the left side in Fig. 2. In another
remarkable work, Tezuka et al. [11] extracted geographic objects and their roles
frequently mentioned on the Web contents which can be regarded as a mirror of
the crowds’ minds to the real world as shown in the middle of Fig. 2.

These two different types of urban characteristics seem to be obviously useful
to grasp the image of the city. However, the former approach is only focusing
on static elements in the physical-real space, and the latter one is focusing on
extracting geographic information from the cyber-social space. On the other
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Fig. 2. Urban Characterization Approaches and their Focuses

hand, our approach relies on “crowds” living in both spaces which would be
considered a critical factor for observing urban characteristics. Therefore, we
attempt to derive a new kind of geo-socail characteristics based on cyber-physical
crowd, especially in terms of their behavior, utilizing the LBSN such as Twitter,
Foursquare3, Gowalla4, etc. as shown in the right side of Fig. 2. Needless to say,
because plenty of crowd-sourced data quite involving crowd behavior in local
areas are dynamically reflecting the physical-real world on such sites, we can
enough utilize the remarkable data to extract the image of cities.

2.3 Related Work

Recently, social networking sites are regarded as a novel source which enables us
to acquire lots of daily crowd life logs almost freely. However, in terms of social
and individual benefits from the new open sharing space, it must be a critical
issue to be researched and explored in the academic field as well as the business
world.

Interestingly, some researches focusing on cooperation with Twitter for analyz-
ing some natural incidents in the real world have been introduced. De Longueville
et al. [4] analyzed the temporal, spatial and social dynamics of Twitter activity
during a major forest fire incident in the South of France in July 2009. Sakaki
et al. [10] constructed an earthquake reporting system in Japan using tweets
which are posted from each Twitter user regarded as a sensor. In this method,
tweets which are reporting the occurrence of earthquakes are extracted by using
textual information. Cheng et al. [3] studied human mobility patterns revealed

3 Foursquare: https://foursquare.com/
4 Gowalla: http://gowalla.com/
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by the check-ins over location sharing services and explored the corresponding
factors that influence mobility patterns, in terms of social status, sentiment, and
geographic constraints. This study focused on analysis of massive personal trace
data based on characterizing geographic facilities. In our previous work [6], we
also proposed a method to discover local social and natural events by monitoring
unusual statuses of local users’ activities utilizing geo-tagged crowd lifelogs over
Twitter.

3 Urban Characteristics Extraction Based on
Cyber-Physical Crowd Behavior over Location-Based
Social Networks

In this section, we describe a process of urban characteristics extraction based on
crowd behavior observed using crowds’ daily lifelogs. Fig. 3 shows an overview
of the process including preprocessing steps; 1) collecting crowd lifelogs from
location-based social networks, 2) setting urban regions, 3) measuring crowd
behavior in urban regions (Section 3.1), and 4) exploring latent urban char-
acteristics based on crowd behavior (Section 3.2). We will briefly describe the
preprocessing steps 1) and 2) in Section 4. As for the core steps 3) and 4) of this
method, we will give the details in this section.

3.1 Measuring Cyber-Physical Crowd Behavior

Crowd behavior in the physical-real space must be reflected on the cyber-social
space through their daily lifelogs posted over LBSN. Therefore, we consider that
it could be possible to easily observe crowd behavior in urban regions using
geo-tagged tweets obtained from Twitter representing LBSN. In this section,
in order to derive crowd behavior, we describe a method to measure a crowd
behavior in each urban area based on geo-tagged tweet’s metadata such as user
ID, time stamp, and location information. In this work, we define three primitive
measures as follows:

#Tweets|ri,pj : The total number of tweets occurring inside of an urban region
ri in a time period pj . This measure indicates the activeness of behavior of
cyber-physical crowds to the cyber-social space.

#Crowd|ri,pj : The number of distinct crowds in an urban region ri during a
specific period of time pj . This measure means the scale of the cyber-physical
crowds.

#MovCrowd|ri,pj : The number of mobile crowds in an urban region ri in a time
period pj.

These values of measures are calculated for urban areas. In order to grasp crowd’s
activities and lifestyles, we need to monitor daily crowd behavior periodically. In
the experiment, we calculated the values of measures in urban regions for eight
time periods from p1 to p8 by dividing a day by three-hours respectively as pk
= [3(k − 1) : 00, 3k : 00) (1 ≤ k ≤ 8).
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Fig. 3. Process of urban characteristics extraction in terms of cyber-physical crowd
behavior

In order to derive crowd behavior using the measures, we generate a crowd
behavioral vector cbv(ri) in an urban area ri. The vector consists of a sequence
of relative temporal change of crowd behavior based on the measures. Specif-
ically, we first aggregate the crowd monitored data based on the parameter
x ∈ {#Tweets,#Crowd,#MovCrowd} periodically as shown in Fig. 4 (1).
Next, we extract crowd behavior CBx(ri) by summarizing values of the param-
eter of the same time period from p1 to p8 through abstracting with boxplot
[9] as shown in Fig. 4 (2). Finally, we represent the crowd behavior as a vector
consisted of the normalized medians from 0 to 1.0 as shown in Fig. 4 (3).

3.2 Extracting Crowd Behavioral Patterns as Urban Characteristics

In order to extract urban characteristics based on crowd behavior, we need
to examine characteristic clusters of crowd behavior. For the purpose of
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Urban area r
i

(1) Aggregating crowd monitored data periodically in an urban area

(2) Extracting crowd behavior in the urban area
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Fig. 4. Process of generation of crowd behavioral vectors

investigating the latent and characteristic relationships between urban clusters
(R) and crowd behavior features (CBV ), we adopted NMF (Nonnegative Ma-
trix Factorization) [5] which is based on localized features by factorizing a data
matrix with non-negativity constraint; Specifically, the algorithm decomposes
a matrix X to two matrixes W and H as follows; X = W · H +α, where the
dimensions of the matrix factors W and H are n×f and f×m, respectively. The
feature f of the factorization is generally chosen so that (n+m)f < n×m, and
the product WH can be regarded as a compressed form of the data in X . The
non-negativity constraint permits the combination of multiple basis features to
represent a crowd behavior, though only additive combinations are allowed since
the non-zero elements of W and H become all positive.

In this work, we first construct a matrix X made of urban clusters (R) and
crowd behavior vectors (CBV ) and then decompose it into a basic matrix W
(R · F ) consisting of clusters R and latent feature classes F and a coefficient
matrix H (F ·CBV ) consisting of latent feature classes F and crowd behavioral
vectors CBV .



Exploring Reflection of Urban Society 175

4 Experiment

4.1 Dataset

In order to conduct the experiment, we first need to collect lots of geo-tagged
Twitter messages. For this, we set a region surrounding Osaka in Japan, so-called
Kinki region, as a target region for exploring latent urban characteristics. In order
to obtain lifelogs from crowd in the Kinki region, we monitor Twitter from Oct.
9th, 2011 to Oct. 22nd, 2011 in the range of [33.384555: 35.839419], [134.126551:
136.58890] using a geographical microblog monitoring system developed in our
previous work [6]. As a result, we could obtain 75,279 geo-tagged tweets posted
from 8,272 distinct users.

Next, in order to configure urban regions for investigating latent relationships
with crowd behavior, we partitioned the target region to 145 clusters based on
crowd behavior be means of a clustering algorithm. Specifically, we first split the
data into two groups of high-frequency and low-frequency parts for reducing the
data size of massive lifelogs to much smaller and computable size by means of
the Nearest-neighbor cleaning algorithm [2]. Then, we generated clusters by the
EM algorithm [1] and depicted a Voronoi diagram [7] using the center points
of the clusters. As a result, we obtained the formed polygonal urban clusters as
shown in the top of Fig. 5.

4.2 Mining Crowd Behavioral Patterns

By using the dataset described in Section 4.1, we calculate the values of three
measures every 3-hours in 145 urban regions respectively, and generate crowd
behavioral vectors based on the values of the measures as shown in the bottom
of Fig. 5.

Next, we generated the matrix X consisting of 145 regions and 24-dimentional
crowd behavioral vectors (R · CBV ). By applying NMF to this matrix, we de-
composed it to the basic matrixW consisting of 145 regions and 13 latent feature
classes as shown in Fig. 6 (a) and the coefficient matrix H consisting of 13 latent
feature classes and 24-dimentional crowd behavioral vectors as shown in Fig. 6
(b). Subsequently, 13 crowd behavioral patterns were extracted and urban re-
gions were clustered based on the 13 patterns. Fig. 6 shows the result of the
matrix decomposition expressed by means of heat map. In this figure, (a) shows
the basic matrix W and (b) shows the coefficient matrix H . Both the horizontal
axis of the heat map in Fig. 6 (a) and the vertical axis of the heat map in Fig.
6 (b) show latent feature classes from f1 to f13.

The latent feature classes have similar patterns based on tk reflecting the
crowd behavior towards the cyber-social space and ck reflecting the crowds them-
selves in each time period pk were observed; f2, f4, f7, f9, f10, f12, and f13.
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Fig. 5. An example of crowd behavioral vector in urban areas

4.3 Reasoning Urban Areas Clustered by Crowd Behavioral
Patterns

In order to intuitively examine images of city, we investigated the ratios of cat-
egories of local facilities in urban regions. For this, we referred to the genre data
attached to each local facility inYahoo! JapanLoco5. Themost super-ordinate cat-
egories categorizemost facilities into four; ‘life,’ ‘shop,’ ‘entertainment’ and ‘food,’
and have subordinate categories. For example, there are some sub-categories of the
category ‘life’ such as ‘school,’ ‘hospital,’ or ‘post office.’ In addition, some local fa-
cilities relevant to industry had not been categorized by any genre data. Therefore,
we prepared new category ‘work’ and attached it to the rest facilities manually. In
this experiment, for the simplicity, we focused on the most super-ordinate five cat-
egories; ‘life,’ ‘shop,’ ‘entertainment’ ‘food,’ and ‘work.’

In this case, we investigated the number of local facilities included in each
category in each urban region. However, because urban regions differ, it is not

5 Yahoo! Japan Loco: http://maps.loco.yahoo.co.jp/
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Fig. 6. Extracting crowd behavioral patterns in urban areas using NMF

appropriate to compare with the absolute numbers of the facilities. Hence, by
calculating the average of local facilities included in each category for all regions
using the total number of facilities in each region, we found the ratios of facilities
of categories in urban regions as (Cri−avg(C))/(max(C)−min(C))+2.0, where
Cri means a ratio of a category in a region ri, and C is the total list of ratios
in a category over all the regions. Thus, we investigated urban clusters based
on cyber-physical crowds in terms of local facilities in the physical-real space.
Finally, we show the result using radar chart as shown in Fig. 7 (A)(ii) and
(B)(ii) which were illustrated based on the ratio of local facilities in urban areas
in Fig. 7 (A)(i) and (B)(i) clustered by latent feature classes.

When investigating the categorical ratio of local facilities in urban clusters
based on the latent feature class f2, the ratio of the category ‘work’ was relatively
higher than others as shown in Fig. 7 (A)(ii). In the case of f2, we can find that
two measures of #Tweets and #Crowd are increasing during the time period
from 15:00 to 18:00. In fact, due to this time period including the finish time
of working hours or lectures in schools for lots of people and the urban clusters
are observed in Kobe and Osaka which are various office buildings and schools.
Accordingly, we can reason the urban characteristics in terms of local facilities
relevant to ‘work.’ In urban clusters of f1, the ratio of the category ‘food’ was
relatively higher than others as shown in Fig. 7 (B)(ii). Because f1 is that the
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Fig. 7. Experimental result : Regions of Latent Urban Characteristics and Categories
of Local Facilities

measure #Crowd increases during two time periods from 15:00 to 18:00 and
from 21:00 to 24:00, we observed crowds who went to restaurants or cafeterias
for dinner after work in the regions.

5 Conclusion and Future Work

In this paper, we proposed a method to extract latent urban characteristics in
terms of crowd behavior using cyber-physical crowd lifelogs over LBSN. We also
introduced our research model consisting of three important factors in recent so-
ciety; physical-real space, cyber-social space and cyber-physical crowds, and at-
tempted to explore the relationships and interactions among them by observing
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crowd behavior. In the experiment with massive dataset, we showed urban char-
acteristics based on crowd behavioral patterns.

In the future work, we will develop various measures representing crowd be-
havior utilizing crowd-sourced data from LBSN. In fact, it is a critical challenge
to invent such kinds of crowd behavior mining functions for the purpose of uti-
lizing the social networks as a fundamental framework to understand the emerg-
ing cyber-physical space and furthermore to utilize the collected experiences of
crowds for building practical urban life support systems.

Acknowledgements. This research was supported in part by the Microsoft
Research IJARC Core Project.
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Mining Social Networks
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Abstract. The emergence of Web-based communities and hosted ser-
vices such as social networking sites has facilitated collaboration and
knowledge sharing between users. Hence, it has become important to
mine this vast pool of data in social networks, which are generally made
of users linked by some specific interdependency such as friendship. For
any user, some groups of his friends are more significant than others. In
this paper, we propose a tree-based algorithm to mine social networks
to help these users to distinguish their significant friend groups from all
the friends in their social networks.

Keywords: Advanced database applications, social networks, social me-
dia, social computing, knowledge discovery, data mining, social network
analysis and mining.

1 Introduction

Rapid growth and exponential use of social digital media has led to an increase
in popularity of social networks and the emergence of social network mining,
which combines data mining with social computing [6,10,17,20]. As social net-
works [3,15] are generally made of social entities (e.g., individuals, corporations,
collective social units, or organizations) that are linked by some specific types of
interdependency such as friendship, a social entity can be connected to another
entity as his friend. Similarly, a social entity can be linked to another entity as his
next-of-kin, friend, collaborator, co-author, classmate, co-worker, team member,
and/or business partner via other interdependency such as kinship, friendship,
common interest, beliefs, and financial exchange.

Social network mining [2,7,8,12] aims to discover implicit, previously un-
known, and potentially useful knowledge from a vast pool of data residing in the
social networking sites such as Facebook [4,14], Twitter [13,16,19], and LinkedIn.
In LinkedIn, a user can create a professional profile, add connections to other
users (as friends, colleagues, and/or classmates), and exchange messages. In ad-
dition, he can also join common-interest groups and participate in discussions.
Although the number of friends/connections may vary from one user to another,
it is not uncommon for a user p to have hundreds of friends/connections. Among
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them, some groups of friends are more important or significant to p than oth-
ers. Significance of a friend group G depends on various measures including the
connectivity between G and p (e.g., friends in G who frequently view p’s profile,
send messages to p, and/or make postings to p’s discussion are considered to
be more significant to p than others) as well as the “rank” of G (e.g., friends
in G who have certain experience, skills and expertise, education, and/or role
are considered to be more significant to p than others). To elaborate, a group
of friends who frequently participate in p’s discussion by adding many posts are
considered to be significant to p. Moreover, their postings are considered to be
more significant if they are “ranked” as experts.

Note that, although we use LinkedIn in the above example, similar observa-
tions on the desire of mining significant groups of friends/connections/followers
can be made on other social networking sites (e.g., Facebook, Twitter). So, a
natural question to ask is how to find these significant friend groups, especially
when a user has hundreds of friends/connections in his social network and there
are many users in the network? Manually go through the entire friend list seems
to be impractical. A more algorithmic approach is needed. In this paper, we pro-
pose an algorithm to help users to mine social networks for their significant friend
groups. Key contributions of this paper are our proposal of a tree structure
called Significant Friend-tree (SF-tree) to capture important information about
friends/connections in social networks and our design of an efficient algorithm
to mine significant friend groups from the SF-tree.

This paper is organized as follows. Section 2 states the problem definition.
Section 3 describes our algorithm for constructing an SF-tree and mining those
significant friend groups from the SF-tree. Experimental results in Section 4
show the effectiveness of our algorithm. Section 5 presents the conclusions.

2 Problem Definition

Before we define the problem of mining social networks for significant friend
groups, let us consider Table 1 (which shows an illustrative friend database FDB

capturing social information about 10 users in a social network) and Table 2
(which shows the pre-computed confidence values of these 10 users). FDB =
{L1, ..., L7} in Table 1 consists of seven friend lists, each lists friends of a user.
For example, L2 lists four friends/connections of Gail—namely, Amy, Don, Ed,
and Jeff. Each friend fi in the friend list Lid(p) of a user p is associated with
a weight wt(fi, Lid(p)) that indicates the strength/association/measure value
of fi from p’s point of view. For example, “Don(20)” on L2 indicates that Don
added 20 posts to Gail’s discussion. Note that the weight is asymmetric (e.g.,
the weight of Don on Gail’s list is different from the weight of Gail on Don’s
list: wt(Don,L2)=20 �= wt(Gail,L5)=10) and can vary from one list to another
(e.g., the weight of Don on Gail’s and Carl’s lists are different: wt(Don,L2)=20 �=
wt(Don,L3)=30). Then, let G = {f1, f2, . . . , fk} be a group of k common friends
(i.e., friend group). For example, {Amy, Don} is a (common) friend group of Gail,
Carl, and Helen. Let FG

DB denote the set of lists in FDB that contain group G.
For example, if G={Amy, Don}, then FG

DB={L2, L3, L4}.
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Table 1. A sample friend database FDB

Friend list Lid with weight wt(fi, Lid) limp(Lid) with sig=0.2
L1 ≡ Jeff:{Don(30), Gail(40), Ivy(60)} 61 49
L2 ≡ Gail:{Amy(20), Don(20), Ed(10), Jeff(50)} 56 56
L3 ≡ Carl:{Amy(10), Bob(10), Don(30), Ed(10), Jeff(20)} 52 44
L4 ≡ Helen:{Amy(50), Don(30), Ed(30)} 68 68
L5 ≡ Don:{Amy(20), Fred(10), Gail(10), Jeff(20)} 33 25
L6 ≡ Ed:{Amy(10), Fred(10), Helen(30)} 30 4
L7 ≡ Amy:{Carl(20), Don(20), Gail(30)} 45 35

Table 2. Confidence table

Friend fi Confidence conf (fi) Friend fi Confidence conf (fi)
Amy 0.40 Fred 0.80
Bob 0.80 Gail 0.70
Carl 0.50 Helen 0.60
Don 0.70 Ivy 0.20
Ed 0.90 Jeff 0.50

While the weight wt(fi, Lid(p)) indicates the strength/association/measure
value of fi with respect to a user p, the confidence value conf(fi) shown
in Table 2 indicates the “rank” of user fi (based on his experience, skills and
expertise, education, role, importance, reputation, prominence) in social net-
works. For example, opinions posted by an expert Don (with conf(Don)=0.70)
are considered to be more important than those posted by a non-expert Ivy
(with conf(Ivy)=0.20).

Then, the problem ofmining significant friend groups is to discover from friend
database FDB all groups of friends with high significance value (e.g., higher
than or equal to a user-specified minimum significance threshold minSig). In the
following, we define the significance of friend groups in a step-by-step fashion.

Definition 1. The importance of a friend fi in a friend list Lj—denoted
as fimp(fi, Lj)—measures the significance of fi in Lj and is calculated by
fimp(fi, Lj) = wt(fi, Lj)× con(fi).

Example 1. The importance of Don in L2 shown in Table 1 is fimp(Don,L2)
= 20 × 0.70 = 14, which reflects the number of posts Don made on Gail’s
discussion (20) and Don’s individual “rank” (0.70). �	
To a further extent, the list importance of a group G of friends in a friend
list Lj can be computed by summing the fimp(fi, Lj) values for every fi ∈ G.
For example, the list importance value of G={Amy, Don} in L2 is (20×0.40)
+ (20×0.70) = 8+14 = 22, which indicates the total importance of the group
(consisting of both Amy and Don) in Gail’s friend list L2.

Definition 2. The importance of a friend group G in friend database
FDB is defined as dgimp(G) =

∑
Lj∈FG

DB

∑
fi∈G fimp(fi, Lj).

Example 2. Recall that, if G={Amy, Don}, then FG
DB={L2, L3, L4} indicating

that Amy and Don appear as (common) friends of Gail (L2), Carl (L3), and
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Helen (L4). And, dgimp(G) = 22 + [(10×0.40) + (30×0.70)] + [(50×0.40) +
(30×0.70)] = 22 + 25 + 41 = 88. �	
Definition 3. The importance of a list Lj—denoted as limp(Lj)—is the
total importance of all friends in a friend list Lj and is defined as limp(Lj) =∑

fi∈Lj
fimp(fi, Lj).

Example 3. The importance of list L2 in Table 1 is limp(L2) = 8+14+(10×0.90)
+(50×0.50) = 56 as indicated in the second column of Table 1. This value
indicates that the overall combined importance of all friends of Gail (L2). �	
Definition 4. The importance of a friend database FDB is the total im-
portance of all friend lists in FDB , i.e., dimp(FDB) =

∑
Lj∈FDB

limp(Lj).

Example 4. Recall from Example 3 that limp(L2)=56. By computing the limp
values for the remaining six friend lists in FDB, we get 61+56+52+68+33+30
+45 = 345 (i.e., the sum of the second column in Table 1) as the total importance
of all seven friend lists in FDB. �	
Definition 5. The significance of a friend group G—denoted by sig(G)—is
defined as the ratio of the importance of G in FDB to the importance of FDB,

i.e., sig(G) = dgimp(G)
dimp(FDB) .

Example 5. Recall from Example 2 that dgimp({Amy, Don})=88, and recall
from Example 4 that dimp(FDB)=345. Then, the significance of {Amy, Don} in
Table 1 is sig({Amy, Don}) = 88

345 ≈ 0.26. �	
A friend group is significant in a social network media if its significance value is
no less than the user-specified minimum significance threshold (denoted as min-
Sig). If minSig=0.20 (which represent 20% of database importance dimp(FDB)),
then G={Amy, Don} is significant because its significance value sig(G)≈0.26 ≥
0.20=minSig.

Example 6. Recall from Example 5 that {Amy, Don} is a significant friend group
because sig({Amy, Don})≈0.26. Let us consider friend groups {Don} and {Amy}.
For {Don}, its significance value sig({Don})= 21+14+21+21+14

345 = 91
345 ≈ 0.26 ≥

0.20=minSig. However, sig({Amy}) = 8+4+20+8+4
345 = 44

345 ≈ 0.13 < 0.20=minSig.
In other words, although {Amy, Don} is a significant friend group, its subset
{Amy} is not a significant friend group. �	
As observed from Example 6, the significance of a friend group does not satisfy
the downward closure property (cf. support or frequency [1], which is down-
ward closed). This leads to a challenging problem when mining significant friend
groups from social networks. To address the issue, we define the following.

Definition 6. The containing list importance of a friend group G in FDB—
denoted as climp(G)—is the sum of importance of all lists in FDB that con-
tain G, i.e., climp(G) = dimp(FG

DB) =
∑

G⊆Lj∈FG
DB

limp(Lj).
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Example 7. Recall that, if G={Amy, Don}, then FG
DB={L2, L3, L4} indicating

that Amy and Don appear as (common) friends of Gail (L2), Carl (L3), and
Helen (L4). Then, recall from Table 1 that the limp values for L2, L3 and L4 are
56, 52 and 68, respectively. Thus, climp(G) = 56+52+68 = 176.

Similarly, if G′={Amy}, then FG′
DB={L2, L3, L4, L5, L6} indicating that Amy

appears as a (common) friend of Gail (L2), Carl (L3), Helen (L4), Don (L5), and
Ed (L6). Thus, climp(G′) > climp(G) for G={Amy, Don}. This can be easily
verified that climp(G′)=176+33+30=239 as limp(L5)=33 and limp(L6)=30 in
Table 1. �	
Based on above definition, we observed that climp(G) ≤ climp(G′) where G′ ⊆
G. Hence, if G is a significant group, then G′ must be a significant group. In
other words, if G′ is not a significant group, then G cannot be a significant group.
Hence, we can maintain the downward closure property when significant friend
groups are mined based on climp(G) instead of dgimp(G). On the one hand,
an advantage of computing significance based on climp(G) is that we can take
advantage of the downward closure property. On the other hand, a drawback
is that we may generate some false positives, which can be removed with an
additional post-processing scan of FDB .

3 Construction and Mining of SF-Trees

In this section, we first propose a prefix tree based data structure to efficiently
capture the database content, and we then design a corresponding pattern-
growth based mining algorithm to discover significant friend groups from social
network database.

Our proposed tree structure is called Significant Friend Tree (SF-tree). It is
compact and easy to build. Each node in an SF-tree consists of (i) an item, and
(ii) climp (i.e., the sum of limp values of all lists that pass through or end at the
node). In addition, the last node of a list maintains the user information (i.e., p).
Note that, for any list, the information we maintain in all nodes of its path is
always the same (except the last node, which keeps the user information as well),
which makes the SF-tree compact. The key steps for the SF-tree construction
algorithm are presented below.

3.1 SF-Tree Construction

The SF-tree construction algorithm starts by scanning both the social network
database FDB and the confidence table once to capture the basic information
regarding users and their friend lists. With this scan, the algorithm calculates
dimp(FDB), climp and sig values of each group with a single friend. Then,
it removes friends with low climp values and sorts all the remaining friends
according to their climp values.

To demonstrate the SF-tree construction, let us consider FDB shown in Table 1
and the confidence table shown in Table 2 when mining with minSig=0.20. After
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Table 3. Significance and climp values of friends after the first DB scan

fi sig(fi) climp(fi) Remove? fi sig(fi) climp(fi) Remove?
Amy 0.13 239 No Fred 0.05 63 Yes
Bob 0.02 52 Yes Gail 0.16 139 No
Carl 0.03 45 Yes Helen 0.05 30 Yes
Don 0.26 282 No Ivy 0.03 61 Yes
Ed 0.13 176 No Jeff 0.13 141 No

the first scan of FDB , the sig and climp values of all single friends are calculated
(as shown in Table 3). Among the 10 friends, Bob, Carl, Fred, Helen and Ivy are
removed from the candidate set due to their low climp values. Afterwards, the
SF-tree is constructed in descending order of climp values. The H-table is then
created by arranging the remaining friends in descending order of their climp
values. Note that even though sig({Amy}), sig({Ed}), sig({Gail}) and sig({Jeff})
are all less than minSig, we avoid removing them from further consideration. The
reason is that their corresponding climp values are high, which indicates that
they may be significant to other friends.

With the second scan of FDB , an SF-tree is constructed in a similar fashion
as the FP-tree [5] by inserting each list of FDB. Before inserting a list into the
SF-tree, we remove all insignificant friends from the list and adjust its limp value
to reflect the removal of insignificant friends. Note that friends with low climp
values would have no influence on the computation of significant friend groups.
Hence, removing these friends at this early stage helps reduce the number of false
positives in the long run. Let us continue with our example, when minSig=0.20,
we remove Ivy from L1 and adjust limp(L1) from 61 to 49 (i.e., limp(L1) −
fimp(Ivy, L1) = 61− (60× 0.20) = 49). The adjusted limp value for each list is
shown in the last column in Table 1.

For each list, the algorithm stores the new limp value in the tree. Fig. 1(a)
shows contents of the SF-tree after inserting L1 (for Jeff). Note that the last
node in the tree (i.e., “Gail:49”) maintains the user information (i.e., p=Jeff)
of the list. L2 in FDB is then inserted with limp(L2) = 56 (ref. Fig. 1(b)).
Since L1 and L2 share a common prefix (i.e., “Don”), the algorithm increases
the climp value for nodes in the common prefix (i.e., “Don”) from limp(L1)=49
to limp(L1)+limp(L2)=105 by adding the value of limp(L2). Nodes in the re-
maining part of L2 carry the value of limp(L2). Since the second list is for Gail,

Don:49

Gail:49
(Jeff)

H-table

Don:252
Amy:197

Ed:168

Gail:109

Amy:29
(Ed)

Gail:25

Gail:84 Amy:168

Ed:168
(Helen)

Jeff:100

Gail:49
(Jeff)

Amy:56

Ed:56

Jeff:56
(Gail)

Jeff:125
Jeff:25

(Don)

Don:105

(Jeff, Amy)

(Gail, Carl)

Don:252

(a) (b) (c)
Fig. 1. SF-trees capturing (a) L1, (b) L1 and L2, and (c) L1–L7 in FDB in Table 1
when minSig=0.20
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the last node in the path stores such user information (i.e., “Gail”) as shown
in Fig. 1(b). Other lists can be inserted in a similar fashion. Fig. 1(c) shows
contents of the SF-tree after inserting all seven lists in FDB .

To facilitate a fast tree traversal, in addition to keeping the climp value for
each friend, the H-table also maintains node pointers to the first occurrence of
each friend in the SF-tree. Similar to that of an FP-tree [5], the SF-tree also
maintains horizontal node pointers for all nodes having the same friend’s name.
For simplicity, we do not show these pointers in the figure.

Based on the above description of SF-tree construction, the resulting SF-tree
possesses the following important property: The climp value in a node x in an
SF-tree maintains the sum of limp values of all the lists that pass through or
end at x for all the nodes in the path from x to the root.

Lemma 1. Given a friend database FDB and a user-specified minimum signif-
icance threshold minSig, the complete set of all significant friend groups can be
mined from an SF-tree built when minSig is applied to FDB .

Proof. An SF-tree keeps a set of significant friends in a list Lj for every list Lj ,
and the tree stores the accumulated climp value for each node. Hence, SF-tree
mining based on this climp value ensures that no significant friend group will be
missed. Moreover, an SF-tree is constructed by considering only the candidate
significant friends (based on their climp values) in a list. As such, it can be
assured that all potentially significant friend groups can be mined from the
SF-tree built for a specific minSig. �	
Based on Lemma 1, we can find all significant friend groups from the constructed
SF-tree using a pattern-growth mining algorithm, which will be discussed in the
next section.

3.2 SF-Tree Mining

Recall from Section 3.1 that a complete set of significant friend groups can be
found with the first scan of FDB . Hence, the SF-tree can be used for finding
potentially significant friend groups having number of friends more than one.
We follow the usual tree-based [5] pattern mining approach when mining our
SF-tree. The basic operations in SF-tree mining are the construction of the
projected databases for a potentially significant friend group and the recursive
mining of the further potentially significant friend extensions of that group.
It does so by examining all the conditional SF-trees consisting of the set of
potentially significant friend groups occurring with a suffix group. Hence, the
mining proceeds to recursively mine the SF-tree of decreasing size to generate
candidate significant friend groups without additional database scan.

To illustrate how to mine the SF-tree, let us revisit our example. Specifi-
cally, given the SF-tree in Fig. 1(c) that captures FDB shown in Table 1 with
minSig=0.20, the SF-tree mining starts with the construction of a projected
database for the last friend (i.e., Gail) in the H-table. Such a projected database
for Gail is constructed by taking all the branches with suffix Gail as shown in
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Amy:25

Don:84

Jeff:25

H-table
Amy:25Don:84

(Jeff, Amy)

Jeff:25
(Don)

(Jeff, Amy)
Don:84

Don:84

H-table H-table

Don:252

Amy:197

Ed:168

Jeff:125

Don:252
(Jeff, Amy)

Amy:168

Ed:168
(Helen)

Jeff:100
(Gail, Carl)

Jeff:25
(Don)

(Ed)
Amy:29

(a) (b) (c)

Fig. 2. Applying SF-tree mining to FDB in Table 1 when minSig=0.20: (a) Projected
DB for {Gail}, (b) Conditional DB for {Gail}, and (c) SF-tree after projecting Gail

Table 4. Significant friend groups

Candidate group:climp(G) Friends of ... dgimp(G) sig(G) Significant?
{Gail, Don}:84 {Jeff, Amy} 84 0.24 Yes
{Jeff, Ed}:100 {Gail, Carl} 53 0.15 No
{Jeff, Ed, Amy}:100 {Gail, Carl} 65 0.19 No
{Jeff, Ed, Amy, Don}:100 {Gail, Carl} 100 0.29 Yes
{Jeff, Ed, Don}:100 {Gail, Carl} 88 0.26 Yes
{Jeff, Amy}:125 {Gail, Carl, Don} 65 0.19 No
{Jeff, Amy, Don}:100 {Gail, Carl} 82 0.24 Yes
{Jeff, Don}:100 {Gail, Carl} 70 0.20 Yes
{Ed, Amy}: 168 {Gail, Carl, Helen} 77 0.22 Yes
{Ed, Amy, Don}:168 {Gail, Carl, Helen} 133 0.39 Yes
{Ed, Don}:168 {Gail, Carl, Helen} 103 0.30 Yes
{Amy, Don}:168 {Gail, Carl, Helen} 88 0.26 Yes

Fig. 2(a). The table shows the sum of climp values of all friends that co-occur
with {Gail}. Based on this value for each friend in the SF-tree, we can find the
list of friends in the projected database of {Gail} that may generate potentially
significant friend group with {Gail}. For example, climp(Don) in the projected
database of {Gail} is at least minSig, while climp values for other friends (i.e.,
Amy and Jeff) are less than minSig. Hence, we can safely remove Amy and Jeff
from the projected database of {Gail} and construct the conditional database
for {Gail}, as shown in Fig. 2(b).

The potentially significant friend groups are generated from the correspond-
ing conditional databases. For example, the set of potentially significant friend
groups with {Gail} is generated as {Gail, Don}:84 from the conditional database
of {Gail} in Fig. 2(b), where 84 indicates the climp value of the group. Along
with the potentially significant friend group, we also keep the user information
for the group (i.e., {Jeff, Amy}) in the mining result.

After creating the projected database, the original SF-tree is adjusted by
pushing the user information at the node up to its parent. For example, the user
information of the node “Gail:84” (i.e., Jeff, Amy) and the node “Gail:25” (i.e.,
Don) are pushed to their respective parent nodes, as shown in Fig. 2(c). Such
operation enables us to obtain the correct user information for any node in the
SF-tree during the whole mining phase.

Further extension of the potentially significant friend group {Don, Gail} is
mined by creating a projected database for {Gail, Don} from the conditional
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database of {Gail}. In our example, the projected database for {Gail, Don} is
empty, which indicates that no further candidate significant friend group will
be generated from {Gail}’s conditional database. Hence, mining for {Gail} is
terminated. Mining for the remaining friends in the H-table is carried out in a
similar fashion. The set of all candidate significant friend groups generated by
mining the SF-tree is shown in Table 4. With another database scan, we eliminate
all the non-significant friend groups from the set of candidate significant friend
groups.

4 Experimental Results

In this section, we evaluated different aspects (e.g., the number of generated
candidate groups, runtimes, and scalability) of SF-trees in mining significant
friend groups from social media. To the best of our knowledge, SF-tree mining is
the first approach to mine significant friend groups from social media databases.
However, as the mining of high utility patterns [18] can be considered to be
relevant to our mining of significant friend groups, we compared our SF-tree
mining with three existing high utility pattern mining algorithms (e.g., Two
Phase [11], FUM and DCG+ [9]). All programs were written in Microsoft Visual
C++ 6.0 and run with Windows XP operating system on a 2.13 GHz CPU
with 2GB main memory. There are some basic differences among our proposed
SF-tree mining, Two Phase, FUM, and DCG+. First, the three existing high
utility mining algorithms are all Apriori-based [1], i.e., they use the levelwise
candidate generation-and-test paradigm. They require N scans of FDB (where
N is the maximum size of high utility patterns) and a high computation cost
for generating the candidates. In contrast, our SF-tree mining explores the tree-
based pattern-growth mining technique, which allows us to mine the complete
set of significant friend groups with three scans of FDB without using the level-
wise candidate generation-and-test paradigm. Second, unlike our SF-tree, the
high utility mining algorithms do not maintain the user information in their
respective data structure, which restricts them from providing the knowledge of
association between significant friend groups and others.

Since the three high utility pattern mining algorithms were not designed
for social network mining, we used the datasets that are mostly used in fre-
quent pattern mining domain for fair comparison. In these datasets that are
available at the Frequent Itemset Mining Implementation dataset repository
(http://fimi.cs.helsinki.fi/data), each transaction consists of a unique
transaction ID and a set of items (which is similar to a list of friends described

Table 5. Characteristics of datasets

Dataset Type #transactions #items Max trans. len. Avg trans. len.
Mushroom Dense 8124 119 23 23
Retail Sparse 88162 16470 76 10.31
Kosarak Sparse 990002 41270 2498 8.1
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in this paper). Table 5 shows the characteristics (e.g., dense vs. sparse, large vs.
small dataset, long vs. short transactions) of these datasets. For example, Mush-
room is a dense dataset with many long frequent patterns. We use this dataset
to demonstrate the type of social media data with fewer number of people but
long/large groups in each person’s list. Both Retail and Kosarak are sparse and
very large datasets (in terms of number of transactions and domain items) with
a combination of long and short transactions. Hence, they may correspond to
scenarios when a very large number of individuals use a social network and/or
when the connectivity between a user and their friends in a social network vary
a lot. For all these datasets, we mapped transaction IDs into user information,
sets of items into friend groups in every list, and transactions into friend lists. In
addition, to represent wt(fi, Lj), we associated a random number to each item
in a transaction. We also generated random numbers as the confidence values
of friends in FDB . As ongoing work, we plan to conduct additional experiments
using social network data.

4.1 Candidate Significant Friend Group Generation

We compared the number of candidate significant friend groups (i.e., false pos-
itives) generated by our SF-tree mining with the three existing algorithms over
different datasets by varying minSig values. As shown in Fig. 3, the number of
candidates increased when lowering the value of minSig for all datasets and al-
gorithms. However, SF-tree outperformed the other three algorithms as SF-tree
generated significantly fewer candidates. The reason was that, for dense datasets
(e.g.,Mushroom), there is a very high probability for each friend to occur in every
list, which increases the number of potential groups when applying the candidate
generation-and-test paradigm. Hence, the three high utility mining algorithms
generated comparatively large number of candidates. Conversely, sparse datasets
(e.g., Retail) contain too many individual friends in many transactions, which
further increases the number of candidate groups for the three high utility min-
ing algorithms. In contrast, as SF-tree uses tree-based pattern-growth mining,
it avoids generating candidates in dense or sparse datasets.

Fig. 3. The number of candidates (i.e, false positives)
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Fig. 4. Runtime

4.2 Runtimes

We measured runtimes of SF-tree and the three high utility mining algorithms.
The reported runtimes for SF-tree include times for tree construction (i.e., two
scans of FDB), mining, and candidate pruning (i.e., an additional scan of FDB);
the reported runtimes for the other three algorithms include times for multiple
database scans for candidate generation-and-test.

The number of generated candidates (which increased with the decrease of
minSig) directly influences the runtimes for all algorithms. The more the gen-
erated candidates, the longer were the runtimes. As shown in Fig. 4, SF-tree
performed better than the other three algorithms for all datasets. For example,
the three algorithms generated very large numbers of candidates for Mushroom.
To handle a large number of friends and friend lists in Retail, the three algo-
rithms required substantially longer runtimes to scan FDB when compared to
SF-tree (which required three scans of FDB). Although the performance of all
algorithms were similar for higher minSig values (due to a very small number
of generated candidate friend groups), the gap was widened for lower minSig
values.

4.3 Scalability Test

To test the scalability of our SF-tree mining, we used very large datasets such as
Kosarak. Fig. 5 shows results on scalability tests of all four algorithms. Due to
substantially long runtime required to handle Kosarak for some low thresholds,
we did not obtain reportable results for DCG+. Moreover, although both Two
Phase and FUM completed the mining process for high minSig, they suffered
from some problem for low minSig. Hence, we did not plot their runtimes for low
thresholds. In contrast, our SF-tree mining completed the mining process and
showed linear scalability with high and low minSig thresholds. SF-tree gener-
ated significantly fewer candidate friend groups within very reasonable runtimes
due to early pruning of non-significant friends during the tree construction and
mining process. This demonstrated that SF-tree mining is scalable.
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Fig. 5. Scalability test

5 Conclusions

In this paper, we proposed a novel algorithm to mine social networks for sig-
nificant friend groups. Our social network mining algorithm first constructs a
significant friend-tree (SF-tree) to capture important information about link-
age between users in the social networks, and it then uses the SF-tree to find
significant friend groups among all friends of users in the social networks.
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Abstract. The emergence of various social networks on the web have
transformed the way people share, and search for, information. A key
distinguishing feature of social networks is that the link between the
users are more important than the users themselves. There are numer-
ous studies on the link analysis of Social Network for efficient and ef-
fective retrieval of user desired information. In this paper,we study the
link analysis of social networks to rank individual links so that we have
established a bridge between keyword search based from the information
retrieval and the structurs from the social networks successfully.

Keywords: ranking, social networks, graph.

1 Introduction

The term social networks implies networks that represent inter-connection be-
tween users based on their common interests, friendships, and sharing relation-
ship. Thus,social networks provide a platform for users to establish relations with
other users on the web the mobile devices, and SNS , based on their mutual inter-
action like online messaging or other forms of communication, sharing common
interests , events or activities. For example, Youtube [27] is a well known social
networking site for on-line video sharing; Flickr [7] is popular for photo sharing
and Facebook/Orkut[20] for finding friends and establishing social relationship.
A recent study revealed that social networks produce up to one-third of the
current web content and that is increasing tremendously.

The study of various characteristics of social networks, called social network-
ing analysis, has received considerable attention in research and development
recently. Social networking analysis is achieved by using network theory or graph
theory, similar to Web as graph approach. In a social network, nodes represent
individual users or events and links represent relationship like friendship, kinship
or common interests, like-dislike, comments, feedback etc. In contrast to Web as
a graph, there are various kinds of nodes and numerous types of relation exist
between the nodes.

Some of the extensively studied characteristics of social networks are discovery
of potential friends, centrality and cliques, recommendation systems, detecting
influential bloggers, and derive trust relationship. Along with these features, an-
other important feature of social networks is their rich content, i.e., large amount
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Fig. 1. Example social network described

of structured content present in various nodes connected by links. However, the
social network search to pinpoint networked information has not been explored
fully. In this paper, we aim to apply the social network analysis in the context
of information retrieval systems.

A particularly important aspect of merging IR to social networks is to decide
for the statistical relevance of the, content and, trust or relationship. In contrast
to using a search engine, such as Google, people prefer to pursue their friends
for suggestions or recommendations for relevant information to their queries.
But certain similarities with Web search like huge document collection (large
number of users, in case of social networks) and link connectivity enables us
to adopt web based search algorithms to social information retrieval. In this
paper, we would like to extend the Cohesive Arc Measure [19] for enumerating
content and link relevance in response to user search. As mentioned before,
social network is modeled as directed graph, G=(V ,E); V represents a set of
users and E represents association between the users in form of e-mails or on-
line messages. Keyword query, information need in the form of set of keywords,
is used to model the search requirement. The answer to user query is the node
(user), whose message contains the desired information. We create a feature
vector, corresponding to the query keywords, for each of the Network nodes.
Hence, the size of the feature vector is same dimension as the user query and
the values contained in it describe the relevance of the keywords. In case, a
Network node contains all the queried keywords, system returns Network nodes
with maximum relevance, else system finds a pair of nodes that contains all the
queried keywords.

In traditional information retrieval models, documents are taken as the re-
trieval units and the content of a document is considered reliable, based on the
relevance of the node. However, this reliability assumption is no longer valid
in the context of social networks. Here, the relevance of the content, is not
only determined by the relevance of the node but also by the recommendation
from other nodes (users). This is due to the underlying assumption of social
networks: ”links between the nodes is more important than the actual physi-
cal nodes themselves”. Hence, the ranking models developed over the years, for
information retrieval for the networked information are not directly applicable
for social networks. In this paper, we propose a ranking measure based on the
structural layout of the network, similar to, but distinct from, the well known
Page Rank or HITS algorithm from the conventional search systems.



Dynamic Link Scores 195

2 Social Network Ranking Functions

In this section, we present the scoring function to evaluate the relevance of
a node and/or link for returning relevant information to the user. Keyword
search mechanism over Network structured data is extensively studied over the
past few decades. The general practice is to assign, each node, a tf-idf based
relevance score and then combine the scores using an aggregation function, such
as SUM [3]. The problem with this approach is that single node score does not
acknowledge the presence of multiple query keywords.

Also, Social Networks refers to a network of collaborative authors; users create
content by typing text, or inserting images, or URLS in their messages. Hence,
accommodating a single node relevance score is not appropriate for deciding the
relevance of a given node. We therefore, assign a feature vector to accommodate
individual relevance of each of the query keywords for the respective nodes. There
are many content relevance measures available in the IR literature, with tf-idf as
the baseline measure. Recently, language model based content relevance measure
has also been studied to account for the content relevance [4][13]. But language
based models require the probabilistic models for both query and document
relevance. Since tf-idf measure forms the baseline measure for majority of IR
systems, we prefer the use of tf-idf for creating the feature vector of each node
as follows:

fu = (c1u, c
2
u, ..., c

t
u) (1)

Here, fu refers to the feature vector for node u and ctu denotes the content
relevance for query keyword t, ∀t ∈ Q. ctu represents the content relevance, for
each of the keywords, enumerated using the following equations:

ctu = tfu,t × idft =
tfu,t
dlu

× ln(dt)

ln(N)
(2)

The relevance of a node, in the form of feature vector, is also in line with the
current trend of information discovery in both IR and database communities.
The tf-idf scores are pre-computed and stored off line during the creation of
inverted index. Therefore, feature vectors can be generated efficiently at run
time. The information required by users, is mostly present in multiple levels,
like group of nodes linked to each other. Hence, relevant results, in response to
user query, consist of a mix of single nodes and pair of nodes (in the form of
sub-graphs or sub-trees). This structured retrieval requires change in the ranking
fundamentals adopted by IR literature.

We propose a novel measure to rank result structures, with query keywords
contained by multiple linked nodes, in Cohesive Arc Measure[19]. The relevance
of a link incident on nodes u and v, wlu,v ,is enumerated by the following equation:

wlu,v = fu ⊗ fv =
t∑

x=1

cxu ×
[

t∑
y=1

cyv − cxv

]
(3)
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The edge computations, using the above equation, have the following advantage:
”links incident on nodes, that share different query keywords”, is assigned higher
relevance as compared to links incident on nodes with same set of query key-
words. Table 1 presents the edge weight calculations for feature vectors, of size
2, for a random set of feature vectors.

Table 1. Edge weight calculations for feature vectors

fu fv arc weight

(0.9, 0.9) (0.9, 0.9) 0.810
(0.9, 0) (0, 0.9) 0.486
(0.9, 0.9) (0, 0.9) 0.486
(0.7, 0) (0, 0.9) 0.378
(0, 0.9) (0.9, 0) 0.324
(0.7, 0) (0, 0.7) 0.294
(0.5, 0) (0, 0.9) 0.270
(0.9, 0.9) (0.7, 0) 0.252
(0.5, 0) (0, 0.7) 0.210

3 Query Processing

An information retrieval process begins with the user asking a query. The query
is generally expressed in terms of set of keywords which indicate the users search
requirements. Though, other forms of query like, structural queries, for example
SQL, also exists but they are not as user friendly as keyword queries. Numerous
literary works exist for efficiently processing keyword queries over graph struc-
tured data [5][10][16][21]. The baseline representation for social networks is also
graph structure, we can easily adopt the available query processing algorithms
for finding vertices, or set of vertices that match users requirement.

Given the graph G and keyword query Q, we wish to generate answer vertices
or graph sub-structures using Network exploration based heuristics. The main
focus of our work is to devise a novel ranking function and not a new search
algorithm. We therefore use the current best Steiner tree heuristic, i.e., bidirec-
tional expansion strategy using indexing mechanism adopted from BLINKS [15].
We briefly state the search algorithm used to generate the answer trees for our
experimental evaluation.

3.1 Social Network Indexing

The process of creating indexes for social networks is included for an essential
pre-processing step for keyword query processing. These kinds of indexes help
to identify the set of vertices, that match the query keywords, called content
nodes. For notational simplicity, we represent the set of vertices that match query
keywords as Vt, where t denotes one of the query keyword. Since content based
relevance is an inherent part of Web search, we also compute the content based
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relevance scores for finding relevant answers. Similar to the trend of information
distribution on Web, we believe that the user desired information might be
dispersed among a set of vertices, in case of social networks also.

Hence, for efficient Network exploration at query processing time, we use two
kinds of indexes: (1) Keyword Index (KI) and (2) Node-Keyword Index (NKI).
Keyword Index is similar to the conventional inverted-index used by search en-
gines. For every index able keyword t, KI(t) returns the set of content nodes
with their tf-idf scores, for a keyword t, ordered by their content relevance.
Node-Keyword Index (NKI), adapted from BLINKS [15], provides additional
connectivity information from a node to each of the index able keyword. For a
given node u and keyword t, NKI(u,t) returns a list of vertices, that contains
the keyword t, ordered by their distance (d) from u. For efficient query process-
ing, we further arrange the nodes, within same distance, in decreasing order of
their content relevance. In contrast to BLINKS, where graph is partitioned into
multiple blocks for materializing the index, we only store the list of nodes up
to maximum distance 5. The distance based threshold is in line with current
approaches in the literature, where answer trees up to a fixed size are generated
by the system.

3.2 Social Network Search Algorithm: SNSA

Given a graph G and keyword query Q, the social network search algorithm:
SNSA first retrieves the set of content nodes using KI index (described above)
[line 3]. For each u ∈ V , assign a content based relevance score, uc using the
content relevance scores from the inverted index [line 4]. Additionally, to each u,
we also associate a bit vector of length l to accumulate distance based information
from a node to all the query keywords [line 5]. Initially this vector contains the
entry 0 for the keywords contained by u and infinity otherwise. The cardinality
of bit vector helps to determine whether all the query keywords are satisfied by
a node. Also, the AND operation among the bit vectors of the incident nodes of
a link helps to determine whether the two nodes share same or different query
keywords.

Each node, u ∈ Vt, is prioritized as per the content relevance of vertices, in
the priority queue (PQ). An essential requirement of a good search system is to
generate all the possible answers. Therefore, to generate all the answer subgraph,
the algorithm recursively processes all the nodes until the priority queue is empty
[line 6]. However, finding all the answers and enumerating their relevance score
is an expensive operation not suitable for on-line query processing. We therefore,
compute a lower bound for the future answer subgraph and output top-k answer
subgraphs if new answer is not better than previously found answers.

Line 7-8 extracts the highest priority node u from PQ and examines its status.
If it contains all the query keywords, it is added to answer heap ordered by
the final rank. Otherwise, it is excuted for identifying structural connectivity
with other keyword nodes. NKI() returns the best node to be explored for each
keyword i not contained by u. Note that in case v is already a member of PQ, its
priority is increased by adding 1/ε of pu to pv, where ε = l−mu. Otherwise, v is
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Algorithm 1. SNSA

Input : Q(t1, . . . , tn), top− k
Output : top− k trees

1: Vt ← KI(t), ∀t ∈ Q
2: for u ∈ Vt do
3: Store in PQ, ordered by their relevance scores
4: end for
5: while (PQ �= φ) do
6: u ← highest priority node from PQ

7: if u contains all the query keywords then
8: Compute score(u) and store in Ans
9: else
10: for all i ∈ [1 . . . l] such that distu[i] = ∞ do
11: v ← NKI(u, ti)
12: Add v to PQ

13: end for
14: if u contains all the query keywords then
15: Create answer tree T , add to Ans and remove from PQ

16: end if
17: end if
18: if |Ans| ≥ top-k and stopping condition is met then
19: Output top-k answer trees from Ans
20: end if
21: end while

added to PQ with assigned priority 1/ε of pu. Though prioritizing vertex selection
helps to determine content relevant vertices, the order in which k answers are
generated is fairly different from the final top − k result. For a new answer to
be present in top-k, the unexplored nodes in PQ must have the same query
amplitude as some of the nodes in the answer generated so far. We compute
the lowest query amplitude of nodes present in Ans, represented as mAns, and
highest query amplitude of PQ, represented as mPQ . If mAns ≥ mPQ , answer
subgraphs generated so far are presented to the user; otherwise, system generates
more subgraph till the condition is satisfied.

4 Case Study on Twitter Data

In this section, we present the empirical analysis done on a subset of the real-
world social networking site Twitter. We downloaded the tweets of 1,701 users
in all. Hence, the total number of vertices, |V |=1,710 and total number of edges,
|E| is approximately 2 million. However, out of these 2,405,566 edges, there are
only 264 unique edges; majority of edges are regular interactions between a group
of friends.

The experiments are performed on an Intel Core 2 Duo personal computer
with 2.13 GHz processing power and 1 GB of RAM. The query processing and
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indexing algorithms are implemented in Java programming language. We se-
lected a set of 9 queries as listed in Table 2. The queries are selected based on
the popularity and distribution of query keywords. Also, due to popular nature
of the twitter website, many users publish some content every few minutes. Even
though we associate the text publish by a user to the corresponding node, we
consider each individual message as one document while enumerating tf-idf using
Eq.(2).

We first present the query processing time for generating top-k answers for the
queries listed in Table2. The query processing time includes the time required for
generating feature vectors and then producing the top-k result. Fig.2 presents
the query processing time elapsed in generating top-k result for queries listed in
Table2.

It can easily be observed that for almost all the queries, the query processing
time for generating top-k result is within the time frame of upto 100ms. Intu-
itively, the query processing time increases with increase in the value of k. An
interesting observation is that for queries related to celebrities, like Q1=Lindsay
Lohan or Q4=American Idol, there is a high degree of overlap in the query pro-
cessing time. This is because most of the users use these keywords together.
Hence, query keywords are not distributed across multiple nodes. Another in-
teresting observation is the peak in the curves for queries, Q3 and Q7. The
reason for higher query processing time, for top-20 result, is that while freely
discussing with friends, people publish their views/recommendations on related
topics, which contain query keywords distributed across multiple nodes.

Table 2. Query set used for evaluating Twitter Data

Query Query
ID Keywords

Q1 Lindsay Lohan
Q2 Power Track
Q3 Winter Festival
Q4 American Idol
Q5 Black Friday Shopping
Q6 Tiger Woods Twitter
Q7 Organic Wheat Bread
Q8 Hurricane Atlantic Ocean
Q9 Youtube Updates iphone

We first present the query processing time for generating top-k answers for
the queries listed in Table2. Fig.2 presents the query processing time elapsed in
generating top-k result for queries listed in Table2. It can easily be observed that
for almost all the queries, the query processing time for generating top-k result
is within the time frame of up to 100ms. Unlike currently prevalent IR query
processing in Databases, relevant information is not distributed across multiple
nodes or nodes with link distance greater than about 3 hops.
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Fig. 2. Query Processing time for generating top-k result

5 Related Works

There have been two kinds of social network ranking measurements: the node
based measurement and the arc based measurement. The one is called global
measure since they are engaged in the number of arcs, including in-links and out-
links, such as PageRank[2], SimRank[18], and HITS[12], etc. PageRank is one
of the most popular alternatives in the information retrieval community which
assumes that the graph G is a strongly coupled component that is, all other
nodes can be reachable from any one node of the directed graph and the method
uses a damping factor in order to guarantee the non-negativity, irreducibility
and aperiodic properties of nodes weights when computing the weights using
the Markov transition technique. The HITS algorithm can be an alternative for
a global weight, but none has been implemented as a web search engine. There
have been many node measures, called the local measures for objects, such as
cosine measure[4][16], probabilistic measure[9], and anchor text[6], hierachical
measure[14][15], entity[26], etc. These kinds of measures have similar limitations
exposed on content manipulations, called content spamming, so we merged the
global and the local measure to devise a bidirectional edge measure, extended
from cohesive measure[19].

The structured information of social network can enhance the search effective-
ness concerning social network entities highly relevant. For the possible alterna-
tives for the social network search, computation and structuring of every arc
usually focus on expressing the whole social network graph [1][14][22] or empha-
sizing a part of it, named ’small world’ or ’topic level social network’ [8][23][24].
Nevertheless, overly complicated process of considering the circuit path prob-
lem which causes inefficiency of the social network search[16][23]. Hence, unlike
typical network analysis, it is enormously significant in social network search
to generate an efficient graph and for its structure search[11][14]. The studies



Dynamic Link Scores 201

related to social network are primarily comprised of building social network site
for mobile devices, including subjects such as system of user interface design
of social network navigation[14][25]. However, not many social network searches
which reflect the characteristics of mobile devices currently exist.

However, recently they have become almost insignificant as full browsing
emerged as the prevalent trend. Coupled with the introduction of Apple’s iPad or
Samsung’s GalaxyTab, researches regarding the applications adoptable to social
network[27][20][26] are beginning to be conducted. Moreover, studies centered
on the virtuous cycle of market’s food chain related to these applications, i.e.,
the Digital Ecosystem[14] are projected to be largely feasible in the future. In
order to overcome the limit of conventional searches, studies based on graphs are
extensively initiated these days. To be specific, exemplary researches (e.g., Infor-
mation Unit[17], EASE[16], BLINKS[10], STAR[11]) delve into these Network
oriented topics. In Information Unit[17], while the group Steiner tree method
was applied, regarding the candidate sets of obtained solutions, MST(Minimum
Spanning Tree) was adopted. Extending from a similar research subject, in
EASE[16], the complexity of problem was simplified by replacing the method
with r-radius Steiner graph, and searching speed was hugely accelerated than in
Information Unit applying a certain ”graph index”. However, since this method
is based on matrix operation, its disadvantage is that excessive time consump-
tion results from in case the adjacency matrix generally grows. In addition, in
case of BLINKS[10], the method was applied after reducing the search storage
space using clusters of keyword set. On the other hand, in STAR[11], the tech-
nique of finding the Steiner graph from Wikipedia, and shortening the tree’s
height connecting leaf nodes with keywords was used. In these studies, assuming
the graph is undirected, certainly social network environment was not put into
consideration.

6 Conclusion

Social networks provide a platform for users to share and upload various kinds
of information content on-line. Through the various kinds of relationship that
exists between users, people connect with one another much more easily and with
trust. Hence, in order to search for a new piece of information, people prefer to
take recommendations from their friends or socially connected other users. In this
work, we have tried to bridge the gap between keyword search based Information
Retrieval and Social networks due to our novel arc measurement. An interesting
observation in the experiment is the peaks in the curves for queries that while
freely discussing with friends, people used to publish their views and opinions
on the related topics, which contain query keywords distributed across multiple
nodes.
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Abstract. Assorted networks have transpired for analysis and visualization, 
including social community network, biological network, sensor network and 
many other information networks. Prior approaches either focus on the 
topological structure or attribute likeness for graph clustering. A few recent 
methods constituting both aspects however cannot be scalable with elevated 
time complexity. In this paper, we have developed an intra-graph clustering 
strategy using collaborative similarity measure (IGC-CSM) which is 
comparatively scalable to medium scale graphs. In this approach, first the 
relationship intensity among vertices is calculated and then forms the clusters 
using k-Medoid framework. Empirical analysis is based on density and entropy, 
which depicts the efficiency of IGC-CSM algorithm without compromising on 
the quality of the clusters. 

Keywords: Graph clustering, collaborative similarity, k-Medoid clustering, 
entropy, density, Jaccard similarity coefficient. 

1 Introduction 

Graph as an expressive data structure is most widely used to model real life objects 
and their relationships in many application domains like social network, web, sensor 
network, and telecommunication. Graph clustering is very challenging and interesting 
research areas. Numerous researchers have focused different aspects of it, discussed 
in [1], [2], [3], and [4]. 

The key objective of most of the graph clustering algorithms is to identify strongly 
connected vertices within a graph with similar neighborhood. The vertices inside the 
sub-graph are highly cohesive while sparsely connected with other vertices of the 
graph. All the un-supervised clustering algorithms [5], [6], have the ability to find out 
natural number of clusters within the whole graph, whereas semi-supervised 
techniques [7] require extra information regarding the clusters such as number of 
clusters as an input parameter. We have used term node and vertex interchangeably 
throughout this paper. 

Many researchers utilized the relational context of a network to discern interesting 
groups of entities, generally known as clusters [1]. In relational aspect, the 
connectivity among vertices or with similar neighborhood, harmonized topological 
structure, and characteristic resemblance are playing key role in graph clustering. 
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Classical applications of graph clustering include community detection in social 
networks, identification of functional related protein modules in large biological 
network (protein-protein interaction networks), etc. Numerous prior approaches either 
focus on the topological structure; attribute likeness or both for graph clustering [10], 
[11], and [14]. However they compromise either on quality or time. 

  

(a) (b) (c)

Fig. 1. Graph Vertex Structures (a) connected, weighted and contextual graph, weighted graph 
(b) disconnected, weighted graph (c) connected, weighted, and multi-labeled 

In this paper, we introduce the algorithm which belongs to a graph vertex 
clustering, an un-supervised method, whereas it requires the number of clusters as an 
input parameter prior to cluster the graph. It also provides an opportunity to control 
the connectivity or similarity strength among the clustered nodes. The deviation from 
existing state-of-the-art approaches in terms of the following facets: (a) a new two 
way node to node similarity measure is utilized which is more powerful because it 
considers both structural and contextual aspects (b) iterative clustering is applied 
which has low time complexity without compromising on cluster’s quality, (c) also 
considers three basic scenarios for each vertex in graph as shown in Fig. 1. Key 
contributions of this work are as follows: 

─ A new graph vertex clustering strategy is proposed which is simple in nature. It can 
capture both structural and contextual similarities among nodes in the graph 
simultaneously. 

─ Similarity among the vertices is calculated once, which is symmetric and utilized 
successively. 

─ A customized k-Medoid framework is adopted for clustering. 
─ Disconnected graph nodes can be clustered together based on collaborative 

similarity measure. 
─ It is easily scalable for small and medium scale graphs because of its simplicity. 

The rest of the paper is organized as follows. Section 2 briefly explains the related 
work. The proposed idea is elaborated in section 3. Subsequently its empirical 
analysis is carried out and then conclusion and future direction are drawn in section 5 
followed by references. 
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2 Related Works 

In traditional relational data clustering, the distance measure is primarily based on 
attribute similarity, e.g., Euclidian distance among two attribute vectors. On the other 
hand, in graph clustering the vertex closeness is measured on the basis of (i) 
connectivity, i.e., possible number of paths between two vertices, (ii) neighborhood 
similarity, i.e., number of common neighbors between them, or (iii) attribute or 
contextual similarity, i.e., number of common vertex’s features or attributes. 

In various real applications, both the vertex properties and the graph topological 
structure are important. For instance, in a social network, topological structure 
represents the relationship among different people in a group, while vertex properties 
describe the role of person. Most of the graph clustering and summarization approaches, 
mentioned in this and former section, only deal with one aspect and ignore the other. 

Numerous existing graph clustering algorithms consider the topological structure 
of a graph so that every sub-graph attains the cohesive internal structure. It includes 
clustering based on normalized cut, max flow min-cut problem, structural density, 
modularity respectively [8], [9], [10]. Recently a new approach is proposed which 
deals with the attributes of an arbitrary pair of vertices [11], as a result vertices with 
the similar attribute values are grouped into respective partition or cluster. 

A new probabilistic algorithm, i.e. Top Graph Clusters (TopGC) is devised in [12], 
which finds the best clique like clusters inside the large graphs. It works with both 
directed and undirected graph and support overlapping based on the given percentage. 
The space complexity is relatively high, because it is required to maintain the random 
permutations, hash table, and signatures for clustering.  Time and search space 
complexity has been reduced by introducing the pruning phase. This approach cannot 
find the definite clusters in a graph which contains the topological as well as 
contextual information due to the fact that it only considers the structural facet. 

Similarly, a three phase Transitive Node Similarity [13] approach has been 
developed for graph node clustering which consider only single similarity aspect. It is 
obvious that the search space get reduced incrementally because of the fact that already 
clustered nodes are not considered in the later iterations. This helps to reduce the space 
complexity and search space, which also helps to minimize the time complexity. In case 
of disconnected graph, each isolated component forms a separate cluster. 

Conversely in [21], an efficient graph summarization technique based on two 
database-style operations has been proposed. The first operation, called SNAP, 
produces a summary graph by grouping nodes based on user-selected node attributes 
and relationships. Secondly in k-SNAP operation, it further allows users to control the 
resolutions of summaries. 

Recently, a Unified distance measure is introduced in [14], [18] for graph node 
clustering. It captures both structural and attributes similarities simultaneously which 
is based on attribute augmented graph, by adding attribute nodes to the original graph 
and link all the respective nodes. The attribute augmented graph contains more edges 
in the graph, at least greater than the number of vertices (> |V|), which leads to more 
space complexity of the algorithm. Unified distance measure calculation (involves 
matrix multiplication) and clustering process is repeated, with iterative weight updates 
for convergence, which requires more computation time. 
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All of the methods in this section have the deficiency either with respect to cluster 
quality or algorithm time complexity. As you have seen none of them is able to fulfill 
both requirements simultaneously. In subsequent section, we have elaborated new 
technique which take care both aspects concurrently without any additional dependency. 

3 An Intra Graph Clustering (IGC) 

We need to construct a graph nodes clustering (i.e. intra graph clustering) method 
which can handle both structural and contextual similarity (collaborative in nature) in 
an efficient manner. 

3.1 Problem Statement Formulation 

An undirected, weighted, multi-labeled graph G = {V, E, W, A}, not necessarily 
connected, where V and A is the set of all the vertices and attributes respectively, E = 
{(vi, vj) | vi, vj  V} are the set of undirected links, and two vertices, vi and vj, may be 
connected with single link having cost wij > 0. Each vertex may contains one or more 
attributes, A = {a1, a2, … am}. The set of possible values for any arbitrary attribute ai 
is Dom(ai) = {ai1, ai2, … ainp} where np = |Dom(ai)|. The total number of links of a 
vertex vi is called the degree of vi and is represented as deg(vi). If there is a direct link 
between any two vertices, e.g. vi and vj, in the graph, we call them as direct neighbor 
otherwise indirect neighbors in case of indirect link. Mostly used symbols along their 
descriptions are given in Table 1.  

Intra graph clustering is the process of the relative partitioning the vertices of the 
graph into k disjoint sub-graphs where Gi = {Vi, Ei, Wi, Ai} and V =  and for 
any , . The ultimate goal is twofold; attain high quality clusters, and 
time efficiency. 

Table 1. Frequently used symbols and their brief description 

Symbol Description 
G A positive weighted, multi-label,  and undirected graph 
V Set of the graph vertices  
E Set of edges/links in between nodes 
N No. of nodes inside the graph G 
C Set of the centroids in the graph  
M No. of possible attributes which can be associated with the node in the graph 
K No. of clusters to be found within the graph space ,  Similarity between two arbitrary sets X and Y, each set contains variable number of elements |? | Magnitude of the inside item 

 A neighborhood vector of a vertex , all the nodes which are directly connected are considered 
to be in the neighborhood of the node 

 Number of links which are incident on the vertex  
 Weight associate on the link among node  and  

 If there exist a direct link between two vertices  and  
 If two vertices are indirectly connected with each other through an arbitrary path, when no direct 

link is present CSim ,  Collaborative similarity measure between two vertices in the graph 
 Objective function  ,  ith  cluster centroid, ith centroid contained in cList  
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3.2 System Architecture 

The proposed system architecture in Fig. 2 consists of two major components. Firstly, 
it requires estimating the relationship among nodes in the un-clustered graph. It will 
depict that how much relevance among nodes exists or correlated with each other 
topologically and contextually or semantically. During the clustering process the 
topological or contextual information remains unchanged so similarity among nodes 
is calculated once, in contrast to [14] and [13] which incrementally explore the search 
space and calculate the similarity as the new node encountered, and utilized multiple 
times in successive steps. 

 

 

Fig. 2. Proposed Architecture 

The similarity measures among nodes along the original graph information are the 
pre-requisites for the clustering component which is iterative in nature. Additionally, 
number of clusters k to be found is provided in advance. At the prior stage, we need 
influence factor α which can control the association among nodes based on 
topological structure and contextual relevance. 

3.3 Collaborative Similarity Measure (CSM) 

The similarity measure between graph vertices reflects the strength of their 
relationship or connectivity. In this approach, we utilize this strength for clustering 
similar vertices in one cluster and dissimilar to another. We have considered 
weighted, undirected, and multi-labeled vertex graphs, so relationship among two 
vertices can be found in the any of the following forms: (1) Directly Connected, (2) 
In-directly Connect, (3) Disconnected. 

In case of direct connection, Fig. 3b, two vertices must share a single link in 
between them. When there is no direct link between two vertices, e.g. vi and vj, 
however from vertex vi we can reach on the other vertex vj by following an arbitrary 
links then both vertices are indirectly connected with each other, as shown in Fig. 3c. 
Thirdly, in absence of direct and indirect link, vertices are stated as disconnected. In 
this paper we assume that two vertices are connected only with single link. 

In literature, Jaccard similarity coefficient measure [16], given in Eq. (1), is generally 
acceptable and most widely used especially in data mining applications [17]. Due to 

SIM X, Y |X Y||X Y| |X Y| |X| |Y| |X Y| (1)
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its simplicity, it has been utilized in many application areas to find out the relevance 
among the objects. Even though it is application independent, but in order to 
incorporate this similarity measure inside the proposed approach, we need to re-define 
the notions of the objects due to the presence of structural behavior.  The important 
structural factor of the graph is the links between the vertices to form an association. 

  

(a) (b) (c)

Fig. 3. Scenarios for similarity between source (green) and destination(red) nodes following 
some intermediate nodes (yellow)  (a) No direct path exist (b) Directly connected (c) In-directly 
connected, shortest path 

In Eq. (2), SIM ,  represents the similarity between two vertices by 
exploiting the topological structure of the graph. It can capture all three possible 
scenarios, e.g. connected, indirectly connected, and disconnected. We need to define 
another similarity measure which can cover contextual information contained by 
vertices of the node. Here contextual information or semantics means that node can be 
participating in multiple contexts. Consider the example of social network, where 
each user is represented with a vertex and there are some associated contexts, like a 
person’s role can be Teacher, Friend, Researcher, author/co-author of a paper. 

Our strategy is equally acceptable for weighted and un-weighted graphs. The weights on 
edges along the path are considered explicitly which is not the case is in [13]. It will 
enhance the intensity of the relation among nodes based on the weights associated with 
edges. If two nodes are sharing edges with high weight will obviously have higher 
similarity as compared to low weight edge sharing nodes. In the absence of edge 
weights, constant value is expected to be associated with each link in the graph. 

One of the key aspects of this approach is to consider contextual similarity which is 
defined in Eq. (3) along the structural cohesiveness of the nodes. Its importance is 
evident from the applications where the nodes emerge in different contexts. For 
example, in social network, the persons can be represented by nodes and edges among 
nodes reflect their relationships. Each person can have different roles or contexts like 

, | || | ,0,  (2)
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occupation as student, doctor, engineer, and designer etc. Similarly in co-author 
network,   each author is reflected with a node and if there are two authors of the same 
paper then a link is attach among those nodes in [14], [18]. Accordingly authors may 
have contributions in different areas of research at different time intervals; usually 
they used the labels or attribute associated with the corresponding nodes in the graph 
to reflect this information. 

, ∏ , &&∏ , || , ||  (3)

Collaborative Similarity  CSim ,
 

,  1 , , , ,   ,                       1 , ,
 (4)

The semantics or attributes associated with the vertices which define the context of each 
vertex can also be prioritized by an associated weight  in Eq. (3). At the beginning of 
the algorithm, these values get initialized and remain fixed throughout all computations. 

In order to find the similarity based on the set of shared features, Jaccard similarity 
coefficient measure gives us required functionality, elaborated in Eq. (1). 
Conclusively the similarity measure through which we consider three scenarios is 
given in Eq. (4). Both first and third scenarios are quite simple compared to the case 
when we have set of possible paths from source vertex to destination instead a direct 
or no link respectively. In order to extend the similarity for indirect path, we must 
utilize the desirable property, i.e. longer the path among two arbitrary vertices smaller 
the value of the similarity measure. Additionally, we should consider another property 
that the similarity measure value between two vertices along the entire path must be 
less than the intermediate vertices similarity.  

Lemma 1 (Transitivity): Let  be a path from source vertex 
 to target vertex . Then for all the intermediate vertices i =1, 2…, q 

 

Proof: It is based on the fact that the similarity value sim  lies in the 
interval [0, 1]. 

For any pair of vertices, many different paths may exist from initial vertex  to final 
vertex . The similarity value may vary based on the selected path. In order to avoid 
this variation and to be consistent, we have adopted shortest path between that pair of  
 

ᵱ = { ᵱ ᵱ ᵱ }
ᵱ ᵱ

ᵱ ᵱ
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vertices. Conceptually inside the dense community the similarity value is high because 
of transitivity property. However there is possibility to have smaller value even for 
shortest path as compared to other path options. This option is expected to have high 
computational cost. Mostly the shortest path produces larger value [13] unless an 
intermediate transition may cause significant similarity decrease, as given in Eq. (4). 

3.4 Algorithm Details 

The proposed method, Collaborative Similarity based Graph Clustering, can operate on 
undirected, weighted or un-weighted, and multi-attributed graph which requires two 
parameters as prior knowledge; number of clusters to be found even though it’s 
unsupervised and factor which controls the importance of the topological structure and 
contextual associations. It does not require altering the structure of the graph. 
Systematically, it consists of two main components similarity calculation and clustering 
which is iterative in nature. The pseudo code is omitted due to space limit. For the proof 
of the concept, we have illustrated the similarity and clustering results in Table (2). 

Initialization module considers the issues related to memory allocation, variable 
management for temporary and permanent storage.  Un-clustered graph data is 
retrieved and stored in the main memory for later processing. 

Similarity value estimation is core part of this algorithm because the subsequent 
processing is entirely dependent on the results of this module. Basically, the similarity 
value is anticipated among all possible pair of vertices in terms of their topological 
and behavioral or contextual resemblance, using Eq. (4). At this point, the most 
important factor which needs to be considered is the symmetry of the values due to 
undirected graph. For example if there are two vertices    then CSim ,  CSim , . 

At the last stage, the partitioning of the graph vertices is done by utilizing the pre-
calculated similarity values among vertices by employing the inherent features of the 
k-Medoid clustering infrastructure. In start vertices are randomly selected as the 
centroids (expected center points) or initial seeds to represent the hidden clusters. 
Then we associate neighboring vertices to the nearest centroids to make a partition 
based on their similarity distance.  Finally, the quality of each cluster is analyzed 
based on the density and entropy. The ultimate goal of this iterative process is to 
approximate the objective function, given in Eq. (5). 

The crucial part in this algorithm is to accurately measure the similarity value 
which can reflect the true relationship among vertices in the graph. Normally in a 
graph structure from one vertex to another there might be various paths available. In 
the heart of similarity calculation, the shortest path strategy has been incorporated to 
get rid of diverse paths dilemma. 

As you can observe, the relationship among all possible pairs of vertices is 
estimated, so in accordance with this if we have V the total number of vertices in the 
graph then the time complexity for estimating the collaborative similarity (which 
consider both aspects simultaneously) among each pair of vertices will be O(|V|2). On 
the other hand, similar task, i.e. similarity estimation, in SA approach [14] costs us O 
(|V|3) due to matrix multiplication. However, shortest path calculation is done 
efficiently in order of O (|E| + |V| log |V|) using the Fibonacci heap [22].  
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Table 2. (a) Collaborative Similarity among vertices given in Fig. 3 using Eq. (4), (b) 
Clustering results on the graph (in Fig. 3) by varying number of clusters (K), quality of each 
measure is calculated using Density and Entropy 

,
 

vertex V1 V2 V3 V4 V5 V6

V1 1 2.67 1.17 0.20 0.18 0.18

V2 2.67 1 0.92 0.15 0.14 0.14

V3 1.17 0.92 1 0.17 0.15 0.15

V4 0.2 0.15 0.17 1 0.92 0.92

V5 0.18 0.14 0.15 0.92 1 2.5

V6 0.18 0.14 0.15 0.92 2.5 1 
 

 

K Clustered Vertices Density Entropy 

2 {V1,V2,V3},{V4,V5,V6} 0.42 0.133 

3 {V1,V3},{V2},{V4,V5,V6} 0.28 0.084 

4 {V5},{V6},{V4},{V1,V2,V3} 0.21 0.084 

(a) (b) 

 
Where  an objective function which depends on two sub functions D … , E …  as density and entropy respectively. The detail description for each function can 

be obtained from [14]. A well know k-Medoid clustering strategy is adopted which 
have the tendency to explore the best centroid candidates iteratively. At the beginning 
of the cluster phase, the centroids picked randomly, and in subsequent iterations the 
summated distance is computed using similarity measures and compared to select 
vertex with maximum value as new centroid. The termination criteria for clustering 
process is the decline of the objective function described in Eq. (5) or small 
improvement in the function value over subsequent iterations. 

max 1  (5)

In our clustering scheme, the objective function  needs to be maximized for clusters 
quality enhancement. High density corresponds to tight connection among vertices and 
low entropy ensures that most of the vertices in the cluster have similar contextual 
aspects or labels. In this respect higher objective function value always leads us towards 
better performance. If there is no improvement with respect to objective function in 
consecutive iterations it is supposed to be converged or terminated. 

Influence factor α (alpha) is the controlling parameter which is exploited in Eq. (4) 
and Eq. (5) to balance the impact of both connectivity and semantics. Its value range 
is from 0 to 1. When alpha is 0 then vertices having similar attributes get clustered in 
one region irrespective of their interconnection and associated weights. However, 
value 1 has opposite impact to group densely connected regions of vertices instead 
their context. We have given an equal importance to both factors by taking its value 
0.5. In this paper, its value remains fixed throughout the clustering process. 

4 Empirical Analyses 

The experiments were carried out on single 32-bit machine having 2.40GHz Intel dual 
core processor with 4GB main memory, and windows 7 as an operating system. The 
proposed method and SA-Cluster methods have been implemented using open source 
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Abstract. Currently a large number of user-generated videos are pro-
duced on a daily basis. It is further increasingly common to combine
videos with a variety of meta-data that increase their usefulness. In our
prior work we have created a framework for integrated, sensor-rich video
acquisition (with one instantiation implemented in the form of smart-
phone applications) which associates a continuous stream of location and
direction information with the acquired videos, hence allowing them to
be expressed and manipulated as spatio-temporal objects. In this study
we propose a novel multi-level grid-index and a number of related query
types that facilitate application access to such augmented, large-scale
video repositories. Specifically our grid-index is designed to allow fast
access based on a bounded radius and viewing direction – two crite-
ria that are important in many applications that use videos. We present
performance results with a comparison to a multi-dimensional R-tree im-
plementation and show that our approach can provide significant speed
improvements of at least 30%, considering a mix of queries.

1 Introduction

Due to recent developments in video capture technology, a large number of user-
generated videos are produced everyday. For example, smartphones, which are
carried by users all the time, have become extremely popular for capturing and
sharing online videos due to their convenience, good image quality and wire-
less connectivity. Moreover, a number of sensors (e.g., GPS and compass units)
are commonly integrated in smartphones. Consequently, some useful meta-data,
especially geographical properties, can easily be captured while video is being
recorded. This association of video scenes and their geographic meta-data has
opened interesting research areas, for example, the meta-data can aid in the
indexing and searching of geo-tagged videos.

In our earlier work [3] we proposed to model the viewable scene area (i.e.,
the field-of-view, or FOV) of video frames as pie-shaped geometric figures using
geospatial sensor data, such as camera location and direction. This approach
describes a set of video frames as a series of spatial objects. Consequently, video
search can be rephrased as a known spatial data selection problem. The objective
then is to index the spatial objects and to search videos based on their geographic

H. Yu et al. (Eds.): DASFAA Workshops 2012, LNCS 7240, pp. 216–228, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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properties. Our previous study demonstrated the feasibility of geographic sensor
meta-data for searching large video repositories. To make a geospatial search
engine practical, there remain critical issues to be solved. Specifically the search
efficiency is a key goal which requires a high performance index structure to
manage large sets of meta-data. To the best of our knowledge, there has been
no such study for geo-tagged video search.

YouTube has recently archived 13 million hours of video in a single year (2010)
and its growth is still increasing [1]. Assuming all videos in a large repository are
represented using sensor meta-data, i.e., streams of geospatial objects, efficiently
searching among the meta-data becomes interesting. An important observation
in this context is that the geo-space is bounded while the number of videos
is open-ended. Based on this observation, we propose a new multi-level grid-
based index structure for geo-tagged videos. Specifically, the introduced structure
allows efficient access of FOVs based on their distance to the query location and
the cameras’ viewing directions. We introduce a number of related query types
which aim to support applications that focus on video-specific searches.

One of the unique query types proposed in this work is the k-Nearest Video
Segments query (k-NVS). A k-NVS query can significantly enhance human per-
ception and decision making in identifying requested video images, especially
when search results return a large number of videos in a high-density data area.
The query can additionally be specified with a bounded radius range to only re-
turn results within a maximum distance. Alternatively, the query may consider
a certain viewing direction that show the query point from the given direction.
An example application which can utilize k-NVS is to automatically build a
panoramic (360 degree) view of a point-of-interest. The application needs to
search for the nearest videos that observe the query point from different viewing
directions and that are within a certain distance from it.

In the remaining sections of the manuscript we describe our geo-tagged video
indexing and search approach, and report on an extensive experimental study
with synthetic datasets. The results illustrate that the grid index efficiently scales
to large datasets and significantly speeds up the query processing (compared to
an R-tree) especially for directional queries. The rest of this paper is organized as
follows. Section 2 provides background information and summarizes the related
work. Section 3 details the proposed data structure. Section 4 introduces the
new query types and details the query processing algorithms. Section 5 reports
the results of the performance evaluation of the proposed algorithms. Finally,
Section 6 concludes the paper.

2 Background and Related Work

2.1 Modeling of Camera Viewable Scene

The camera viewable scene is what a camera in geo-space captures. This area
is referred to as camera field-of-view (FOV for short) with a shape of a pie-
slice [3]. The FOV coverage in 2D space can be defined with four parameters:
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Fig. 1. Illustration of the FOV model in 2D
space

camera location P , camera’s orienta-

tion vector
−→
d , viewable angle α, and

maximum visible distance RV (see
Fig. 1). The location P of the camera
is the 〈latitude, longitude〉 coordinate
read from a positioning device (e.g.,

GPS). The camera’s orientation
−→
d is

obtained based on the orientation an-
gle (θ), which can be acquired from
a digital compass. The camera view-
able angle (α) is calculated based on

the camera and lens properties for the current zoom level [8]. The visible dis-
tance RV is the one at which a large object within the camera’s FOV can be
recognized. Then, the camera viewable scene at time t is denoted by the tuple
FOV (P 〈lat, lng〉, θ, α,RV ). The tuple values, i.e., the geospatial meta-data, are
acquired from embedded sensors during video capture.

2.2 Related Work

Associating geo-location and camera’s orientation information for video retrieval
has become an active topic. Hwang et al. [10] and Kim et al. [11] proposed a
mapping between the 3D world and the videos by linking the objects to the video
frames in which they appear, using GPS location and camera’s orientation. Liu
et al. [13] presented a sensor enhanced video annotation system (referred to as
SEVA). Our prior work [3] proposed a viewable scene model to link the video
content and sensor information. However, none of the above methods addresses
indexing and searching issues, on the large scale.

Our approach represents each video frame as a spatial object. There exist two
categories of spatial data indexing methods: data-driven structures and space-
driven structures [17]. The R-tree family (including R-tree [9], R+-tree [18],
R∗-tree [5]) belongs to the category of data-driven structures. However, these
methods are designed mainly for supporting efficient query processing while
the construction and the maintenance of the data structure is computationally
expensive. The space-driven structures include methods such as quadtree [7]
and Voronoi diagram [16]. Recent researches use either the skip quadtree [6] or
Voronoi diagram [15] to process multiple types of queries. However, these data
structures consider spatial objects as points or small rectangles, and none of
them are appropriate to index our FOV model.

Our prior work [12] proposed a vector-based approximation model to effi-
ciently index and search videos based on the FOV model. It mapped an FOV
to two individual points in two 2D subspaces using a space transformation.
This model works well on supporting the geospatial video query features, such
as point query with direction and bounded distance between the query point
and camera position. However, it does not investigate query optimization issues.



Grid-Based Index and Queries for Large-Scale Geo-tagged Video Collections 219

Vector model works effectively for basic query types, such as point and range
query, but does not support the k-NVS query. Moreover, there was no con-
sideration in scalability. Next we will introduce the proposed three-level index
structure.

3 Grid-Based Indexing of Camera Viewable Scenes

We present our design of the memory-based grid structure for indexing the cov-
erage area of the camera viewable scenes. The proposed structure constructs a
three-level index (see Fig. 2). Note that, each level of the index structure stores
only the ID numbers of the FOVs for the efficient search of the video scenes.
The actual FOV meta-data (i.e., P , θ, α, and RV values) are stored in a MySQL
database where the meta-data for a particular FOV can be efficiently retrieved
through its ID number. Fig. 3 illustrates the index construction with an example
of a short video file. In Fig. 3 (c), only the index entries for the example video
file are listed.
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( n̂
m̂

m̂

FOV meta-data

)

Fig. 2. Three-level grid data structure

The first level organizes the embedding geo-space as a uniform coarse grid. The
space is partitioned into a regular grid ofM×N cells, where each grid cell is an δ×
δ square area, and δ is a system parameter that defines the cell size of the grid. A
specific cell in the first-level grid index is denoted by C�1(row, column) (assuming
the cells are ordered from the bottom left corner of the space). Specifically, FOVs
are mapped to the grid cells that overlap with their coverage areas and each grid
cell maintains the IDs of the overlapping FOVs.

The second-level grid index organizes the overlapping FOVs at each first-level
cell based on the distance between the FOV camera locations and the center of
the cell. To construct the second-level grid, each C�1 cell is further divided into
s × s subcells of size

(
δ
s × δ

s

)
, where each subcell is denoted by C�2(f, g) (see

Fig. 2). s is a system parameter and defines how fine the second-level grid index is.
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(a) First-level grid. (b) Second-level grid. (c) Index tables.

Fig. 3. Index construction example

For each first level grid cell C�1(m,n), we maintain the range of the second-level
subcells, covering the region in and aroundC�1(m,n) and containing all the FOVs
that overlap with the cell C�1(m,n). In Fig. 2, the shaded region at C�2 shows the
range of C�2 subcells corresponding to the first-level cell C�1(m,n). Note that the
FOVs whose camera locations are at most RV away from cell C�1(m,n), will also
be included in that range. In the example shown in Fig. 3, the second-level range
for C�1(m,n) includes all subcells C�2(1, 1) through C�2(8, 8). In order to retrieve
the FOVs closest to a particular query point in the cellC�1(m,n), first, the second-
level cell C�2(f, g) where the query point resides is obtained, and then the FOV
IDs in and around subcell C�2(f, g) are retrieved, where the FOVs are ordered ac-
cording to their distances to the query point. The second-level index enables the
efficient retrieval of the closest FOVs in the execution of k-NVS queries.

The first- and second-level grid cells hold the location and distance informa-
tion only, therefore cannot fully utilize the collected sensor meta-data, such as
direction [12]. To support the directional queries we construct a third-level in
the index structure that organizes the FOVs based on the viewing direction.
The 360 ◦ angle is divided into x ◦ intervals in clockwise direction, starting from
the North (0 ◦). We assume an error margin of ±ε◦ around the FOV orientation
angle θ◦. Each FOV is assigned to one or two of the view angle intervals that its
orientation angle margin (θ◦±ε◦) overlaps with. In Fig. 3, the third table lists
the third-level index entries for the example video for x=45 ◦ and ε=15 ◦.

For a video collection with about 2.95 million FOVs, the index size for the
three-level index structure is measured as 1.9GB. As the dataset size gets larger
the index size grows linearly. For example, for datasets with 3.9 million and 5.4
million FOVs, the index size is measured as 2.5GB and 3.3 GB, respectively. In
our experiments in Section 5, we report the results for a dataset of 5.4 million
FOVs. Next we will describe the query processing for various query types.
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4 Query Processing

We represent the coverage of a video clip as a series of FOVs where each FOV
corresponds to a spatial object. Therefore the problem of video search is trans-
formed into finding the spatial objects in the database that satisfy the query
conditions. In searching video meta-data, unlike a general spatial query, the
query may enforce additional parameters. For example, it may search with a
range restriction for the distance of the camera location from the query point
(query with bounded radius) or it may ask only for the videos that show the query
location from a certain viewpoint (query with direction). In this section we in-
troduce several new spatial query types for searching camera viewable scenes.
All the queries work at the FOV level. We formulate them in Section 4.1 and
explain the query processing in Section 4.2.

4.1 Query Definitions

Let FOVvj = {FOVvj (i), i = 1, 2, ..., n̂j} be the set of FOV objects for video vj
and let FOV={FOVvj , j = 1, 2, ..., m̂} be the set of all FOVs for a collection of
m̂ videos. Given FOV, a query q returns a set of video segments

{
V Svj (s, e)

}
,

where V Svj (s, e)=
{
FOVvj (i), s ≤ i ≤ e

}
is a segment of video vj which includes

all the FOVs between FOVvj (s) and FOVvj (e), where i stands for the ith frame.

Definition 1. Point Query with Bounded Radius (PQ-R): Given a query point
q in geo-space and a radius range from MINR to MAXR, the PQ-R query
retrieves all video segments that overlap with q and whose camera locations are
at least MINR and at most MAXR away from q, i.e.,

PQ-R(q,MINR,MAXR) :
q × FOV → {

V Svj (s, e), where ∀j ∀i s ≤ i ≤ e, FOVvj (i) ∩ q �= ∅

and MINR ≤ dist(P (FOVvj (i)), q) ≤ MAXR

}
,

where P returns the camera location of an FOV and function dist calculates the
distance between two points.

Definition 2. Point Query with Direction (PQ-D): Given a query point q in geo-
space and viewing direction β, the PQ-D query retrieves all FOVs that overlap
with q and that were taken when the camera was pointing towards β with respect
to the North. Using only a precise direction value β may not be practical in video
search, therefore a small angle margin ε is introduced. The query searches for
the video segments whose directions are between β − ε and β + ε.
PQ-D(q,β): q × FOV → {

V Svj (s, e), where ∀j ∀i s ≤ i ≤ e, FOVvj (i) ∩ q �= ∅

and β − ε ≤ D(FOVvj (i)) ≤ β + ε
}
,

where D returns an FOV’s camera direction angle θ with respect to the North.

Definition 3. Range Query with Bounded Radius (RQ-R): Given a rectangular
region qr in geo-space and a radius range from MINR to MAXR, the RQ-
R query retrieves all video segments that overlap with qr and whose camera
locations are at least MINR and at most MAXR away from the border of qr.
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Definition 4. Range Query with Direction (RQ-D): Given a rectangular region
qr in geo-space and a viewing direction β, the RQ-D query retrieves all video
segments that overlap with region qr and that show it with direction β.

Definition 5. k-Nearest Video Segments Query (k-NVS): Given a query point
q in geo-space, the k-NVS retrieves the closest k video segments that show q.
The returned video segments are ordered based on their distance to q.
k-NVS(q,k): q × FOV→{

(VSvj (s1, e1), ..,VSvj (sk, ek)) , where ∀st, et(t = 1, .., k),
and ∀j∀i st ≤ i ≤ et, FOVvj (i) ∩ q �= ∅

and dist(V Svj (st, et), q) ≤ dist(V Svj (st+1, et+1), q)
}
,

The function dist calculates the minimum distance between the camera locations
of a video segment and the query point.

Definition 6. k-Nearest Video Segments Query with bounded Radius (k-NVS-R):
Given a query point q and a radius range from MINR to MAXR, the k-NVS-R
query retrieves the closest k video segments that show q from a distance between
MINR to MAXR. The returned video segments are ordered by distance.

Definition 7. k-Nearest Video Segments Query with Direction (k-NVS-D): Given
a query point q and a viewing direction β, the k-NVS-D query retrieves the clos-
est k video segments that show q with the direction β.

4.2 Algorithm Design

The query processing is performed in two major steps. First, the FOVs (i.e., the
video frames) that satisfy the query conditions in the set FOV are retrieved.
The returned FOVs are grouped according to the video files that they belong
to. Next, the groups of adjacent FOVs from the same videos are post processed
to retrieve as the video segments in the query results. We argue that, the length
of the resulting video segments should be larger than a certain threshold length
for visual usefulness. In our implementation, for the point and range queries, the
returned FOVs are processed to find out the consecutive FOVs that form the
segments. For the k-NVS query, the video segments are formed simultaneously as
the closest FOVs are retrieved. If two separate segments of the same video file are
only a few seconds apart, they are merged and returned as a single segment. In
the following paragraphs, we will describe these queries under three groups: Point
query (PQ-R and PQ-D), Range query (RQ-R and RQ-D) and k-NVS query (k-
NVS and k-NVS-D). Within each query group, we will further elaborate on the
direction and bounded radius queries. Please refer to our technical report [14]
for the detailed description of the query processing algorithms.

We retrieve the FOVs that match the query requirements in two steps: a filter
step followed by a refinement step. First, in the filter step, we search the three-
level index structure starting from the first level and then moving down to the
second and third levels, if needed. We refer to the resulting set of FOVs from
the filter step as the candidate set. In the refinement step, an exhaustive method
is carried out to check whether an FOV actually satisfies the query conditions.
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xQFOV1

FOV2

MINR
MAXR

Fig. 4. Applying the distance
condition for the PQ-R query

Point Query. The PQ-R query searches the video
frames with a certain radius range restriction for
the distance of the camera locations from the
query point, according to the required level of
details in the video. And the PQ-D query ex-
ploits the collected camera directions to retrieve
the video segments that show the the query point
from the requested viewing direction. When pro-
cessing the point query, we first calculate the first-
level cell ID C�1 where the query point is located.
For the typical point query (PQ), the set of can-
didate FOVs would include all FOVs indexed at
the cell C�1. For PQ-R, we additionally apply the

distance condition given by the radius range (MINR, MAXR). We reduce
the search area for the candidate FOVs in the second-level index by eliminating
the subcells outside of the radius range. For example, in Fig. 4, according to the
minimum (MINR) and maximum (MAXR) distance conditions, only the FOVs
located between the two dotted circles will be returned. Both video frames FOV1

and FOV2 overlap with q. However, since the camera location of FOV2 is outside
of the shaded region, indicating that the distance is farther than MAXR, FOV2

will not be included in the candidate set. For PQ-D, we check the third–level
index cell to find cells that cover the query angle range given by (β-ε, β+ε).
After the candidate FOVs are retrieved, we run the refinement step to get the
actually matching FOVs.

Range Query. When the search application asks for the videos that show a
region qr, rather than a point location q, it may issue a range query. The RQ-R
query queries the closeness to the query region, and the RQ-D query searches
for the scenes of the query region from different view points. In our range query
processing algorithm, we use a hybrid approach where we try to cover the query
region with a mixture of C�1 and C�2 cells. We try to minimize the uncovered
regions in cells (i.e., minimizing the false positives) and at the same time, we
also try to minimize the duplicate FOV IDs in the candidate set, by using as
many C�1 cells as possible. The goal is to reduce the size of the candidate set, so
that the time required to process the FOVs in the refinement step is minimized.
Hence, among the C�1 cells that overlap with qr, we choose the cells whose
overlap areas are larger than a certain threshold value φ. If the overlap area is
less than φ, we cover the overlap region with the C�2 subcells.

k-NVS Query. In our geo-tagged video search system, we propose the k-Nearest
Video Segments query as, “For a given point q in geo-space, find the nearest k
video segments that overlap with q.” Taking Fig. 5 as an example, the cam-
era locations of the video segment V1 at time t are closer to the query point q
than that of V2. Due to the camera location and viewing direction, the FOVs
of V1 cannot cover q while the FOVs of V2 can. In the k-NVS query, V2 will be
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Algorithm 1. k-Nearest Video Segments (k-NVS) Query

Input: query point: q〈lat, lng〉, number of output video segments: k,
Output: vector segments

〈
V Svj (st, et)

〉

1 C�1 = getCellID(q), C�2 = getSubCellID(q);
2 priority queue sortedFOV s 〈 FOV ID, distance to q 〉 = ∅;
3 subCellsInR = applyRadius(q, C�2, 0, RV ); i=0; distClose=δ/s;
4 while not enough FOV s AND nextSubCells=getNeighbors(q,subCellsInR,i++)

is not empty do
5 candidateFOV s = fetchData(nextSubCells);
6 for all the FOV s in the candidateFOV s do
7 if pointInFOV(q, FOV ) then
8 sortedFOV s.push(〈FOV ID, dist(q, FOV )〉);
9 end

10 end
11 while sortedFOV s.top() ≤ distClose AND numsegments < k do
12 topFOV = sortedFOV s.pop();
13 if isNewSegment(topFOV ,res) then
14 numsegments++;
15 end
16 res.push(topFOV );

17 end
18 i++; distClose+ = δ/s;

19 end
20 return segments = getVideoSeg(res)

selected as the nearest video considering the visibility. Additional radius range
and viewing direction requirements can be added through the k-NVS-R and
k-NVS-D queries. Algorithm 1 formulates the k-NVS query processing. We first

Fig. 5. Illustration of k-NVS
query

retrieve the C�1 and C�2 cells where q is located
and then search the neighboring subcells around
C�2 from which the FOVs can see q. In Algo-
rithm 1, we first retrieve the candidate FOVs in
the subcells closest to C�2. And at each round we
gradually increase the search distance by δ/s and
retrieve the FOVs in the next group of cells within
the enlarged distance. We apply the refinement
step on these candidate FOVs and store them in
a priority queue, in which the FOVs are sorted
based on their distance to q. After each round,
the resulting FOVs are organized as videos seg-
ments. The search for resulting FOVs ends either

when the number of video segments reaches k or when there are no more subcells
that need to be checked.
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5 Experimental Evaluation

5.1 Data Generation and Experimental Settings

Due to the difficulty of collecting large set of real videos, synthetic dataset for
moving cameras with positions inside a 75km × 75km region in the geo-space
is used to test the performance of the grid-based index structure. We generate
camera trajectories using the Georeferenced Synthetic Meta-data Generator [4].
The generated synthetic meta-data exhibit equivalent characteristics to the real
world data. The camera’s viewable angle is 60 ◦ and the maximum visible dis-
tance (RV ) is 250m [3]. In the experiments, we generated a dataset with about
5.4 million video frames. To simulate real-world case, we set the maximum speed
of moving cameras as 60km/h, with the average speed as 20km/h. Besides the
speed limit, we also set the camera’s maximum rotation limit as 30 ◦ per second,
which guarantees that the camera rotates smoothly. The detailed parameters for
generating the dataset can be found in our technical report [14].

For all the experiments we constructed a local MySQL database and stored
all the FOV meta-data, as well as the index structure tables. All the experiments
were conducted on a server with two quad core Intel(R) Xeon(R) X5450 3.0GHz
CPUs and 16GB memory running under Linux RedHat 2.6.18. All the compar-
isons are based on the geo-coordinates (latitude and longitude). The experiment
results show the cumulative number of FOVs returned for 10, 000 randomly
generated queries within the experiment region. In our experiments, we mainly
measure the Processing Time (PT for short) and the number of Page Access
(PA for short). PT includes the total amount of time for searching for the can-
didate set through the index structure in the filter step and the time for using
the exhaustive method to process the refinement step. We assume that even if
the index structure is in memory, when we access to it, we count PA as it was on
disk. This helps to analyze the performance if the index structure is disk-based
instead of memory-based. In the following experiments, if not specifying, the
default value of k is 20. The important parameters are shown in Table 1 and
more details are summarized in our technical report [14].

5.2 Comparisons

R-tree is one of the basic index structures for spatial data which is widely used. In
our experiments, we insert the Minimum Bounding Rectangle (MBR for short)
of all FOVs into an R-tree and process the query types based on this R-tree for
comparison. We use the R-tree implementation by Melinda Green [2] which is
highly optimized and achieves good performance. On the R-tree, we first search
for all the FOVs whose MBRs overlap with the query input (filter step) and
then use the exhaustive method to calculate the actual overlap (refinement step).
Consequently, some of the parameters (e.g., value of k for k-NVS query, distance
condition, etc.) have no effect on PA for the R-tree.
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Table 1. Experiment pa-
rameters and their values

Parameter Value

Page Size 4096

Cache Size 4096

Non-Leaf Node Size 64

Leaf Node Size 36

C�1 Node Size 68

C�2 Node Size 36

C�3 Node Size 4

FOV Meta-data 32

Grid Size δ 250m

Cell Division Factor s 4

Angle Error Margin ε 15 ◦

Overlap Threshold φ 30%
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Effect of the Direction Condition. We first proceed to study the efficiency of
the proposed grid-based index structure with directional queries. The 2D and 3D
R-trees used in Fig. 6 denote the R-tree for processing queries without and with
direction condition, respectively. In this experiment, the query datasets used for
directional queries are same as those used in queries without direction, except the
additional viewing direction constraint. Fig. 6 (a) shows that, in the processing
of PQ-D and k-NVS-D queries, PT of the 3D R-tree is almost two times of that
of the 2D R-tree. The reason is that searching one more dimension slows down
the performance of the R-tree. When processing RQ-D query, although searching
for candidate sets costs more time, PT of the 3D R-tree is smaller because of
less number of candidates obtained from the filter step, which accelerates the
refinement step. On the contrary, the grid-based approach accesses the third-
level grid (C�3) to narrow down the search for a small amount of meta-data.
Fig. 6 (b) shows that PA for the 3D R-tree is over eight times larger than that
of the 2D one. In contrast, PA for the grid-based approach processing directional
queries shrinks to about half of the ones without direction restriction.

Effect of the k Value. Next we study the effect of the k value for k-NVS query.
As k increases, PT increases for the grid-based index at the beginning and keeps
nearly unchanged when k is larger than 200, which is close to the maximum
number of FOVs found in PQ. PT for R-tree is almost the same with different k
values because all the results are found and sorted once. When k is larger than
150, PA for the proposed approach is almost the same since the searching radius
is enlarged to the maximum according to the design of the structure. In Figs. 7,
the gap between the two structures in PT and PA shows that even if the datasets
are large and k is big, the proposed structure performs better than R-tree.
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Fig. 8. Effect of distance condition

Effect of the Distance Condition. We finally evaluate the effect of the dis-
tance condition by varying the radius range from 25m to 250m. The results
shown in Fig. 8 are the averages of the different radius ranges. In general, our
grid-based index structure greatly outperforms the R-tree on both PT and PA.
As shown in Figs. 8 (d), (e) and (f), PA of R-tree remains the same because
R-tree finds out all the FOVs whose MBRs overlap with the query in the filter
step, regardless of the radius range. In contrast, PA of the proposed method
grows as the radius range becomes larger.

6 Conclusions

In this study we proposed a novel multi-level grid-based index structure and a
number of related query types that facilitate application access to augmented,
large-scale video repositories. Our experimental results show that this structure
can significantly speed up query processing, especially for directional queries,
compared to the typical R-tree spatial data index structure. The grid-based
approach successfully supports new geospatial video query types such as queries
with bounded radius or queries with direction restriction. We also demonstrate
how to form the resulting video segments from FOVs retrieved.
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Abstract. Currently, most indexing methods of moving objects are focused on 
the past position, or the present and future one. In this paper, we propose a novel 
indexing method, called History TPR*-tree(HTPR*-tree), which not only 
supports predictive queries but also partial history ones involved from the most 
recent update instant of each object to the last update time of all objects. Based on 
the TPR*-tree, our Basic HTPR*-tree adds creation or update time of moving 
objects to leaf node entries. In order to improve the update performance, we 
present a bottom-up update strategy for the HTPR*-tree by supplementing a hash 
table, a bit vector and a direct access table. Experimental results show that the 
update performance of the HTPR*-tree is better than that of the Basic 
HTPR*-and TPR*-tree. In addition to support partial history queries, the update 
and predictive query performance of the HTPR*-tree are greatly improved 
compared with those of the RPPF-tree. 

Keyword: Basic HTPR*-tree, History TPR*-tree, bottom-up update strategy. 

1 Introduction 

Traditional spatial index structures are not appropriate for indexing moving objects 
because the constantly changing locations of objects requires constant updates to the 
index structures and thus greatly degrades their performance. Numerous researchers 
have studies index structures for moving objects. They can be classified into two major 
categories depending on whether they deal with past position query or future 
prediction.  

In general, indexing about past positions or trajectories of moving objects only stores 
history information from some past time until the time of the most recent position 
sample of each object o(to

mru). However, indexing of the current and anticipated future 
positions can only supports the query from the last update time (tlu=max( to

mru|o∈O) to 
the future. Simply combining the two kinds of indices does not solve the indexing 
problem: for any object, its position for times in-between the time of the most recent 
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sample and the last update time of all objects cannot be indexed readily with most of 
existing techniques.   

Figure 1 shows the trajectories of three one-dimensional moving objects. The first type 
of index supports the solid parts, and the second type supports the dashed parts. How to 
store the dash-dotted parts is the most important issue in the index structures of moving 
object. For example, because the query time of timeslice query Q2 is earlier than the last 
update time (tlu) of all objects but later than the most recent update instant of all objects 
(tmru=min( tomru |o∈O), querying the indexing about past trajectories of moving objects 
only achieves partial objects such as O3. However, querying index of the current and 
anticipated future positions cannot get any object although objects O1 and O2 should be 
obtained in query Q2. In order to realize query Q2 completely, indexing of the 
dash-dotted parts is a very important issue and we will focus on it in this work.  

In order to completely query near-past positions and even from the past to the future 
positions of moving objects, several indices are proposed in the literature. For example, 
applying partial persistence to the TPR-tree, Pelanis et al. [1] propose RPPF-tree which 
can index the past, present and anticipated future position of moving objects. However, 
because of time split of node, a history trajectory segment may be stored in several 
entries and even in several nodes, which greatly increases query and update cost. 
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Fig. 2. MBRs & VBRs at reference time 0 

As we know, the TPR-tree [2] and the TPR*-tree [3] are the most typical indexing 
methods in all indices of the current and anticipated future positions of moving object. 
However, in both the TPR- and TPR*-tree, partial history trajectories of moving 
objects which do not update at the last update time (tlu) are implicit (such as O1 and O2 
in Figure 1) and thus they cannot be queried. In order to query history trajectories in the 
TPR*-tree, the index structure should be modified. Traditionally an update operation in 
an R-Tree based index involves a top-down deletion followed by a top-down insertion. 
In an environment where updates are frequent, top-down update may result in a huge 
performance bottleneck. So, update of the TPR- and TPR*-tree which adopts top-down 
approach is inefficient. Lee et al. [4] propose bottom-up update approach for R-Tree. 
Liao et al. [5] apply bottom-up update strategy to the TPR-tree and propose HTPR-tree.  
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This paper proposes a novel index structure based on the TPR*-tree, named History 
TPR*-tree (HTPR*-tree), which takes into account moving object creation time or 
update time in the leaf node entry. HTPR*-tree not only supports predictive queries, but 
also supports partial history queries involved from the most recent update instant of 
each object (to

mru) to the last update time (tlu) of all objects. At the same time, bottom-up 
update strategy is applied to the new index in order to support frequent update. This 
new index structure is the foundation of indexing the past, present and future positions 
of moving objects. 

The rest of the paper organized as follows. Section 2 presents related works. Section 3 
describes the TPR-tree and the TPR*-tree. The structure of the Basic HTPR*-tree, the 
dynamic maintenance, and query algorithms are described in section 4. Section 5 
discusses the bottom-up update of the HTPR*-tree. Section 6 contains an extensive 
experimental evaluation, and we present our conclusions and future work in section 7. 

2 Related Works 

A number of index structures have been proposed for moving object database. Most of 
these index structures are classified into two categories; one of them is to handle past 
positions or trajectories, and the other is to handle current and future positions.  

History trajectories of moving object are generally given by polylines. Because the 
R-tree is easily capable of indexing line segments, some variations of the R-tree are 
adopted for polylines indexing. The STR-tree [6] attempts to group segments according 
to their trajectory memberships, also taking spatial locations into account. The TB-tree 
[6] aims only for trajectory preservation, leaving other spatial properties aside. Kumar 
et al. [7] apply partial persistence to the R-tree (PPR-tree), the objective being to 
support spatio-temporal applications. Based on the multi-version B-tree (MVB-tree), 
Tao and Papadias [8] propose the MV3R-tree which consists of an MVR-tree and a 3D 
R-tree to index past trajectory data. 

All the above indices capture only the positions of objects from some past time up 
until the time of the most recent update. However, they could not describe past 
positions for times in-between the most recent update instant of each object (to

mru) and 
the last update time (tlu) of all objects (described as the dash-dotted parts in Figure 1). 

The representations of the current and near-future positions of moving objects are 
quite different, as are the indexing challenges and solutions. Tayeb et al. [9] use the 
PMR-quadtree as their underlying spatial access methods for indexing the future 
trajectories. Papadopoulos et al. [10] use the duality transformation to transform a line 
segment (e.g., trajectory) from the time-space domain into a point in the 
two-dimensional space. Patel et al. [11] propose an indexing method, called STRIPES, 
which indexes predicted trajectories in a dual transformed space. By introducing 
parametric bounding rectangles in R-tree, the TPR-tree [2] provides the capability to 
answer the queries about current positions and future positions. The TPR*-tree [3] 
improved upon the TPR-tree by introducing a new set of penalty functions based on a 
revised query cost model. This leads to a different grouping of objects into index tree 
nodes. 
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Based on the B+-tree, indices for moving objects not only supporting queries 
efficiently but also supporting frequent updates are proposed. Jensen et al. propose the 
Bx-tree [12], which employs space partitioning and data/query transformations to 
index object positions and has good update performance. Chen et al. propose the 
ST2B-tree [13], a Self-Tunable Spatio-Temporal B+-Tree index for moving object 
database, which is amenable to tuning.  

Several indices support both the past and the future movement of the objects. Sun et 
al. [14] propose a method for approximate query based on multidimensional 
histograms. The BBx-tree proposed by Lin et al. [15] retains the old phases so that past, 
present, and future positions of moving objects are indexed, but it only indexes broken 
“polylines”.  

Among many indexing techniques for moving objects, the RPPF-tree [1] is based on 
the TPR-tree and support query from the past to the future positions of moving objects. 
It can not only accurately index position for times in-between the most recent instant of 
each object and the last update time of all objects, but also describe connected 
trajectories of objects. However, since a history trajectory segment stored in several 
entries and even in several nodes leads to very complicated query and update 
procedure, a more practical indexing method should be developed. 

3 TPR- and TPR*-Tree 

3.1 TPR-Tree 

The TPR-tree [2] is essentially a time parameterized R*-tree. The index stores 
velocities of the elements along with their positions in nodes. The index structure as 
well as the algorithms for search, insert and delete used are very similar to that of 
R*-tree. A two-dimensional moving object is represented with MBR oR={oR1-, 
oR1+,oR2-,oR2+} where oRi- (oRi+) describes the lower (upper) boundary of oR along the 
i-th dimension (1≤i≤2), and VBR oV={oV1-,oV1+,oV2-,oV2+} where oVi- (oVi+) describes the 
velocity of the lower (upper) boundary of oR along the i-th dimension (1≤i≤2). Figure 2 
shows the MBRs and VBRs of 4 objects a, b, c and d at reference time 0. The arrows 
(numbers) denote the directions (values) of their velocities. The MBR and VBR of b are 
bR={3,4,4,5} and bV={1,1,1,1} respectively. In Figure 2, the objects are clustered into 
one leaf node e whose MBR and VBR are eR={3,7,4,8} and eV ={-1,1,-1,1} respectively. 
The MBR of a non-leaf entry always encloses those of the objects in its subtree, but it is 
not always tight. For example, e at timestamp 2 is much larger than the tightest 
bounding rectangle for 4 objects a, b, c and d.  

3.2 TPR*-Tree 

Tao et al. [3] propose a cost model, and a hypothetical optimal tree for predictive indices 
using a TPR-tree style of indexing, and replace integral penalty metrics with the area of 
sweeping region. Given a moving object o and a time interval T, the sweeping region 
SR(o,T) is the region swept by o during T. The area of sweeping region is described as 
ASR(o,qT).The TPR*-tree improves the TPR-tree by employing a new set of insertion and 
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deletion algorithms that aim at minimizing equation: Cost(q)=∑every node oASR(o’,qT). At the 
same time, it proposes a novel ChoosePath algorithm (finding the best insertion path 
globally) to determine the node at any level that has the least cost of deterioration.  

Insertion to a full node generates an overflow, in which case both the TPR- and 
TPR*-trees re-insert a fraction of the entries from the node. In TPR- tree, the removed 
entries have a high chance to be re-inserted back into node which contains entries need 
to be removed again. The TPR*-tree uses Pick Worst to return a set of entries whose 
removal reduces the MBR or VBR of the parent node, which greatly decreases the 
chance of node split, and only those nodes that still overflow after being re-inserted 
entries should be split. In addition, the TPR*-tree proposes an improved active 
tightening technique that allows adjusting multiple MBRs in a single deletion when the 
object to be removed falls in the overlapping region of these MBRs. 

Because of the above improvement, the TPR*-tree is nearly optimal and significantly 
outperforms the TPR-tree under all conditions. Neither the TPR-tree nor the TPR*-tree, 
however, can support partial history queries involved from the most recent update instant 
of each object to the last update time of all objects. In order to query history trajectories 
hided in the TPR*-tree, the index structure should be modified. 

4 Basic HTPR*-Tree 

In this section, the index structure of the Basic HTPR*-tree is shown and the insertion, 
deletion and search algorithms are discussed. 

4.1 Index Structure 

Different from the TPR*-tree, leaf node entry of the Basic HTPR*-tree includes 
creation or update time of object, and non-leaf node entry includes the minimal (and the 
maximal) creation or update time of all objects in leaf nodes pointed by itself. The 
structure of each leaf node entry is of the form (oid, tpp, st). Here oid is the identifier of 
the moving object, st is creation or update time of object, and tpp=(x; v)=(x1,…, xm; 
v1,…, vm), with the xi and vi being the position and velocity in i dimension, respectively, 
of the object at time st. 

The structure of each non-leaf node entry is in the form of (ptr, tpbr, st1, st2). Here 
ptr is a pointer that points to the child node. St1 is the minimal creation or update time 
of moving objects included in the child node pointed by ptr, and st2 is the maximum 
value compared with st1. The tpbrs of the HTPR*-tree are bound time-parameterized 
points which bound objects since time st1. The resulting tpbr has 4m coordinates:  
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Figure 3 shows a leaf node e including four point objects {o1, o2, o3, o4} in 
one-dimensional Basic HTPR*-tree. Here o1={ o1, 4, 0.1, 2}, o2={ o2, 3.5, 0.2, 3}, 
o3={ o3, 2.8, 0.05, 3}, o4={ o4, 3.4, -0.2, 4}. So the corresponding TPBR in entry 
describing leaf node e is ([3, 4], [-0.2, 0.2]), st1=2 and st2=4. 
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Fig. 3. A leaf Node e Including Four Point 
Objects 

Fig. 4. Insert a Moving Point Object o6 

4.2 Insertion  

Because the creation or update time of moving objects is included in leaf node entries 
of the Basic HTPR*-tree, and non-leaf node entry is different from leaf node entry, the 
insertion algorithm is a bit more complicated than that of TPR*-Tree. 

Algorithm 1 shows the insertion of a moving object in the Basic HTPR*-tree. First, 
the insertion algorithm initializes two empty re-insertion lists Lreinsert1 and Lreinsert2 to 
accommodate re-insertion moving objects and non-leaf node entries, respectively. 
Then, the algorithm calls different functions according to whether the root of 
HTPR*-tree is a leaf node or not. Finally, the algorithm inserts each object in Lreinsert1 

and each entry in Lreinsert2 to the Basic HTPR*-tree. 
Algorithm 2 describes inserting a moving object to a leaf node, and algorithm 3 

describes inserting a moving object to the Basic HTPR*-tree rooted by a non-leaf node. 
Non-Leaf Node Insert_e is used to insert non-leaf node entry in the Basic HTPR*-tree. 
Because space limited, we omit it in this paper. 

—————————————————————————————————— 
Algorithm 1. Insert (r, o) 
/*Input: o is a moving object with oid, MBR, VBR, st; r is the Basic HTPR*-tree*/ 
1.  root=Root(r)  /*achive the root of the Basic HTPR*-tree 
2.  re-insertedi=false for all levels 1≤i≤h−1 (h is the tree height) 
3.  initialize two empty re-insertion list Lreinsert1 and Lreinsert2 

4.  if root is leaf node    invoke Leaf Node Insert (root, o) 
5.  else               invoke Non-Leaf Node Insert (root, o) 
6.  for each data o' in the Lreinsert1 
7.     if root is leaf node    invoke Leaf Node Insert (root, o’) 
8.     else               invoke Non-Leaf Node Insert (root, o’) 
9.  for each entry e in the Lreinsert2 

10.        invoke Non-Leaf Node Insert_e (root, e) 
End Insert  
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Algorithm 2. Leaf Node Insert (N, o) 
/* Input: N is the leaf node where object o is inserted */ 
1. enter the information of o  
2. if N overflows 
3.  if re-inserted0=false   //no re-insertion at leaf level yet 
4.    invoke Pick Data Worst to select a set Sworst of objects 
5.    remove objects in Sworst from N; add them to Lreinsert1 
6.    re-inserted0=true 
7.  else 
8.    invoke Leaf Node Split to split N into itself and N' 
9.    obtain entry e describe node N’ 
10.    invoke Non-Leaf Node Insert_e (P,e)   /*P be the parent of N*/ 
11. adjust the MBR/VBR/st1/st2 of the node N 
End Leaf Node Insert (N, o) 
 
Algorithm 3. Non-Leaf Node Insert (N, o) 
/* Input: N is the root node of tree rooted by N */ 
1. obtain the son node N’ of N to insert o through the path achieve by Choose Data Path 
2. if N’ is the leaf node    invoke Leaf Node Insert (N’, o) 
3. else                 invoke Non-Leaf Node Insert (N’, o) 
4. adjust the MBR/VBR/st1/st2 of the node N 
End Non-Leaf Node Insert(N, o) 
—————————————————————————————————— 

 
Similiar to that in the TPR*-tree, algorithm Choose Path in the Basic HTPR*-tree 

aims at finding the best insertion path globally with a minimum cost increment 
(minimal increase in equation 1). If a moving object is inserted, Choose Path is 
instantiated by Choose Data Path, and non-leaf node entry inserting calls Choose Entry 
Path. Because the creation or update time of moving objects is included in leaf node 
entries, the enlarge algorithm of entry (caused by inserting a moving object in the Basic 
HTPR*-tree node) involves history information, and the enlarged entry can support 
history query. This is the major difference between the insertion of the Basic 
HTPR*-tree and that of the TPR*-tree.  

The query cost model of the Basic HTPR*-tree is the average number of node 
accesses for answering query q: 

                 Cost(q)=∑every node N ASR(N′, qT)                             (1)  

where N is the moving rectangle (interval for one-dimensional object) representing a 
node, N′ is the transformed rectangle (interval for one-dimensional object) of N with 
respect to q, and ASR(N′,qT) is the extent of region swept by N′ during qT.  

Figure 4 shows two leaf nodes e1 and e2 those are sons of the root e0. Here the entry 
corresponding to e1 is {pt1, {3.2,4},{-0.2,0.3},2,3}, and the entry to e2 is {pt2, 
{5,6},{0,0.4},3,4}. Consider the insertion of point object O6= {O6, 4.6, 0.5, 7} at 
current time 7. Choose Data Path returns the insertion path with the minimum 
increment in equation 1. The cost increment is 1.2 and 0.9 when o6 is inserted to e1 and 
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e2, respectively. Figure 5(a) describes insertion o6 to e1, and figure 5(b) describes 
insertion o6 to e2, which is the best insertion node. 
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Fig. 5. Two Different Insertion Methods  

Insertion to a full node N generates an overflow, in which the Basic HTPR*-tree uses 

Pick Worst algorithm that selects a fraction of the entries from the node N and re-inserts 

them. Node Split algorithm splits a full node N into N1 and N2. The split algorithm 

selects split axis and split position minimizing equation 2: 

                 ∆ASR=ASR(N1′,qT)+ASR(N2′,qT)−ASR(N′,qT)                      (2) 

4.3 Deletion 

Algorithm 4 describes deleting a moving object in Basic HTPR*-tree. To remove an 
object o, the deletion algorithm first identifies the leaf node that contains o. In algorithm 
4, two empty re-insertion lists Lreinsert3 and Lreinsert4 are initialized to accommodate 
re-insertion leaf node entries (moving objects) and non-leaf node entries, respectively. 

—————————————————————————————————— 
Algorithm 4. Delete (r, o) 
/*Input: o is a moving object with oid, MBR, VBR, st; r is the Basic HTPR*-tree */ 
1. root=Root(r)  /*achive the root of the HTPR*-tree 
2. initialize an empty re-insertion list Lreinsert3 and Lreinsert4 
3. if root is leaf node  invoke Leaf Node Delete (root, o) 
4. else             invoke Non-Leaf Node Delete (root, o) 
5. for each data o' in the Lreinsert3    invoke Non-Leaf Node Insert (root, o’) 
6. for each entry e in the Lreinsert4   invoke Non-Leaf Node Insert_e (root, e) 

End Delete (r, o) 
—————————————————————————————————— 

Deletion of moving object in leaf node N may generate an underflow, in which case 
the Basic HTPR*-tree removes all objects in node N to Lreinsert3, and deletes entry e  
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describes N in parent node N’. If moving object o is deleted in the Basic HTPR*-tree 
root by non-leaf node N, the deletion algorithm calls Leaf Node Delete or Non-Leaf 
Node Delete in all son node N’ of N until o is deleted. In algorithm Leaf Node Delete or 
Non-Leaf Node Delete, if deletion of object o in the Basic HTPR*-tree root by node N 
changes node N, adjustment is needed from parent node N’ of N to root. Because of 
limited space, we omit detailed algorithm Leaf Node Delete and Non-Leaf Node Delete. 

4.4 Search Procedure 

The Basic HTPR*-tree supports three kinds of predictive queries: timeslice query 
Q=(R, t), window query Q=(R, t1, t2), and moving query Q=(R1, R2, t1, t2). At the same 
time, the Basic HTPR*-tree supports partial history query. Figure 1 describes timeslice 
query and spatio-temporal range query of moving objects. The dashed parts and the 
dash-dotted parts of objects trajectories are stored in the Basic HTPR*-tree, and support 
predictive queries and partial history queries. 

For example, query Q1 is predictive timeslice query, and gets object O1 and O2. 
Query Q2, Q3, and Q4 are history queries. Query Q2 intersects with partial history 
trajectories after the most recent update instant (to

mru) of objects O1 and O2 stored in the 
Basic HTPR*-tree. However, the Basic HTPR*-tree couldn’t completely realize query 
Q2 because the query time is earlier than the last update time of all objects (tlu). In order 
to realize the queries involved from the past to the future, the Base HTPR*-tree should 
be combined with some indices for describing history trajectories such as TB-tree. 

Algorithm 5 is an illustration of spatio-temporal range query in the Basic 
HTPR*-Tree.  

—————————————————————————————————— 
Algorithm 5. RQuery(r, w, T1, T2) 
1. root=Root(r)  /*achive the root of the Basic HTPR*-tree*/ 
2. get st1 and st2 of root 
3. if  T2<st1 return null    
4. else if root is leaf node   invoke LeafNodeRQuery (root, w, T1, T2)   
5.    else                   invoke nonLeafNodeRQuery (root, w, T1, T2)   
ENDRQuery 

 
Algorithm 6. Leaf NodeRQuery (N, w, T1, T2) 
1. for each o of N 
2.   if IN(o, w, T1, T2)  add o to the result_set  
3. return result_set 
ENDLeaf Node RQuery 

 
Algorithm 7. nonLeafNodeRQuery (N, w, T1, T2) 
1. for each son node N’ of N 
2.    if N’ is leafnode   Leaf NodeRQuery (N’, w, T1, T2) 
3.    else             nonLeafNodeRQuery (N’, w, T1, T2) 
ENDnonLeaf Node RQuery 

Here, IN(o, w, T1, T2) determines whether object o is located in range w from time T1 to T2. 
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5 Bottom-Up Update in HTPR*-Tree 

Because the Basic HTPR*-tree update procedures work in a top-down manner, the 
update is inherently inefficient. In order to support frequent update, bottom-up update 
strategy is adopted by the HTPR*-tree.  

5.1 Whole Structure of the HTPR*-Tree 

In addition to the Basic HTPR*-tree, the HTPR*-tree also includes a hash table, a bit 
vector and a direct access table. Figure 6 shows the whole structure of the HTPR*-tree. 
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Fig. 6. Whole Structure of the HTPR*-Tree  

The item in hash table is defined as vector <oid, ptr>, where oid denotes the 
identifier of moving object, and ptr denotes physical offset of the leaf node in which 
object entry locates. Hash table allows us to locate the leaf node where the updated 
object o resides in one disk I/O instead of doing the expensive query on the tree.  

Direct access table facilitates quick access to a node’s parent in the Basic HTPR*-tree. 
An entry of the direct access table corresponds to a non-leaf node of the Basic 
HTPR*-tree, and all the entries are organized according to the levels of the internal nodes 
they correspond to. An entry in the direct access table is a 7 tuple of the form < Level, 
MBR, VBR, st1, st2, parentptr, ptr>, where Level is the level of the node, MBR and VBR 
is the bounding box and the velocity bounding rectangle of the node at time s1t, 
respectively, parentptr is a pointer to the node’ parent, ptr is a pointer to the node itself, 
st1 is the minimal creation or update time of moving objects included in node, and st2 is 
the maximum value compared with st1. Bit vector on the leaf nodes indicates whether 
they are full or not. The bit vector allows us to determine whether a sibling S of leaf 
node R is full or not without reading the actual node from disk.  

The maintenance cost for the main-memory summary structure is relatively 
inexpensive. Since most of the node splits occur in the leaf level due to the high node 
fan-out, inserting a new entry into the direct access table will be very infrequent. 



 Indexing Partial History Trajectory and Future Position of Moving Objects 239 

Meanwhile, only when the leaf node is split or deleted, a new entry need be inserted 
into bit vector or be deleted.  

5.2 Bottom-Up Update  

The bottom-up update strategy aims to offer a comprehensive solution to support 
frequent updates in the HTPR*-tree. The main idea of bottom-up update algorithm is 
described as follows: when an object issues an update request, the algorithm adopts 
different update method according to object position and velocity after updating, and 
update time. The detailed update procedure is as follows: 

1. If new position lies outside MBR (compute in update time) of root or new velocity 
lies outside VBR of root, the algorithm issues a top-down update. 

2. If new position and velocity of moving object lie in the MBR (compute in update 
time) and VBR of current leaf node, the algorithm modifies the object entry in leaf 
node directly. At the same time, the algorithm constructs update path from leaf to root 
using the direct access table and tightens all nodes on that path. 

3. If new position and velocity of moving object lie outside the MBR (compute in 
update time)and VBR of current leaf node, and the removal of moving object causes 
leaf node to underflow, the algorithm issues a top-down update. 

4. If new position and velocity of moving object lie in the MBR (compute in update 
time) and VBR of non-null sibling node, and the removal of moving object couldn’t 
cause leaf node to underflow, the algorithm deletes old entry and inserts new entry in 
right sibling node. At the same time, the algorithm constructs update path from leaf to 
root using the direct access table and tightens all nodes on that path. 

5. If the new position and velocity of moving object lie in the MBR (compute in 
update time) and VBR of a subtree (intermediate node), the algorithm ascends the Basic 
HTPR*-tree branches to find a local subtree and performs a standard top-down update.  

6 Performance Study 

6.1 Experimental Setting and Details 

In this section, we evaluate the query and update performance of the HTPR*-tree with 
the TPR*-tree, the Basic HTPR*-tree (TD_ HTPR*-tree), and the RPPF-tree. Due to the 
lack of real datasets, we use synthetic data simulating moving aircrafts like [3]. First 
5000 rectangles are sampled from a real spatial dataset (LA/LB) [16] and their 
centroids serve as the “airports”. At timestamp 0, 100k aircrafts (point objects) are 
generated such that for each aircraft o, (i) its location is at one (random) airport, (ii) it 
(randomly) chooses a destination airport, and (iii) its velocity value o.Vel uniformly 
distributes in [20,50], and (iv) the velocity direction is decided by the source and 
destination airports.  

For each dataset, we construct a HTPR*-tree, a TPR*-tree, a Basic HTPR*-tree and 
a RPPF-tree whose horizons are fixed to 50, by first inserting 100k aircrafts at timestamp 
0. Since the HTPR*-tree only stores history trajectories after the most recent update of 
each object, and the RPPF-tree can capture the positions of moving objects at all points 
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in time, we only compare predictive query performance of HTPR*-tree with that of the 
RPPF-tree in our experiments. The cost is measured again as the average number of node 
accesses in executing 200 predicted window queries with the same parameters qRlen, 
qVlen, qTlen.  

6.2 Performance Analysis 

● Update cost comparison 

Figure 7 compares the average update cost as a function of the number of updates. The 
node accesses needed in the HTPR*-tree update operation are much less than in the 
TPR*- and the Basic HTPR*-tree. This is due to the fact that the HTPR*-tree adopts 
bottom-up update to avoid the excessive node accesses for top-down deletion and 
insertion search. Since node overlap in the Basic HTPR*-tree is larger than that in the 
TPR*-tree, the query cost increasing with the number of updates improves the update 
cost of Basic HTPR*-tree. 

Figure 7 shows that the HTPR*-tree has nearly constant update cost, while the 
update cost of the RPPF-tree increases significantly. Performing update operations on 
the HTPR*-tree is much fast than doing the same updates on the RPPF-tree. Since a 
history trajectory after the most recent update instant is stored in several entries and 
even in several nodes, which should be modified when an update occurs. This greatly 
enhances the cost of update operation. At the same time, a new trajectory inserted into 
the RPPF-tree also causes time split of node, which also reduce the update performance. 
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Fig. 7. Update Cost Comparison 

● Query cost comparison 

In Figure 8, we plot the query cost as a function of the number of updates. Figure 8(a) 
and 8(b) show that the query cost increases slowly with the number of updates in the 
HTPR*- and Basic HTPR*-tree. The query cost of the HTPR*-tree is a little less than 
that of the Basic HTPR*-tree. Since the node overlap in the HTPR*-tree is larger than 
that in the TPR*-tree, the query cost of the HTPR*-tree is a bit higher than that of the 
TPR*-tree.  
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Fig. 8. Query Cost Comparison 

We know from Figure 8 that the predicted query cost of the RPPF-tree increases 
significantly with the number of updates and is much more than that of the 
HTPR*-tree. The reason is that the leaf nodes of the RPPF-tree not only store alive 
entries but also dead entries. However, every entry of the HTPR*-tree leaf nodes can 
describe an effective predicted trajectory, which illustrates the fanout of the live part of 
the RPPF-tree is much lower than that of the HTPR*-tree. Compared with the RPPF-tree, 
the predictive query performance of the HTPR*-tree are thus improved greatly. 

7 Conclusion 

In this paper, we develop a novel index structure named the HTPR*-tree which not only 
supports predictive queries but also partial history ones. At the same time, we propose a 
bottom-up update approach to support frequent update operation of the HTPR*-tree. 
Extensive experiments prove that the update performance of the HTPR*-tree is better 
than that of the Basic HTPR*-tree (TD_ HTPR*-tree), and TPR*-tree. Compared with 
the RPPF-tree, the update and the predictive query performance of the HTPR*-tree are 
greatly improved. Moreover, the HTPR*-tree can supports partial history queries. For 
the future work, we will combine the HTPR*-tree with history trajectory indices to 
implement past, current and future information retrieval.  
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Abstract. Various broadcast schemes have been proposed to provide moving 
objects on the road network with efficient location-based services. However, 
they were mainly concerned with the implementation of a broadcast index and 
did not consider road network environments that moving objects change 
frequently. In this paper, we propose a novel bi-directional linear broadcast 
scheme which takes the consideration of road network characteristics. The 
proposed scheme splits a service area into the sensor cluster-based segments in 
order to process a query efficiently. The proposed scheme also performs the 
optimized data update based on road information collected in sensor networks 
by considering the frequently changed moving object environments. As a result, 
it can minimize the broadcast of unnecessary data. To show the superiority of 
our proposed scheme, we compare it with the existing broadcast scheme. Our 
experimental results show that our proposed scheme reduces about 13% tuning 
time and about 22% access latency over the existing schemes on average. 

Keywords: Road Network, Moving Object, Broadcast, Index, Sensor 
Networks, Sensor Clustering, Database. 

1 Introduction 

In recent, with the developments of the wired or wireless internet and communication 
technologies, the demand for location based services(LBS) has been increased on a 
large scale. LBSs mean providing a variety of services using location and 
geographical information such as illegal parking area information services, warning 
services that set off alarms when vehicles enter children protection areas, and 
information services on shops selling promotional items[1,2]. To provide this 
location-based service, a technique to control the effective location information and 
perform the spatial query is necessary. 

                                                           
* Corresponding author. 
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One of such LBS request methods is the broadcast method. The broadcast 
technique is the one that the query of clients are not received by the server but all the 
usable data for clients are broadcasted and each client receive the necessary data to 
treat the query individually based on the relevant data. The location-based broadcast 
service based on broadcast technique is appropriate for the environment that there are 
many clients for the service and the amount of data to provide is fixed. It is not 
influenced by the number of clients and can provide a regular quality of performance.  

The performance of broadcast service can be presented with the tuning time that 
the client takes to listen to the channel to get the data and the access latency that is 
taken from request of client for data till reception of relevant data. By optimizing 
these two elements, the effective broadcast service can be obtained.  

In recent, with the development of the high-performance and low-cost sensors, 
many applications with the sensor network have been studied. Furthermore, some real 
applications such as smart city for the urban environment information tend to 
increase. With the sensor network, it is possible to comprehend velocity, density, 
directions of the vehicles and other information in the road environment with frequent 
changes. Therefore, it is necessary to find an integrated application system that the 
information is collected with real-time monitoring through the sensor network and the 
optimum broadcasting data is generated based on it.  

In this paper, we propose a novel bi-directional linear broadcast scheme which 
takes the consideration of road network characteristics to reduce the access latency 
and tuning time. The proposed scheme splits a service area into the sensor cluster-
based segments in order to process a query efficiently. The proposed scheme also 
performs the optimized data updates based on road information collected in sensor 
networks by considering the frequently changed moving object environments. 

The remainder of this paper is organized as follows. In Section 2, we present our 
efficient bidirectional linear broadcast indexing with sensor networks in road 
environments. Section 3 shows the simulated experiments and compares the existing 
broadcast scheme with the proposed scheme. Finally, we present concluding remarks 
in Section 4. 

2 The Proposed Method 

In this paper, we propose a bi-directional linear broadcast scheme that can recognize 
various road conditions. Fig.1, shows a broadcast scheme that recognizes road 
conditions using sensor networks and splits the entire road into segments using the 
distributed sensor nodes. Each sensor node collects real-time information regarding 
the objects speed and density located in the area it belongs to. The collected data are 
sent to the header nodes and they are broadcasted according to a pre-established 
broadcast strategy optimized for the road conditions based on them.  

�
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�

Fig. 1. System Architecture 

The broadcast tower is to broadcast data by optimal broadcast strategy. The quality 
of broadcast schemes can be improved through the exclusion of geographically 
unrelated geographical data by dispersively broadcasting road information. The 
sensor clusters are configured by using the linear hop-count in the proposed scheme. 

First, select the initial sensor nodes and them as a progressive step. It broadcast only 
the data that is related in the segment. Fig. 2 shows the road segment separation using 
the sensor networks. The split road segments can be divided into outbound and inbound 
lanes according to the moving directions of the objects and the pieces of information on 
the objects moving in the two directions are not identical. In this regard, when 
constructing a broadcast index, we should take into account two way indices.  

�

 

Fig. 2. Road Segment Separation Using Sensor Networks�

The proposed bi-directional broadcasting data allocation should linearly be 
arranged by considering the moving directions of the objects and the access order. 
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Once the bi-directional broadcasting data is arranged, the proposed scheme 
establishes a final broadcast strategy by merging the data in a zigzag. Bi-directional 
road environment cannot interfere if a similar situation. However, the actual 
application of a two-way road conditions are not the same situation will occur 
frequently. As shown in Fig. 3, if road situations in both directions are different, 
sample data are constructed by sampling from the broadcast data in both directions.  

 

�

Fig. 3. Bi-directional Broadcast Index Configuration�

For instance, the objects running at slow speeds due to traffic congestion have high 
data density in order to obtain high quality results. On the contrary, moving objects at 
high speeds decrease the amount of data through data sampling in order to improve 
accuracy. This is because they do not have enough times to receive the broadcast data 
on the roads.  

Some of the local data of the neighboring segments should be included in each 
broadcast data sequence in order to eliminate the hand-off phenomenon when an 
object is transferred to another segment. When we apply sensor networks to road 
environments, the proposed scheme reduces the query processing time and achieves 
good broadcast performance over the existing schemes. The reason is that the bi-
directional linear broadcast can recognize road situations, that are suitable for fluid 
road environments. 

3 Performance Evaluation 

We have developed a simulator based on JAVA to evaluate our proposed scheme and 
the existing broadcast scheme based on P2P[5]. The performance evaluation was 
carried out through the evaluation environment in Table 1. 
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Table 1. Evaluation Environment 

 
 
Fig. 4 and Fig. 5 show the tuning time access latency according to the amount of 

data. The tuning time increases as the number of objects increases in existing 
broadcast scheme. But, in this proposed scheme, the whole service area is divided into 
segments of sensor cluster and only the data of segment is broadcasted, excluding the 
locally non-related data to minimize the tuning time. The amount of broadcasting data 
increases as the number of objects increases. With this, the unnecessary data with the 
query is increased in the broadcast data. Therefore, the existing broadcast scheme 
increases the access latency. However, the distributed broadcast is carried out to 
receive the data directly related with the query in proposed scheme. As a result, it can 
decrease the access latency. As the results of performance evaluation, the proposed 
scheme showed that the tuning time was reduced by about 13% and the access latency 
was reduced by about 8% on average over the existing broadcast scheme. 

 

Fig. 4. Tuning Time According to the Amount of data�
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Fig. 5. Access Latency According to the Amount of data 

4 Conclusions 

In this paper, we have proposed a bidirectional linear broadcasting scheme that can 
recognize road environments based on the sensor networks. The proposed scheme splits a 
service area into the sensor cluster-based segments in order to process a query efficiently. 
The proposed scheme also performs the optimized data updates based on road 
information collected in sensor networks by considering the frequently changed moving 
object environments. As a result, our scheme reduces the tuning time by about 13% and 
access latency by about 22% over the conventional schemes. Moreover, our scheme 
improves about 8% query response rates over the existing schemes on average.  
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Abstract. Spatial-textual content is becoming increasingly prevalent: 

⎯ Location-based services from major commercial search engines. For 
example, in Google Maps many (geo-referenced) points of interest—e.g., 
clinics, stores, tourist attractions, hotels, entertainment services, public 
transport, and public services—are being associated with descriptive texts. 

⎯ Websites with location content. For example, online yellow pages, 
documents of Wikipedia, Tweets in Twitter, photos in Flickr, points of 
interest in Foursquare, etc. 

⎯ Moving objects associated with texts. An example scenario is that each 
healthcare worker has certain skills, described in keywords, and moves 
around in a large hospital. 

These call for spatial-keyword search from the perspectives of both the users and 
the service providers. From the user’s perspective, users may want to issue queries 
such as “health screening clinics near NTU, Singapore”, which has a location 
component “NTU, Singapore” and a keyword component “health screening 
clinics”. Indeed, location-based services (e.g., Google Maps) and Twitter already 
support such types of queries. From the perspective of service providers, they 
want to know the number of customers who are interested in their services 
compared with competitors. For example, a nutrition store may want to find 
potential customers whose profiles are relevant to the products of the store and 
whose locations are close to this store. The talk covers recent results [1–6] on 
spatial keyword querying obtained by the speaker and his colleagues. 
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Abstract. Spatial keyword queries, finding objects closest to a specified
location that contains a set of keywords, are a kind of pervasive opera-
tions in spatial databases. In reality, there is some spatial data that is not
stored in databases, instead in files. And generally this kind of spatial
data is textual, noisy, large-scale and used now and then, which makes it
be quite costly to conduct spatial keyword querying on such spatial data.
To solve this problem, in this paper we propose an efficient method by
using a distributed system based on MapReduce. The algorithm for spa-
tial keyword query evaluation under the MapReduce model is developed
and implemented. Experimental results demonstrate that this method
can process spatial keyword queries effectively and efficiently.

Keywords: Spatial keyword query, MapReduce, Hadoop, HDFS.

1 Introduction

Spatial keyword queries [1] are a widely used in spatial databases. The goal
is to find some objects that are closest to the query location and contain the
specified set of keywords. With the proliferation of global positioning systems
(GPSs) and their applications, more and more objects on the Web are associated
with geographical locations, in addition to textual labels. This development gives
significance to spatial keyword queries.

In practice, there are application scenarios like this. We have large scale spatial
datasets that are not stored in databases, and we want to find some specific
objects from the datasets within a limited time. In addition, every object has
spatial attributes and textual attributes. For example, the geographic objects
recorded by the U.S. Board on Geographic Names are just stored as text files.
We call this kind of spatial data none-in-database spatial data.

The existing methods for spatial keyword queries have limitations to deal
with the none-in-database data. First, it is highly expensive to put the data into
databases. Because the data can be dirty, type mixed and unstructured. So a

� This work was supported by National Natural Science Foundation of China under
grant No. 60873040.
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lot of work has to be done before we can put the data into databases, including
extracting useful attributes, deleting meaningless objects, checking the attributes
with null value etc. Second, queries are issued now and then, which means that
most time we just leave the data there without operations. So there is no need
to spend a lot of time and other resources to maintain it. What is more, the
index for the data will be quite large and a lot disk space is needed to store
the data and indices. Last but not least, the more result objects are required,
the more cost has to pay. So it is important to find new techniques to deal with
big spatial data over which spatial keyword queries can be conducted efficiently
without index support. The MapReduce [2] is a good choice.

MapReduce is a distributed programmingmodel put forward by Google, which
is one of google’s core technologies. MapReduce is designed to process large-
scale datasets by dividing the data into many small blocks and dealing with
them in parallel, which can reduce the run time substantially. In this work,
we explore effective methods to efficiently support spatial keyword queries on
none-in-database spatial data by using MapReduce.

The rest of this paper is organized as follows. Section 2 gives a description
of the MapReduce programming model and introduces spatial keyword queries.
Section 3 introduces how to evaluate spatial keyword queries based on MapRe-
duce. Section 4 is experimental evaluation. Finally, Section 5 concludes the paper.

2 Preliminaries

2.1 The MapReduce Programming Model

MapReduce is a widely used programmingmodel designed to process large scale of
data on distributed system. The main idea of MapReduce is to divide the original
big data into many small blocks and then process them on different machines at
the same time. Usually the size of a block can be up to 64M which is much larger
than the disk page. MapReduce can implement this with the help of HDFS which
is the open source realization of GFS [3], a distributed file system.

MapReduce processes the data through two phases, i.e., map phase and reduce
phase. In map phase the main task is to obtain useful information from the data
file and form the key/value pair which is an important feature in MapReduce.
In general, one map task takes care of one block and the output of the map
task is divided into R pieces. Here the value of R can be defined by the user.
In the second phase a reduce task takes a piece of data from every map task
output and then put them together. In the reduce phase the objects with the
same key are going to be combined together. Between the two phases there are
some other important operations, like remote read, shuffle and sort. At last R
final files will be produced by R reduce tasks. Fig. 1 shows the implementation
of MapReduce [4].

Like the figure describes it is quite clear for programmers to program their own
distributed programs by MapReduce. But in practice there is still a lot of work
to do, like the data division design, the map operation, the shuffle operation, the
sort operation and the reduce operation.
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Fig. 1. The workflow of MapReduce

2.2 Spatial Keyword Queries

Spatial keyword query is a widely used query in spatial database. Many appli-
cations require spatial keyword query operation. For example, one may want to
find the nearest supermarket which sells shoes from his or her home.

Assume that D is a spatial database. Each object o in D has the form o(o.ID,
o.s, o.t), where o.ID is the identifier, o.s is the spatial attributes and o.t is the
keywords list. The query condition is q(k, q.s, q.t), where the q.s and q.t are the
same with o.s and o.t. The value of k in the query condition is based on the user’s
requirement for the number of final objects.

Specially, when k is equal to 1 spatial keyword query can be defined like this.
The result object should have the keywords in the q.t, which means q.t should
be a subset of o.t. And also the object should have Min (dist (o.s, q.s)) in the
database D. So the spatial keyword query can be defined as follows.

(r.t ⊆ q.t) ∧ dist(r.s, q.s) = min(dist(o.s, q.s), ∀o ∈ D). (1)

The object r is the result.
If more objects are wanted, we can just do a kNN query [5,6] based on dist(o.s,

q.s).
The straightforward method for spatial keyword queries is to check all the

objects one by one until the right answer is found, which will lead to very high
cost. The practical method is to construct some kind of index structure for
spatial database. The common index structure for spatial data is R-tree [7] and
its variations, like R*-tree [8], packed R-tree [9]. And the common index structure
for keywords is inverted file and signature file [10]. The original way for spatial
keyword query is to search the spatial attributes and keywords respectively and
then combine them together. This can results in some unexpected problems
like how to combine them and how to make sure the final result is right. Then
researchers come up with IR-tree [11], IR2-tree [12] and BR*-tree [13], and the
main idea is to create hybrid index [14] for both spatial and textual attributes.
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But these methods have some disadvantages to deal with none-in-database
data which is described in the introduction. So we try to combine the spatial
keywords query with MapReduce. And MapReduce can deal with these disad-
vantages well.

3 Spatial Keyword Queries Processing under MapReduce

3.1 Problem Definition

In the real world some spatial data are not stored in the database for some reason.
For example, the location information of millions of buildings in the past 30 years
is just stored as textual data. Another example is the temperature recording
which has spatial feature. The temperature recording has a long history, may be
from the early 20th century or even earlier. For many countries the temperature
recording is stored as text file.

Both of the above two kinds of data have the following features: 1) Dirty:
The data can be in a mess. In general the history of the data may be quite
long. During the period some information could have been lost. And another
possibility is that the data format at different time can be different. 2) Textual:
The data is stored as a text file and has no existed standard structure to maintain
it. 3) Big: The data can be quite large. We need to store all the information for
the buildings or the temperature recording. So the data can be dozens of GB or
even TB. 4) Not in database: The data is just in the text file. It is not stored in
some kind of database. 5) Used now and then.

As history data it is used only when someone wants to have a study on it.
At most of the time, the data is just stored there. We may have the following
application requirements on this kind of data: 1) Obtain one spatial keyword
query result object; 2) Obtain k spatial keyword query result objects; 3) Obtain
all the objects which have the given keywords.

We can define them formally. Every object has the form o(o.ID, o.s, o.t, o.m),
where o.ID, o.t and o.t are the same with the section 3. Here o.m represents
some other unconcerned information. The query is q(k, q.s, q.t).

For the above three application requirements there may be some requirements.
For example, the result should be returned in a tolerant time. And the cost
should be reasonable. This makes it impossible for us to analyze the data and
put them in the database and create an efficient index structure for it. So here
the distributed model MapReduce is employed to solve these problems.

We divide the whole process into six steps, which are respectively as follows:
1) Data division; 2) Key/value pair extraction; 3) Keyword check and spatial at-
tributes extraction; 4) Distance computation; 5) Partition and sorting; 6) Obtain
the result.

The Step 1) is responsible for dividing the input data set into many small
blocks. Steps 2)–4) belong to the map phase and Step 6) is the reduce phase,
and Step 5 is the middle operation between the map phase and the reduce phase.
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3.2 Data Division

The original data need to be divided into blocks before the map operation.
Because the data can be quite large, may be terabytes, or even petabytes. So
in practice it is extremely difficult for one computer to process it. We need to
divide the data into many blocks and put them in different machines to process.
In MapReduce the size of each block can be 16M to 64M, or bigger. Here we
choose 64M.

If the input file is just text type then we just divide it into blocks from the
preliminary to the end. This is quite simple. For example, if the file is 200M we
divide it into four blocks and the first three are 64M while the last one is only
8block. One thing need to notice is that two blocks may share a line. It means
some objects may belong to two blocks. In this situation we have to read the
two blocks when the object is needed.

If the input file has been compressed we need to consider whether the com-
pression format support division. If the compression format is ZIP or bzip2 then
we can just divide it like the text type file. But some compression formats, like
DEFLATE, Gzip, LZO, do not support division. In this situation we have two
ways to process it. The first one is to extract it. After that we can process it
like the common file. Another way is just give it to a map task which means the
map task has to process a big file. The second way goes away from our original
intension. So it is used now and then.

3.3 Key/Value Pair Extraction

Before we begin to extracting the key/value pair we need to describe the format
of our data. It will be more convenient for us to show our idea if the data format
can be fixed although the data can be of all kinds of formats.

We assume the data is comprised of many objects and each object is a line.
Every object consists of four parts. One is the ID which identifies the object.
The second part is the spatial attributes which can be any dimensional. For easy
to present the process procedure we just consider two dimensions. So the spatial
attributes can be just represented with a two-tuples (x, y). In practice the spatial
can be hid in the object and we need more effort to find it out. The third part
of the related keywords and the fourth pare is some other information.

Here we assume the every line is a object. If the data is not copperplate we
can just use additional operation to clear it.

So the key/value pair can be defined like this. The key value is the offset of
each line and the value is the content of the line or the object.

3.4 Keyword Check and Spatial Attributes Extraction

In spatial key word query it is quite difficult to take both spatial attributes and
textual attributes into account. The main challenge is that they are two different
kinds of data and they have different features. The traditional way to is to process
the spatial attributes and textual attributes separately and combine the two
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results together. But it is quite difficult to make the combination. Another way
is create hybrid index which has both the spatial attributes and the keywords.
Here we do not have the index and we do not have the necessary to create
it. So the original way is used to process the data. By using MapReduce the
disadvantage of the original way can be avoided. Because every block is just
64M and it will be quite easy to traverse it.

If we just want to obtain the object which has all the required keywords we
can scan the block to check it. The object can be a candidate if and only if all
the required keywords are included by it. If we do not need the object to include
all the keywords or we have other requirements on the keywords we can just
define a function and use it to choose the candidates.

Then it is needed to obtain the spatial attributes from the candidates and
turn them into standard format. Every candidate is a line. It can consist of all
kinds of attributes. So we need to spend much effort to analyze it and find out
the spatial data.

After that we can calculate the spatial distance between the candidate and
the query point.

3.5 Distance Computation

The distance between the candidate and the query point can be the simple
Euclidean distance, or some other distance like Manhattan distance. User only
needs to describe the way to calculate the distance. MapReduce can do it on
every candidate for you.

After that it is needed to point out the output format which is another format
of key/value pair. Here the distance is used to be the key because we need to
obtain result by distance, and the content of the object is the value.

3.6 Partition and Sorting

A big part of the objects which do not have the keywords can be pruned through
the map phase but there may be still a lot of candidates. So we need to have
an efficient way to deal with this problem. In MapReduce we can use more than
one reduce task to process the output from map tasks. The key point is how to
distribute the output to the reduce tasks.

There are two challenges for partition. First we should make sure that the
output of each reduce work can combine to be a sorted file. This requires the
partition strategy to put the data into reasonable groups. Secondly, we should
make sure the partition is fair for each reduce work. Because it is unreasonable
to ask one reduce task to do the 90% of the work and the others only need to
process the rest. This can reduce in bad load balance.

Hash function is the general method for partition. By doing this pairs which
have the same key can be put into the same group. Here we need to define a
new partition function because we have to make sure that the candidates in one
reduce task are close to each other by the key. For example, if the number of
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reduce tasks is two, then we need to divide the output of map phase into two
parts. Assume the output is as follows (just consider the key):

5, 1, 9, 6, 2, 4,
then we can define a partition function like this:

if key >= 5

put it into part1;

else

put it into part2;

So the six keys are put into two groups, one includes 5, 9 and 6, and the other
has 1, 2 and 4, which makes sure that the number in part2 is always smaller than
part1. But how to decide the partition value, here is 5, is a challenge. We need
first to assess the data and obtain an approximate value. The general method is
to take a random sample from the big data and then find out the distribution.
After partition, every reduce task have a temp file which consists of the parts
from every map task. The next work is to combine them together and sort them.
This is quite simple because any efficient sort algorithm can be used to do the
work.

3.7 Getting the Result

Different applications may have different requirements for the final result. For
example, we just want to find the nearest object from query point and the object
should have all the required keywords. This is the simplest application. More
general situation is to find more than one object that satisfies the requirements.
In this situation, the cost of traditional spatial keyword query will increase by
the size of results. Fortunately, we do not need additional cost to do this by
MapReduce. We can just open the output file by reduce task and fetch the top
k objects. Extremely, if all the objects including the keywords are required the
traditional methods will be highly costly. But in MapReduce the output of each
reduce task is the final answer.

4 Experiments

4.1 Datasets

There are two sources of data, i.e., synthetic data and real data.The synthetic
data is randomly generated and contains about 50,000,000 objects. Each object
consists of three parts, the ID, the spatial attributes and the keyword list. The ID
is a positive integer; the spatial attributes are in two dimensional spaces which
have the format of (x, y); the keyword list consists of one or more keywords. We
first choose 100 keywords and then pick a random number of keywords from the
set for each object. We use S-data to represent the synthetic data.

The real data is from the U.S. Board on geographic names (geonames.usgs.gov).
We use R-data to represent this kind of data. Every object in R-data is a ge-
ographic location and it has a large number of words to describe some related
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information. The real data needs to expand because its size is too small, only
about 200MB. Here we transform the spatial attributes by adding a random
number to each of the spatial attribute. Finally we obtain the same scale of data
with S-data.

4.2 Query Design

First we define three kinds of queries. They are Single Spatial Keyword Query
(SSKQ), k-Spatial Keyword Query (kSKQ), and Complete Spatial Keyword
Query (CSKQ). They respectively return one record, k records and all the re-
quired records.

These queries are executed on a single computer and the distributed system
which is implemented by the MapReduce. And the size of data varies from
100MB to 3.4GB.

4.3 Experiment Setup and Performance Metrics

We implemented all the algorithms with JDK1.6 and the configuration for each
computer is an Intel(R) Core(TM)i3 CPU @2.6GHz with 2GB of RAM. The
systems consists of 32 computers and its topological structure is a typical two-
level network architecture which is described as Fig. 2.

Fig. 2. The topological structure of MapReduce cluster System

The Hadoop[4] is used to build the distributed system. Hadoop consists of
MapReduce and HDFS. When running the program we start half of the 32
machines. One of the 16 machines is used as master node which works as the
namenode and jobtracker. And the other 15 machines are used to serve as datan-
odes and tasktrackers. Fig. 3 lists the 15 live datanodes.

When running the program we can set different number of map tasks and
reduce tasks to test our solutions. And the running time is used to assess the
efficiency of each query.
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Fig. 3. The live data nodes

4.4 Results and Analysis

Fig. 4 shows the running time with different k value on single computer on the
S-data. As can be seen from the Fig. 4 the running time grows with the k value
almost linearly. It means the running time will be bigger if we want to find
more records. For example if we want to find 50000 records the time cost will
be approximately 280 seconds. And we can also see from the Fig. 4 that the
running time grows more rapidly if the data size is larger.
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Fig. 4. Running time vs. k value

The following two figures show the results of the three queries on the two
kinds of data. The k value is 10 for the kSKQ. As for the CSKQ we set k to
50000 which is smaller than the required value. We do this because the running
time will be too big to show if we ask for all the required records.

From Fig. 5(a) we can see that the running time for three queries on single
compute increases with the data size linearly. The SSKQ and kSKQ almost have
the same polyline because the difference between 1 and 10 is not outstanding.
But the running time for CSKQ grows much more rapidly because it has quite
large k value. The running time on MapReduce is almost the same when the
data size changes. And the running time is much bigger than query on single
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computer when the dataset is small. The reason is that MapReduce needs about
30 seconds to initialize. But after that the data is divided into many small blocks
and these blocks are processed in parallel. So the running time is rather stable.
In addition, the running time on MapReduce has nothing to with the k value.
That is why the three polylines for SSKQM, kSKQM and CSKQM are overlaid
with each other. This is a big advantage compared with the single computer
query.

0 500 1000 1500 2000 2500 3000 3500
0

50

100

150

200

250

300

Size(MB)

R
un

ni
ng

 T
im

e(
se

c)

 

 
SSKQ
kSKQ
CSKQ
SSKQM
kSKQM
CSKQM

(a) S-Data

0 500 1000 1500 2000 2500 3000 3500
0

10

20

30

40

50

60

70

Size(MB)

R
un

ni
ng

 T
im

e(
se

c)

 

 
SSKQ
kSKQ
CSKQ
SSKQM
kSKQM
CSKQM

(b) R-Data

Fig. 5. Single machine vs. MapReduce cluster system
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Fig. 6. Running time vs. the number of Map tasks

Fig. 5(b) shows the result on R-data. We can see that the running time is
smaller than Fig. 5(a) totally. This is because a big part of the real data has
been in order before processing. So a considerable part of sort cost is saved. The
other features in this figure are the same with Fig. 5(a).

Fig. 6 describes the effect of number of various map task. We set four values
of the number of map task, i.e., 1,10,20,30. We can see that the running time
decreases with the increase of map task. Both datasets are about 3.4GB and
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each block is 64MB. So we have about 50 blocks. More map tasks means more
blocks can be processed at the same time, which reduces the running time. As
shown in Fig. 5 and Fig. 6, if there is only one map task, the running time of
distributed system is bigger than the single computer. Because in distributed
system the data is not stored locally and map task needs to read remote data,
which leads to high cost.

5 Conclusion and Future Work

In this paper, we use MapReduce to perform spatial keyword queries. Experi-
mental results show that it is efficient to deal with spatial keyword queries over
big, seldom used, type mixed spatial data with MapReduce. As for future work,
how to employ index mechanism with MapReduce is a promising direction.
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Abstract. Detecting the high-risk zones as well as potential infected 
geographical neighbor is necessary and important to reduce the loss caused by 
infectious disease. However, it is a challenging work, since the outbreak of 
infectious disease is uncertain and unclear. Moreover, the detection should be 
efficient otherwise the best control and prevention time may be missed. To deal 
with this problem, we propose a geography high-risk zones detection method by 
capturing the significant change in the infectious disease monitoring data. The 
main contribution of this paper includes: (1) Analyzing the challenges of the 
early warning and detection of infectious disease outbreak; (2) Proposing a 
method to detect the zone that the number of monitoring cases changes 
significantly; (3) Defining the infection perturbation to describe the infection 
probability between two zones; (4) Designing an algorithm to measure the 
infection perturbation of infectious disease between adjacent zones; (5) 
Performing extensive experiments on both real-world data and synthetic data to 
demonstrate the effectiveness and efficiency of the proposed methods. 

Keywords: Data Mining, Change Mining, Spatial Mining, Time Series. 

1 Introduction 

The issue of infectious disease prevention and control is important in public health 
and humans’ daily life. For example, the acute piratory syndrome (SARS) outbreak in 
2002 caused huge losses. According to the report from WHO, 8069 people infected 
SARS and 775 people lost lives in 32 main countries of the world since its outbreak to 
July.11th ,2003. Not only the direct loss but also the indirect loss that caused by the 
infectious disease bring heavy burden to the society. Take SARS event for example, 
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China mainland lost 2.2 billion US dollars, Korea lost 2 billion US dollars, Hong 
Kong lost 1.7 billion US dollars, Japan lost 1.1 billion US dollars.  

As a result, taking effective early warning and detection for the infectious disease 
is urgent when the epidemic outbreaks. Specifically, it’s required to detect the 
outbreak zones, and take measures to control the disease happened there. Moreover, it 
is necessary to predict the future potential outbreak zone and adopt prevention 
measures. Thus, applying statistics and data mining techniques to help experts detect 
the disease outbreak, as well as analyze the infection impact to the other zones is a 
desirable work, which has got many attentions, such as [1-9].  

Many countries have set up the public health surveillance system, which can 
collect the number of cases of infectious disease in certain zones. The monitoring 
data, collected by the system, offers data sources for the researches on outbreak 
detection and early warning [10-12]. The goal of our work is to detect the high-risk 
zones and potential infected zones based on the data supplied by the surveillance 
system of China. It is a challenging work, since the spread of infectious disease has 
following features.  

 Uncertain: For most infectious diseases, the spread is affected by various 
factors, such as daily communication, atmospheric flowing, living habit, air 
travel and climatic change.  

 Unclear: For unknown infectious diseases and some new subtypes of an 
infectious disease, the transmission media of the related pathogens (cause of 
disease) is unclear at the beginning of the outbreak.  

 Timeliness: For some urgent infectious diseases, the affected population and 
range may be expanded in a short time. As a result, fast prediction is 
expected. Otherwise, the best intervention time may be missed, and the loss 
caused by the infectious disease will be increased. 

Moreover, once the infectious disease outbreaks, more attention should be paid to 
the neighboring zones of the outbreak zone. Observation 1 is a real-world case to 
illustrate this fact.  

Observation 1. In 2002, SARS firstly broke out at Guangdong Province in China. 
Several days later, SARS cases were discovered at Hong Kong. Several weeks later, 
Southeast Asia countries (regions) discovered SARS cases while the epidemic of 
SARS in Guangdong was more serious. 

 

From Observation 1, we can see that when SARS broke out in Guangdong 
Province, China, the infection probability for Hong Kong was larger than other 
countries (regions) far away from Guangdong, since Hong Kong is closer to 
Guangdong geographically. Intuitively, the neighboring zones of the outbreak zone 
are more vulnerable to be infected by the infectious disease. We think the reasons are: 
(i) the communications between two neighboring zones are frequent and intensive. 
So, there exists many transmission media between them. (ii) The environment, 
including living habits, climate, etc., between two neighboring zones is similar. 

Naturally, the influence on the neighbor that has more communications and similar 
environment to the outbreak zone is stronger, vice verse. In other words, the neighbor 
has more probability to be infected in a short time. Thus, prevention measures should 
be done immediately at this neighbor.  
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There is little previous work on geographical infection analysis between zones. We 
detect the high-risk zones and the infection perturbation between adjacent zones based 
on the monitoring data and geographical information. The main contributions include: 
(1) Analyzing the challenges of the early warning and detection of infectious disease 
outbreak; (2) Proposing a method to detect the zone that the number of monitoring 
cases changes significantly; (3) Defining the infection perturbation to describe the 
infection probability between two zones; (4) Designing an algorithm to measure the 
infection perturbation of infectious disease between adjacent zones; (5) Performing 
extensive experiments on both real-world data and synthetic data to demonstrate the 
effectiveness and efficiency of the proposed methods. 

2 Related Works 

Previous studies on outbreak detection and early warning for infectious disease can be 
divided into two groups: space-time scan statistic and anomaly pattern detection. 

2.1 Space-Time Scan Statistic 

The main feature of this method is applying statistic methods on analyzing the variety 
of the numbers of infectious disease cases along with the space and time changes. The 
spatial scan statistic method that mentioned in [1] extended the scan statistic in three 
directions: clusters’ detection, the scanning window and the baseline.  

The authors in [2] proposed an elliptic spatial scan statistic with a scanning 
window of variable location, shape, angle and size, since circular scanning window 
was not suitable for the non-circluar zones. Furthermore, Reference [3] raised a 
flexibly shaped space-time scan statistic method to satisfy the requirement of 
detecting and monitoring in irregular shaped areas. 

The monitoring data in the real-world is ordinal or continuous. Any discretization 
method may cause the loss of information. Reference [4] proposed a spatial scan 
statistic method to analyze the data incorporating the ordinal structure. Furthermore, 
Reference [5] and Reference [6] proposed methods to deal with the survival data and 
the heterogeneous population data, respectively. 

However, the methods of space-time scan statistic are not suitable for our problem, 
since the main concern of these methods is beyond the infection impact analysis 
between zones. 

2.2 Anomaly Pattern Detection 

The main idea of anomaly pattern detection includes two aspects: (i) defining an 
anomaly; (ii) comparing recent dataset with baseline distribution to discover 
significant patterns of anomalies. Wong et al. gave a rule-based anomaly pattern 
detection algorithm in [7]. This algorithm can overcome the limit of some early 
methods adopting individual data points without particular combinations of features. 
It is difficult to define baseline, since there are various trends in disease spread. The 
authors in [8] proposed a Bayesian network based method to define the baseline.  
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The authors in [9] proposed a pattern based method, named WSARE, for disease 
outbreak early warning. WSARE can find out the anomalous patterns from discrete 
dataset. The experimental study shows that it is efficient and accurate on disease 
detection. 

3 High-Risk Zones Detection and Potential Neighbors 
Prediction  

This section mainly discusses the details of our proposed detection and prediction 
method, named as HZD-PNP, for detecting high-risk zones and predicting potential 
infected neighbors. 

3.1 High-Risk Zone Detection 

For the analysis on the infectious disease monitoring data, one important issue is 
infectious disease outbreak detection. However, it is hard to exactly define the 
outbreak, the reasons include: firstly, different infectious diseases have different 
outbreak standards; secondly, for most infectious diseases, the standards of outbreak 
are still unspecified in the domain of public healthy.  

To deal with this problem, most researches focus on the change of number of 
disease cases. Generally, HZD-PNP follows the same idea of previous work on 
outbreak detection. The initial step of HZD-PNP is to detect the zones, where the 
number of cases increases significantly in recent time window. Formally, given a 
recent time window Tr, a historical time window Th. Let CE(Tr), CE(Th) be the 
numbers of cases in Tr and Th at zone Z in the same time unit, respectively. If the 
difference between CE(Tr) and CE(Th) is larger than a predetermined threshold, zone 
Z is called as a high-risk zone. In HZD-PNP, the recent time window Tr is a time 
period determined by the user, such as current day or current week. The historical 
time window Th is also a user determined time period which is prior to Tr.  

The high-risk zones detection in HZD-PNP includes three steps as follows. Step 1: 
define the recent time window and historical time window; Step 2: for each zone, 
count the numbers of cases in recent and historical time windows, respectively. Step 
3: for each zone, apply the statistic method to examine the significance of difference 
between the numbers of cases in recent and historical time windows. 

As stated in [9], determining the recent time window Tr and the historical time 
window Th is important for high-risk zones detection. The reason lies that, firstly, if 
the historical time window is so close to the recent time window, the changes between 
the recent and history may be too small to be captured. On the other hand, if the 
historical time window is long before the recent one, the difference may not be caused 
by the infectious disease outbreak. As a result, the selection of historical time window 
is critical, it should not be near, nor be long before the recent time window.  

Similar to using Fisher’s Exact Test [13] to evaluate each anomaly pattern 
detection rule in [9], we try to adopt Fisher’s Exact Test in HZD-PNP to examine the 
significance of the difference for high-risk zones detection. 
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Example 1. Given zone Z. Suppose in recent time, the number of sick persons is a, 
the number of non-sick persons is b. And suppose in historical time, the number of 
sick persons is c, the number of non-sick persons is d. Then the contingency table is 
constructed as follows. 

Table 1. An example of a contingency table 

Group CE(Tr) CE(Th) 
Sick a c 

Non-sick b d 

 
In Table 1, the values of (a + b) and (c + d) equal to the numbers of population in 

recent and historical time windows at zone Z, respectively. That is, the sum of a, b, c 
and d is a big number. Thus, Fisher’s Exact Test may be not suitable for this situation. 
In this case, we use Chi-Square test instead of Fisher’s Exact Test for high-risk zones 
detection, since Chi-Square test is an approximation to Fisher’s exact test when 
counts are large. In this study, we set the threshold to be 0.05. That is, if the result of 
Chi-Square test is less than 0.05, the zone is detected as a high-risk zone. For all 
detected high-risk zones, the adjacent ones are merged together to form a high-risk 
clustering region. Thus, the numbers of population and cases of a clustering region are 
the sum of the population and cases of each zone in the region, respectively. Then we 
can treat the clustering region as a big zone with larger size and population. 

3.2 Potential Infected Neighbors Prediction 

As stated in Section 1, the factors that determine the spreading direction of infectious 
disease are complex, various and uncertain. The spread of infectious disease is prone 
to the zones which have frequent and intensive communications and the similar 
environment to the outbreak zone. 

In this work, we predict the potential infected zones, which may break out the same 
infectious disease as the high-risk zones. Specifically, we focus on the zones that are 
adjacent to the high-risk zones (clustering regions), since, in most cases, these zones 
easily meet the spread conditions of infectious disease, such as the frequent and 
intensive communication and the similar environment. As a result, we can predict the 
potential infected neighbors as an early warning by listing the adjacent zones that 
have high risk of disease outbreak. We take one day as the basic time unit, and 
convert the numbers of daily cases, supplied by the surveillance system, into a time 
series data, which is composed of basic case ratios. 

Definition 1 (Basic Case Ratio). Let NC(C) = {c1, c2,…, ck} be the time series of 
monitoring cases at a zone in basic time unit. The basic case ratio of ci is ci / 
(c1+c2+…+ck), denoted as BCR(C) = {BCR(c1), BCR(c2),…, BCR(ck)}. 
 

We analyze the infection influence between two zones based on the basic case 
ratios. Let BCR(pi) and BCR(qi) be the basic case ratios of zone P and zone Q on day 
i, respectively. Then the closer the relationship between zone P and zone Q is, the 
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value of BCR(pi+j) (j ≥ 1) will be more markedly affected by the value of BCR(qi), and 
vice versa. In this study, we call this kind of change of cases number caused by the 
influence from other zones, as infection perturbation. Infection perturbation reflects 
the degree of a zone being affected when the other zone breaks out infectious disease. 
We use the relative entropy [14], which is commonly used to measure the influence 
and similarity between two models [15-17], to measure the infection perturbation 
between two zones based on their basic case ratios. The infection perturbation is 
defined in Definition 2. 

In our practice, to avoid the relative entropy being infinite that is caused by the 
zero basic case ratio, data preprocessing is necessary. Let the number of population at 
zone P be Pop(P). Then, for each value in BCR(P), BCR(Pi), is added by 1/ Pop(P). 

Definition 2 (Infection perturbation). Suppose BCR(P) and BCR(Q) be the time 
series of basic case ratio at zone P and zone Q, respectively. The infection 
perturbation between P and Q, denoted as IP(P, Q), is calculated as follows. 

IP(P, Q) = 1 / (
)(
)(

log)(
i

i

i
i qBCR

pBCR
pBCR∑ +1) (1)

Equation (1) shows that for two zones, the less the relative entropy between them 
is, the stronger the infection perturbation between them exists. That is, one zone has 
higher probability to be infected if it has greater infection perturbation with adjacent 
places where breaks out infectious disease. 

3.3 Workflow of HZD-PNP 

In this subsection, we present the details of HZD-PNP for the high-risk zones 
detection and potential infected neighboring zones prediction. There are two start 
ways of HZD-PNP: (i) HZD-PNP detects the monitoring data, and selects the zones, 
in which the number of cases increases significantly in recent time window. (ii) If an 
infectious disease outbreaks, HZD-PNP can start the detection of potential infected 
zones that are adjacent to the predetermined zones. 

The next step in HZD-PNP is to evaluate the infection perturbation between each 
high-risk zone (clustering region) and its neighboring zones. This step consists of two 
main procedures: selecting neighboring zones and measuring the infection 
perturbation for each neighboring zones.  

The strategy of HZD-PNP to select neighboring zones is stated as follows. Given a 
high-risk zone Z, there are three opinions to select the neighbors of Z in HZD-PNP: (i) 
The neighbors are the zones that are geographically adjacent to Z; (ii) The neighbors 
are the zones that are the nearest k (k ≥ 1) zones to Z. The distance between two zones 
is evaluated by the Euclidean distance between the administrative centers of these two 
zones; (iii) The neighbors are the zones that are the nearest k (k ≥ 1) zones and 
geographically adjacent to Z. 

Secondly, for each neighboring zone, the infection perturbation between it and the 
high-risk zones is measured by Equation (1). However, there is another issue should 
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be taken into account. When a zone is a neighbor to several high-risk zones, how to 
measure the infection perturbation? In this case, HZD-PNP conceives the related 
high-risk zones as a whole in logical. That is, given a zone Y, let RN(Y) be the set of 
high-risk zones that takes Y as a neighboring zone. For RN(Y), the number of 
population is Σ Pop(rn), rn ∈ RN(Y), and the time series of monitoring cases is the 
sum of cases in the related high-risk zones. Then the infection perturbation between Y 
and RN(Y) is measured by Equation (1). 

The last step of HZD-PNP is to detect the potential infected zones that are adjacent 
to high-risk zones (clustering regions) based on the infection perturbation evaluation. 
To this end, HZD-PNP lists the zones whose infection perturbation is large with the 
high-risk zones, which means the zone may be easily affected by the high-risk zones; 
therefore the cases distribution of the neighboring zone may be similar with that of 
the high-risk zones. Then, HZD-PNP predicts the zones may be the next infectious 
disease outbreak regions. 

There are two ways to predict the next infected zones: (1) HZD-PNP outputs all 
zones whose infection perturbation is greater than the given threshold; (2) outputting 
zones with top k largest infection perturbation measures. In this work, we predict the 
most k potential infected neighbors from current high-risk zones.  

Algorithm 1 describes the pseudo code of HZD-PNP. In Algorithm 1, HRZones is 
the set of high-risk zones detected by HZD-PNP or predetermined outbreak ones. 
Function testRisk(Tr, Th, P) evaluates the change of cases between the recent period 
and the historical period for zones, and returns the detected high-risk zones in Step 3. 
Function Merge(HRZones) merges adjacent high-risk zones to form a clustering 
region. Step 5 is an interactive procedure that the experts can identify the zones found 
in Step 4. Function nbrSelect(HRZones, G) returns all neighbors to zones in HRZones 
in Step 6. From Step7 to Step 9, the zones which are neighboring to several high-risk 
zones are marked. The related high-risk zones are conceived as a whole in logical in 
the next step. The infection perturbation between each high-risk zone and its 
neighboring zones are evaluated in Step 12. The zones that have the largest infection 
perturbation with the high-risk zones will be output. 

Algorithm 1: HZD-PNP (Tr, Th, P, G, HRZones) 
Input: (1) monitoring dataset of recent period: Tr; (2) monitoring dataset of historical period: 
Th; (3) population dataset: P; (4) geographic dataset: G; (5) high-risk zones: HRZones 
Output: possible outbreak zones: POZ. 

begin 
   1. if HRZones ≠ null go to Step 5 
   2. For each monitoring zone in Tr 
   3.    HRZones ← HRZones + testRisk(Tr, Th, P) 
   4. HRClusters ← Merge(HRZones) 
   5. interactiveIdentify(HRClusters) 
   6. NbrZones ← nbrSelect(HRClusters,G) 
   7. For each n in NbrZones 
   8.    if n is a neighbor to several z in HRZones 
   9.       mark n is affected by several high-risk zones 
  10. POZ ← null 
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  11. For each z in HRZones 
  12.    POZ ← POZ + ipEval(Th,NbrZones) 
  13. return POZ 
end. 

4 Performance Study 

To evaluate the performance of HZD-PNP, we implement HZD-PNP in Java. The 
experiments are performed on an Intel Pentium Dual 1.80 GHz (2 Cores) PC with 2G 
memory running Windows XP operating system.  

4.1 Effective Study on the Real-World Monitoring Data 

4.1.1   Dataset 
We perform the effective study of HZD-PNP on the real-world disease monitoring 
data provided by the Department of Health Statistics, Sichuan University. Since the 
data is sensitive, we skip over the semantic details and formulate the data formally as 
follows. Let MD be the monitoring dataset of a certain infectious disease at region CQ 
from June 4th to December 30th in 2009, MD = {Di | 1 ≤ i ≤ 210}, where Di is the set 
of daily number of new cases at all 40 monitoring zones in region CQ. Suppose 
ZONE = {zi | 1 ≤ i ≤ 40} is the set of monitoring zones, then each dj ∈Di (1 ≤ j ≤ 40) 
represents the number of new cases at zone zj on day i. The total number of cases is 
17,478 in MD. We take the data in one week as the basic analysis time unit. In other 
words, HZD-PNP predicts the zones that are possible to break out infectious disease 
in the next week. Based on MD, we convert it into MW, which contains the average 
daily number of cases in each week, MW = {Wi | 1 ≤ i ≤ 30}. 

In this experimental study, we set the historical time window (Th) to contain 5-
week data, the recent time window (Tr) to contain 1-week data. Th is one week prior to 
Tr. We use HZD-PNP to detect high-risk zones and potential infected adjacent zones 
of the infectious disease in the following week next to Tr. By this means, we divide 
MW into 23 training and test data groups, denoted as MW’ (there are 30 weeks during 
June 4th to December 30th, each consecutive 8 weeks compose a group). For example, 
in the first group, the training data consists of Th and Tr, where Th = {W1, W2, W3, W4, 
W5}, Tr = {W7}; the test data is {W8}.  

4.1.2   Sensitivity Test on High-Risk Zones Detection  
As stated before, one of the start ways of HZD-PNP is high-risk zone detection. The 
destination of this experiment is demonstrating the detection sensitivity under 
different time units. To this end, we apply HZD-PNP to dataset MW’, the detected 
high-risk zones is denoted as HRZw. Furthermore, we apply HZD-PNP to each daily 
monitoring data, and record the union of each week day’s detected zones. The result 
is denoted as HRZd. Table 2 lists the experimental results. In Table 2, the zones in a 
high-risk clustering region are enclosed in parentheses. For example, a high-risk 
clustering that composed by zi and zj is denoted as (zi, zj). Due to the space limitation, 
we list the result in September (Tr ∈{W13, W14, W15, W16, W17}) in Table 2. 
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Table 2. The experimental results on high-risk zones detection test 

Tr HRZw HRZd 
W13 {z39} {z1, (z6,z16), z10, z22, z39} 

W14 
{z7, (z10,z13,z14,z17,z18,z19,z20,z26, z28,z30), 

(z39,z40)} 

{z1,z5,z7,(z10,z11,z12,z13,z14,z15,z17, 
z18,z19,z20,z26,z27,z28,z30,z31), z38, 

(z39,z40)} 

W15 {z1, (z10,z11,z14,z19,z28,z40), z30} 
{(z1,z3), (z7,z8,z9,z22,z25,z33,z36), 

(z10,z11,z12,z13,z14,z17,z18,z19,z20,z26,z28,z3

9,z40), (z29,z30)} 

W16 {(z1,z2), (z11,z14), z15, (z23z31)} {(z1,z2,z3), z8, (z10,z11,z12,z14,z40), 
(z15,z36), (z18,z19,z23,z31), z29} 

W17 {z1,z2,z3,z10,z15,z23,z27,z30,z31} 
{(z1,z2,z3,z5,z6,z7,z8z15,z21, z22,z33,z36), 

(z10,z12,z13,z14,z20), z18, z27, 
(z23,z29,z30,z31)} 

 
From Table 2, we can see that HZD-PNP is effective to detect high-risk zones. 

Compared with HRZd, the number of detected high-risk zones in HRZw is decreased, 
and all zones detected in HRZw are also detected in HRZd. The reason lies that the 
number of cases may change significantly in some day, while the change may not 
result in the number of the week changes remarkably. So to get accurate detection, the 
basic time unit should not be too long. In the other hand, to avoid the false alarms 
caused by the high sensitivity detection, it is better to set the basic time unit according 
to the specific situation. 

4.1.3   Accuracy Test on the Detection and Prediction Results of HZD-PNP 
The aim of HZD-PNP includes: high-risk zones detection and potential next-infected 
neighbors prediction. In this Subsection, we perform experiments to demonstrate the 
accuracy of HZD-PNP. Firstly, we apply HZD-PNP to MW’ to evaluate the infection 
perturbations from the high-risk zones (list in Table 2) to its neighbors. Then HZD-
PNP performs early warning for the neighbors with the largest infection perturbations. 

Next, as WSARE, proposed in [9], can find the most significant changes between 
the recent period and historical period, we apply it to the test data to find the zones 
which should be early warned for disease outbreak. Then, we compare the possible 
outbreak zones that are predicted by HZD-PNP with the results of WSARE, followed 
by excluding the zones, where the number of cases decreases dramatically, found by 
WSARE. There are three versions of WSARE (2.0, 2.5, 3.0) based on different 
selections of baseline. WSARE 2.5 selects all historical data as the baseline. We 
conduct WSARE 2.5 in the experiment, since the way of it to select baseline is 
consistent with historical time window selection in HZD-PNP. Moreover, since HZD-
PNP merely focuses on the zones that are geographically adjacent to the high-risk 
zones, we apply WSARE 2.5 to the same zones to find out the zones to be warned for 
disease outbreak. Due to the space limitation, we list the predicted zones by HZD-
PNP and related neighboring high-risk zones, as well as the zones found by WSARE 
2.5 in September (Tr ∈ {W13, W14, W15, W16, W17}) in Table 3.  
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Table 3. The predicted zones by HZD-PNP and the zones found by WSARE 2.5 

Tr 
predicted zones by 

HZD-PNP 
neighboring high-risk zones 

zones found by  
WSARE 2.5 

W13 {z40} {z39} {z40} 
W14 {z9} {z7} {z11} 
W14 {z11} {z10,z13,z14,z17,z18,z19,z20} {z11} 
W14 {z11} {z26} {z11} 
W14 {z31} {z10,z13,z14,z17,z28} {z11} 
W14 {z31} {z30} {z11} 
W14 {z11} {z14,z26,z39,z40} {z11} 
W15 {z2} {z1} {z2,z12,z18,z19,z31,z39,z40} 
W15 {z12} {z10,z11,z14} {z2,z12,z18,z19,z31,z39,z40} 
W15 {z18} {z19} {z2,z12,z18,z19,z31,z39,z40} 
W15 {z31} {z10,z28} {z2,z12,z18,z19,z31,z39,z40} 
W15 {z31} {z30} {z2,z12,z18,z19,z31,z39,z40} 
W15 {z39} { z11,z14,z40} {z2,z12,z18,z19,z31,z39,z40} 
W16 {z3} {z1,z2} {z3,z10,z18,z20} 
W16 {z10} {z11} {z3,z10,z18,z20} 
W16 {z10} {z14} {z3,z10,z18,z20} 
W16 {z20} {z15} {z3,z10,z18,z20} 
W16 {z30} {z23,z31} {z3,z10,z18,z20} 
W17 {z32} {z1,z2} Ø 
W17 {z5} {z3} Ø 
W17 {z11} {z10} Ø 
W17 {z16} {z15} Ø 

 
From Table 3, we can see that some predicted zones are neighbors of several high-

risk zones, such as z3 in W16 is a neighbor of both z1 and z2. Furthermore, we can see 
that except for during W17, some predicted zones in W13, W14, W15, W16 can also be 
warned by WSARE 2.5. We think the differences of the prediction results between 
HZD-PNP and WSARE 2.5 lies that, WSARE 2.5 aims at finding zones whose 
number of cases changes most dramatically, while HZD-PNP sets off alarms once the 
numbers of cases in some zones have an increasing trend. Thus, HZD-PNP finds more 
potential outbreak zones than WSARE 2.5; On the other hand, the results of WSARE 
2.5 are based on the predicted week. If some disease intervention measures have 
already been conducted, the number of cases may be decreased. As a result, WSARE 
2.5 may not find those zones. Based on above comparison and analysis, we believe 
that applying HZD-PNP for the real-world infectious disease surveillance is desirable.  

4.2 Scalability Test on the Synthetic Data 

As stated in Introduction section, the detection and early warning problem of 
infectious disease is a time-sensitive work, which should be done in a short time. In 
order to demonstrate HZD-PNP is effective for long-term monitoring dataset, we 
extend the scale of the dataset by copying the available monitoring dataset 50 × n (1 ≤ 
n ≤ 10) times, respectively. As the result, the numbers of both the cases and 
monitoring sites are increased. The 500 times means that the scale of dataset is the 
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same as the 5-years monitoring dataset of China. Figure 1 illustrates the running time 
of HZD-PNP on each dataset.  

 

Fig. 1. The running time of HZD-PNP under datasets with different scales 

From Figure 1, we can see that the running time of HZD-PNP grows linearly as 
long as the scale of dataset (numbers of both the cases and monitoring sites) is 
increased. As a result, it is desirable to use HZD-PNP in a large dataset. 

5 Conclusions 

Accurately detecting high-risk zones and timely warning the next infected zones can 
reduce the loss caused by the infectious disease. Meanwhile, it is a challenging work, 
since the spread of an infectious disease may be uncertain and unclear to human. To 
supply the decision support on implementing the control and prevention measures in 
the best intervention time, we propose a method, named HZD-PNP. HZD-PNP can 
detect the zones, where the number of cases increases dramatically during recent time, 
and predicts potential next-infected neighboring zones by evaluating the infection 
perturbation between each neighbor and the detected high-risk zone. The performance 
study of HZD-PNP on both real-world data and synthetic data demonstrates that 
HZD-PNP is effective and efficient for predicting potential next-infected zones.  

There are several possible directions for future work. (i) Consider the zones that 
are not neighboring to high-risk zones in the procedure of infection perturbation 
evaluation. In this case, the efficiency of HZD-PNP may be decreased, since the 
number of zones to be evaluated is large. (ii) Different infectious diseases may be 
affected by different factors. How to take other factors that are related to the disease 
spread, such as the climate, temperature, air travel, into consideration is a challenging 
and meaningful work. (iii) Introduce the transmission dynamics of infectious diseases 
into the spread direction prediction. It is challenging to implement the transmission 
dynamics, which are from the domain of epidemiology, in HZD-PNP. (iv) Study the 
spread of infectious disease in temporal aspect. As the condition of infectious disease 
varies over time, we believe that more accurate prediction results can be got by 
considering the transmission dynamics in infection perturbation measuring.  
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Abstract. Data uncertainty appears in many important XML applica-
tions. Recent probabilistic XML models represent different dependency
correlations of sibling nodes by adding various kinds of distributional
nodes, while there does not exist a uniform probability calculation method
for different dependency correlations. Since Bayesian Networks can de-
note various dependency correlations among nodes just by conditional
probability table(CPT ), this paper proposes the Bayesian Networks based
probabilistic XML model PrXML-BN, and combines SLCA semantic
meaning of keyword query into Bayesian Networks, then implements key-
words filtering on SLCA semantic meaning. To optimize the performance
of keywords filtering, two optimization strategies are proposed in this pa-
per. In the end, experiments verify the performance of keywords filtering
algorithm based on SLCA in model PrXML-BN.

Keywords: Probabilistic XML, Bayesian Networks, Keywords Filter-
ing, SLCA.

1 Introduction

Data uncertainty appears in various XML applications, such as data integration,
automatic information extraction and so on. Many developed works are focused
on how to model probabilistic XML [1–4]. They denote probabilistic XML docu-
ments as p-document, which include two kinds of nodes, distributional node and
ordinary node.Distributional node denotes the correlations between sibling nodes
in original XML document and has 5 types: {IND,MUX,DET,EXP,CIE}.
According to types of distributional node, [4] defines the family of p-document as
PrXMLC ,C ⊆ {IND,MUX,DET,EXP,CIE}. The research of [5–8] is about
structural query in probabilistic XML. There are fewer works dealing with the
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keywords query in probabilistic XML except for [9], which pays attention to IND
and MUX distributional nodes.

There are still some other popular and useful data dependency which should
be studied. For example, let Hung and Jonson be the authors of a document.
If Hung appears on another document, then Jonson will more likely (proba-
bilistically) appear on the same document in co-authorship. This kind of data
dependency relationship is valuable for the data maintenance and consistency,
and needs to be considered uniformly with other dependencies.

Bayesian Networks support more general dependency correlations among data
and to perform the uncertain computation works. And SLCA semantic meaning
[10, 11] is one of the widely accepted semantic meanings in keywords query.
This paper will use Bayesian Networks to model probabilistic XML and discuses
SLCA-based keyword filtering.

The main contributions of this paper are listed below:

– This paper proposes the Bayesian Networks based probabilistic XML model
PrXML-BN, which can represent sibling nodes dependency relationship uni-
formly.

– This paper gives the probability presentation of SLCA semantic meaning in
PrXML-BN and implements keywords filtering based on SLCA.

– Extensive experiments verify the performance of keywords filtering based on
SLCA semantic meaning in PrXML-BN.

The rest of this paper is organized as follows: Section 2 will define SLCA semantic
meaning in probabilistic XML and propose the method of modeling PrXML-BN.
How to represent and compute the probability of SLCA node semantic meaning
in PrXML-BN will be discussed in Section 3. Section 4 gives the system archi-
tecture and its implementation. Two strategies of optimizing keywords filtering
based on SLCA will also be proposed in Section 4. Section 5 is the evaluation of
experiments. Conclusions and future work are in the end.

2 Preliminary and Model

The SLCA node is a node that should satisfy: (1) all the keywords appear in
the subtree rooted at the node, and (2) the node have no descendent nodes
whose subtrees also contain all the keywords. [9] uses a binary tuple < v, p >
to denote the SLCA node in probabilistic XML, where v is a SLCA node and
p is the probability of v to be a SLCA node. So our work is to obtain p. If no
descendants are SLCA nodes, to compute the probability of v to be a SLCA
node can be transformed into computing the probability of the possible world,
which contains v and all keywords appear in SubT (v)’s current possible world.

2.1 PrXML-BN Model

In probabilistic XML studies, some important assumptions are stated in [1]. If
parent nodes exist, children nodes exist with definite probability; otherwise, the



276 C. Zhang et al.

probability of the existence of children nodes is “0”. Except for these nodes, the
rest nodes are independent in default. The probabilistic XML model, PrXML-
BN, considers the dependent relationships not only between father-children nodes
but also between sibling nodes. All dependencies are treated as father-children
relationship. The quantities uncertain dependency between all nodes and their
parent nodes will be represented in CPT . The constraint is no circles are among
sibling nodes’ dependency correlations.

Definition 1 maps probabilistic XML to Bayesian Networks X-BN .

Definition 1. For a given probabilistic XML document p-document with CPT,
it is denoted as a binary tuple < N,F >. N is node set of the document. The
conditional probability of all the nodes in p-document is denoted as F which in-
cludes the quantities uncertain dependency between node v and its parent nodes
in p-document. The triple < X,E,P > denotes the mapping from p-document to
Bayesian Networks X-BN . X is node set, E is edge set and P is CPT set of nodes
in Bayesian Networks. The mapping process is according to following rules:

1. The nodes in N and X are one-to-one correspondence. The value of nodes in
X is “1” denoting the node exists and “0” for the opposite case.

2. When the corresponding relationship between the nodes in N and X is given,
the conditional probabilities in F and P are one-to-one correspondence. The
uncertain quantitative relationships between any given node Xi and its parent
node set π(Xi) are included in P.

3. For any given Xi in X, a directed edge from each node in π(Xi) to Xi will
be appended. E is consisted of these directed edges.
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Fig. 1. a Probabilistic XML Document
Tree
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Fig. 2. Bayesian Networks X-BN for
Probabilistic XML

Fig. 1 is a probabilistic XML document with CPT . According to Definition 1,
Fig. 1 can be transformed into Bayesian Networks shown in Fig. 2. Therefore,
the probability computation works of nodes in Fig. 1 can use the probability
computation method of Bayesian Networks(X-BN , shown in Fig. 2).

2.2 XK-BN for SLCA Computation in PrXML-BN

Now the SLCA semantic meaning will be added into X-BN for filtering key-
words.
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Example 1. keyword query: K1,K2.

For the given keyword query in Example 1, Let keywords be denoted as nodes
K1,K2. Then the value of keyword nodes is “1” or “0” (which means the exis-
tence of keyword nodes). The values of different keywords are independent.

Definition 2. The dependency between document node n and single keyword
node K:

1. If n includes keyword K, n and K are dependent. And n is the parent node
and K is the child node. It is denoted as n → K.

2. If n does not include any keywords, n and K are independent.

Definition 2 gives the dependency relationship between document node and key-
word node. Keyword nodes’ CPTs follow the rules: if the value of its parent
node is “1”, the probability of the keyword node’s value to be “1” is “1” and
“0” for it’s value to be “0”; if there does not exist any parent node’s value to be
“1”, the probability of the keyword node’s value to be “1” is “0” and “1” for its
value to be “0”.
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Fig. 3. Bayesian Networks XK-BN Which Include Keywords

Insert keyword nodes {K1,K2} into node set X; according to Definition 2,
append the directed edges from document nodes to keyword nodes into E; and
add conditional probabilities of keyword nodes into P. Finally, the newly triple
< X,E,P > denotes the Bayesian Networks XK-BN which includes keyword
nodes. Fig. 3 shows an example of XK-BN . Node B1 includes both keywords.
Node B3 and B4 include keyword K1 and K2 separately. The CPTs of node K1

and K2 can be generated by preprocessing given XML document and query.

3 Probability Computing in PrXML-BN

3.1 Main Idea

In model PrXML-BN, the probability of node n to be a SLCA node is the total
probability of all possible worlds in which n exists and all keywords appear in
SubT (n)’s current possible world. The main idea of computing the probability
of a node to be a SLCA node is briefed in Algorithm 1.
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Algorithm 1. ComputeProb

Input:
current node,n;

Output:
probability of current node n to be a SLCA node, prob;

1: prob = 0;
2: if no SLCA nodes in n’s descendants then
3: for each possible world of XK-BN do
4: if SubT(n) includes all keywords then
5: add current possible world’s probability to prob;
6: end if
7: end for
8: else
9: n.flag = true;
10: end if
11: return prob;

Scanning document node bottom-up, algorithm 1 computes current node n’s
probability to be SLCA. If n’s descendants aren’t SLCA nodes(line 2) and XK-
BN ’s current possible world satisfies that SubT (n) include all keywords, add the
possible world’s probability to prob, which is n’s probability to be SLCA. If any
n’s descendant is SLCA, n.flag records weather there are SLCAs in SubT (n)
and will be transferred to upper nodes. Following will discuss how to find the
possible worlds in which SubT (n) includes all keywords(line 3 and line 4).

3.2 The Correct Possible World

The subsection will discuss how to depict the possible worlds in which node n
exists and all keywords appear in SubT (n).

Definition 3. Node Set Partition.

For any non-keyword node n in XK-BN , it will separate all nodes in XK-BN
into four parts: the keyword node set K; the node set of subtree SubT (n) in
original XML tree, Dn; the ancestor node set of n, An; the rest nodes set, On.

An includes all the nodes on the paths from the root node (which is the root
node of the original XML tree) to current node n, except for n itself. Take the
node B1 in Fig. 3 as an example. K = {K1,K2}, DB1 = {B1}, AB1 = {R,A1},
OB1 = {B2, A2, B3, B4}.

If node set Dn contains m nodes Dn,1, Dn,2, · · · , Dn,m, where Dn,1 is the root
node n of subtree SubT (n), Dn can be denoted as vector (Dn,1, Dn,2, · · · , Dn,m).
The value of vector Dn can be denoted by vector (vDn,1 , vDn,2 , · · · , vDn,m). The
value of Dn,i = vDn,i(1 ≤ i ≤ m) will be set as “0” or “1”.

Definition 4. For a given non-keyword node n and Dn in XK-BN , Dn,1 which
is the first node of Dn is node n, the value set VDn of Dn is defined as follows:
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VDn ={(vDn,1 , vDn,2 , · · · , vDn,m)| vDn,1 = 1 ∧ {∀i,Ki ∈ K,

∃j, 1 ≤ j ≤ m,Dn,j ∈ Dn ∧Dn,j → Ki ∧ vDn,j = 1}}. (1)

Definition 4 gives the node value vector set VDn of Dn, and VDn satisfies following
condition: such nodes in Dn whose value is “1” contains all keywords (which
indicates that all the keyword nodes’ value must be “1” in XK-BN). Dn may
be empty set. If node vector Dn is set to be any value in VDn , n satisfies the first
condition of SLCA. Any node value vector, in which there exist nodes (whose
value is “1”) contain all keywords, should be in VDn .

Take node B1 in Fig. 3 as an example. DB1 only has one node B1, VDB1
=

{(1)}, which indicates that to set B1 to be “1” can guarantee current possible
world contains all keywords.

Definition 5. Set’s Value.

Given set E, constant c whose value is “0” or “1”, value vector set C whose
vector is consisted of “0” and “1”. E = c means the value of each node in E is
c. E = C stands for that E can be treated as a node vector and its value can be
each value in C. The value of each node in node vector E is the corresponding
value of current value vector of C.

For example, keyword node set K = 1 denotes that all the keyword nodes’ value
are “1”. The nodes in DA1 constitute a vector (A1, B1, B2) and the value vector
set C is {(1, 1, 1), (1, 1, 0)}. DA1 = C means (A1, B1, B2) can equal to vector
(1, 1, 1) (A1=1, B1=1, B2=1) or vector (1, 1, 0) (A1=1, B1=1, B2=0).

It can be found from Definition 4 and Definition 5 that Dn = VDn can
guarantee SubT (n) contains all keywords for any non-keyword node n in XK-
BN. If no n’s descendants are SLCA nodes, the possible worlds presented by
“Dn = VDn ,K = 1”(in fact, K = 1 can be omitted.) are correct possible worlds
in which n is a SLCA node. The total probability of these possible worlds is the
probability of n to be a SLCA node, which is shown in formula 2.

P (K = 1,Dn = VDn)

=
∑

Dn−{n}
Dn=VDn

∑
An,On

P (n = 1,K = 1,An,On,Dn − {n}). (2)

4 Architecture and Implementation

4.1 Architecture

Fig. 4 shows the system architecture of SLCA-based probabilistic XML keywords
filtering. In Fig. 4, after query submitted, system will firstly find whether the
results are in the cache. If it does not find the results, it will call the parser and
computation module to generate and return results. This paper does not discuss
further which one will be cached, and only part of source queries (for example,
half of the submitted queries) will be cached. It will randomly choose double of
these cached queries to do query computation.
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Fig. 4. system architecture using cache
strategy

Fig. 5. node partition while computing
probability

4.2 Parsing and Computing Module

When XML document is readed by SAX parser, a record (level, id, f lag) will be
saved in the stack for each XML node. level denotes the depth of current node
in document. id denotes the document node. flag records whether current node
and its descendants contain SLCA nodes. flag = true means the subtree rooted
at current node has contained SLCA nodes, which will be transformed to the up
and prevent ancestors from being SLCA nodes.

Algorithm 2. EndElement

Input:
Output:
1: info ← Stack.pop();
2: if info.getLevel() == level then
3: prob = ComputeProb(info.getID());
4: if prob >0 then
5: info.setFlag(true);
6: output info.getID() as SLCA node id, corresponding probability is prob;
7: end if
8: else
9: pop all children’s records from Stack;
10: info ← pop current node’s record from Stack;
11: prob = ComputeProb(info.getID());
12: if prob >0 then
13: info.setFlag(true);
14: output info.getID() as SLCA node id, corresponding probability is prob;
15: end if
16: end if
17: Stack.push(info);
18: level = level - 1;
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Before parsing documents, event StartDocument will initial some global vari-
ables, such as level = 0, id = 0.

StartElement. Event records current node’s (level, id, f lag) and put it into stack.

EndElement. Event(Algorithm 2) computes the probability of the current node
to be a SLCA node. Pop the current node’s record and save it into info (line
1-2,line 9-10). Then Algorithm 1 will be called to compute probability of current
node to be a SLCA node(line 3 and 11). If the probability is larger than “0”,
current node is a SLCA node and it will be output(line 4-7, line 12-15). At last,
the current node’s information will be push into stack.

4.3 Optimizations

Another optimization Reducing Involved Nodes is described in this subsection.
In XK-BN , it can be found that parent nodes of any non-keyword node n

and of any node in An belong to An; parent nodes of nodes in Dn−{n} are still
in Dn − {n}; parent nodes of On’s nodes belong to An ∪On ∪ {n}.
Definition 6. P (E|F) denotes the continued multiplication of each node’s con-
ditional probability in E, where the parent nodes of each node in E belongs to F .
P (E|E) has the same meaning but the parent nodes of each node Ei in E is in
the difference set E − {Ei}.

P (E|F) =
∏
Ei∈E
1≤i≤m

P (Ei|F). (3)

P (E|E) =
∏
Ei∈E
1≤i≤m

P (Ei|E − {Ei}). (4)

For example P (An|An) =
∏

An,i∈An

1≤i≤m

P (An,i|An − {An,i}).
So formula 2 can be transformed to formula 5:

P (K = 1,Dn = VDn )

=
∑

Dn−{n}
Dn=VDn

∑

An,On

P (n = 1,K = 1,An,On,Dn − {n})

=
∑

An

P (An|An)P (n = 1|An)
∑

Dn−{n}
Dn=VDn

P (Dn − {n}|Dn)
∑

On

P (On|On,An, n = 1)P (K = 1|On,An,Dn)

=
∑

An

P (An|An)P (n = 1|An)
∑

Dn−{n}
Dn=VDn

P (Dn − {n}|Dn)
∑

On

P (On|On,An, n = 1)

(5)

When formula 5 satisfies Dn = VDn , whatever the value of nodes in An and On

are, P (K = 1|On,An,Dn) = 1 is always true. Therefore, line 3 can be simplified
to line 4 in formula 5.
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According to Definition 6, it can get formula 6 as follows:

∑
On

P (On|On,An, n = 1)

=
∑
On

∏
1≤i≤m
On,i∈On

P (On,i|On − {On,i},An, n = 1)

=
∏

1≤i≤m
On,i∈On

∑
On,i

P (On,i|On − {On,i},An, n = 1)

(6)

In formula 6, for any node On,i ∈ On, (1 ≤ i ≤ m), if the values of nodes in
On −{On,i} and An are given,

∑
On,i

P (On,i|On −{On,i},An, n = 1) ≡ 1. That
is formula 6 equals “1”. Then, formula 5 can be simplified to formula 7:

P (K = 1,Dn = VDn)

=
∑
An

P (An|An)P (n = 1|An)
∑

Dn−{n}
Dn=VDn

P (Dn − {n}|Dn) (7)

Algorithm 3. ComputeProbOPT

Input:
current node,n;

Output:
the prob of which current node is a SLCA node,prob.

1: prob=0;
2: if no SLCA nodes in SubT (n) then
3: carelist = ConstructCareList(n);
4: bt ∈ {0, 1, 2, . . ., 2carelist.size};
5: for each value of bt do
6: if the current node’s bit of bt is “1” then
7: if descendant nodes whose bits are“1” in bt include all keywords then
8: localprob = 1;
9: for each node m in carelist do
10: p(m|m′s parents) = find node m’s conditional probability from

database;
11: localprob = localprob × p(m|m′s parents);
12: end for
13: prob = prob + localprob;
14: end if
15: end if
16: end for
17: else
18: n.flag = true;
19: end if
20: return prob;
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For any given non-keyword node n in XK-BN , formula 7 is the total probability
of the possible worlds in which node n satisfying SLCA’s first condition.

The optimization introduced above can eliminate some probability computa-
tion works.As is shown in Fig. 5, keyword nodes has been removed from Bayesian
Networks. The black node in Fig. 5 is the node n await to compute probabil-
ity. If condition Dn = VDn exists, nodes in On in dotted box 2 have no effect
on computing probability of current node and only nodes in dotted box 1 are
related to probability computation.

Algorithm 3 can replace Algorithm 1 to compute the probability of current
node to be a SLCA node. If there are no SLCAs in SubT (n)(Line 2), counting n’s
referred nodes(Line 3). And using these nodes’ probabilities to compute current
node n’s probability to be a SLCA node.

If there are n nodes in document and the sum of each node’s D and A is
m,m ≤ n in average, the time complexity of the whole method after optimization
is O(n · 2m).

5 Experiments

The experiment evaluations of SLCA based keywords filtering algorithms using
Bayesian Networks are stated in this section, which include the studies for data
sets features and query features.

The experiments are performed on an Intel dual-core with 2 GB memory
computer and the programs are written in JAVA. The datasets are from DBLP
dataset. Each XML packet tags a paper’s information. The number of nodes in
XML packet is from 7 to 16. Each kind of node contains about 1,000 records
and its size is 500K in average. While building Bayesian Networks, for a given
node v, except for its parent node, its sibling nodes which are in front of v will
be choosed as v’s parent nodes according to a certain percentage, such as 20%,
25% and 33%. Each node’s probability will be generated randomly and saved
in Berkeley DB, as well as the preprocessed keyword nodes’ information. The
structure of query is like [12], denoted as kN-L-H, where kN is the number of
keywords, H and L is the highest and lowest keyword frequency, respectively.
The keyword frequency is “100-100” in this paper. It will randomly generate a
group of queries and repeat it five times. The average process time of each query
will be recorded.

5.1 Date Set Feature

The query set is 2-100-100 and the number of data records is 1000. Fig. 6 and 7
show the average processing time of single query for 1,000 XML records. Fig. 6
records the algorithm without using cache category, whose processing time will
increase with data dependency ration increased. While for the number of nodes
in Bayesian Networks, the dependency ratio between sibling nodes has less effect
on its processing time.



284 C. Zhang et al.

 0

 20

 40

 60

 80

 100

 120

 140

0.2 0.25 0.33

A
vg

-R
es

po
ns

e 
T

im
e(

s)

correlation ratio

7 nodes
8 nodes
9 nodes

10 nodes
11 nodes
12 nodes

13 nodes
14 nodes
15 nodes

Fig. 6. Data Dependency
Ratio’s Effect

 0

 20

 40

 60

 80

 100

 120

 140

0.2 0.25 0.33

A
vg

-R
es

po
ns

e 
T

im
e(

s)

correlation ratio

7 nodes
8 nodes
9 nodes

10 nodes
11 nodes
12 nodes

13 nodes
14 nodes
15 nodes

Fig. 7. Data Dependency
Ratio’s Effect Using
Cache Strategy

 0

 20

 40

 60

 80

 100

 120

 140

5 10 20 30 50

A
vg

-R
es

po
ns

e 
T

im
e(

s)

#Query in a group

7 nodes
8 nodes
9 nodes

10 nodes
11 nodes
12 nodes

13 nodes
14 nodes
15 nodes

Fig. 8. #Query’s Effect

Fig. 7 shows the processing with cache strategy. Because of query’s random-
ness, the ratio of results using cache strategy and the ration of reducing pro-
cessing time is uncertain. Even then, compared with Fig. 6, the performance of
using cache strategy is better than the other.

5.2 Query Feature

Fig. 8 and Fig. 9 study the influence of the query groups’ size on average process-
ing time. Both of them use nodes reducing optimization. And they also record
the average processing time of each query on 1,000 XML packets before and after
using cache strategy. Obviously, using cache strategy will reduce processing time
remarkably.

Fig. 10 and Fig. 11 show the effects of the number of keyword nodes on average
processing time. Both of them are the results after graph nodes reducing. And
they also record the average processing time of each query before and after
using cache strategy. It can be found from Fig. 10 that with the number of
keyword nodes increasing, the process time also increases, but it is much more
better than the effect on processing time brought by the increased nodes number
in Bayesian Networks. Compared with Fig. 10 and 11, using cache strategy
can low processing time remarkably. Because of query randomness, the ratio
of results using cache strategy is uncertain, which makes the ratio of lowing
time complexity uncertain and the effects of increasing keywords number on
processing time less obvious.
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6 Conclusions and Future Work

To represent the general dependency correlations between sibling nodes in prob-
abilistic XML, this paper proposes Bayesian Networks based probabilistic XML
model, PrXML-BN, and combines SLCA semantic meaning into Bayesian Net-
works. Besides, it also implements keywords filtering based on SLCA. And the
optimizations including graph nodes reducing and cache strategy are also ap-
plied in the system to reduce algorithm time complexity. Experiment studies
have shown that for SLCA keywords filtering based on Bayesian Networks, the
main factor influencing time complexity is the size of Bayesian Networks. The
query features, such as keywords number, has less effect on processing time.
Cache strategy can reduce processing time remarkably. And it is easy to model
data using Bayesian Networks and can represent more general dependency cor-
relations, but the time complexity will increase exponentially. The future works
are how to further reduce the time cost and apply the probabilistic XML data
management in the distributed environment.
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Abstract. A fundamental task in data integration is data fusion, the process of
fusing multiple records representing the same real-world object into a consistent
representation; data fusion involves the resolution of possible conflicts between
data coming from different sources; several high level strategies to handle incon-
sistent data have been described and classified in [8].

The MOMIS Data Integration System [2] uses either conflict avoiding strate-
gies (such as the trust your friends strategy which takes the value of a preferred
source) and resolution strategies (such as the meet in the middle strategy which
takes an average value).

In this paper we consider other strategies proposed in literature to handle in-
consistent data and we discuss how they can be adopted and extended in the
MOMIS Data Integration System. First of all, we consider the methods intro-
duced by the Trio system [1,6] and based on the idea to tackle data conflicts by
explicitly including information on provenance to represent uncertainty and use
it to answer queries. Other possible strategies are to ignore conflicting values at
the global level (i.e., only consistent values are considered) and to consider at the
global level all conflicting values.

The original contribution of this paper is a provenance-based framework which
includes all the above mentioned conflict handling strategies and use them as dif-
ferent search strategies for querying the integrated sources.

1 Introduction

A fundamental task in data integration is data fusion, the process of fusing multiple
records representing the same real-world object into a consistent representation; data
fusion involves the resolution of possible conflicts between data coming from different
sources; several high level strategies to handle inconsistent data have been described
and classified in [8].

MOMIS (Mediator envirOnment for Multiple Information Sources) is a framework
to perform integration of structured and semi-structured data sources [3,2]. The MOMIS
DAta Integration System is characterized by a classical wrapper/mediator architecture:
the local data sources contain the real data, while a Global Schema (GS) provides
a reconciled, integrated, read-only view of the underlying sources. The GS and the
mapping between GS and the local sources have to be defined at design time by the
Integration Designer; end-users can then pose queries over this GS. MOMIS has been

H. Yu et al. (Eds.): DASFAA Workshops 2012, LNCS 7240, pp. 286–297, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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developed by the DBGROUP of the University of Modena and Reggio Emilia1. An
open source version of the MOMIS system is delivered and maintained by the academic
spin-off DataRiver2.

The Data Fusion framework of the MOMIS System uses either conflict avoiding
strategies (such as the trust your friends strategy which takes the value of a preferred
source) and resolution strategies (such as the meet in the middle strategy which takes
an average value); these strategies are implemented by means of the so-called full
outerjoin-merge operator proposed in [16] and adapted to the MOMIS System in [2].

In this paper we consider other strategies proposed in literature to handle inconsistent
data and we discuss how they can be adopted and extended in the MOMIS System. In
particular, we consider the techniques introduced into the Trio system [1,6] and based
on the idea to tackle data conflicts by explicitly including information on lineage to
represent uncertainty and use it to answer queries.

Lineage, or provenance, in its most general definition, describes where data came
from, how it was derived and how it was modified over time. Lineage provides valuable
information that can be exploited for many purposes, ranging form simple statistical
resumes presented to the end-user, to more complex applications such as managing
data uncertainty or identifying and correcting data errors. For these reasons, in the last
few years the research activity in the Information Management System area has been
increasingly focused on this topic. In particular, lineage has been studied extensively in
data warehouse systems [11,10]. However, in Data Integration systems, lineage is still
considered as an open research problem [14,13].

In [4] we introduced the notion of provenance into the MOMIS framework, by defin-
ing the provenance for the full outerjoin-merge operator; this definition is based on
the concept of PI-CS-provenance (Perm Influence Contribution Semantics) proposed in
Perm [12] to produce more precise provenance information for outerjoins. Another im-
portant reason behind the choice to use the PI-CS-provenance is that it is implemented
in an open-source provenance management system called Perm [12] (Provenance Ex-
tension of the Relational Model) that is capable of computing, storing and querying
provenance for relational databases. We are using the Perm system as the SQL engine
of the MOMIS system, so obtaining the provenance in our Data Integration System.
On the other hand, from a theoretical point of view, in [4] we argued some differences
between the PI-CS-provenance of the full outerjoin-merge operator and of the outerjoin
operator and we are extending the Perm system to take into account these differences.

The original contribution of this paper is a provenance-based framework which in-
cludes several conflict handling strategies and use them as different search strategies
for querying the Global Schema. Besides the techniques introduced into the Trio sys-
tem [1,6], we will also take into account the strategy to ignore conflicting values at the
global level, i.e., only consistent values are considered (in [8] this strategy is called No
Gossiping and classified as a conflict avoiding strategy). Finally, another possible strat-
egy, is to consider at the global level all conflicting values (in [8] this strategy is called
Considering all possibilities and classified as a conflict ignoring strategy).

1 http://www.dbgroup.unimore.it
2 http://www.datariver.it

http://www.dbgroup.unimore.it
http://www.datariver.it
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The remainder of the paper is organized as follows. In section 2 we will introduce the
basic definitions of the MOMIS framework that will be used along the paper; section 2.1
briefly describes conflict avoiding and resolution strategies implemented in MOMIS by
means of the full outerjoin-merge operator, whose provenance is introduced in sec-
tion 2.2. The novel Provenance based Conflict Handling Strategies will be described in
section 3 Finally, conclusions and future works are sketched in section 4.

2 The MOMIS Data Fusion System

In this section we will introduce the basic definition of the MOMIS framework [3,2]
that will be used along this paper. A MOMIS Data Integration System is constituted
by: a set of local schemas {LS1, . . . , LSk}, a global schema GS and Global-As-View
(GAV) mapping assertions [15] between GS and {LS1, . . . , LSk}. A global schema
GS is a set of global classes, denoted by G. A local schema LS is a set of local classes,
denoted by L. Both the global and the local schemas are expressed in the ODLI3 lan-
guage [7]. However, for the scope of this paper, we consider both the GS and the LSi

as relational schemas, but we will refer to their elements respectively as global and local
classes to comply with the MOMIS terminology.

For each global class G, a Mapping Table (MT) is defined, whose columns repre-
sent a set of local classes {L1, . . . , Ln}; an element MT [GA][L] represents the local
attribute of L which is mapped onto the global attribute GA, or MT [GA][L] is empty
(there is no local attribute of L mapped onto the global attribute GA)3.

A small example, similar to the one used in [1], is shown in Figure 1; both local
classes LA and LB contain data about crime vehicle sightings coming from two different
data sources; Figure 1 also shows the Mapping Table of the global class SAW, with
schema SAW(Viewer,Age,Car), obtained by integrating these two local classes
LA and LB.

GAV mapping assertions are expressed by specifying for each global class G a query
over L(G), called mapping query and denoted by MQG, which defines the instance of
G starting from the instances of its local classes. The mapping query MQG is defined
to make a global class perform Data Fusion among its local class instances [8]: multiple
local tuples coming from local classes and representing the same real-world object are
fused into a single and consistent global tuple of the global class. To identify multiple
local tuples coming from local classes and representing the same real-world object,
we assume that error-free and shared object identifiers exist among different sources:
two local tuples with the same object identifier ID indicate the same object in different
sources; thus we can use Lid to denote the tuple t of a local class L with object identifier
ID equal to id, i.e. t[ID] = id. In our example, we assume viewer as an object
identifier; then the first tuple of the local class LA, i.e. the tuple with viewer = Amy,
will be denoted with LAAmy.

3 In this paper, for the sake of simplicity, we consider a simplified version of the MOMIS frame-
work proposed in [3,2], where MT [A][L] is a set of local attributes and Data Transformation
Functions specify how local attribute values have to be transformed into corresponding global
attribute values. Moreover we assume S(G) = ∪iS(Li), i.e. global and local attribute names
are the same.
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Local classes
LA and LB:

LA

viewer age car

Amy 21 Honda
Betty NULL Honda
Sam NULL Toyota
Joe 32 Toyota

LB

viewer car

Amy Toyota
Betty Honda
Sam Honda

Mapping Table of the global
class Saw:

SAW LA LB

Viewer viewer viewer
Age age
Car car car

Fig. 1. Example: two local classes with a conflicting attribute

In fusing data from different sources into one consistent representation, several high
level strategies have been described and classified in [8]. With respect to this classifi-
cation, in MOMIS we used either conflict avoiding strategies (such as the trust your
friends strategy which takes the value of a preferred source) and resolution strategies
(such as the meet in the middle strategy which takes an average value); these solutions
will be briefly described in section 2.1.

In this paper we consider how other strategies, proposed in literature, to handle in-
consistent data, can be adopted and extended in the MOMIS Data Integration system.
First of all, we consider the methods introduced into the Trio system [1,6] based on the
idea to tackle data conflicts by explicitly including information on lineage to represents
uncertainty and use it to answer queries. Another strategy is to ignore conflicting val-
ues at the global level, i.e., only consistent values are considered (in [8] this strategy is
called No Gossiping and classified as a conflict avoiding strategy). Finally, another pos-
sible strategy, is to consider at the global level all conflicting values (in [8] this strategy
is called Considering all possibilities and classified as a conflict ignoring strategy).

2.1 Data Fusion Strategies in MOMIS

In the MOMIS system, data fusion is performed at the level of a global class G by
defining, for each conflicting attribute of G, a Resolution Function and by defining its
mapping query MQG by means of the full outerjoin-merge operator, proposed in [16]
and adapted to the MOMIS framework in [2]. Intuitively, this corresponds to the follow-
ing two operations: (1) Computation of the Full Outer Join, on the basis of the shared
object identifier, of the local classes of G; (2) Application of the resolution functions.
Thus MQG can be formulated by standard SQL; for example, for the global class SAW:

MQˆSAW : SELECT viewer AS Viewer, age AS Age,
COALESCE(SAW_B.car,SAW_A.car) AS Car

FROM LA FULL OUTER JOIN LB
USING (viewer)
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where COALESCE is the standard SQL function which returns its first non-null parame-
ter value. The obtained instance of the global class SAW is shown in Table 1. The global
attribute Viewer, derived from the shared object identifier viewer, is an object iden-
tifier for the global class SAW; the global tuple with Viewer = Amy, is denoted with
SAWAmy .

Table 1. Instance of the global class SAW

Viewer Age Car

Amy 21 Toyota
Betty NULL Honda
Sam NULL Honda
Joe 32 Toyota

2.2 Provenance in the MOMIS System

In [4] we defined the provenance for the full outerjoin-merge operator by using the
concept of PI-CS-Provenance. The PI-CS-Provenance of an output tuple is a set of
witness lists, where each witness list represents one combination of input relation tuples
that were used together to derive the output tuple; a witness list contains a tuple from
each input of an operator or the special value ⊥ which indicates that no tuple from an
input relation was used to derive the output tuple and, therefore, is useful in modeling
outerjoins. For example, the PI-CS-Provenance of the global tuple SAWAmy is the set
{〈LAAmy,LBAmy 〉 } and the PI-CS-Provenance of SAWJoe is the set {〈LAJoe,⊥ 〉}
which indicates that LAJoe paired with no tuples from LB influences SAWJoe.

Another important reason behind the choice to use PI-CS-Provenance is that it is
implemented in a provenance management system called Perm [12] (Provenance Exten-
sion of the Relational Model) that is capable of computing, storing and querying prove-
nance for relational databases. From an implementation point of view, we are using the
Perm system as the SQL engine of the MOMIS system, so obtaining the provenance in
our Data Integration System. On the other hand, from a theoretical point of view, in [4]
we argued some differences between the PI-CS-provenance of the full outerjoin-merge
operator and of the outer join operator; however, this aspect is not relevant for the scope
of this paper.

As an example of provenance, let us consider the following query on the global class
SAW (the user is searching for the suspected cars defined as the car sighted by viewers
with age greater than 18):

SUSPECTED_CAR = SELECT DISTINCT CAR
FROM SAW
WHERE AGE > 18

The query returns the tuple (Toyota); the PI-CS-Provenance for this tuple is a set with
two witness lists (see Figure 2). In the Perm system witness lists are represented in a
relational form, as shown in Figure 2: each witness list of a result tuple is represented
by a single tuple. This is the data provenance information obtained by executing the
query on the MOMIS system integrated with the Perm system.
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Car PI-CS Provenance as a set of witness lists

Toyota { 〈LAAmy ,LBAmy 〉, 〈LAJoe, ⊥ 〉 }

Relational Representation of the PI-CS Provenance

Car LA.viewer LA.age LA.car LB.viewer LB.car

Toyota Amy 21 Honda Amy Toyota
Toyota Joe 32 Toyota

Fig. 2. Example: PI-CS Provenance for the query SUSPECTED CAR

3 Provenance Based Conflict Handling Strategies

The proposed solution to handle inconsistent data is inspired to the methods introduced
into the Trio system [1,6], which is based on the ULDB model [5], where uncertainty
and lineage of the data are considered as first-class concepts. The idea is to tackle data
conflicts by explicitly including information on lineage (and accuracy) into its data
model and thereby into the data itself; as stated in [5], any application that integrates
information from multiple sources may be uncertain about which data is correct, and
the original source and derivation of data may offer helpful additional information.

With the concept of alternatives introduced in ULDB, relations have a set of cer-
tain attributes and a set of uncertain attributes; each tuple in a ULDB relation has one
value for each certain attribute, and a set of possible values for the uncertain attributes.
The ULDB model is based on the idea that provenance enables simple and consistent
representation of uncertain data; provenance in ULDB is recorded at the granularity
of alternatives: provenance connects a tuple-alternative to those tuple-alternatives from
which it was derived. Specifically, provenance is defined as a function λ over tuple-
alternatives: λ(t) is a boolean formula over the tuple-alternatives from which the alter-
native t was derived. In the following, we will refer to the provenance defined in ULDB
as Trio-Lineage.

Intuitively, by applying this concept of alternatives to our context of data fusion,
non-conflicting attributes are modelled as certain attributes and conflicting attributes
are modelled as uncertain attributes where conflicting values are considered as mutually
exclusive values for the global tuple; in this way, the global class SAW is considered as
an uncertain relation which represents a set of possible relation instances. We will refer
to this conflict handling strategy as the TRIO-strategy. In our example (see Table 2), with
the TRIO-strategy we have four possible instances for the global class SAW: two choices
for Amy’s car times two choices for Sam’s car. We use Gid to denote the global tuple of
G with object identifier ID equal to id, then we will use (Gid, j) to denote the jth tuple-
alternative of the global tuple Gid; as an example, for the global tuple SAWAmy there are
two alternatives, (SAWAmy, 1) and (SAWAmy, 2). Given a global class constituted by n
local classes and with only a conflicting attribute GA (the general case with more than
one conflicting attribute will be considered in section 3.2) mapped on k local classes
L1, . . . , Lk, with 1 < k ≤ n, the number of tuple-alternatives for a global tuple is of
course equal or less than k.



292 D. Beneventano

Table 2. Global class SAW as an uncertain relation: global tuple-alternatives

Viewer Age Car

Amy 21 Honda || Toyota
Betty NULL Honda
Sam NULL Toyota || Honda
Joe 32 Toyota

For a global class, the provenance connects a global tuple to local tuples from which
it was derived; by using the ULDB to model a global class as an uncertain relation,
Trio-Lineage connects a global tuple-alternative to those local tuples from which it
was derived. More precisely, the Trio-Lineage of a global tuple-alternative is a boolean
formula over the local tuples from which the alternative was derived; this is shown in
Table 3 where each global tuple-alternative of SAW is represented by a row of the table
with the related TRIO-Lineage.

Table 3. Global tuple-alternatives of SAW, with the related TRIO-Lineage

Viewer Age Car TRIO-Lineage

Amy 21 Honda λ(SAWAmy , 1) = LAAmy

Amy 21 Toyota λ(SAWAmy , 2) = LAAmy ∧ LBAmy

Betty NULL Honda λ(SAWBetty , 1) = LABetty ∨ LBBetty

Sam NULL Toyota λ(SAWSam, 1) = LASam

Sam NULL Honda λ(SAWSam, 2) = LBSam

Joe 32 Toyota λ(SAWJoe, 1) = LBJoe

With the TRIO-strategy a global class is considered as an uncertain relation which
represents a set of possible instances. Another possible strategy is to consider a unique
instance containing all conflicting values, i.e., an instance with all the global tuple-
alternatives shown in Table 3; we will refer to this strategy as the ALL strategy. Finally,
another possible strategy is to ignore conflicting values at the global level, i.e., only
consistent values are considered; this strategy called No Gossiping and classified as an
avoiding strategy in [8], is similar to the concept of Consistent Query Answering [9].
With this strategy, which we will call CQA strategy, there is a unique instance for the
global class SAW : {SAWBetty ,SAWJoe}.

The original contribution of this paper is a provenance-based framework which in-
cludes all the above conflict handling strategies. In the next section, we will discuss
how these different conflict handling strategies correspond to different search strate-
gies for querying the Global Schema. In the remaining of this section we show how to
implement the proposed framework.

Since in the MOMIS System we are already using the Perm system as the basis to
obtain the provenance of the integrated data, the proposal is to implement the framework
using the Perm system. This choice is motivated by several reasons. Firstly, besides the
Trio-strategy, we want to obtain a framework which also contain the other two kind of
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strategies, then extensions to the Trio framework are needed. Moreover, as shown in
section 2.1, the computation of the global class is based on a outerjoin operation, then
we need a provenance model where this operation is supported. In the ULDB model [5]
and in the Trio system [1,6] outerjoins are not considered.

In the following we will illustrate how to compute in the MOMIS system the Global
tuple-alternatives of a global class, with the related TRIO-Lineage (see the example of
SAW in Table 3). First of all, a relational representation of the Trio-Lineage is intu-
itively obtained as follows; the Trio-Lineage of a global tuple-alternative is a boolean
formula over the local tuples; we consider the disjunctive normal form of this for-
mula and each conjunctive clause of this formula is represented by a row; for example,
since λ(SAWBetty, 1) = LABetty ∨ LBBetty we will obtain two rows for the alterna-
tive (SAWBetty , 1), the first one representing LABetty and the second one representing
LBBetty (see Table 4). For a global class G, the instance Gall containing all the global

Table 4. Relational Representation of the Trio-Lineage for SAW

Viewer Age Car LA.viewer LA.age LA.car LB.viewer LB.car

Amy 21 Honda Amy 21 Honda
Amy 21 Toyota Amy 21 Honda Amy Toyota
Betty NULL Honda Betty NULL Honda
Betty NULL Honda Betty Honda
Joe 32 Toyota Joe Toyota
Sam NULL Toyota Sam NULL Toyota
Sam NULL Honda Sam Honda

tuple-alternatives of G, with their relational representation of the Trio-Lineage, is ob-
tained as follows:

– non-conflicting attributes GA1, . . . , GAn are computed by the full outerjoin-merge
operator defined in section 2.1(seeMQˆSAW); we denote byG1(ID,GA1, . . . , GAn)
the obtained relation (where ID is the object identifier);

– the conflicting attribute GAn+1 is computed by the union of k queries on the local
classes L1, . . . , Lk where it is mapped; we denote by G2(ID,GA1+1) the obtained
relation; as an example, for the conflicting attribute Car of SAW:

G2 : SELECT viewer, car from LA
UNION
SELECT viewer, car from LB

The relation Gall is then obtained as the natural full outerjoin between G1 and G2; the
result for the global class SAW is shown in Table 4, where global tuple with more than
one alternative are highlighted.

3.1 Strategies for Querying the Global Schema

In this section we discuss how the different conflict handling strategies introduced in
the previous section can be used as different search strategies: the same query on the
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Global Schema has a different interpretation on the basis of the chosen conflict handling
strategy. In particular, with the TRIO-strategy, the membership problems of uncertain
databases are considered: Tuple Membership: Is a given tuple in some possible instance
of an uncertain relation?
Tuple Certainty: Is a given tuple in every instance of an uncertain relation?
In [17] is shown that the tuple membership and certainty problems can be solved in
polynomial time and algorithms are given.

Given a query Q, in the following we will define (in an informal way) and compare
the query answers obtained with the different conflict handling strategies (as an example
we consider the SUSPECTED CAR of page 2.2).

CQA-strategy:Qconsistent is the answer obtained by considering only consistent
values; in the example: SUSPECTED CARconsistent = {Toyota}.

ALL-strategy: Qall is the answer obtained by considering all values;
in the example: SUSPECTED CARall = {Honda, T oyota}.

TRIO-strategy: Qpossible is the set of all possible tuples of the uncertain
relation Q, i.e., is the set of tuples which are in some possible instance of Q (Tuple
Membership);
in the example: SUSPECTED CARpossible = {Honda, T oyota}.

TRIO-strategy: Qcertain is the set of all certain tuples of the uncertain relation Q, i.e.,
is the set of tuples which are in all possible instances of Q (Tuple Certainty);
in the example: SUSPECTED CARcertain = {Toyota}.

It easy to verify that the following relationships hold among these query answers:

Qconsistent ⊆ Qcertain ⊆ Qpossible ⊆ Qall

On the basis of these relationships, the CQA strategy is the most restrictive search strat-
egy (i.e., brings back fewer results) and the ALL strategy is the least restrictive one.

Table 5 shows Qall and, for each tuple of this result, the most restrictive search
strategy which brings back the tuple: in this way the user knows that Toyota can be
obtained from consistent values while to obtain Honda also conflicting values need to
be considered. Then the user can ask for information about the provenance, by obtaining
the result shown in Table 6: in this way the user knows that Toyota has two derivations,
the first one from consistent values and the second one from a possible instance, i.e.,
from conflicting values.

Table 5. All tuples in SUSPECTED CAR with the related most restrictive search strategy

Car Strategy

Toyota consistent
Honda possible

3.2 Dependent and Independent Conflicting Attributes

So far we considered only one conflicting attribute; with two ore more conflicting at-
tributes, another dimension need to be take into account for the conflict handling prob-
lem; with reference to Figure 3 the question is whether to consider the tuple
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Table 6. Relational Representation of the Trio Lineage for SUSPECTED CAR

Car Strategy LA.viewer LA.age LA.car LB.viewer LB.car

Toyota consistent Joe 32 Toyota
Toyota possible Amy 21 Honda Amy Toyota
Honda possible Amy 21 Honda

(Amy, 21, Honda, brown) as a possible instance of the global class SAW? The answer
is affirmative if we consider the two conflicting attributes Color and Car as indepen-
dents: Car is taken from local class LA and Color is taken from local class LB. The
answer is negative if we consider the two conflicting attributes as dependents: Color
and Car are taken from the same local class. As shown in Figure 3, if we consider the
conflicting attributes as independents:

– for the global tuple SAWAmy there are two further alternatives
– for the global tuple SAWBetty there are no further alternatives but the alterna-

tive with (Honda, red) has now two different derivation, i.e. its TRIO-Lineage
is λ(SAWBetty , 1) = LABetty ∨ (LABetty ∧ LBBetty).

LA

viewer age car color

Amy 21 Honda red
Betty NULL Honda red
Sam NULL Toyota red
Joe 32 Toyota brown

LB

viewer car color

Amy Toyota brown
Betty Honda brown
Sam Honda red

Global class SAW as an uncertain relation: global tuple-alternatives

Viewer Age (Car,Color)

Amy 21 (Honda,red) || (Toyota, brown) || (Honda,brown) || (Toyota, red)
Betty NULL (Honda,red) || (Honda, brown)
Sam NULL (Toyota, red) || (Honda,red)
Joe 32 (Toyota, brown)

Fig. 3. Example: two local classes with two conflicting attributes

Thus, we can consider different instances for a global class with two (or more) con-
flicting attributes: an instance obtained by considering dependent attributes is, of course,
a subset of the one obtained by considering the attributes as independents. As a conse-
quence, given a queryQ on a global class, for each conflict handling strategies S (except
for the CQA strategy), we can consider two query answers : QS

depend and QS
independ,

with QS
depend ⊆ QS

independ. The CQA strategy is the most restrictive search strategy
and the ALL strategy with independent attributes is the least restrictive one. To give an
example, let us refine the SUSPECTED CAR query as follows:
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SUSPECTED_RED_CAR = SELECT DISTINCT CAR
FROM G
WHERE AGE > 18
AND COLOR = ’RED’

For this query, we have the following search strategies:

– most restrictive: SUSPECTED RED CARconsistent = ∅
– least restrictive with dependent attributes: SUSPECTED RED CARall

dep = {Toyota}
– least restrictive with independent attributes: SUSPECTED RED CARall

indep =
{Honda, T oyota}

Table 7 shows SUSPECTED RED CARall
indep and, for each tuple of this result, the most

restrictive search strategy which brings back the tuple: in this way the user knows that
to obtain Honda and Toyota conflicting values need to be considered. and that Toyota
can be obtained only considering independent attributes. The provenance is shown in
Table 8.

Table 7. SUSPECTED RED CAR

Car Strategy

Honda possible-dependent
Toyota possible-independent

Table 8. Relational Representation of the Trio Lineage for SUSPECTED RED CAR

Car Strategy LA.viewer LA.age LA.car LA.color LB.viewer LB.car LB.color

Honda possible Amy 21 Honda red
dependent

Toyota possible Amy 21 Honda red Amy Toyota blue
independent

4 Conclusion and Future Work

In this paper we presented our work in progress to implement data provenance tech-
niques in the MOMIS Data Integration System; currently, the provenance is obtained
by using as SQL engine of our Data Integration System the open-source provenance
management system Perm [12]. The original contribution of this paper are some idea
to develop a provenance-based framework which enables different conflict handling
strategies and use them as different search strategies for querying the Global Schema.
In particular, we considered the provenance-based techniques to tackle data conflicts in-
troduced into the Trio system [1,6] and we discussed how they can be adopted, extended
and implemented in our system.

As future works, from a theoretical point of view, a formal account for the introduced
ideas will be given. From an implementation point of view, since also the Trio source
code is freely available and the system is based also on PostgreSQL, another possible



Provenance Based Conflict Handling Strategies 297

implementation is to use theTrio as SQL engine of our Data Integration System and
then evaluate which extensions are necessary (such as the outerjoins) to realize the
proposed framework.
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Abstract. Data completeness is an essential aspect of data quality as in many
scenarios it is crucial to guarantee the completeness of query answers. Data might
be incomplete in two ways: records may be missing as a whole, or attribute values
of a record may be absent, indicated by a null. We extend previous work by two
of the authors [10] that dealt only with the first aspect, to cover both missing
records and missing attribute values. To this end, we refine the formalization of
incomplete databases and identify the important special case where values of key
attributes are always known. We show that in the presence of nulls, completeness
of queries can be defined in several ways. We also generalize a previous approach
stating completeness of parts of a database, using so-called table completeness
statements. With this formalization in place, we define the main inferences for
completeness reasoning over incomplete databases and present first results.

1 Introduction

Data quality deals with the question how well data serves its purpose. Aspects of data
quality concern accuracy, currency, correctness, and similar issues. In settings such as
manual data insertion or data integration, completeness of data plays a key role. A ques-
tion whether data is complete enough for its aims and what might be potentially miss-
ing. In particular, in relational databases incompleteness comes in two flavors: records
(rows) in tables might be missing entirely or attribute values might be null .

Consider as a driving example the management of school data in the province of
Bolzano, Italy, which motivated the technical work reported here. The schools in the
province are largely autonomous in their administration: although the provincial IT
department runs a central database for administering data about pupils, teachers and
the like, the schools might choose to what extent to use this system. This freedom
leads to many kinds of incompleteness of the underlying database, especially when
data submission is optional: for example, when statistics about schools are collected,
missing records and null values of attributes might have two meanings, either facts that
do not hold in reality, or not submitted data.

The IT department already has some information about how the schools use the
central database, but not yet a systematic approach to use it. They would like to have a
generic technique to tell whether their database is complete enough to answer a certain
query, and furthermore what data is needed for the query to be answered completely.

We believe similar problems also occur in other application domains and identify the
following research questions:

H. Yu et al. (Eds.): DASFAA Workshops 2012, LNCS 7240, pp. 298–310, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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1. How can one describe completeness of parts of a possibly incomplete database?
2. How can one characterize the completeness of query answers?
3. How can one infer completeness of query answers from such completeness

descriptions?

There has been some previous work by two of the authors [9,10] on these questions,
which only considered incompleteness in the form of missing records. In practice how-
ever, incompleteness in the form of null values is at least as important.

A problem with SQL nulls is their ambiguity, as they may mean both that an attribute
value exists but is unknown, and that no value applies to that attribute. The established
models of null values in database research, such as Codd, v-, and c-tables [6], usually
avoid this ambiguity by concentrating on the aspect of unknown values. In this work,
we consider the ambiguous standard SQL null values [2], because those are the ones
commonly used in practice. We will show later that some ambiguity can be resolved,
when meta information about database completeness is present.

In this paper, we define a formal framework to study problems that arise when rea-
soning about the completeness of query answers over databases with null values and
potentially missing records. We proceed as follows: in section 2 we introduce two exam-
ple scenarios, in section 3 we formalize incomplete databases, query completeness, and
table completeness, in section 4 we show how canonical table completeness statements
link table and query completeness, in section 5 we introduce the reasoning problems
and we present preliminary results for some of them, in section 6 we discuss related
work and with section 7 we conclude this paper.

2 Example Scenarios

We define two scenarios that display incompleteness in the form of missing records and
of null values. The scenarios differ in that in the first the values of the key attributes are
known while in the second some key values are unknown. As we will see later on, in
the first case completeness of queries can be detected more easily than in the second.

A School Database. We consider a school database that contains, inter alia, the follow-
ing two tables, where key attributes are underlined:

– student (sid, name, level, code, hometown)
– class (level, code, formTeacher, viceFormTeacher, profile).

The student table stores for each student their unique student ID, their name, the level
and the code of the student’s class, such as ‘3’ ‘A’, and the student’s hometown. The
class table stores for each class its level and code, the ID of its form teacher and its
vice form teacher, and the profile of the class, such as ‘science’ or ‘commerce’. The
attributes level and code uniquely determine a class while the student ID uniquely
determines a student.

Student tuples could be missing because students enroll by submitting a paper form,
while the data are only later entered into the electronic database. Similarly, the forma-
tion of classes is decided during an administrative meeting, yet this information is not
always immediately recorded in the database.
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Values for the attributes level and code of the student table may be null because
(i) students are assigned to classes only some time after their enrollment, and (ii) the de-
cision may not be recorded immediately. For similar reasons, the value of the attributes
formTeacher, viceFormTeacher, or profile of the class table could be null .

In contrast, the keys of tuples can never be null . To insert a student record into the
database, it is necessary to assign a student ID. Similarly, to insert a class it is necessary
to specify its level and code.

Over this school database, some queries will return the same answer over an instance
with nulls and where records are missing as they would over an ideal complete instance.
For instance, if all classes have been entered, we can tell the number of classes, even if
the form teachers have not yet been entered. Similarly, if each type of profile has been
entered once, we know the complete spectrum of profiles, even if the profile of some
specific class record is null or if the class record is missing altogether.

We will sketch later on how to formalize such facts and how to reason about them.

An Integrated Business Database. We consider a company that wants to integrate data
about business contacts from different departments into one database. We assume that
so far the sales, purchase and research department maintained their own databases with
different schemas and custom IDs.

In the integrated database, contacts are identified by their name, address, and city.
Even if the original databases were complete, records can be missing because a busi-
ness contact is kept by another department than those three and values can be missing
because the integrated schema contains attributes not present in one of the original
databases. Also key values can be missing, because information that makes up the key
was missing in one of the original databases.

3 Formalization

3.1 Standard Definitions

In the following we summarize the standard formalization of relational databases and
conjunctive queries (cf.[1]). The latter model the widely-used single-block SQL queries.
We extend this formalization to take into account SQL-style null values and the seman-
tics of queries over databases with nulls, following the approach in [5].

We assume a set of relation symbols Σ, the schema, and an infinite set of constants
dom, including the rational numbers. A term is a constant or a variable.

A relational atom is an expression R(t̄), where R is a relation symbol and t̄ is a
vector of terms. A comparison is an atom with one of the predicates <, ≤, =, or �.
A condition G is a set of relational and comparison atoms. We write a condition as a
sequence of atoms, separated by commas. A condition is safe if each of its variables
occurs in a relational atom. We generically use the symbol L for the subcondition of G
containing the relational atoms and M for the subcondition containing the comparisons.
A conjunctive query is written in the form Q(s̄) :− B, where B is a safe condition, s̄ is
a vector of terms, and every variable in s̄ occurs in B. As usual, we call Q(s̄) the head
and B the body of Q. A variable in B is called a join variable if it occurs at least twice
in B. We often refer to the entire query by the symbol Q.
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A database instance D is a finite set of relational ground atoms, that is, atoms without
variables, which may contain the special constant null. For a relation symbol R ∈ Σ we
write R(D) to denote the set of R-records in D, that is, the set of atoms in D with relation
symbol R.

An assignment α for the query Q is a mapping that maps the variables of Q to el-
ements of dom ∪ { null }. If A is an atom, then αA is the (ground) atom obtained by
replacing every variable x in A with the constant α(x). We say that α satisfies the con-
dition G = L,M over the instance D if (i) α maps all join variables of G to constants
� null, (ii) αA ∈ D for every relational atom A ∈ L, and (iii) α satisfies all comparisons

in M. Note that part (i) captures the semantics of nulls in SQL, where an equality or
comparison involving null has the truth value “unknown” and thus does not contribute
to a query result.

In SQL, a query Q(s̄) :− B can be evaluated under two semantics. Under bag seman-
tics, which is the default, applying Q to D results in the multiset Qb(D) = {|α(s̄) |
α satisfies B |}, which contains as many tuples, including duplicates, as there are satisfy-
ing assignments for the body of Q. Under set semantics, which is enforced by adding the
keyword DISTINCT, Q returns Qs(D), the set version of Qb(D), obtained by dropping
duplicates.

As usual, we say that a query Q is set contained (bag contained) in a query Q′,
if Qs(D) ⊆ Q′s(D) (Qb(D) ⊆ Q′b(D)) for all database instances D. For both seman-
tics, there is a rich body of literature on algorithms and complexity of containment for
conjunctive queries (cd. [1]). The problem has also been studied over databases with
SQL-style null values [5].

3.2 Incomplete Databases

A database can be incomplete only with respect to a comparison database, considered
to be complete. Consequently, we model an incomplete database in the style of Levy [7]
as a pair D = (Di,Da) of database instances: Di, the ideal state, with complete infor-
mation, and Da, the available state, with possibly incomplete information. We require
that Da contains no more information than Di and formalize this by the concept of
dominance. An atom R(s̄) is dominated by an atom R(t̄), written R(s̄) � R(t̄), if R(s̄) is
the same as R(t̄), except that it may have more nulls. Now, for D to be an incomplete
database, the instance Da must be dominated by the the instance Di, written Da � Di,
in the sense that every atom in Da is dominated by some atom in Di.

We say that D = (Di,Da) satisfies the principle of unique dominance when the
dominance can be established without using any tuple in the ideal database twice, that
is, if R(s̄1) � R(t̄) and R(s̄2) � R(t̄) implies R(s̄1) = R(s̄2) for all R(s̄1), R(s̄2) ∈ Da

and R(t̄) ∈ Di. For instance, unique dominance is satisfied by an incomplete database
where a key is defined for each relation and no key attribute is null . Then every record
in the available database is dominated by the record with the same unique identifier in
the ideal database.

In data integration, however, key values may uniquely identify records in each of
the source databases, but may fail to identify the entities in the integrated database.
In such a case, two records from two distinct sources may represent the same entity,
but may erroneously be mapped to two records in the integrated database, which are
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then dominated by a single record in the ideal database. In such a scenario, unique
dominance does not hold.

Example 1. Table 1 shows an incomplete database in the Bolzano school scenario. In-
formation present in the ideal but missing in the available database is written in italics.
For example, the student Diego is missing entirely and for class 1B we do not know the
form teacher and the vice form teacher. Note that we also have null values in the ideal
database, which express, first, that class 2A has no vice form teacher and, second, that
Andrea is registered as an external student not belonging to any class.

Table 1. An incomplete school database

Di Da

class student class student

(1, A, 101, 103, science) (702, Paul, 1, A, Bolzano) (1, A, 101, null , science) (702, Paul, 1, A, null)
(1, B, 104, 109, commerce) (781, Maria, 1, A, Merano) (1, B, null , null , commerce) (781, Maria, 1, B, null)

(2, A, 102, null , science) (739, Andrea, null , null , Brunico) (2, A, null , null , null) (739, Andrea, null , null , Brunico)
(754, Diego, 2, A, Bolzano) —

In the school example, unique dominance did hold. We now give an example from
the business scenario where unique dominance is not satisfied.

Example 2. The sales, purchase, and research department of a company maintain data-
bases with business contacts, each with a different schema, as shown in Table 2.

Table 2. Contact databases of the three departments

Sales Purchase Research
customer(name, street, city) supplier(name, city) partner(name, city, long_term)

(Johnson Corp., North St., Boston) (Smith Inc., Detroit) (Johnson Corp., Boston, no)

In addition to Johnson Corp. and Smith Inc., the company is also in contact with
Miller & Co., through its human resources department. Thus, each of the three should
appear once in the integrated database, shown in Table 3. However, due to a failure
in entity resolution, Johnson Corp. shows up twice, while Miller Inc. is missing com-
pletely. Moreover, some attribute values are null , as the corresponding information was
missing in the original sources (information missing in Da is in italics).

Table 3. Incomplete integrated contact database

Di Da

contact(name, street, city, long_term) contact(name, street, city, long_term)
(Johnson Corp., North St., Boston, no) (Johnson Corp., North St., Boston, null)

(Johnson Corp., null , Boston, no)
(Smith Inc., Main St., Detroit, yes) (Smith Inc., null , Detroit, null)

(Miller & Co., Central Rd., New York, no) —
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Observe that Johnson Corp. appears twice in the available database, coming from
the sales department and the research department, but only once in the ideal database.
Hence, unique dominance is not satisfied in this example.

3.3 Query Completeness

We now want to define formally when a query Q is complete over an incomplete
database D = (Di,Da). Considering bag and set semantics and the concept of domi-
nance, there are three meaningful definitions:

Bag Completeness: The query returns the same bag of answers over the available and
over the ideal database, that is, Qb(Da) = Qb(Di);

Set Completeness: The query returns the same set of answers over the available and
over the ideal database, that is, Qs(Da) = Qs(Di);

Set Completeness Modulo Redundancy: The query returns all the answers from the
ideal database also over the available one, and every (additional) tuple over the
available database is dominated by some tuple over the ideal database, thus being
redundant, that is, Qs(Di) ⊆ Qs(Da) and Qs(Da) � Qs(Di).

If for a query Q, an incomplete database D satisfies query completeness in one of
those cases, we writeD |= Compl(Q). When the meaning is not clear from the context,
we add ·s, ·b, or ·sred as superscript to the statement. We call these expressions query
completeness statements or for short QC statements.

Example 3. In the school scenario, consider the query Qlev1() :− student(s, n, 1, c, h).
Note that under bag semantics, Qlev1 returns a copy of the empty tuple for each stu-
dent at class level 1 and thus reports the number of such students. Since Qlev1 returns
the empty tuple twice over both the ideal and the available database, it is bag complete.

Consider also the query Qsci(n) :− student(s, n, l, c, h), class(l, c, f T, vFT, science),
which asks for the names of all students in science classes. As ‘Diego’ is returned over
the ideal, but not over the available database, Qsci is neither bag nor set complete.

Clearly, Complb(Q) entails Compls(Q). Also, Compls(Q) entails Complsred(Q). How-
ever, in general, the converse does not hold as we show next.

Example 4. In the business scenario, the query QBo(n, lt) :− contact(n, s,Boston, lt) asks
for the name and long term status of contacts from Boston. Over the ideal database it
returns Qs

Bo(Di) = { (Johnson Corp., no) }, while over the available database it returns
Qs

Bo(Da) = { (Johnson Corp., no), (Johnson Corp., null) }. Thus, QBo is not set complete
over this incomplete database. However, as the additionally returned tuple is dominated
by the record returned over the ideal database, QBo is set complete modulo redundancy.

3.4 Table Completeness

In addition to the completeness of queries, which can be expressed by QC statements,
we want to state the completenes of parts of an incomplete database. To this end, we
generalize the table completeness (TC) statements introduced in [10]. A TC statement
says that a specific fragment of a relation is complete without requiring other parts of
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the database to be complete. The challenge is to come up with a formalization that is
both intuitive and allows one to infer query completeness from table completeness.

A TC statement, written Compl(R(s̄); P; G), has three components: (i) a relational
atom R(s̄), (ii) a set of numbers P ⊆ { 1, . . . , arity(R) }, and (iii) a condition G such that
R(s̄),G is safe. The numbers in P are interpreted as attribute positions of R. For instance,
if R is the table student, then { 2, 5 }would refer to the attributes name and hometown.
Intuitively, such a TC statement says that if we take the ideal records R(t̄) ∈ R(Di),
satisfying the conditions t̄ = s̄ and G over Di, and project these records onto P, then
these projections are also present in πP(R(Da)), the projection of R onto P over the
available database. Clearly, we obtain two different semantics, depending on whether
the projection returns a bag or a set of records.

Example 5. Taking into account that profile is the 5th attribute of the table class in
the school database, the TC statement Cprf = Compl(class(l, c, f T, vFT, p); {5}; true)
says, under set semantics, that all class profiles are present in the available database. In
our example, Cprf holds as both ‘science’ and ‘commerce’ are in the available database.
The TC statement CoutBZ = Compl(student(id, n, l, c, h); { }; h � Bolzano) has an
empty set of positions and thus talks about empty tuples. Interpreted under bag se-
mantics, it says that there are as many students from outside Bolzano in the available
database as there are in the ideal database. In our example, CoutBZ does not hold under
bag semantics, as two such students can be found in the ideal, but only one in the avail-
able database. It holds under set semantics, though, as both ideal and available database
contain at least one student from outside Bolzano.

To make this formal, we associate to the TC statement C = Compl(R(s̄); P; G) the
query QC(s̄) :−R(s̄),G, which returns the R-records t̄ satisfying t̄ = s̄ and G. This query
will be evaluated under set semantics over Di, as we are only interested in the R-records
as such, not how many times they can be derived using G. Recall that evaluation of QC

under set semantics is indicated by the superscript ·s. Similarly, we use the operators
πb

P and πs
P to distinguish between projection on P under bag and set semantics. We now

define thatD = (Di,Da) satisfies C under bag or set semantics, respectively, if

π�P(Qs
C(Di)) ⊆ π�P(R(Da)),

where � ∈ { b, s }. The inclusion ⊆ is bag inclusion if � = b and set inclusion if � = s.
To indicate whether a TC statement is to be interpreted under bag or set semantics,
we write Complb and Compls, when necessary. In the special case that P comprises all
attributes of R, which was the case studied in [10], we can drop the projection and need
not distinguish between bag and set semantics, as C is satisfied byD if Qs

C(Di) ⊆ R(Da).
The next example shows that table completeness statements can also resolve the

inherent ambiguity of null values found in an available database.

Example 6. Consider the record student(739,Andrea, null, null,Brunico) in our avail-
able school database, with null values for class level and code. Without further infor-
mation, we do not know whether level and code are missing or whether the student is an
external student not assigned to any class. If we knew, however, that our partial database
satisfied Compl(student(id, n, l, c, h); {1, 2, 3, 4, 5}; true), that is, the student table is
complete, we could conclude that the nulls can only have the meaning that no level and
code apply to the student, and hence he is an external.
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4 Canonical Table Completeness Statements

The overall goal of reasoning about completeness is to infer QC statements from infor-
mation about the content of a database, expressed by TC statements.

In previous work on completeness reasoning for databases without nulls [10], a pow-
erful approach consisted in translating a completeness statement about a query Q into a
set CQ of so-called canonical TC statements for Q that, intuitively, express which parts
of which tables should be complete to guarantee completeness of Q.

Canonical TC statements were then used to reduce the problem of deciding whether
an arbitrary set of TC statements C entails the QC statement Compl(Q) (called TC-
QC reasoning) to checking whether C entails the canonical TC statements CQ, which
is a special case of deciding entailment between sets of TC statements (called TC-TC
reasoning). TC-TC reasoning was then reduced to the well-studied query containment.

In this section we report on approach to generalize this work to the richer setting
accommodating nulls.

4.1 Definition of Canonical TC Statements

We first want to single out those attributes of relations that must be complete in the
available database so that we can answer a query Q completely. These should be the
attributes that occur in selections, in joins, and that are output by Q.

Let Q :− A1, . . . , An,M be a query with relational atoms A j and a set of comparisons
M. A term t occurring in Q is essential if (i) t is a constant or (ii) t is a variable occur-
ring more than once in Q. Intuitively, essential terms are those that express a selection
condition, a join condition, or that appear in the head of Q. A position p in the relational
atom Ai is essential if the term occurring at position p in Ai is essential in Q. The set of
essential positions of Ai in Q is denoted as EPos(Ai,Q).

The canonical completeness statement CAi for Ai has the form

Compl(Ai; EPos(Ai,Q); A1, . . . , Ai−1, Ai+1, . . . , An,M).

Intuitively, a canonical statement CR(s̄) states that the projection on the essential posi-
tions of R(s̄) is complete for those tuples t̄ in R that satisfy t̄ = s̄ and the condition
composed by all the other atoms in the query. The set of all canonical completeness
statements for a query Q is denoted as CQ. As other TC statements, a canonical state-
ment can be interpreted with respect to set and bag projection, which is indicated by the
superscripts ·s and ·b as in Cs

Ai
and Cb

Q.

4.2 Properties of Canonical TC Statements

Canonical statements are a link between QC and TC statements.

Theorem 1. Let Q be a conjunctive query,D an incomplete database. Then we have:

1. IfD |= Cs
Q, thenD |= Complsred(Q);

2. IfD satisfies unique dominance, thenD |= Cb
Q if and only ifD |= Complb(Q).
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The theorem says that canonical statements under set semantics are a sufficient
condition for set completeness modulo redundancy. Moreover, in the presence of unique
dominance, canonical statements under bag semantics completely characterize bag com-
pleteness of a query. The proof is omitted due to space constraints.

As a corollary we note that we can find sufficient conditions for TC-QC entailment
in terms of TC-TC entailment. We do not know whether the converse holds, too.

Corollary 1. Let C be a set of TC statements and Q be a conjunctive query. Then
1. Cs |= Cs

Q ⇒ Cs |= Complsred(Q);

2. Cb |= Cb
Q ⇔ Cb |= Complb(Q).

The next corollary is a trivial consequence of Theorem 1.1 and is stated explicitly as a
contrast to Theorem 2 below.

Corollary 2. LetD be a partial database that satisfies all possible TC-statements and
let Q be a conjunctive query. ThenD |= Complsred(Q).

We next show that the assumption about unique dominance above cannot be dropped.

Theorem 2. There exist an incomplete database D without unique dominance and a
conjunctive query Q such that
1. D is complete for all possible TC statements, both under bag and set semantics;
2. Q is neither bag nor set complete overD.

Proof. Let D consist of Di = {R(a, b) } and Da = {R(a, b),R(a, null) }. Unique dom-
inance does not hold due to the record R(a, null). Clearly, D satisfies all possible TC
statements under any semantics, since all records from the ideal database are also in the
available database. Consider the query Q(y) :−R(x, y) that projects R on the second ar-
gument. Then Qb(Di) = { b }, while Qb(Da) = { b, null }, which implies that Q is neither
bag nor set complete overD.

Theorem 2 shows that without unique dominance the unexpected situation can arise that
all tables of a database are complete, according to the TC statements, yet some query
is bag and set incomplete. Intuitively, a reason for this is that TC statements assert
that a query result over the ideal database is included in a projection over the available
database, while bag and set completeness require equalities to hold. Such equalities,
however, may fail to hold because records in the available database may contain nulls
where there are constants in the corresponding records in the ideal database.

The interplay of bag semantics and unique dominance can prevent this. Several
copies of the same record in the result of a conjunctive query can be obtained from
several combinations of records in the database. If the canonical TC statements hold
under bag semantics, then for each such combination of records in the ideal database,
there must be a corresponding combination in the available database. Morover, unique
dominance ensures that two different combinations in the available database correspond
to different combinations in the ideal database. This can be seen as the intuition behind
Theorem 1.2.

The next theorem shows that the situation is different for TC statements under set
semantics and set completeness of a query.
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Theorem 3. There exist a conjunctive query Q and an incomplete database D with
unique dominance such that
1. D satisfies Cs

Q, the canonical TC statements for Q under set semantics;
2. D does not satisfy Compls(Q), that is, set completeness of Q.

Proof. Consider the query Q(y) :−R(x, y), which projects R onto the second position.
As Q has only the atom A = R(x, y), there is a single canonical TC statement for Q,
namely, CA = Compl(R(x, y); { 2 }; true).

Next, consider the partial databaseD consisting of Di = {R(1, a), R(2, a) } and Da =

{R(1, a), R(2, null) }. Clearly,D satisfies the principle of unique dominance. We easily
check thatD satisfies CA, as πs

{2}(QCA (Di)) = { a } ⊆ { a, null } = πs
{2}(R(Da)). However,

Qs(Di) = { a } � { a, null } = Qs(Da). Hence, Q is not set complete overD.

5 Reasoning Problems and Preliminary Results

In this section we present the four central reasoning problems involving query com-
pleteness (QC) and table completeness (TC) and some preliminary results on them.

Problem 1: QC Characterization. Given a conjunctive query Q and a set of TC state-
ments C, is C characterizing Compl�(Q), that is, do we have D |= C if and only if
D |= Compl�(Q) for all incomplete databasesD?

Preliminary Results. For bag completeness, the canonical TC statements under bag se-
mantics are characterizing according to Theorem 1.2. An arbitrary set C is therefore
characterizing for Complb(Q) if it is equivalent to Cb

Q. We have shown that in general
for set completeness and set completeness modulo redundancy, query completeness
cannot be characterized by a set of TC statements. An intuition is that for a tuple in the
result of a such query there can be several derivations and for the two set semantics, just
one of the many possible derivations is needed, which cannot be expressed by our TC
statements, since a special kind of existential quantification would be needed.

The next problem is to find whether some canonical completeness statements can ensure
query completeness.

Problem 2: TC-QC Entailment. Given a query Q, when and under which semantics do
the canonical TC statements imply query completeness?

Preliminary Results. From Theorem 1.2 we know that the canonical statements under
bag semantics entail bag completeness if we allow only incomplete databases satisfy-
ing unique dominance. It can be shown that under set semantics, they do not. Since
query completeness under bag semantics entails query completeness under set seman-
tics, the canonical statements under bag semantics entail QC under the two set seman-
tics, provided we have unique dominance. According to Theorem 1.1, in the general
case, canonical statements under set semantics entail set completeness modulo redun-
dancy but, according to Theorem 3, may not entail set completeness proper. What holds
for other combinations is an open question
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If there are some TC statements that entail completeness of Q, a follow-up question is
whether there exists a most general set of TC statements that entail completeness of Q,
meaning a set that requires as little database completeness as possible.

Problem 3: Weakest Preconditions for TC-QC Entailment. Given a query Q, does there
exist a set of TC statements C0 such that C0 |= Compl�(Q), � ∈ { s, b, sred }, such that
C |= C0 for any other set C with this property?

Preliminary Results. For queries under bag semantics, it follows again from Theo-
rem 1.2 that the canonical statements under bag semantics fulfil this requirement in
the presence of unique dominance. For the two set semantics the problem is still open.

Finally, the most important problem is to decide whether a query can be answered com-
pletely, given knowledge about the completeness of parts of an incomplete database.

Problem 4: Deciding TC-QC Entailment. Given a query Q and a set of TC statements
C, how can once check that whenever an incomplete database satisfies C it also satisfies
Compl�(Q), � ∈ { s, b, sred }.
Preliminary Results. For queries under bag semantics, TC-QC can be reduced to TC-
TC entailement by Corollary 2. However, we do not know yet how to decide this. There
are indications that it can be reduced to query containment under a combination of bag
and set semantics over databases with null values.

For queries under set semantics modulo redundancy, the entailment C |= Cs
Q is a

sufficient condition. This problem, again, can be mapped to a problem of query con-
tainment under set semantics over databases with null values as a sufficient condition.
It is open whether these sufficient conditions are also necessary.

6 Related Work

Motro [8] investigated query completeness as an aspect of query integrity. He intro-
duced the notion of partially incomplete and incorrect databases as databases that can
both miss facts that hold in the real world and contain facts that do not hold there. He
described partial completeness in terms of query completeness (QC) statements under
set semantics. To infer completeness of a given query from a set of queries known to be
complete, he would search for a conjunctive rewriting of the given query in terms of the
complete queries. This solution is correct, but not complete, as later results on query
determinacy show [11].

Halevy [7] suggested local completeness statements, which we call table complete-
ness (TC) statements, as an alternate formalism for asserting partial completeness of an
incomplete database. The main problem he addressed was how to derive query com-
pleteness from table completeness (TC-QC reasoning). However, his approach led only
to a decision procedure applicable to trivial cases.

Fan and Geerts [3] discussed the problem of query completeness in the presence of
master data. Their work is not directly comparable to the one presented here because
in addition to the different setting it always considers a database instance. In follow-
up work, they considered incomplete data also in the form of missing but constrained
attribute values [4], which they represented by c-tables [6].
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Recently, Razniewski and Nutt picked up Levy’s problem of TC-QC entailment over
databases that can miss records [9,10]. They showed that TC-QC entailment is decid-
able for all languages of positive conjunctive queries used for formulating TC and QC
statements and analysed the complexity of the problem in detail, finding combined com-
plexities ranging from PTIME to ΠP

2 .

7 Conclusion

We have introduced the concept of incomplete databases with missing tuples and miss-
ing values, represented by SQL-style nulls and identified as an important special case
the one where unique record identifiers are always known, which leads to a property
called unique dominance.

We introduced three different ways to define query completeness (QC) over an in-
complete database, which are based on bag and set semantics of queries and take into
account partiality of information in records with nulls.

We generalised Levy’s approach to describing complete parts of tables by table com-
pleteness (TC) statements to TC statements that describe completeness of projections
of parts of tables. Depending on whether projections are performed under set or bag
semantics, we defined two diffent semantics for these generalized TC statements.

We also generalized the canonical TC statements for queries from our previous work
in such a way that they capture those projections of tables that are needed to answer
a query. First results show how such generalized canonical TC statements can be used
infer query completeness from other TC statements.

Finally, we have defined and discussed four reasoning problems: (1) finding a set of
TC statements that characterize query completeness, (2) checking whether canonical
TC statements under some semantic entail query completeness, (3) finding TC state-
ments that are weakest preconditions query completeness, and (4) checking TC-QC
entailment. For some of the problems we presented results while for others we sketched
possible approaches.

In future work we aim to answer the open questions. Furthermore, we want to in-
vestigate the impact of schema constraints (keys, foreign keys, finite domains) on com-
pleteness reasoning.
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Abstract. Design guidelines, which come from the extensive body of know-
ledge currently formed in HCI and usability engineering domains, remain  
poorly integrated. Guidelines and design patterns from various sources may 
contradict or duplicate each other, lack links to origins and justification, as well 
as contextual associations to concrete problems. The paper describes how the 
recommender system, developed to support interface design, resolves the issues 
of data integration and credibility via employing frame-based ontology model 
and guidelines “efficiency” evaluation algorithm based on fuzzy relations. Also, 
experimental investigation was carried out with 24 subjects of different age 
groups to assess the quality of the system work. The results suggests reasonable 
applicability of the proposed approaches, as the success rate for the website 
created with the system nearly doubled the one for the control group, and guide-
lines efficiencies were significantly higher for relevant target user groups. 

Keywords: Data integration, frame ontology, metadata, fuzzy relations model. 

1 Introduction 

As the amount of data worldwide continues to grow exponentially, and the diversity 
of applications and devices is increasing, ensuring high quality of human-computer 
interaction (HCI) remains a vital problem. The practical adoption of usability engi-
neering methods continues to be far from universal [1], while positive results of their 
employment are highly dependent on usability specialists’ skills. One possible alloca-
tion of layers for interface design-related expert knowledge is the following: 

1. Laws – high-level theoretical constructs or statements describing significant as-
pects of interaction or users. 

2. Principles – more or less universal canons concerning design decisions or design 
process in general. Heuristics and design standards go into this layer as well. 

3. Guidelines – pieces of practical advice on how to implement features for a success-
ful interface or reminders about common pitfalls. 

A recent strong trend in HCI is promotion of design patterns – approved model  
solutions for common design problems – as the next layer of knowledge, even more 
concrete than guidelines (see, e.g. [2, p.360]). However, it is still recognized that 
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“guidelines remain the most widely accepted form of presenting experience and know-
ledge” [3, p.160], so we in our paper chose to focus on guidelines and consider design 
patterns a sufficiently similar notion. 

Among the layers of knowledge marked out above, guidelines constitute the most 
extensive and most used in interface design practice one. Both guidelines and design 
patterns [2, pp.365-367] should be applied on all stages of HCI engineering process, 
however certain problems concerned with their practical use are noted [4, pp.82-98]: 

1. Average time spent to find and implement one guideline is 15 minutes. 
2. Difficulties with correct interpretation of found guidelines by interface designers 

(in 30% of the cases). 
3. Decreased guidelines utility due to obscurity of implied application context. 

Indeed, nowadays design guidelines originate from a multitude of sources, so they 
routinely contradict or duplicate each other, lack theoretical justification as well as 
indication of appropriate application context, etc. [5, p.52]. Thus we undertook a re-
view of HCI knowledge organization tools and the approaches they use to integrate 
guidelines or design patterns collected from various sources. 

1.1 Design Guidelines Organization in Knowledge-Based Systems (KBS) 

Our review of knowledge-based interface design support systems allows to suggest 
that the majority of them are indeed tools for working with guidelines. A Special In-
terest Group “Tools for Working with Guidelines” was established in the 1990s, when 
the works of J. Vanderdonckt and his co-authors set the basis for development of such 
systems [4] and subsequently proposed concrete implementations [6]. The result was 
the MetroWeb system, the detailed description of which is provided in [7], together 
with experimental data showing positive effect of its application in interface design. 
The guidelines in the system did include relations to model(s) and context, however 
the latter was understood as a set consisting of development stages, evaluation me-
thods, etc., rather than as design context that would consider target user group, the 
product features and qualities, and so on [7 p.53]. On the whole, the researchers noted 
that designers were not engaged with the system and used it unenthusiastically, but 
even then it led to more user-centered approaches. 

Another example is ontology-based system for organizing design patterns, whose 
core component was named BORE and which was in development since 1997, but 
currently seemingly disappeared from publications. The ontology implements a meta-
model for design patterns, with attributes and formal relations such as “contains”, 
“alternate to”, “disjoint with”, etc. [5, p.50]. Obviously, the problem of the patterns 
duplications and contradictions was recognized and attended to, but it remained unclear 
whether such strict associations are sufficient to adequately represent the domain, and if an 
expert supporting a working system would be able to manually maintain such relations. 

Our further enquiry, supplemented by a detailed review of the tools existing in HCI 
domain provided in [8], led us to the conclusion that the issue of design guidelines organi-
zation is yet to be fully resolved, and this is the main problem we address in our paper. To 
ensure proper guidelines arrangement, a recommender system in particular must: 
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1. Address the issue of guidelines integration from multitude of sources, providing 
means for resolving contradictions and identification of duplicates. This may be 
done via introduction of data “significance” determination mechanism and guide-
lines classification, both preferably maintained by the system. 

2. Ensure data provenance in terms of both tracing the source of guideline and its jus-
tification, i.e. relation to higher-level knowledge, such as laws or principles. 

3. Include guideline application context and be able to match it to the context in which 
recommendation is made. Thus the system must contain metadata on interface design 
domain that could be both assigned to guidelines and used to describe design context. 

1.2 The Recommender System to Support Interface Design 

In our project dedicated to the development of recommender system to support interface 
design, we came to the conclusion that the design context is primarily defined by target 
users attributes and requirements, mostly non-functional ones. The outcome of the 
system should be the set of human-readable guidelines relevant to the project context, 
with the addition of interface wireframe that together should be used by designer to 
construct the interface prototype (see Fig. 1). 

 

Fig. 1. General structure of the recommender system, input and output information 

We propose to establish the recommender system on the knowledge base (KB) 
built upon ontology which model is described in the Method chapter of the paper. 
Among various possible ontology models, we developed the one based on such data 
structures as frames, which were first described by M. Minsky in the 1970s, as the 
ontology needs to combine domain specification and linguistic features. The former 
permits the classification of guidelines by assigning “tags” (domain concepts), while 
the latter would allow design context extraction directly from requirements specifica-
tions in natural language. In addition, the relationships peculiar to ontologies permit 
natural data provenance, as guidelines may be linked to both their sources and justify-
ing knowledge. To evaluate the relative “significance” of guidelines, which is essen-
tial given their current multitude and poor organization, we also propose the model, 
which is based on fuzzy relations. 
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Although detailed description of the recommender system creation and application 
is beyond the scope of the current paper, which is dedicated to the proposed solutions 
for guidelines organization in the system, we briefly outline the development process 
in the chapter The Recommender System Implementation. The chapter Experiment 
describes the experimental investigation carried out to assess the feasibility of the 
proposed approaches to design guidelines arrangement. 

2 Method 

2.1 Knowledge Representation Model 

Numerous researchers have been criticizing T. Gruber’s initial definition of ontology 
as the “explicit specification of a conceptualization” – conceptualization being 
<D,R>, where D is domain and R are relations on the domain, – and working on its 
development (among them N. Guarino [9, p.5], one of the founders of ontology appli-
cation in information science). Currently, the specification of ontology made a transi-
tion to a following form [10, p.180]: 

 O = <C, R, A, TDL, AX>, (1) 

where C is a set of classes corresponding to certain concepts of domain; 
R = {RI} ∪ {RP} ∪ {RA} – a set of binary relations defined on classes C: 
RI – binary transitive relation of inheritance, giving child classes both attributes 

and relations of the parent class (and the corresponding inverse relation); 
RP – binary transitive relations of inclusion (e.g. “has-part” – “is-part-of”); 
RA – a finite set of other possible relations; 
A ⊆ C × TDL ∪ R × TDL – a set of attributes for classes or relations; 
TDL = T ∪ D ∪ L, correspond to set of attributes types (T = {integer, string, …}), data 

domains (D = {D1, …, Dn}) or constraints for the attributes values (L = {L1, …, Lm}); 
AX – a set of “axioms” that represent certain intrinsic knowledge of the modeled 

domain. As simple constraints for attributes types, values, etc. may be set in TDL, sub-
sequently axioms should be some logical rules or state-independent information (SI) of 
the domain (see [9, p.10] on state-independent and state-dependent information). 

If an information system or a KBS must process textual resources, then it has to 
contain a thesaurus TH – a structured vocabulary of terms corresponding to the do-
main, in one or several languages [10, pp.188-189]: 

 TH = <TR, RT, AT, ATX>, (2) 

where TR is a set of terms that generally contain a specially defined subset TDEF, with 
preferred (default) terms for a concept or relation; 

RT = {RTI} ∪ {RTS} ∪ {RTE} ∪ {RTA} ∪ RTO – a set of binary relations defined for TH: 
RTI – relations connecting a term with more general term (and inverse relations); 
RTS – relations connecting terms from TDEF and their less preferred synonyms; 
RTE – symmetrical relations of lexical equivalence for terms in different languages; 
RTA – a finite set of other possible relations between the terms; 
RTO – a relation connecting a thesaurus term to a class or relation of ontology; 
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AT – a set of attributes describing the semantics of terms from TR; 
ATX – a set of axioms describing the semantics of thesaurus TH. 

It is obvious that the specification of thesaurus complies with the one of ontology, and 
indeed their integration is a feasible method in information systems development, 
although approaches based on separation of vocabulary and domain ontology also 
exist [11]. There are also somehow intermediate solutions: for example in WordNet 
(http://wordnet.princeton.edu), the global lexical database, the nodes in thesaurus are 
not individual terms, but “synsets” – datasets that contain several synonymous terms 
and represent a distinct concept. However, WordNet is not concerned with relations 
between concepts except for linguistic ones, so it may hardly be considered a domain 
ontology (but possibly a language ontology). 

We propose a specification of ontology based on frame model, as the following: 

 OF = <FC; FR; FA; FE; IF>, (3) 

where FC = <NC; TR; aC; rC> is a set of frames-concepts (correspond to Minsky’s 
frames-prototypes). The frame name NC ∈ TDEF, i.e. it is the preferred term from the-
saurus TH, while the set TR contains other terms, in different languages. There are also 
a set of frame-concept attributes aC ⊆ FA and relations with other frames-concepts, rC 
⊆ FR (since a frame slot’s value may be another frame); 

FR = <NR; R; aR> – a set of frames-relations linking concepts: NR is the frame 
name, aR ⊆ FA; 

FA = <NA; AF; TDL> – a set of frames-attributes for concepts or relations: NA is the 
frame name, AF = A ∪ AT; 

FE – a set of frames-instances created based on frames-concepts (prototypes) and 
representing state-dependent knowledge of the domain, thus partially covering AX;  

IF – a set of logical rules establishing semantic correctness of the domain (thus 
covering another fraction of AX) or implementing procedural component in a KBS. 

It should be noted that this approach removes the necessity of relations RTS, RTE, 
and RTO, while TDEF is formed automatically from the names of frames-concepts: TDEF 
= {NC}. Yet, {NR} and {NA} are not included in the thesaurus, so if these terms are 
deemed necessary, the corresponding frame-concept must be created. The purpose 
and substance of axioms, whose definition in literature is generally ambiguous, be-
comes more clear, and the set IF may be also extended with rules, e.g. ones of produc-
tion rule system that is a potent supplement to the naturally declarative frame model. 

Production system supplementing the frame model may be presented in the follow-
ing simplified form: 

 IF = <NI; LHS; RHS>, (4) 

where NI is name assigned to the rule, to ensure at least some order in naturally non-
structured production system; 

LHS = U(FC; FR; FA; FE; SD) – “left-hand side”, a logical expression U. To define 
whether it is true, inference engine assesses certain values in the current frames condi-
tion or in state-dependent data (SD); 

RHS = V(FC; FR; FA; FE; SD) – “right-hand side”, a set V of certain operations (ac-
tions) performed on frames or SD if U in LHS turned out to be true. 
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2.2 Guidelines Efficiency Evaluation Model 

Due to considerable amount of existing design guidelines, we suggest they must not 
only be classified with tags and associated with design context, but also ranked by 
relative significance. Such an “efficiency” index may be evaluated based on the in-
formation obtained via explicit data collection, common for recommender systems, 
and in accordance with the following algorithm. 

Let the number of guidelines (G) in the system equals N (thus G = {g1,g2,…gN}), 

and each is assigned efficiency index ( ]1;0[∈na , default is 0.5), while the number 

of stored interface designs (I) equals to R (thus I = {i1,i2,…,iR}). We can define a 
binary fuzzy relation GI: 

 )},(,,{ ><><= rnGIrn igigGI μ , (5) 

where <gn,ir> is a tuple of two elements, each of which is taken from the correspond-
ing set: gn∈G, ir∈I. The membership function μGI(<gn,ir>) is continuous in the range 
[0;1] and semantically corresponds to the extent (generally evaluated by an expert) to 
which interface design ir conforms to guideline gn. 

The system also stores several possible interface quality metrics (Q), whose total 
number is M (thus Q = {q1,q2,…,qM}). Let us define another binary fuzzy relation, IQ: 

 )},(,,{ ><><= mrIQmr qiqiIQ μ , (6) 

where <ir,qm> is a tuple of two elements, each of which is taken from the correspond-
ing set: ir∈I, qm∈Q. The membership function μIQ(<ir, qm>) is continuous in the range 
[0;1] and corresponds to interface design ir quality rating on metric qm. The quality 
ratings may be obtained via various usability engineering methods: usability testing 
(e.g. success rate), survey (e.g. subjective satisfaction), etc. As μIQ(<ir,qm>)∈[0;1], in 
some cases normalization of quality ratings would be required. 

Then, based on the above, we need to define a fuzzy relation GQ meaning guideline 
gn effect on enhancing quality metric qm. We can do that via GI and IQ fuzzy relations 
composition with product-averaging, so that membership function will be the following: 

 )},(*),({),( ><><=><
∈

mrIQrnGI
Ii

mnGQ qiigaverageqg μμμ . (7) 

Considering so far the relative importance of all M quality metrics being equal, we 
can finally calculate efficiency index for each of N guidelines: 

 Nnqgaveragea mnGQ
Qq

n ,1)},,({ =><=
∈

μ . (8) 

The values na  may be then normalized so that their mean a = 0.5. 



 User Interface Design Guidelines Arrangement in a Recommender System 317 

3 The Recommender System Implementation 

3.1 Development Tools 

Among existing ontology editors, we chose Protégé-Frames created within Stanford 
University (http://protege.stanford.edu), as it fully supports frame-based ontologies in 
the form that we proposed in (3). The developed ontology was imported into CLIPS (C 
Language Integrated Production System, http://clipsrules.sourceforge.net) that allows 
efficient construction of expert systems and incorporates capabilities for both logic 
and procedural programming, supplemented by object-oriented paradigm (OOP). The 
prototype of the system was made available for online access at http://clips.vgroup.su. 

In our case, concepts (FC) of the imported frame-based ontology corresponded to 
OOP classes and frames-instances (FE) – to objects, while the slots (FA) and relation-
ships (FR) were reflected as data fields and their types. The IF component is based on 
CLIPS rules, whereas state-dependent information, such as context of a particular 
project, is represented with unordered facts. 

3.2 The Frame Ontology and Knowledge Base 

The ontology design process combined top-down and bottom-up approaches and was 
carried out in several iterations. The current version of the system incorporated more 
than 150 frames-concepts, with such classes as Design property, HCI engineering 
task, HCI knowledge, Interface design, Interface element, Requirement, Target user, 
User attribute, Website, Website element, etc. at the top level. 

Fig. 2 outlines how the HCI knowledge structure was represented in the ontology, 
showing related classes, their attributes and relations. So, Guideline may be related to 
its Source, justification (Law, Principle, Finding) and assigned classification tags. 

To extend the ontology into KB, we added more than 300 instances representing do-
main knowledge, them mostly being design guidelines that were collected from various 
sources ([12], [13], [14], etc.) by human experts. Assigning domain concepts (tags) to 
guidelines was also carried out by experts, although in the future versions of the system 
this process may be supplemented by automated information extraction as well. 

3.3 The Application of the Recommender System  

One of the practical tasks the system was applied for was the design of the official 
website for the People’s Faculty of Novosibirsk State Technical University (NSTU) – 
a department that provides “computer literacy” courses for senior citizens. The speci-
fied target user attributes were reflected in the system, which then mined the project 
requirements for ontology terms (TDEF ∪ TR) and produced a set of concepts describing 
the design context that was matched against web design-related guidelines stored in the 
KB. The output of the system was the ordered set of about 100 guidelines and the inter-
face wireframe, which were used by the recommender system user to create the interface 
design prototype. The final version of the People’s Faculty official website, improved 
based on results of the experiment described below, was open at http://nf.assoc.nstu.ru. 
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Fig. 2. HCI knowledge representation in the frame-based ontology 

4 Experiment 

4.1 The Experiment Description 

Based on the output provided by the recommender system, designer developed the 
first version of the website interface, which was used in the experimental investiga-
tion together with 5 other existing websites. The goal of the experiment was twofold: 
a) to assess the quality of the recommender system-aided design for the target users 
and b) to explore if the proposed guideline efficiency evaluation model produces elo-
quent results. As the target user group for the People’s Faculty website was senior 
citizens, the control group websites (#1, #2, #3, and #4) were selected from similar 
third-party websites also having seniors as one of target user groups. Website #5 was 
also a functioning one, created about 6 months before the experiment with the partici-
pation of a usability specialist affiliated with the authors of the current paper. 

As for guidelines, 32 of them were elected for the experiment, on the basis of being 
relevant for all the 6 websites. They were divided into two types: 15 of them, which 
had associated tag Elder user in the KB, were assigned “for seniors” type (Sen), while 
all the others became of “general” type (Yng). Accordingly, younger participants were 
also employed in the experiment, so that the guidelines efficiency could be evaluated 
for the two subject groups independently, based on their corresponding quality  
 



 User Interface Design Guidelines Arrangement in a Recommender System 319 

metrics. The hypothesis is that guidelines of Sen type should have higher efficiency 
for senior group, while Yng type guidelines will have higher evaluations for younger 
one.  

Subjects. Senior subjects were recruited among the recent graduates of computer 
literacy courses for seniors provided by the People’s Faculty. The sampling was not 
random, as higher priority was given to graduates with more intense online expe-
rience, which was deemed necessary to better simulate the current and future senior 
population online, or even the alumni themselves in a few months from the graduation 
date. In total, there were 11 senior subjects (2 male, 9 female) in the experiment, 
whose age ranged from 58 to 71 years (mean = 62.5, SD = 4.1). 

Also, there were 13 younger subjects (4 male, 9 female), recruited among under-
graduate students of NSTU’s Business Faculty, aged from 17 to 19 years (mean = 
17.8, SD = .69). All the participants took part in the experiment voluntary and pro-
vided informed consent after reading through the tasks and learning the instructions. 

Procedure. The experimental design and settings were quite typical for a user testing 
session, and there were in total 12 specially developed tasks, for a planned experimen-
tal session duration of 90 minutes. For each of the attempted tasks, success rate was 
measured by the instructor, and 0 was assigned for completely failed tasks, 0.3 – for 
tasks involving major errors possibly requiring support from the instructor, 0.7 – for 
tasks involving minor errors possibly requiring encouragement from the instructor, 
and 1 – for successfully completed tasks (similar approach was proposed by J. Niel-
sen in [15]). After completing all the tasks with all the 6 websites, the subjects were 
also asked to evaluate their overall impression of the websites by ranking them on a 
scale from 1 (worst) to 5 (best). 

To evaluate guidelines efficiency separately for the two subject groups, their re-
spective subjective impressions (normalized) were used as quality ratings 
μIQ(<ir,qm>). Success rate quality metric was not used in guideline efficiency calcula-
tion, as, expectedly, its values obtained in the experiment were stably higher for 
younger participants. The values for the membership function μGI(<gn,ir>), i.e. the 
degrees of interfaces correspondence to guidelines, were provided by human experts. 

Thus, independent variables in the experiment were website group (third-party 
website, expert designer’s website or website developed with recommender system), 
subject group, and guideline type. Dependent variables were task success rates, user 
subjective impressions of the websites, and evaluated guidelines efficiencies. 

4.2 The Experiment Results 

In total, 262 tasks were attempted by the participants and the overall mean success 
rate was 63.4% for the target group of senior participants. Their mean success rate for 
the control group of websites (#1, #2, #3 and #4) was 40.8%, while for the website 
developed with the system (#6) it ran up to 85.9%, however for the website developed 
with a usability specialist (#5) the success rate was even higher, 86.4%. Table 1 pro-
vides information on the experimental websites, together with respective success rates 
and subjective impressions (SI). 
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Table 1. Experimental websites descriptions and obtained quality metrics values 

Website 
ID 

Website description Success rate
seniors 

SI seniors,
Mean (SD) 

SI younger, 
Mean (SD) 

#1 http://pensionerki.ru A forum for pensioners. 23.2% 3.86 (.69) 3.18 (1.25) 
#2 http://npfraiffeisen.ru A non-state pension fund. 20.0% 3.29 (1.25) 4.00 (.77) 
#3 http://euro-kurses.ru A business education center. 82.2% 4.29 (.76) 4.30 (.82) 
#4 http://moscow.apteka.ru An online medical shop. 52.0% 4.20 (.45) 3.64 (.81) 
#5 http://vgroup.ru A web development company. 86.4% 4.33 (.52) 3.64 (1.43) 
#6 http://nf.assoc.nstu.ru The People’s Faculty. 85.9% 4.50 (.84) 4.50 (.71) 

4.3 The Guidelines Efficiency Evaluation 

Efficiencies for the 32 guidelines employed in the experiment were evaluated according 
to the proposed model, for the two groups of subjects independently (Table 2). 

Table 2. Normalized guidelines efficiencies for younger (Yng) and senior (Sen) subjects 

Guideline Efficiency 
N Text Type Yng Sen 
1 Adequately large font size, possibly with option to increase size Sen .278 .276 
2 Uncondensed text and without long fragments in italic style Sen .517 .519 
3 High-contrast for reading text (dark on white or beige background w/out 

pattern) 
Yng .604 .585 

4 Senior-friendly colors (avoiding blue, green and violet tones) Sen .500 .492 
5 Increased size for interface elements Sen .269 .272 
6 Increased or non-existent time-outs (e.g. when filling web-forms) Sen .737 .744 
7 Avoiding dynamic/moving elements in interface, especially in navigation Sen .722 .730 
8 Most of webpage text visible without scrolling Sen .433 .449 
9 Pop-up windows avoided or at least not implying scrolling Yng .595 .585 

10 Search of adequate quality and with errors correction Yng .341 .346 
11 Minimum amount of data input and strict formats, max use of default values Yng .551 .544 
12 Concise web-pages with a small number of topics covered on one page Sen .513 .515 
13 “Flat”, rather than “deep”, website hierarchy Sen .638 .649 
14 Avoiding ads, especially animated or interface-like banners Yng .599 .597 
15 Highlighted hyperlinks and consistency of their style throughout the website Yng .419 .408 
16 Visited hyperlinks change color, preferably to more “worn-out” Yng .217 .232 
17 Explained hyperlinks (in text or with titles), rather than “click here” Yng .247 .251 
18 Dedicated explanation on how to use the website (e.g. Help chapter) Sen .353 .368 
19 Consistent placement (layout) of interface elements on web pages Yng .558 .553 
20 Simpler and familiar navigation interface (e.g. with tabs) Sen .452 .451 
21 Avoiding multimedia materials or at least providing alternate text Sen .699 .716 
22 Providing alternate text for all images used as interface elements Sen .613 .615 
23 All the website content in HTML (no .pdf, .doc or .zip files) Sen .589 .610 
24 Avoiding hyperlinks leading to the same page (anchors) Yng .605 .583 
25 More “personal” address to website visitor in texts Yng .421 .409 
26 Classical design (clear, orderly, pleasant, etc.) rather than “expressive” Sen .656 .668 
27 Saturated (with less grayish) primary and secondary colors in design Yng .473 .459 
28 Non-radical difference in primary and secondary colors hues Yng .379 .376 
29 Trust-enhancing details about company, certifications, awards, etc. Yng .449 .439 
30 Avoiding “marketese” text style (“new”, “best”, “unique”, etc.) Yng .545 .552 
31 Adequate quality of text typography, no misspellings or misprints Yng .704 .705 
32 High-quality and high-resolution photos Yng .324 .301 

 Mean:  .500 .500 
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Further, for each guideline we calculated Ed, the difference between Yng and Sen 
efficiencies, – it is negative if guideline is more significant in interface design for 
senior users rather than younger ones and positive otherwise. Employed ANOVA test 
showed highly significant effect of guideline type on Ed (F1,30=15.2; p=.001), with 
overall means of -.007 and .0062 for senior and younger subject groups respectively. 

5 Conclusion 

The recommender system was developed to support interface design for modern di-
verse applications and websites via providing ordered set of context-dependent guide-
lines and interface wireframe. The system is founded upon knowledge base storing 
human-readable guidelines, which is built from ontology combining domain model 
and thesaurus used for information extraction from software project requirements. 

One of the major tasks when developing the system was organization of design 
guidelines, which currently come from multitude of sources and are poorly integrated. 
The employment of knowledge representation model incorporating frame ontology 
with metadata allowed classification of guidelines via assigning domain concepts to 
them and their subsequent intersection with similar tags describing the design context. 
The frame ontology model also could naturally support data provenance, in particular-
ly guidelines relations to their origin and justification in other layers of HCI know-
ledge (laws, principles or findings). Further, fuzzy relations-based algorithm for 
guideline efficiency index evaluation was proposed, which can also contribute to 
automated identification of duplicating guidelines in the knowledge base or providing 
credible recommendation in case of contradictions. 

The system was built as a web application, with the core programmed in CLIPS 
language and the ontology developed in Protégé-Frames editor, and the intermediate 
online version was made available at http://clips.vgroup.su. About 150 guidelines 
were extracted from various sources and saved into the knowledge base of the system, 
which allowed its application in a practical project – the development of the official 
website for the People’s Faculty of NSTU (http://nf.assoc.nstu.ru). 

The results of the recommender system use suggest its applicability to support in-
terface design activities, mostly to save specialists’ time and avoid serious drawbacks 
in design. Such objective interface quality metric as success rate was 85.9% for the 
developed website, compared to only 40.8% for the control group. Website created 
with a usability specialist, however, predictably achieved even higher value of 86.4%. 

Further, subjective impressions of the websites from the two subject groups, senior 
and younger users, were used to evaluate the guidelines efficiencies according to the 
proposed algorithm. The results of these values statistic analysis suggest that guide-
lines efficiencies were significantly higher for their relevant target user groups. The 
findings confirm the applicability of the recommender system and of the proposed 
solutions for guidelines arrangement, which could be probably also considered for 
complex data integration in other domains. 
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Abstract. Information is the most critical resource of any organization. Howev-
er, its value to the organization is dependent on its quality. In order to manage 
information quality, the foremost requirement is the ability of the organization 
to evaluate the quality of information held in their systems and the measures in 
place to ensure that only quality information is captured, processed, and con-
tained with their information systems. However, obtaining accurate measure-
ment and cost-effective assessments of information quality has been prevented 
by the complexities of information systems and the subjective nature of infor-
mation quality. This research introduces a new approach to information quality 
measurement and employs six-sigma approach to information quality assess-
ment. The fundamental contribution of this research is the focuses on conti-
nuous improvement of information quality by a systematic assessment of  
multiple information quality dimensions.  

Keywords: Information quality, Information quality assessment, six-sigma. 

1 Introduction 

Contemporary business paradigm is information intensive. With the increase in in-
formation, associated issues like quality, security, and usefulness of information are 
also gaining attention. Information quality, however, has become the most strategic 
item on the agenda of quality management, decision support, and business intelli-
gence. As a result, research and industry practice has seen scores of different informa-
tion and data quality management frameworks. Despite of the large number, these 
frameworks only work for specific application context [1]. Additionally, most of these 
frameworks are ad-hoc, less intuitive and incomplete, and cannot produce robust and 
systematic measurement models [2]. Nevertheless, in order to manage information 
quality, the first requirement is to evaluate the quality of information held in their 
systems. However, obtaining accurate measurement and cost-effective assessments of 
information quality has been extremely difficult due to the complexities of informa-
tion systems and the subjective nature of information quality [3]. To redress these 
challenges, it is important to take a product perspective of information, where infor-
mation systems are regarded as information manufacturers [4]. Taking a product  
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perspective helps in understanding information stakeholder’s information needs; 
managing information as the product of a well-defined production process (informa-
tion processing in an information system); managing information as a product with a 
lifecycle; and monitoring information on a regular basis for continuous improvement 
in information quality.  

Six-sigma is a defect reduction mechanism that helps in reducing variation in the 
output and thus leading to yield improvement. It has evolved from Total Quality 
Management and integrates tools and methodologies, such as Cause-and-Effect Dia-
gram, Poka-Yoke device (mistake-proof mechanism to prevent obvious errors), Kai-
zen (continuous improvement), Lean Manufacturing (reducing and preventing 
wastes), and ISO 9000 (process system approach) [5]. Six-sigma when applied to the 
product perspective of information provides a comprehensive view of existing infor-
mation quality as well as indicators the areas for improvement in the quality of infor-
mation. The significant contributions of using this approach are the correlation of 
information quality dimensions (i.e. impact of a quality dimension on other dimen-
sions), objective definitions of safe limits for quality dimensions, monitoring of  
information quality at various levels, and most importantly the ability to relate the 
‘fitness of use’ perspective to each stakeholder and system.  

Fitness for use for an information product will be different for different users at 
different levels. Even though information users and top management in organizations 
use same information, their required information quality specifications will be differ-
ent because of the different purposes for which they use information. For example, 
sigma level specifications for an information system controlling the finished products 
on an assembly or production line will certainly not fit the sigma level for an informa-
tion system (using the same information) at management level. As an example timeli-
ness for the information user at production line may have an interval between 1 and 
15 minutes, whereas for the production manager timelines may have an accepted in-
terval of 0 to 0.5 day. Now both the production management system (being used by 
the person working at the production line) and the finished product inventory system 
(being used by his/her manager) are taking inputs from production scheduling system, 
but they are using that information for different purposes. One is interested in how 
much needs to be manufactured and the other one is interested in knowing how much 
has been manufactured. In this case if the manager applies same specification as that 
of the production line user, the sigma level will decline. This is because quality is 
defined differently at different levels and different viewpoints. In other words, sigma 
level of IQ dimensions’ specification will be different for different systems.  

This paper starts with an extension of plan, do check, act cycle to information qual-
ity, which leads into an illustration of six-sigma based information quality manage-
ment framework. The next section provides a detailed discussion of the framework 
and highlights how it could be applied to assess, monitor, and improve information 
quality. The paper concludes with recommendations for future work.  
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2 The PDCA Cycle and EIIA Cycle 

For this research we apply the concept of Plan, DO, Check, Act (PDCA) Cycle to 
propose an IQ assessment that leads to continuous improvement of information re-
sources. The original concept of the PDCA Cycle was developed by Walter Shewhart. 
This cycle is often taken up in quality management area for continuous improvement. 
The PDCA cycle emphasizes that improvements should be initialized from the plan-
ning of quality, be carried out on a small-scale first, (if successful) the results should 
lead to effective action, and further action be taken on the basis of the learning from 
the study. The PDCA, thus, embodies  

• Plan stage, i.e. to establish objectives and processes necessary to deliver results in 
accordance with the expected output. 

• Do stage, i.e. a small scale change or experimental test. In this way there is minim-
al disruption to routine activity while the new initiatives are being analyzed to see 
if they will work or not. 

• Check stage, i.e. to measure the new processes and compare the results against  
the expected results. Ascertain and differences to determine if the plan is producing 
the desired outcomes. If the outcome is not successful it is necessary to return to 
the plan stage and start the cycle again. It is also worth considering in the check 
phase that the quality of outcomes is maintained in other key areas of self-
management support. 

• Act stage, i.e. to implement changes. If the results are positive, then it is time to 
Act and implement changes on a larger scale. These initiatives will now become 
part of the daily routine. Once the first problem has been solved, return to the plan 
stage to identify a new issue to be improved on. It may be necessary to involve 
other personnel who may be influenced by the change if they were not part of the 
initial planning stage. 

 

Fig. 1. PDCA Cycle and proposed EIIA Cycle 
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When the concept of PDCA is applied to IQ, the picture as illustrated in figure 1 
emerges EIIA Cycle. This includes,  

• Establishing stage, i.e. to establish IQ objectives and requirements from customers 
of information to ascertain their information related issues/problems/complaints, 
and how to transform the complaints in accordance with the business rules. 

• Identifying stage, i.e. the pre-processing of the IQ measurement and analysis. As 
IQ cannot be ‘objectively’ measured due to the complexities of IQ dimensions; un-
like the Do stage in PDCA cycle that aims at small scale change or experimental 
test, the ‘identifying stage’ reveals details, correlation, and impact of IQ dimen-
sions on each other as well as overall IQ. 

• Implementing stage, i.e. the measurement of IQ. In this stage, the identified IQ 
dimensions in identifying stage are applied. IQ dimensions are measured and ana-
lyzed by revealing critical factors and root causes of poor information. Just like the 
PDCA Cycle, if the outcome is not successful it is necessary to return to the estab-
lish stage and start the cycle again. 

• Assessing stage, i.e. to compare current IQ measurement results with improved IQ 
measurement results though continuous IQ monitoring.  

3 Six-Sigma Methodology for Information Quality 
Management 

In recent years, numerous studies have attempted to find and explore ways of improv-
ing IQ. However, most of the research effort has focused on IQ management than IQ 
assessment, whereby IQ studies have endeavored to improve IQ by re-designing an 
existing IQ framework or correcting poor information under IQ management scope. 
Wang et al. [4] argue that IQ should be controlled first before an attempt is made to 
manage it. In other words, IQ control is prerequisite clause of IQ management. With-
out controlling IQ, problems relating to poor information cannot be resolved com-
pletely and sophisticated IQ management framework cannot be derived. In order to 
control IQ, it is important to assess quality if information residing in the organization-
al information systems. However, it is relatively easy to ascertain the quality of  
information relating to specific IQ dimensions, but assessing the impact of an IQ di-
mension on other dimensions is extremely difficult. Nevertheless, by understating 
how each IQ dimension works and how it affects other IQ dimension is critical for 
controlling overall quality of information being captured, processed, and maintained 
in the organizational information systems.  However, to ascertain the IQ control 
requirements it is essential to view information as a product of information systems.  

Treating information as a product is to provide a well-defined product process and 
produce high quality information product rather than treating information solely as the 
by-product of business process execution. This is the key idea that this paper uses to 
apply six-sigma methodology to IQ area for quality improvement and IQ assessment. 
Six-sigma is an organized and systematic method for manufacturing process im-
provement that relies on statistical methods and the scientific method to make  
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reductions in defect rates [6]. Applying six-sigma methodology to IQ assessment, 
therefore, provides benefits, such as defining critical factors to quality, measuring 
current quality (sigma) level, analyzing deficiencies in information and identifying the 
root causes of poor information, improving quality of information products, and con-
trolling standardized IQ assessment framework. Table 1 illustrates the analogy be-
tween product manufacturing and information manufacturing to manage information 
as a product.  

Table 1. Product vs. information manufacturing [7] 

 Product Manufacturing Information Manufacturing 
Input Raw Material Raw Data 

Process Assembly Line Information System 
Output Physical Products Information Products 

 
Using a product perspective of information, figure 2 presents a six-sigma based IQ 

assessment framework. Although this framework appears as assessing IQ, its funda-
mental core is based on continuous IQ improvement.  

 

Fig. 2. IQ Assessment Framework Using EIIA Approach 

3.1 Establishing IQ Requirements (Phase 1) 

At the initial stage, the proposed framework seeks information stakeholders’ require-
ments in terms of IQ. These requirements are then translated or mapped to the various 
IQ dimensions, such as accuracy, timeliness, completeness, accessibility, and security. 
The authors propose to survey information stakeholders to collect their responses  
to IQ.  
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Fig. 3. Converting and Mapping customer’s response to IQ dimensions 

As shown in figure 3, the customers are the IQ stakeholders who use information 
for a variety of different purposes. Considering the fact that these stakeholders 
represent a variety of job functions, their interpretation of IQ and related dimensions 
is not standard. It is therefore important to view customer’s response with regards to 
business rules, in order to reduce the level of abstraction.  

 

Fig. 4. How to represent customers’ responses to IQ dimensions 

Here, the business rules are categorized by attribute domain constraints, relational 
integrity, historical information, and data dependency rules to ensure quality of data. 
The IQ requirements of customers are, thus, linked to IQ dimensions. Figure 4 de-
scribes how customer responses are mapped to IQ dimensions. 
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3.2 Identifying IQ Dimensions (Phase 2) 

At this stage, IQ dimensions from phase 1 are corresponded to the IQ hierarchy. The 
IQ dimensions are categorized by the ‘conformance to specifications’ i.e. product 
quality; and the ‘meets or exceeds customers’ expectation’, i.e. service quality, re-
spectively. Here, the product quality or information quality implies quality dimen-
sions associated with information,  and the service quality include dimensions that 
are related to the process of delivering right information at right time to right stake-
holders. The end result of this exercise is a set of hierarchy or IQ dimensions as 
shown in table 2. Analytical Hierarchy Process (AHP) is utilized to correlate these 
dimensions and assign weights of relative importance. AHP is a hierarchical represen-
tation of a system assigning weights to a group of elements by a pair-wise comparison 
[8-9]. The pair-wise comparisons operate by comparing two elements at one time 
regarding their relative importance throughout the whole hierarchy. Therefore, it 
helps to capture the importance of desired measurement objects in comparison to 
other objects in the same hierarchy. The assigned weights to IQ dimensions are ap-
plied to quality function deployment (QFD) by providing the weights of importance 
as a scale of importance.  

Table 2. Hierarchy of IQ dimensions (Adopted from [10]) 

  
Categories 

 

 
Quality 

 Perspective 

 
Assessments Items 

Information 
Quality Dimen-
sions for As-
sessments 

Conformance to 
Specifications 

Product Quality Free of Error 

Concise 

Completeness 

Consistent Representation 

Service Quality Timeliness 

Security 

Meets or Exceeds 
Customer’s Ex-
pectations 

Product Quality Appropriate Amount 

Relevancy 

Ease of Understanding 

Interpretability 

Objectivity 

Service Quality Believability 

Accessibility 

Easy of Operation 

Reputation 
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3.3 Implementing Six-Sigma (Phase 3) 

This phase applies six-sigma methodology to IQ dimensions, based on DMAIC (De-
fine, Measure, Analyze, Improve, and Control). Table 3 shows each perspective, pro-
cedure, and expected output. 

Table 3. Six Sigma perspectives to IQ perspectives 

 
Six-sigma 
Phases 
 

 
Six-sigma  
Perspective 

 
IQ 
Perspective 

 
Procedure 

 
Expected Output 

Define Defining the 
process and 
customers’ 
satisfactions. 

Representing cus-
tomers’ requirements 
(Specification) to IQ 
and Identifying IQ 
problems related IQ 
assessment. 

Mapping and repre-
senting customer’s 
satisfactions to IQ 
dimensions and 
requirements. 

Failure Mode & 
Effects Analysis 
QFD (Quality 
Function Dep-
loyment). 

Measure Collecting 
and compar-
ing data to 
determine 
problems. 

Identifying criteria, 
systems, scales and 
scope for IQ mea-
surement. 
Identifying data 
sampling method. 
 

Implementing mea-
surement of each IQ 
dimensions and 
calculating sigma 
level. 

Determining 
current sigma 
level (Perfor-
mance). 

Analyze Analyze the 
causes of 
defects. 

Identifying poor 
information and root 
cause of poor Infor-
mation. 

Critical factor analy-
sis based on mea-
surement results. 
Applying correla-
tions matrix. 

Root causes of 
poor information 
Fish-born dia-
gram/Logic tree. 
 

Improve Eliminating 
variations 
and creating 
alternative 
process. 
 

IQ improvement by 
eliminating root 
cause of poor infor-
mation. 

Identify and define 
specific process 
improvements for 
information system. 

Assessment re-
sults  
IQ assessment 
framework. 

Control Monitoring 
and control-
ling the 
improved 
process. 

Standardize IQ. Interpret and report 
information quality. 
Document improve-
ment. 

X-bar Chart for 
IQ monitoring. 
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• Define Phase 

The define phase consists of three stages: Process, Scope, and Requirements. At 
process stage, overall structure of information flow is drawn to provide a top down 
view of IQ from a business perspective. In the scope stage, the scope of IQ from an 
information system perspective is defined to profile IQ dimensions and to identify IQ 
problems related IQ assessment. In the requirements stage, the specifications of each 
IQ dimension and IQ rule are defined to meet the customers’ requirements utilizing 
the results of the phase 2 by creating the QFD to identify the correlation of each IQ 
dimension. In order to implement six-sigma into IQ assessment, the specifications 
will be different according to different users at different levels. This is because quality 
is defined differently at different levels and with different viewpoints. Therefore, 
customized IQ specifications based on IQ dimensions as assessment criteria must be 
established in this phase. Each IQ dimension criteria can be utilized in the assessing 
IQ phase as inspection list. Simultaneously, definition of CTQ (Critical to Quality) 
must be conducted at the beginning of this phase. CTQs must be interpreted from 
qualitative customers’ requirements and be measured in the measure phase. 

• Measure Phase 

The measure phase consists of two stages, i.e. information collection and information 
measurement. In the information collecting stage, identifying criteria, measurement 
systems, scales and sampling methods are considered. Once the information collect-
ing stage is complete, the information measurement calculates current sigma level 
with the specification of each IQ dimension and IQ rules. In the information meas-
urements stage, the method of IQ measurement can be categorized to objective and 
subjective measurement.  

• Analyze Phase 

The analyze phase consists of two stages: Identifying poor information and Analysing 
root cause. In the identifying poor information stage, the deficiencies of information 
products are revealed according to the results of the measure phase and tracing the 
mapping between the CTQs and IQ rules. In the analysing root cause stage, the cause 
and effect analysis is utilized by generating comprehensive lists of possible causes to 
discover the reason for a particular effect and understand of how information products 
may become deficient in information systems. In this stage, a cause and effect dia-
gram is designed based on the results of define and the measure phases to perform 
root causes analysis. This root cause analysis focuses on specific problems by resolv-
ing into basic elements of problems.  

• Improve Phase 

The improve phase consists of two stages, i.e. eliminating root causes and improving 
sigma level. The main objective of this phase is to identify an improvement of infor-
mation systems by increasing quality of information products. In the eliminating root 
causes stage, determining of an optimal solution and finding the optimal trade-off 
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values of IQ dimensions for IQ improvement is designed by eliminating the root 
causes which are discovered in the analyse phase. In the improving sigma level stage, 
all the results from define, measure, and analyse phases are integrated to lead the 
improved sigma level for IQ improvement. 

• Control Phase 

The control phase consists of two stages, i.e. controlling and monitoring. The main 
objective of this phase is to maintain high quality of information. In the controlling 
stage, representing IQ assessment results for information system, standardizing the IQ 
assessment framework are conducted, and documents are generated. In the monitoring 
stage, an X-bar chart representing each IQ dimensions with upper and lower control 
level and inspection lists of each IQ dimension are designed. The X-bar chart is a 
control chart used for monitoring information by collecting sample at regular intervals 
[7]. Each IQ dimension of sampled information in information system is monitored by 
using the X-bar chart at regular intervals to prevent production of poor information 
and to ensure the high quality of information. 

3.4 Assessing IQ (Phase 4) 

Based on phase 3 (Implementing Six Sigma), current IQ and improved IQ assessment 
results are compared to evaluate IQ assessment results. In order to ensure improved 
IQ on continuous basis, the X-bar chart derived in the control phase of the phase 3 is 
applied. By using the X-bar chart, if a certain dimension exceeds the specified limits, 
then the X-bar chart would raise alarm about that dimension.  
 

 

Fig. 5. X-bar chart for IQ monitoring 
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Figure 5 shows an example of IQ dimensions’ monitoring. In this case,  
“Consistency” dimension is placed at the alert level. The consistency dimension can 
be described as that the information is always presented in the same format and is 
compatible with already existing information.  Therefore, a consistent format of 
information based on business rules is the critical index for its assessment and it can 
be assessed by an objective method, i.e. software tools or a subjective method, i.e. 
survey from information users. In this example we took the subjective method for 
straightforward explanation. Suppose the surveyed information users (units) using a 
10-question (average opportunities per unit) survey as to the quality level of consis-
tency dimension, and 20%  information users answered a total of 30 questions re-
garding consistency of information as unacceptable (defects) (i.e., less than 3 in the 9 
scale). In this case, the DPMO (defects per million opportunities) is 30,000 and its 
corresponding sigma value is roughly 3.3 (see for reference of six-sigma conversion 
table and formula, [11]). According to the different tolerance level of each IQ dimen-
sion in an organization, the signal value can be converted based on the upper or lower 
control (specification level). 

This is because quality is defined differently at different levels and different view-
points. Hence, the tolerance of sigma level needs to be carefully designed while iden-
tifying IQ dimensions. 

4 Conclusion 

This paper has attempted to sketch out a framework for IQ assessment based on six-
sigma methodology. The purpose of this paper has been to apply EIIA cycle for in-
formation quality improvement. This paper has applied the product perspective to 
information and has thus used six-sigma to develop a proactive IQ assessment, moni-
toring, and management framework. By applying this framework, business organiza-
tion can define critical factors for quality of information; measure current levels of the 
quality of information held in their information systems; assess deficiencies in infor-
mation quality; identify the root causes of poor information; and control and manage 
IQ through continuous assessment of information acquired, captured, and processed 
by their information systems. There are, however, a number of problems that remain 
to be explored. Since the proposed framework is still at conceptual level, the next step 
is to evaluate it in a real practice to verify its effectiveness. In addition, as the toler-
ance level of each IQ dimensions varies, research about determining IQ dimensions’ 
specification level also must be carried out for more specific IQ assessments.  
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