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Abstract. The ever growing volume of network traffic results in the
need for even more efficient data processing in Intrusion Detection Sys-
tems. In particular, the raw network data has to be transformed and
largely reduced to be processed by data mining models.

The primary objective of this work is to control the dimensionality re-
duction (DR) of network flow records in view of the accuracy of misuse
detection. A real data set, containing flow records with potential spam
messages, is used to perform the tests of the proposed method. The al-
gorithm proposed in this study is applied to investigate the merits of
hybrid models composed of dimensionality reduction, neural networks,
and decision trees. The benefits of dimensionality reduction and the im-
pact of the process on the overall spam detection rates and false positive
rates are investigated. The advantages of the proposed technique over
standard a priori selection of reduced dimension are discussed.

Keywords: Network flows, spam detection, dimensionality reduction,
multilayer perceptron, decision tree.

1 Introduction

The rapid growth of the Internet results in unprecedented number and scale of
security threats. Intrusion detection systems (IDS) [1,3] have been developed
in turn to protect the availability, confidentiality and integrity of the network
systems [3] and prevent unauthorised use of system resources. Both theoretical
models of intrusion detection and reaction [4] and real systems such as SNORT,
classified as intrusion prevention/detection system (IPS/IDS)[18] are developed.
As the nature of threats dynamically evolves, statistical and artificial intelli-
gence techniques are applied to develop adaptive intrusion detection systems.
Such systems are developed at two levels, namely host (Host-Based IDS)[5] and
network level (Network IDS, NIDS) [16,20].

E. Corchado et al. (Eds.): HAIS 2012, Part II, LNCS 7209, pp. 68–77, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Towards the Reduction of Data Used for the Classification of Network Flows 69

Large amounts of data and significant number of threats processed by NIDS
resulted in the extensive use of artificial intelligence (AI) techniques in this field.
Among them hybrid artificial intelligence systems (HAIS) have been shown to
be of particular use. In particular, in [10] a combination of genetic algorithms
and fuzzy systems was used to optimise the layout of distributed network sensors
used to monitor network traffic. A related idea of a hybrid system combining
statistical methods and Petri networks to process data from detection sensors
is proposed in [2]. Another approach is based on the idea of combining con-
ventional intrusion detection methods with AI techniques. Among other, the
solution proposed in [6] combines immune-inspired methods with conventional
network intrusion detection and monitoring methods.

As far as Network Intrusion Detection Systems are concerned, one of the main
issues to address is the constantly growing volume of data transferred in modern
networks. In the case of TCP connections, each connection is precisely defined
by a sequence of datagrams. Formally, the sequence of datagrams of a connection
could be represented by a vector x. However, it would be virtually impossible
to develop some of the models, such as multilayer perceptrons (MLPs) [9] with
thousands or even millions of inputs. Hence, numerous methods of network traf-
fic representation were proposed. Among these methods, the aggregate features
of logical network flows, e.g. of TCP connections were proposed. These include
the set of 249 discriminators proposed by A. Moore et al. in [17]. The discrimi-
nators include a number of features calculated based on the actual sequence of
datagrams contained in the x vector, such as maximum of bytes in (Ethernet)
packet [17]. From the data processing point of view, the variable dimensionality
of the raw traffic data is replaced with a globally constant dimensionality of the
flow vectors describing every flow in the network, including TCP and UDP, but
also other protocols. It has been shown that some data processing tasks can be
successfully performed based on the flow records defined in this way. Among
others, H. Kim et al. [12] experimentally showed that flow features-based clas-
sification can be successfully used to categorise traffic by service (e.g. http, ftp,
smtp).

While flow feature records can be used as an input for data mining models,
the impact of individual features on misuse detection remains largely unclear.
Hence, in IDS, both feature selection [12,11,20] and dimensionality reduction
(DR) [15,22,21] are applied to limit the number of input signals fed to the models.
In the case of flow-based detection, the number of flow features can exceed 200,
in case most features proposed by A. Moore are applied. Hence, the need for
reducing the number of model inputs is also observed.

At the same time, the scale of dimensionality reduction of features proposed
in [17] or used in [12] is not discussed in these works and remains largely an
open issue. In the case of prediction models, it has been observed that the scale
of dimensionality reduction should be controlled by the quality of prediction
models developed with the data. In particular, it was shown that a priori data
reduction may result in suboptimal prediction models [8]. This study proposes
a hybrid AI method combining conventional methods with artificial intelligence
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techniques. More precisely, the process of dimensionality reduction is combined
with neural networks and decision trees and controlled by the accuracy of misuse
detection. A method controlling the scale of dimensionality reduction in view of
the accuracy of classification models built with the data transformed by DR is
proposed. Simulation results show that the accuracy of the proposed method
exceeds the accuracy attained when standard DR techniques, such as widely
used [13,14,15] scree plot or proportion of explained variation, are applied to
control DR process.

One more outstanding issue is the reduction of false positive (FP) errors [4,1]
and the evaluation of the impact of DR on FP rates. Therefore, the objective of
this study is to reconsider the existing techniques of selecting reduced dimension
of the data. This should be done in view of the compromise between minimal
overall and FP classification rates, and maintaining possibly minimal set of input
features supplied to the classification model. This formulates a difficult multiob-
jective optimisation problem this study is aiming to contribute to.

One of the factors hindering the research on Internet vulnerabilities is lack of
realistic and representative data sets [7]. To address the objectives formulated
above, our works relies on the fundamental work of M. Žádńık and Z. Michlovský
[19]. The authors developed the real network flow data set to analyse one of the
key vulnerabilities of Internet systems i.e. spam messages. The data set made
available by the authors, is discussed in detailed in Sect. 2. The flow records
labelled with spam category enable research into the accuracy of net flow-based
misuse detection.

In order to analyse the impact of DR on network flow classification, hybrid
classifiers based on the combination of DR, decision trees and MLPs were de-
veloped. The impact of reduced dimensions on the spam classifiers is evaluated
through the extensive battery of simulations.

The remainder of this paper is organised as follows:

– Sect. 2 presents the problem and the data set used in the experiments,
– Sect. 3 discusses the proposed methods and the way they are used to deal

with network flows and spam detection,
– Next, results are discussed in Sect. 4, which is followed by the conclusions

outlined in Sect. 5.

2 Flow Features-Based Spam Detection

2.1 The Spam Data Set

This study follows the fundamental work of M. Žádńık and Z. Michlovský [19].
The authors captured network traces for the communication with the mail server,
created the net flow records from the traces and labelled every flow record with
an appropriate class. The delivered mails were classified by SpamAssassin into
two groups: relevant emails and spam [19]. The details of the procedure can
be found in [19]. The data set contains 58 042 records, with 64 non-constant
input features each. The number of records in every class is different, which is
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Table 1. Network flow categories

Class name No. of records Class description

y spam 11222 Spam messages, as classified by SpamAssassin
n spam 1554 Valid messages
dnsbl 38314 Spam messages, rejected based on server black list
relay 2618 Outgoing messages, sent from the monitored mail server
other 4334 Traffic caused by scanning, DoS, etc.

summarised in Table 1 [19]. The results of the work and the data set developed
by the authors were used as a starting point for this study.

2.2 Data Preprocessing

To accommodate the training process, a more balanced data set can be created.
Due to relatively high number of records in every class, a decision was made
to first apply undersampling to the original data set. Therefore, the number of
records in every class, was reduced by random selection to card({x : class(x) =
n spam}) i.e. to 1554. Moreover, from the network point of view, it is important
to classify network flows into spam flows and correct flows, irrespective of the
subcategories of this division. Finally, the third class meaning other can be used
to contain other traffic such as traffic caused by scanning. Hence, a decision was
made to reduce the number of classes. In particular, one spam class contains
both dnsbl and y spam original classes. Similarly the correct class contains both
relay and n spam classes. For the purpose of the remaining part of this study,
the three classes: spam, correct and other are used to mark all the patterns.

3 Model Development and Data Reduction

3.1 Key Objectives

The data set described above provides basis for the construction of classifier
models. Moreover, under laboratory conditions, flow records of arbitrary sizes
can be considered and processed efficiently. However, in modern telecom net-
works, the observed network traffic can exceed 10Gbit/s. This makes the need
for high performance data collection and investigation even more significant than
before. Hence, the error rates of a classification model, should be analysed also in
terms of the computing overhead of both the model and the data capture mod-
ule producing flow records out of raw network data. It should be emphasised
that both operations i.e. flow record production and flow classification should be
performed in near real-time conditions. Hence, in the analysed case of network
flow-based classification, an important aspect is to minimise the length of a flow
record required to classify every flow. The impact of this reduction on the classi-
fication accuracy might be different, depending on the category of classification



72 M. Grzenda

model. Hence, one of the objectives of model development and simulation scenar-
ios is to experimentally evaluate the impact of flow data reduction on different
classification models.

3.2 The Evaluation Method

The analysis of high-dimensional data aims to identify and eliminate redundan-
cies among the observed variables [15]. The process of DR is expected to reveal
underlying latent variables. More formally, the DR of a data set D ⊂ R

S can be
defined by a function used to code an element x ∈ D [15]:

c : RS −→ R
R, x −→ x̃ = c(x) (1)

In the analysed case of the dimensionality reduction of flow records D the pri-
mary objective is to minimise the reduced record length R, while maintaining
possibly high classification accuracy and relatively limited false positive error
rates. To objectively investigate the impact of the reduction on the spam de-
tection classifier, Alg. 1 was used. The algorithm is prepared to work with the
data sets composed of a relatively limited number of records. More precisely,
Cross-Validation (CV) is used in EvaluateDimension() procedure to evaluate
the merits of the data transformation.

Input: D - matrix of input attributes, P ⊂ R - vector of corresponding
output features, card(D)=card(P ), K - the number of CV folders,
r - the number of training sessions

begin
for R = 2, . . . , S do

[ER
V (D,P ), FR

V (D,P ), ER
T (D,P ), FR

T (D,P )] =
EvaluateDimension(D,P ,K,R,r);

end

end
Algorithm 1. The evaluation of the impact of dimensionality reduction on
classifier accuracy

The core of the proposed method is the evaluation of the impact of dimensionality
reduction to dimension R on the classification model built with c(D) ⊂ R

R. This
evaluation is described by Alg. 2 and considers different divisions of the available
data set and several runs of model construction algorithm to minimise the impact
of individual sessions on dimension evaluation. Moreover, both E() rate standing
for classification error and F () standing for false positive rates are calculated.
In the analysed case, by false positive a classification of a non-spam flow i.e.
correct or other flow, to spam class is considered. The algorithms automate the
task of evaluating the impact of dimensionality reduction method defined by
DimensionalityMapping() on the classification models.
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Input: D - matrix of input attributes, P ⊂ R - vector of corresponding
output features, card(D)=card(P ), K - the number of CV folders,
R - reduced dimension, r - the number of training sessions

Data: Di - a family of K sets: Di ∩Dj = ∅, i �= j, ∪K
i=1Di = D;

Pi, PL, PT, PV - output features corresp. to Di, DL, DT, DV

Result: ER
T (D,P ) - the average classification error rate of the models on

the testing sets; ER
V (D,P ) - the average classification error rate

of the models on the validation sets; FR
T (D,P ) - the average false

positive error rate of the models on the testing sets; FR
V (D,P ) -

the average false positive error rate of the models on the
validation sets.

begin
c = DimensionalityMapping(D,R);
for i = 1, . . . , r do

{Dj, Pj}j=1,...,K = DivideSet(D,P ,K);
for k = 1 . . .K do

DT = Dk;
DV = D(k+1) mod K ;
DL = ∪j∈{1,...,K}−{k}−{(k+1) mod K}Dj;

D̃R
L = c(DL);

D̃R
T = c(DT);

D̃R
V = c(DV);

M = train(D̃R
L , PL, D̃R

V , PV);

ET((i− 1) ∗K + k) = E(M(D̃R
T), PT);

EV((i − 1) ∗K + k) = E(M(D̃R
V), PV);

FT((i − 1) ∗K + k) = F (M(D̃R
T), PT);

FV((i − 1) ∗K + k) = F (M(D̃R
V), PV);

end

end

ER
T (D,P ) = median(ET()) ;

ER
V (D,P ) = median(EV()) ;

FR
T (D,P ) = median(FT()) ;

FR
V (D,P ) = median(FV()) ;

end
Algorithm 2. EvaluateDimension() procedure

4 Experimental Results

The experiments performed in this study involved decision trees and multilayer
perceptrons as classification models. Separate runs of Alg. 1 were performed for
these two types of models. In both cases, the train() method being a part of
Alg. 2 was used to train a model being a decision tree or an MLP network using

training (D̃R
L , PL) and validation (D̃R

V , PV) data sets. Moreover, it was aiming to
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Fig. 1. Spam detection error rates as a function of reduced dimension R

improve the generalisation capabilities of a model. In the case of decision tress,
first the construction of an excessive tree with minimum split criterion set to 1
record was done. Then, the tree was reduced by eliminating unnecessary leaves
and divisions, in order to minimise the classification error rate measured on the
validation data set. In the case of MLP networks, early stopping based on the
minimisation of the validation error was applied to avoid overtraining.

As far as dimensionality reduction is concerned, one of the most popular tech-
niques, being Principal Component Analysis (PCA) [15] was used. Hence, the
role of DimensionalityMapping() was to return an R× card(D) PCA transfor-
mation matrix that was used next to reduce the dimensionality of the original
data.

Let � denote a (S × S) covariance matrix, λ1, . . . , λS denote eigenvalues of
the matrix sorted in descending order and q1, . . . ,qS the associated eigenvectors
i.e. �qi = λiqi, i = 1, 2, . . . , S. Finally, let a : aj = qT

j x = xTqj , j = 1, . . . , S.

The coding function cR(x) reducing dimension to R was defined as cR(x) =
[a1, . . . , aR].

Extensive simulations were performed to analyse the error rates E() and F ()
over a range of reduced dimensions R ∈ {2, ..., 63}, with K = 3 and r = 4.
In the case of MLP networks, 10 hidden neurons were used. The results of the
experiments are summarised in Fig. 1. The error rates on the testing data sets
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Table 2. The summary of the search for the optimal dimension R

E() - overall classification F() - false positive rate

RSP RPEV RMLP RDT RMLP RDT

35 21 30-33 18-20 22-24 15-18

calculated by Alg. 1 are shown together with the Proportion of Explained Vari-
ation (PEV) value corresponding to the analysed dimension R.

As both decision tree creation and the training of MLP networks is partly
affected by different divisions of the entire data set and the nature of the model
construction process, which may produce different models, the resulting E() and
F () curves are partly noisy. Nevertheless, the following conclusions can be made:

– The flow records can be largely reduced from the original S = 64 dimen-
sions. A reduction to ca. 20 signals can largely preserve the error rate levels
observed at R = 63.

– Should higher data reduction be needed due to performance reasons, this
may impact the model selection. More precisely, MLP networks outperform
decision trees for R ≥ 5, when overall rate E() is considered, while the
opposite tendency is observed for R < 5.

– The selection of the best classification model depends on the category of
error rate to minimise. In case, the minimisation of false positive errors is
the dominating criterion and 5 < R < 15, decision trees provide lower error
rates. For the same dimensionality of the data, MLP networks provide lower
overall classification error.

Diverse values of optimal reduced dimension R selected by different techniques
are summarised in Table 2. RSP and RPEV stand for the reduced dimension as
suggested by scree plot analysis and PEV criterion. In the latter case RPEV =

minl=1,2,...,S :
∑l

d=1 λd∑S
d=1 λd

≥ 0.95. The remaining values RMLP and RDT show the

optimal dimensions when a compromise between the minimisation of E() and F ()
and the minimisation of R is sought, while using MLP networks and decision
trees, respectively. What should be emphasised is that the a priori selection
of reduced dimension R ∈ {RSP, RPEV} may result in suboptimal R values.
Equally importantly, the optimal dimension is largely different depending on
the classification model. For MLP networks, when overall classification accuracy
is the dominating criterion, R ∈ {30, . . . , 33} should be preferred, while the use
of DT results in R ∈ {18, 19, 20}. Moreover, in both cases the suggested values
are not the values resulting from scree plot analysis.

5 Summary

A method controlling the selection of reduced dimension in view of large scale
network data processing was proposed. It was shown that the optimal reduced
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dimension depends not only on the a priori investigation of input matrix, but
also on the classifier used and the error rate to be minimised. The experiments
show that it is possible to classify network flows with relatively high accuracy by
using a very limited number of features. What should be emphasised is that when
the reduction of false positives is an issue, the scale of dimensionality reduction
might be different comparing to the way the same process should be performed
when an overall error rate is an issue. Taking into account the excessive volume
of data that has to be constantly analysed for possible misuse of the internet
services, extensive experiments aiming at selecting the appropriate reduction of
the data are fully justified.

Future works should concentrate on the reduction of false positive errors and
the reduction of computational cost of the data transformation by eliminating
the input attributes having a minor impact on the reduced features. Moreover,
other dimensionality reduction techniques are planned to be included in the
proposed framework.
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