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Abstract. On this article, we present a model to make easier the reading of digital
newspapers extracting the location of the news from the articles and showing the
places associated with the news on a map. A module of supervised keyword-based
extraction recognizes and classifies the geographical locations like named entities.
The extraction results are improved using dictionaries or gazetteers (a list of named
entities of the geographic area where the news are located). Thesauri are also used
to check and complete the results, and for the named entities disambiguation. Fi-
nally, the model has been applied to “El Norte de Castilla”, a digital publication of
Vallladolid, to validate and identify the tools and techniques with the best results.

1 Introduction

In the last years, the content of more and more digital publications (magazines,
newspapers) has been published on the Internet. There are even publications which
can be exclusively read on the Web. To compete on this area, digital publications,
besides taking into account the news quality and its importance, must offer value
added services to attract a greater number of readers, such as displaying the news
on maps based on its geographic location.

Currently, there are applications that allow searches on a group of fixed newspa-
pers based on keywords. E.g. users can search for news, activities or services related
to a location of United Kingdom using UpMyStreet [24].
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However, our goal is to create a more intuitive and visual way of reading digital
newspapers, through a model which is able to extract the locations where the news
happens or those ones whom the news refers to, in order that the news can be located
on a map. The application of Geographical Location Extraction techniques [19, 18]
on natural language documents has been used to built this model.

The geographical locations extraction is a subtask (called Named Entities Recog-
nition and Classification (NERC) [18, 20, 25, 17, 16]) of a use case of the tech-
niques to extract keywords and phrases (Keyword Extraction / Keyphrase Extrac-
tion) [13]. The named entities to be extracted, are usually classified in the following
categories; Location names [LOC], Person names [PER], Organizations [ORG] and
others [MISC].

The recognition and classification of named entities is based on the use of tech-
niques of Machine Learning, Pattern Matching and Natural Language Processing.
Many recognition and classification tools must be trained using a set of training
documents manually classified. When the training is over, another set of articles
manually classified is used to check the proposed tool, and the results are contrasted
with the classification made by human raters. The success degree of these tools can
be increased providing them a limited vocabulary (a keywords set (or its synonyms)
extracted from a document). In addition, a model based on semantic techniques
[26, 2] can be used to improve the process of geographical location, such as thesauri
to confirm and complete the results and to resolve ambiguities. The semantic mod-
els set up the relation-ship between the news terms that are not addresses, (such as
buildings, institutions,...) and the geographical units that represent them. The model
is populated with characteristic keywords of an area and it forms part of the dictio-
nary of streets, towns, organizations, institutions,..., which are readily available on
Internet (street maps, GIS (geographic information system) systems).

Finally, this system has been implemented developing a Web application where
the results of the extraction of locations of some sections of “El Norte de Castilla”,
a real digital publication, can be viewed.

The article contains the following parts: Section 2 describes the system architec-
ture and its components, Section 3 presents and compares the results obtained of the
improvements application (NERC tools, thesauri...) on the system. Finally Section
4 presents the conclusions and the future lines.

2 System Architecture

The architecture and the workflow of system operations are shown below (Figure 1):

1. The system connects to the URL (Uniform Resource Locator) where there are
various RSS feeds (Really Simple Syndication) with a summary of the news of the
digital newspaper. The system reads the contents of the RSS feeds and extracts
the complete URLs of the news.

2. The news are read one by one and written into a file, only containing the title
and the news text. The HTML (HyperText Markup Language) tags and other
unnecessary elements are removed.
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Fig. 1 High level architecture of the locations extraction system

3. Named entities of the news are labeled on the files by a semi-supervised NERC.
The semi-supervised NERC is formed by the combination of a machine learning
module, previously trained, and a rule-based NERC module

4. The disambiguation of named entities using thesauri and semantic techniques
facilitates their identification on the files. The output files will contain the final
labeled named entities.

5. In the next step, the named entities labels are extracted and stored on a database
to facilitate subsequent consumption.

6. The Web application is in charge of showing a map with the possible locations
of news where the users can interact with them.

2.1 Components

Each of the architecture components are briefly described on the next paragraphs.

• RSS Feed Reader: Reads the XML (Extensible Markup Language) / RSS files
with the news summary whose URLs are stored on a configuration file, and ex-
tracts from them the full URL of each news.

• HTML Scraper: Performing HTML markup rules extracts the title and the body
of the news from HTML files whose URLs have been obtained by the RSS Feed
Reader. It removes the HTML marks and other unnecessary content (advertising,
links to other sections of the newspaper, etc).

• Semi-supervised NERC: It has two modules: the NERC module based on ma-
chine learning and the rule-based NERC. The rule-based NERC module au-
tomatically tags the news not labeled manually. These tags are used to train the
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NERC based on machine learning. The inputs of this module are the not labeled
news and to label them uses the rules stored on a configuration file. The outputs
are the Name Entities (NE) tagged on the articles depending on the type: [LOC]
for locations, [PER] for people and [ORG] for organizations. The NERC based
on machine learning is responsible of the final labeling of the named entities
and it must be previously trained. This module, in addition to the output of the
rule-based NERC, makes use of gazetteers of locations, people and organiza-
tions, providing a similar output to the one provided by the rule-based NERC,
but improved.

• NE Semantic Disambiguator: Makes the disambiguation of named entities,
classified by the semi-supervised NERC, that have several different meanings. It
also checks if the named entities identified by the NERC module have been clas-
sified correctly. This module makes use of a thesaurus in SKOS [7] which has
the NEs related to the newspaper section where the news appears. Initially, we’ve
focused on the section of news of Valladolid, so we’ve used a thesaurus gener-
ated using the method [8] around the concept of the Wikipedia “Valladolid”. The
semantic disambiguation is done using a ranking of the N possible meanings
that the named entity may have on the corresponding thesaurus and selecting the
one that reaches the higher valuation as the meaning. To built the ranking, we’ve
added a positively score when other words that maintains a semantic relation-
ship (altLabel, broader and narrower) with the word we want to disambiguate
appear on the same article. Unlike other solutions [3] that give the same score to
all the words present in a term context, we give different weights to these words
depending on their relation with the term to disambiguate

• Tag and Localization Extractor: It extracts the definitive named entities from
the files with the news tagged by the previous modules. It stores the news on
the database, linking each article with its set of named entities. It also makes
use of simple heuristics to determine which is the location where the news are
produced by applying precedence rules over the named entities of each article.
These rules give priority to entities of LOC type over ORG and PER entities.
Besides, if there are multiple LOC type entities, the less degree entity of the a
political-administrative and geographic hierarchy is selected as location. (E.g. a
street has preference over a city, if several entities are at the same level of the
hierarchy, the one which appears more often, is chosen and in case of equality is
selected the one which occurs above). A customized program has been created
instead of using specific rule tools such as Drools [12], due to the rules simplicity.

• Database: Contains the tables where the news and the named entities are store in
a structured way, facilitating the further consumption of the information by the
Web tools.

• Web Application: Based on a Model-View-Controller (MVC) architecture, it is
in charge of consulting the database and displaying the results properly. The user
can view the located news of a date and for a particular newspaper section on a
map and from there, he can access to the full news content on another section of
the Website (figura 2).
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Fig. 2 Web application screenshot over an article of a digital publication.

3 Experimentation and Validation

The evaluation purpose is to quantify the improvements introduced in the system
with the use of the techniques presented in this paper. The technique defined at
the IREX [11] and CoNLL [6] conferences has been used for the evaluation. This
technique is based on the comparison of MAF (micro-averaged f-measure) ( MAF
or F1 = 2 * P * R / (P + R)). Where precision (P) is the percentage of correct named
entities found and the coverage or recall (R) is the percentage of named entities
present on the articles found.

For the NERC tools selection, it has been made a study of several of them, which
have selected by their good results at conferences and congresses [18, 10, 5] and
by holding a steep learning curve. The tools selected were LBJ NER Tagger 1.2
[14, 21], Stranford NER [22], Lingpipe [1], CAGEclass [4], DRAMNERI [23], LT-
TTT2 [15], Freeling [9]. Several tests using different tools over the same set of
test articles of “El Norte de Castilla”have been performed. For all the tools, we’ve
performed some tests using local and general gazetteers and some tests without
them. As a result of the experiment, we can conclude that the best results have been
obtained using the LBJ NER Tagger 1.2 tool trained with the CoNLL2002 dataset
and using local gazetteers (Figure 3).

Two techniques have been used to improve the results: The first one consists
on including new locations (popular names of areas, neighborhoods or build-
ings...), local business organizations (companies on the region, hotels and restau-
rants, churches, museums, ..) on the used dictionaries, and increasing the number
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Fig. 3 LBJ NER. Training with CoNLL2002 and local gazetteers

of names of registered people. The other one is based on the thesauri use to make
the disambiguation of the named entities and to confirm the classification made by
the NERC tool. The thesauri are also used to help on the selection of the locations
shown on the Web. The Figure 4 shows the improvement on the results made using
these techniques.

Fig. 4 LBJ NER. Training with CoNLL2002, improved with local gazetteers and thesauri
use

The improvement on the results is evident. The global F1 parameter (related with
all named entities) improves about 20% compared to the value obtained before in-
troducing the improvements. Moreover, in the geographical locations (LOC entities)
case, the F1 improvement is over 7%. The improvements got in other types of en-
tities are even greater, due to the use of better local dictionaries. If we add to the
dictionaries the records of most companies and organizations, which belong not
only to the province but also to the autonomous region, the F1 of organizations will
be increased around 31%. If we increase the number of names of people, the F1 will
be improved on 17%.

Most failures happen on the entity classification, when a entity is classified like
a wrong type. E.g. José Zorrilla stadium should have been labeled like a ORG type,
but it was classified like a person [PER], due to this combination of words does not
often appear on the training set and the Wikipedia reinforces this term like a person
concept, since the principal meaning of José Zorrilla on the Wikipedia is related
with the famous writer born in Valladolid.

In conclusion, the results of NERC tools can be improved by optimizing the local
dictionaries, adding to them entities directly related to the articles analyzed scope
and using one or more thesauri related to the geographic area (city, province, region)
where the most articles of the digital publication are mainly located.
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4 Conclusions and Future Lines

In this paper, we’ve presented a system and a Web application that offer a more
intuitive and visual way to access and read of the news on digital newspapers, ap-
plying location extraction techniques. The location information extracted is used to
facilitate the reading of online newspapers, identifying visually the news location
extracted from the text and showing the places associated with the news on a map.

The use of NERC tools to extract locations on delimited domains provides signif-
icant improvements on the performance of some existing NERC systems. Several of
these tools improve their performance completing their gazetteers with local named
entities. So, our scientific contribution is developing a system to prove that the suc-
cess rates of these tools can be substantially improved applying two techniques:
adding to the dictionaries and gazetteers the named entities related to the area cov-
ered by the publication and using semantic techniques such as thesauri to check the
results got by the NERC tool and to resolve the named entity ambiguities

There are several areas for future evolution of the system. For example, it could
be incorporated new rules which do not limit the identification to independent en-
tities to select the final location of the news and allow to identify the routes or
neighborhoods. Likewise, it could be included features that allow users to search
for news happened in a date range, or in a given location or even in a geographic
area selected on the map.

Another possible future line would be the thesauri generation based on the dif-
ferent categories (sports, economy, society,...) and the sections of the publication to
analyze. The thesauri could be selected automatically depending on the section of
the newspaper containing the news that we want to locate geographically. Besides,
to increase the thesaurus reliability, when it is generated, it would be interesting
to integrate other data sources, not just the Wikipedia. Finally regular updates of
gazetteer used by NERC tools should be considered to maintain a high success rate.
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