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Preface 

PAAMS'12 Workshops complement the regular program and the special sessions 
with new or emerging trends of particular interest connected to multi-agent systems. 

PAAMS, the International Conference on Practical Applications of Agents and 
Multi-Agent Systems is an evolution of the International Workshop on Practical 
Applications of Agents and Multi-Agent Systems. PAAMS is an international yearly 
tribune to present, to discuss, and to disseminate the latest developments and the 
most important outcomes related to real-world applications. It provides a unique op-
portunity to bring multi-disciplinary experts, academics and practitioners together to 
exchange their experience in the development of Agents and Multi-Agent Systems.  

This volume presents the papers that have been accepted for the 2012 in the work-
shops: Workshop on Agents for Ambient Assisted Living, Workshop on Agent-Based 
Solutions for Manufacturing and Supply Chain, Workshop on Agents and Multi-agent 
systems for Enterprise Integration.  

We would like to thank all the contributing authors, the sponsors (IEEE Systems 
Man and Cybernetics Society Spain, AEPIA Asociación Española para la Inteligen-
cia Artificial, APPIA Associação Portuguesa Para a Inteligência Artificial, CNRS 
Centre national de la recherche scientifique), as well as the members of the Program 
Committees of the workshops and the Organizing Committee for their hard and 
highly valuable work. Their work has helped to contribute to the success of the 
PAAMS’12 event. Thanks for your help, PAAMS’12 would not exist without your 
contribution. 
 
 

Juan M. Corchado Rodríguez 
Javier Bajo 
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Applying Model-Based Techniques to the
Development of UIs for Agent Systems

Sebastian Ahrndt∗, Dirk Roscher, Marco Lützenberger, Andreas Rieger,
and Sahin Albayrak

Abstract. To counter difficulties of user interface (UI) development, model based
techniques became firmly established over the last years. The basic idea of model
based user interface development (MBUID) is to formally specify a UIs appearance
and behaviour by means of several models. Especially for distributed multi-agent
systems, the appliance of MBUID can be most promising. Agent applications in-
volve many different execution platforms and heterogeneous devices and perfectly
fit for Ambient Assisted Living landscapes due to their innate characteristics of dis-
tribution and autonomy. When it comes to agent systems, one always has to consider
the fact that humans have to communicate with agents in the end. It is our opinion
that most approaches neglect this fact and thus cut the dynamics and the capabilities
of distributed multi-agent systems. Hence in this work, we present an approach for
the development of UIs for software agents which applies model based techniques
and also retains all degrees of freedom for the underlying multi-agent system.

1 Introduction

Ambient Assisted Living (AAL) is strongly facilitated by the vision of ubiquitous
computing, where smart interacting devices are integrated into the everyday life. As
a matter of fact, the importance of AAL services increases over time as a result of
demographic changes. In order to maintain the quality of life – especially for the
elderly – technologies are required which support a living at home in many aspects,
such as autonomy, security and health.

Over the last years, Agent Oriented Software Engineering (AOSE) has evolved
as suitable technique for the development of AAL systems [6]. The reason for this
is that multi-agent systems (MAS) perfectly fit for AAL landscapes due to their

Sebastian Ahrndt · Dirk Roscher · Marco Lützenberger · Andreas Rieger · Sahin Albayrak
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innate characteristics of distribution and autonomy. In fact, agent-based systems are
able to match many requirements of Ambient Assisted Living. However, it is gen-
erally agreed, that the success of software applications is not only founded by the
capability of the application itself, but also by the quality of its handling and also
by its usability. When it comes to AAL, one always has to consider, that the target
audience is usually the elderly. This raises many challenges for software develop-
ers as elderly people are not as experienced in handling software as younger people
are [7]. Further, the situation is aggravated, as different device types and many in-
teraction modalities (such as voice-, mouse-, touch- and gesture-based interaction)
have to be taken into account. To sum up, in order to support users in the spirit of
AAL, developers have to provide users with intuitive and yet non-intrusive control
mechanisms.

However, serving multi-modal interaction possibilities and also supporting dif-
ferent device types results in countless UI variations and even more configuration
options. To counter this problem, user interfaces for similar application areas are
frequently developed in compliance with the Model-Based User Interface Develop-
ment (MBUID) paradigm. The basic idea of MBUID is to formally specify a user
interface’s appearance and behaviour by means of several models from which exe-
cutable code can be derived. Further, interpreter-based Model-based User Interfaces
(MBUI) have the ability to manipulate their models at runtime and to dynamically
adjust to the current execution context.

In this paper, we argue that the combination of software agents and MBUIs is a
sophisticated way to increase the comfortability when developing AAL services. We
start with a survey on related approaches (see Section 2). Afterwards, we present an
approach that enables the development of agent-applications with MBUIs that are
interpreted at runtime in order to provide a holistic user experience for AAL envi-
ronments (see Section 3). Subsequently, we will illustrate a proof-of-concept imple-
mentation of an AAL service which we currently present in the showroom of our
research institute (see Section 4). We proceed by discussing practical experiences
we have made thus far and finally wrap up with a conclusion (see Section 5).

2 Related Work

Prior to our development, we performed a survey on existing approaches. The HCI
community provides an established body of works regarding MBUIs and MBUI
development environments [11, 14]. However, these works do not contribute to the
integration of MBUIs into the agent domain. As a matter of fact, this area of research
is only sparely covered. The agent community for instance tries to counter the com-
plexity of UI development by web-based solutions [1, 15]. As these approaches are
not directly comparable with our architecture, we identified some others which are
described next.

Braubach et al. [4], for instance, introduce Vesuf, a development environment for
MBUIs. Vesuf was not streamlined for agent applications, however, the
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framework was tested in real life, in an urban hospital facility1, where it demon-
strated its capability to generate adaptable UIs for software agents. In their work,
the authors emphasise the difficulties in developing UIs for agent systems and ar-
gue, that interpreter-based MBUIs are capable to overcome most of the mentioned
problems.

Eisenstein and Rich [8] propose an architecture which is based on task-models
and which facilitates the development of collaborative interface agents. The authors
apply task-models to control the behaviour of agents and also as foundation for the
UI. Development is done in compliance with the underlying task-model and sup-
ported by a set of editors, each one geared towards a specific part of the application.

Tran et al. [18] present an approach which applies MBUID for data systems. The
authors present an agent-based framework, that allows for the automated generation
of database UIs and application code, which is based on a combination of task-,
context-, and domain model. As the different models have different roles, agents are
used for the code generation as well.

Pruvost and Bellik [16] present a framework for multi-modal interaction in ubiq-
uitous systems. The framework is a part of the European ATRACO project2. One
interesting aspect of this work is that agents negotiate on how to render the MBUIs.

Braubach et al. [4] impressively demonstrate the capabilities of merging MBUIs
with agent systems, although their approach was not intended for agent systems in
the first place. As a result to this design decision, their architectural presentation
model lacks depth. In our opinion, the used presentation model does not provide
enough information. Hence, it has to be extended with modality-dependent infor-
mations, which leads to one UI descriptions for each supported modality. Further,
although Vesuf is an interpreter-based MBUID environment, there is no context-
model available. Hence, the UIs cannot adapt to the actual context-of-use at runtime.
The other examinees focus on particular aspects and disregard the bigger picture of a
holistic user experience. Nevertheless, Pruvost and Bellik present interesting ideas,
which gives us visions for future extensions of our work, as for instance agents
which negotiate about the most adequate way of interaction.

To sum up, our survey shows, that although there are many approaches to develop
MBUIs, only a few of them have been applied and tested in conjunction with agent
systems. Yet, it is our believe, that a multi-agent systems and MBUIs is a promising
combination for AAL environments.

3 Approach

As mentioned above, the development of multi-modal UIs is a complex task.
Interpreter-based MBUID can be used as it counters many difficulties and also suits
well for the realm of AAL. Based on our survey we can state that current MBUI
technology has, as yet, not found its way into the agent domain and vice versa. It is

1 MedPAge (Medical Path Agents), see http://vsis-www.informatik.
uni-hamburg.de/projects/medpage

2 Adaptive and Trusted Ambient Ecologies, see www.uni-ulm.de/in/atraco

http://vsis-www.informatik.
uni-hamburg.de/projects/medpage
www.uni-ulm.de/in/atraco
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Fig. 1 Abstract illustration of the approach, enabling agents to perform the application tasks
of the task-model.

our objective to narrow the gap between both technologies and in the following we
describe our way to achieve this goal. We start by outlining the target system and
proceed by getting granular on our approach. Subsequently, we introduce applied
technologies and finally, we argue on how the presented systems works together
and fosters the interplay between MBUIs and multi-agent system technology.

3.1 AOSE meets MBUID

MBUI development applies several models in order to ensure device independence,
multi-modal interaction and context-awareness. Each model encapsulates particular
information on some part of the application as a whole. Runtime systems interpret
these models and derive UIs which are optimised for a given execution context.

However, although there are several different models available, one is involved
in the majority of MBUID environments – the task-model [5]. The task-model for-
malises the general workflow3 of the application and distinct between tasks of the
user and tasks that belong to the application’s logic. Task-models can be described
by using many languages, and reach from static to dynamic and executable ones.

Agents on the other hand are usually compelled to some application goal and
manage the application’s logic accordingly. In order to enable MBUIs for multi-
agent systems we have to ensure that the application’s tasks can be interpreted and
performed by the agents. Figure 1 illustrates the principle.

In the example, the task-model is represented as a chain of application- and user
tasks. Whenever the runtime system detects an application task, a referenced back-
end service should be called – in our case an agent. Further, required data should be
forwarded to the agent, yet, as MBUIs and multi-agent systems are usually based
on different technologies and have different conflicting properties (straight defini-
tion vs. degrees of freedom), this task is not easily accomplished. In order to foster
communication between MBUIs and multi-agent systems, we developed the Hu-
man Agent Interface [2] (HAI). HAI was designed to facilitate the integration of
user interface technologies into agent applications. During runtime, HAI acts as a
gateway between UIs and MAS, hiding particular UI details from the agent applica-
tion and vice versa. Thus, to convert and deliver UI messages to the agent world and
to forward responses from the agent application back to the user interfaces is HAI’s

3 A workflow is considered to be the tasks that can be reached.
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main purpose. We designed HAI to be independent from any specific UI technology
and also as extension to the Model-View-Controller (MVC) architecture. Due to its
characteristics, HAI constitutes a suitable foundation for the problem we address in
this work.

3.2 From Theory to Practice

Before presenting a system which takes AOSE and MBUID into account we want to
provide a short outline of the applied technologies. Although HAI is not restricted
to a particular agent framework, we frequently used HAI in combination with the
Java-based Intelligent Agents Componentware [10] (JIAC V). JIAC V is a Java
based agent framework which has been developed at the Technical University of
Berlin since 1998. It combines service-oriented with agent-oriented concepts and
offers conformity to FIPA standards4.

Using model-based development to implement user interfaces provides many ad-
vantages. Nevertheless, as an objective of our work, we want to prevent UI- and
agent developers from affecting each other. In order to do so, we applied the Multi-
Access Service Platform [3] (MASP), as it allows model-based development and
clearly distinct between UI and application. MASP task-models are based on the
widely accepted ConcurTaskTree notation [13] (CTT). CTT separates task-models
into four types of tasks: User tasks, application tasks, interaction tasks and abstract
tasks. User and interaction tasks are performed by the user. Application tasks are
executed by the system and abstract tasks are complex actions which can not be
expressed by the other ones. In order to provide information on the execution se-
quence (e.g. parallel, step-by-step) and interdependencies between them, the tasks
are ordered by means of LOTUS operators. Although CTT is a good foundation for
user-centric design, it neglects some requirements for AAL sceneries and had to be
extended in some aspects [9]. To start with, AAL environments – especially those
with agents – continuously collect sensor data and may identify situations in which
user interaction tasks have to be triggered or disabled. Classical CTT do not sup-
port this kind of behaviour and therefore prevents proactive agents to adjust the user
interface to the latest set of environmental data.

Figure 2 illustrates the architecture of the implemented system including MASP,
HAI and the MAS. Once an application task occurs, the additional backend service
is executed. In order to assure that agents are able to manage the respective appli-
cation tasks, we have implemented the HAIService, which manages the mapping
process. After the HAIService was called a HAI service message is generated and
send to the HAI (1). This message contains additional data (e.g. name, required ca-
pabilities or supported input/output parameters) and an identifier for the designated
agent, which is used by HAI to establish a permanent connection to the responding
agent for further UI requests. Subsequently, HAI converts the UI message into an
agent message (in compliance with the FIPA ACL standard) and forwards the mes-
sage to the agent system (2). The agent system now processes the incoming message

4 FIPA – The Foundation for Intelligent Physical Agents – see www.fipa.org

www.fipa.org
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Fig. 2 Architecture of the system, consisting of three top-level tiers: MASP, HAI and the
MAS.

and responds by a message as well (3). As a result, HAI notifies the interpreter that
the task has been accomplished and updates the data model if necessary (4). Finally,
the runtime system of MASP forces the view to apply to the potential changes.

4 Proof of Concept

As we strongly believe, that a combination of MBUID and AOSE facilitates the de-
velopment of AAL environments, we proceed by describing an agent-based AAL
service which we developed within the SmartSenior project5. As security is an in-
herent part of the AAL vision we recently implemented an agent-based assistant
which is able to detect anomalies in an AAL environment and to inform a user
about them by different interaction modalities [12]. The assistant comprises three
logical components: sensor-, analysis- and reaction unit. While the sensor unit for
itself is not agent-based, the others are. The analysis unit is a multi-agent system
consisting of a situation recognition agent, that collects sensor data, a rule eval-
uation agent and an anomaly detection agent to manage situations which are not
covered by rules. While the rule evaluation agent reacts on same event types always
in the same fashion, the anomaly detection agent is able to learn a user’s regular be-
haviour and reacts when discrepancies to this regular behaviour are identified using
statistical methods. Once an event occurs, it is forwarded to the reaction component.
The reaction component is an agent that determines the best interaction possibility
to inform the user. This process is straightforward and makes only use of the locali-
sation data gathered from the sensor unit. MASP was utilised to develop and furnish
three different UIs [17]. Once the user is close to a screen, a popup will provide
informations and options about an occurring event. In case the user is not in scope
of a screen but at home, a bracelet the user wears informs about the event. Finally,

5 SmartSenior – longer independence for senior citizens, see www.smart-senior.de

www.smart-senior.de


Applying Model-Based Techniques to the Development of UIs for Agent Systems 7

in case the user is currently not at home, the users smart phone is used as interaction
device.

5 Conclusion

In this paper, we introduced an approach that facilitates the development of device-
and modality independent UIs for agent applications. In order to do this, we argued
that MBUID is a suitable foundation for the implementation of agent applications
for AAL environments. Furthermore, we emphasised that this area of research is
only sparely covered and that existing solutions have severe shortcomings, on either
the agent- or on the MBUI side. We further described how the task-model, that
is available in most MBUID environments, can be utilised to apply model driven
techniques for the development of UIs for agents. Subsequently, we provided an
outline of our example system, that makes use of MASP as MBUID environment
and JIAC as agent framework. In order to exploit the MBUIs of the MASP for JIAC
agent systems, we made use of HAI. Due to HAIs independence from specific UI
technologies or agent frameworks, our approach is easily adaptable to other MBUID
environments and agent frameworks. After presenting our approach, we illustrated
a proof-of-concept implementation of an agent-based AAL service.

It is our opinion that, as sophisticated model driven UI techniques are, the sup-
port for the dynamics and the capabilities of distributed multi-agent systems for
AAL environments often fall short. To counter this issue, we extended the CTT in
a way that allows agents to act proactively. We also used the MVC paradigm to
strictly separate between agent and UI specific parts. Nevertheless, currently there
are unsolved issues regarding our approach. While agent technology offers capa-
bilities for coordinated and orchestrated the increasing number of applications in
AAL environments, a mechanism is required to ensure a reasonable UI. Hence, a
first step is to find a more sophisticated possibility to negotiate about the best way
of interaction for a given situation, even for the whole AAL environment.

Evaluating design-oriented approaches is usually a tedious task. In the future,
we want to demonstrate that a combination of MBUID and AOSE facilitates the
development of AAL environments. In order to measure the impact on the develop-
ment effort of AAL services, we intent to compare different developer teams with
equal capabilities performing the same task – some using the presented approach,
the others not. We will present the results of this evaluation in a succeeding work.
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Virtual Agents in Next Generation Interactive 
Homes 

Rafael Del-Hoyo, Luis Sanagustín, Carolina Benito, Isabelle Hupont,  
and David Abadía* 

Abstract. Today’s houses are slowly turning into a complex electronic net of 
devices. The increasing complexity of systems and the need for these systems to 
remain simple, accessible and transparent for the user, makes it necessary to 
research technologies that enable intelligent and autonomous computing and new 
ways of interacting with future home. Autonomic computing systems are those 
which can manage themselves given high level objectives. If we integrate 
autonomic computing and new interactive user mechanisms like virtual agents, we 
obtain the future smart homes. 

Keywords: Autonomic Computing, HCI, Virtual Agents, Smart Homes. 

1   Introduction 

Nowadays, huge R&D efforts are running on the re-invention of the Internet so 
that it is able to cope with future challenges, like the viral growth of the number of 
connected users, devices, services and user-generated contents. Today’s houses 
are slowly turning into a complex electronic net of devices. Multimedia TVs based 
in DLNA (Digital Living Network Alliance), sensors, automation controls and 
energy consumption meters are connected to the Internet via residential gateways, 
using a variety of home communication networks (fiber, WiFI, Power Line). As a 
resultof this people is going to beimmersed in the Internet of things paradigm or 
the Internet of objects connected inside of each home. The increasing complexity 
of systems and the need for these systems to remain simple, accessible and 
transparent for the user, makes it necessary to research technologies that enable 
intelligent and autonomous computing and new ways of interacting with future 
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home. Autonomic computing systems are those which can manage themselves 
given high level objectives. These systems include environments that are able to 
evolve without the need for human interaction. These environments are capable of 
installing, configuring, maintaining and healing themselves, and their own 
components. This paper presents an Autonomic Interactive Fusion engine platform 
developed in the GENIO1 project. The main element of the architecture is the 
Intelligent Autonomous System in charge of the information fusion process. This 
also controls a virtual agent that allows increases the interactivity from user 
perspective. This paper is structured in the following way; the first section is a 
brief statement about autonomic computing and virtual agent in smart homes. The 
second section describes current projects in smart homes and GENIO project and 
the following section describes the intelligent framework used for smart homes. 
The fourth section explains how the information is joined inside the fusion 
information engine. Finally, several conclusions are set forth. 

1.1   Autonomic Computing 

The essence of autonomic computing systems is self-management, or, the ability 
to reduce human interaction in administration tasks to the minimum. As it is 
explained in previous research [1], these systems should provide self-
configuration, self-optimization, self-healing, self-protection. The system should 
incorporate itself seamlessly, and the other components present in the system must 
adapt to its presence by learning new configurations or topologies. An automatic 
system should continually seek ways to tweak parameters, and, at the same time, 
should be able to find and apply the lastest updates for each system component. 
Autonomic systems should detect, trace, diagnose and repair bugs and failures. 
Autonomic systems should defend themselves from large scale problems arising 
from malicious attacks or big failures. 

1.2   Human Interaction through Virtual Agents  

Virtual agents have proved to be a useful way of HCI (Human Computer 
Interaction). For humans, it is easier to communicate with a computer through a 
conversation with a virtual agent as opposed to just a keyboard and mouse. To 
make a virtual agent interact in a consistent, emotionally empathic and intelligent 
way with the user, a strategy must be defined for recognizing, integrating and 
interpreting user information coming from different modalities (video, audio, etc.). 
Secondly, it is important to realize how the human mind works to correctly 
“model” the virtual agent’s reasoning mechanisms. The human brain is 
characterized by its capacity to handle and store uncertain and confusing 
perceptions. People usually face problems with great uncertainty and partial, 
context-dependent, and contradictory information. SoftComputing techniques, in 
special Fuzzy Logic, make it possible to model these types of problems and to find 
solutions similar to the ones taken by human beings. In doing so, it is possible to 
develop a more “cognitive” computation that tackles effectively the interaction 
among persons and virtual agents, how they communicate and act through words 
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and perceptions [2]. Finally, the virtual agent must be believable: it has to move 
properly, paying special attention to its facial expressions [3], and have the 
capacity to talk in natural language [4]. Emotions have been proved to play an 
essential role in decision making, perception, learning and more [5]. 
Consequently, besides its external appearance, the virtual agent must possess some 
affectivity, an innate characteristic in humans, for which it is necessary to 
carefully manage the emotional display of the virtual agent. Human Computer 
Interaction (HCI) gets more natural when using a virtual agent as computer side 
communication entity.  

1.3   Smart Autonomous Media Homes State of the Art 

One of the most important fields to apply Autonomic Computing and Human 
Computer Interaction technologies is houses, thus making them intelligent or 
smart houses. These houses would detect the people inside, self-configure by 
personalizing the services for each users and detecting and configuring new 
devices plugged into the house; would self-optimize by disconnecting lights or 
closing doors if people aren’t present; would self-heal by controlling sensors and 
preventing problems related to physical and software elements; and would self-
protect by identifying the current users at home, and preventing external attacks. 
There are several research efforts to introduce major autonomic capabilities in 
smart houses, like self-configuration using adaptation models [6], petri-nets [7] or 
variability models [8] which determine a set of policies to know how the system 
should be modified against changes at home; or self-protection. The University of 
Valencia has developed a Model-Based Reconfiguration Engine (MoRE) [8,9]. 
Finally, the University of Mondragon, the University of Ulster and Washington 
State University present their project CASAS. It is an adaptive smart home 
autonomous system that utilizes machine learning and data mining [10] techniques 
to discover patterns in resident’s daily and repetitive activities [11] and to generate 
automation polices that mimic these patterns. The autonomous system can be 
guided by resident providing explicit feedback or it can be left to the system to 
automatically discover and adapt to changes in pattern of activities.  

1.4   The Smart Home in GENIO Project 

The research presented in this paper is part of the European GENIO project. The 
GENIO project aims to define the home network of the future, developing an 
advanced self-management of the home network, facing the problem of 
heterogeneity and transparency of the devices and their interactions, and looking 
to maximize automation and to respond intelligently to events and alarms. The 
project intends also to solve other challenges like ubiquitous access to the home 
network contents and personalization of the services. A diagram of GENIO smart 
home can be seen in figure 1. 
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Fig. 1 Diagram of the system working as Autonomous System inside Smart Home. 

2   Framework Technology Overview 

The aim of this section is to establish the Intelligent Autonomous System’s 
technology overview. One of the possible technologies which is candidate for 
handling this type of smart home is algorithm based on soft-
computing/computational intelligence techniques. These algorithms are able to 
work with a great number of data (even noisy and incomplete), and they also 
allow predicting the behavior of highly nonlinear systems, as is the case of Home 
Systems and in special communication systems. As we have showed in GENIO 
project, these properties allow us to analyze, predict the state of an IP network or 
to make decision about any problem inside of the home. In this project, the 
development of an intelligent decision support system (iDSS) is proposed, called 
Intelligent Autonomous System (IAS), based on some well-known artificial neural 
models. IAS will allow the entire home status management, dealing with high 
dimensionality information, through a new advanced interface personalized into a 
Virtual Agent. The objective of this virtual agent is to be the human-interface 
between the home user and the autonomous systems, informing the user about the 
status of the home and the predicted situations found. Also, through this interface 
the user can manage the home devices using several other interfaces, like SNMP 
or uPNP. The control logic in the IAS platform is implemented inside of the 
intelligent framework using natural language rules (fuzzy rules) and neural 
network for pattern recognition. This framework is also responsible of the 
behavior of the virtual agent. This IAS platform is able to evolve and adapt 
according to the actions obtained from the user. During the learning process, user 
patterns like the number of user repetitions, watching movies or managing home 
devices are learned by means of a neural network supervised learning process. 
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Due to the rules-based intelligent framework, the proposed platform is a 
powerful tool for general autonomous home systems. The main AI (Artificial 
intelligence) technologies uses in the decision autonomous system for GENIO are 
neural networks, Rule Engines and finally AIML(Artificial Intelligence Markup 
Language). 

2.1   The Intelligent Support Interaction System (ISIS) 

ISIS is the main element of the proposed system. It is the evolution of a 
SoftComputing-based intelligent system called PROPHET that enables real-time 
automatic fuzzy decision making and self-learning over any kind of incoming 
inputs (from sensors, video channels, audio channels, probes…)[12].ISIS is the 
engine in charge of the logic of the platform from IAS point of view. It is also the 
inference engine that makes the virtual Agent to react to different inputs coming to 
the platform. According to different inputs of the platform, ISIS extracts 
knowledge and thanks to the use of Neuro-Fuzzy techniques, the module has the 
capability of self-extracting and self-learning new fuzzy decision rules from 
historical data. ISIS consists  of a set of modules for pre-processing, integrating 
and extracting information and making decisions in a flexible way under uncertain 
contexts. It is described in the following modules: 

• Hybrid rule inference engine: it is the main sub-system of the Autonomous 
System. It is in charge of rule-based decision-making tasks.. 

• Knowledge and data persistence module: system that manages data and 
knowledge (rules) information. 

• Integration and transformation module: module in charge of filtering, 
synchronizing and pre-processing the incoming inputs, in order to make them 
compatible with the hybrid rule inference engine input format.  

• Application control module: state machine that controls the Autonomous 
Intelligent System behavior. 

• AIML module: the AIML module computes an appropriate natural language 
answer, for a given user interaction context. 

• Communication interface with the GUI interface: that manages 
communication between the Autonomous System and the GUI. 

• Communication interface with the Topology Managercomponent: that 
informs the Autonomous System in real-time about the events that occur in the 
home network  

2.2   Neural Network Algorithms Applied in Our Work 

Learning from examples (or historical data) is one of the capabilities that make 
artificial neural networks and neuro-fuzzy systems a suitable approach for pattern 
recognition in home environments.We have applied neural networks and neuro-
fuzzy to home management and pattern recognition, and we have compared results 
from both models and we obtain similar results due to the simplicity of the uses 
cases generated.  



14 R. Del-Hoyo et al.
 

2.3   Rule Engine 

The embedded rule inference engine is in charge of rule-based decision making 
tasks in the home manage process. It is a hybrid rule inference engine since it can 
both deal with crisp rules (applied to exact inputs’ values) and execute inference 
from rules that handle fuzzy concepts. Fuzzy logic is a form of multi-valued logic 
derived from fuzzy set theory to deal with reasoning that is robust and 
approximate rather than brittle and exact. Furthermore, when linguistic variables 
are used, these degrees may be managed by specific functions. The elements in the 
inference engine’s Working Memory are not only the rules pre-defined by an 
expert, but also the set of automatically self-learned decision rules created by the 
knowledge extraction and classification obtained from neuro-fuzzy systems. 
Fuzzy set theory defines fuzzy operators on fuzzy sets. The problem in applying 
this is that the appropriate fuzzy operator may not be known. For this reason, 
fuzzy logic usually uses IF-THEN rules. Rules are usually expressed in the form: 

IF variable IS property THEN action 

In the case of GENIO project will have the following rules examples 

IF temperature IS very cold THEN select movie about 
winter (personalization rule) 
IF QoS is low  THEN don’t allow remote movies 
IF QoS is high THEN select HD movies 

There is no "ELSE" – all of the rules are evaluated, because the temperature might 
be "cold" and "normal" at the same time to different degrees. 

3   Multimodal Fusion Engine 

The main feature of the Autonomous System is its capability to integrate 
information coming from several sources, of very different natures and arriving 
with different timings. The system integrates data (every 500ms) from the 
following sources: 

• Pattern Recognition: through the inclusion of different classification 
algorithms previously predefined. This preprocess module allows the 
generation of new attributes based on this data mining algorithm  and the 
generation of an attribute that represents the output of this classifier (figure 2). 

• Virtual Agent Speech Recognition: based on the recognition of the user's 
voice, it is converted into text and placed as an attribute of the text itself. 

• Presence recognition and number of people counting: the number of persons 
found in the scene is introduced as a new attribute. 

• Gesture Recognition: gesture recognition is performed by a gesture recognition 
algorithm within the platform Kinect. 

• Feature Image Classification Algorithm: With a vision algorithm based on a 
feature detection algorithm called Surft. This information is entered into the 
system as a new nominal (object name recognized) attribute.  
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commands) or visual information (detection people, generate hand gestures or 
detect objects that are recognized by the system). This information is processed 
and integrated with other types of information to generate verbal responses or 
emotions by the virtual agent to increase interaction between man and machine. 
Different use cases have been tested. From the generation of alarms by the virtual 
agent through the recognition of patterns in sensors deployed around the house or 
the management of uPnP devices such as movies or cameras via voice commands 
or through hand gestures. Others more complex cases can be when the user is 
watching a film on a TV in the lounge, the user shows a Tablet PC to the virtual 
agent and the film is moved to Tablet at the point where you were watching it and 
thus bring in your media information always with you and anywhere in the house. 
Moreover, the network is monitored all time, so you can validate that there is 
sufficient quality of service on the network before launching the film in the tablet 
itself. One of the most interesting system features is the ability to generate 
emotions in the virtual agent depending on the condition of your home. Using 
Fuzzy rules ISIS can generate a temporary emotional personality of the agent, 
using a similar method than in [13] therefore different emotional expressions 
(figure 3) are generated on the agent during user interaction. 

4   Conclusions 

A novel platform for creating smart interactive homes has been presented. The 
platform has been achieved as a result of the work developed in GENIO project.  
Moreover, fuzzy rules used inside the inference engine enable the Home self-
optimization and self-healing. Finally the multimodal integration and information 
fusion and the pattern recognition features allow the Home self-protection and 
self-healing for diagnosis. The second outstanding feature of GENIO project is the 
great possibilities it offers to the user for interacting with the Home by means of 
the Virtual Agent. The agent is able to interact with physical elements of the 
home, such as sensors or multimedia DLNA devices.  
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98), QUEEN project (IPT-2011-1235-430000).the Spanish Ministry of Industry, project 
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Accessing Cloud Services through BDI Agents 

Case Study: An Agent-Based Personal Trainer to COPD 
Patients 

Kasper Hallenborg, Pedro Valente, and Yves Demazeau* 

Abstract. Cloud computing is envisioned a dominant role in the future. Extensive 
amount of data are stored, applications running in the cloud, and globally accessi-
ble. However, users neither cannot nor are interested in observing and processing 
those amounts of information. Thus, a mentalistic model that virtually represents 
the user’s goals could be integrated with the cloud to present processed extracts in 
a cognitively accessible way. Such an approach is presented with deliberative BDI 
agents both in general and in a case study for COPD patients. 

1   Introduction 

Cloud computing is envisioned to play a dominant role in not only storage of in-
formation, but also how we do “computing in the cloud”. Still without a clear and 
unique definition – cloud computing is an overly used concept that evolves along 
the growing attention to virtualized networked services, Software as a Service 
(SaaS). Accessibility, availability, and interoperability are central aspects of im-
portance to both fulfill the requirements of users’ needs and the high level of ma-
chine-machine cooperation.  

Personal/Electronic Health Records (PHR/EHR) is a perfect example for the 
use of cloud computing, where the multi-user / multi-role perspective, privacy, se-
curity, and accessibility issues are addressed, as both health-care professionals 
(e.g. hospitals, practitioners, physicians, etc.) and you personally are involved. 
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Currently, large initiatives try to settle, with Google Health, Microsoft  
HealthVault, and Dossia being the most promising clouds that structure PHRs 
based in standardized medical formats, such as HL7, CCR and in compliances 
with Continua Health Alliance. 

Thus, the ultimate vision of clouds, like Google Health, is a set of interoperable 
services and cloud applications that brings together health-related information 
from hospitals, care-givers, etc. with personal recordings and data-gathering sen-
sors into a complex, but coherent health information system.  

SaaS spawned from service-oriented architectures and se-mantic web services, 
which do take advantage of prominent technologies to abstract and increase flex-
ibility of services for the end-user, such as WSDL and OWL ontology. However, 
the composition of services must still rise from a set of basic action by the user 
[4]. In particular for PHRs the heterogeneous set of users and the complexity of 
stored information call for transformations that can present medical information in 
a cognitively accessible way [5], but analogies can in general be foreseen in other 
domains as well. 

We will propose a deliberative agent model based on the BDI architecture to 
close the gap between cloud-based services (SaaS) and ubiquitous intelligent ser-
vices to the user in general. Initially, augmenting the need for deliberative agents 
over standard service models in respect to a goal-oriented approach of user needs. 
The proposed model will be applied on a case study of a motivating UI for COPD 
patients that should perform physical exercises to not worsen their chronic disease. 

2   Agents to the Cloud 

2.1   Limitations of a Service Based Model 

Traditionally, web services were defined as software systems designed to support 
interoperable machine-to-machine interaction over a network [6]. Even with se-
mantic descriptions of the services (OWL-S) where all dependable service should 
be known at design time, a service based model does not overcome the limitations 
in how users naturally will express the goals they want to achieve rather than the 
actions they wish to be performed [4]. 

Thus, several key aspects are important to address if user-centered cloud appli-
cations should enable cloud computing to become the 5thutility [7] (after water, 
electricity, gas, and telephony) as individual, pervasive and intelligent services. 

• Locus of control – design of applications must be user-centered and reflect the 
user’s assessment of goals to be achieved. E.g. a health advisor app will conti-
nuously update its status/advice according to external percepts rather than just 
presenting external data. 

• Cognition – pervasive applications should not rely on the user to process in-
formation in respect to current goals. The apps should be aligned with the true 
vision of Mark Weiser’s calm computing of not drawing user’s attention unless 
necessary [8].   
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• Adaptation – information resources often reside in many systems (clouds) and 
needs to be combined either to be relevant or make sense for users. Standards 
do not prevail across all systems, and never will, so adapting, abstracting, and 
transforming data is required. 

• Context – environments are highly dynamic due to users’ mobility and global 
accessibility. Therefore context of the application is to be observed and taken 
into account. E.g. considering time and location will be important when trying 
to encourage user to do physical exercises. 

• Learning – it is generally accepted that intelligence involves some kind of 
learning capability, which clearly is the case, if services are not to be expe-
rienced as repetitive annoying reminders. Thus, learning support will signifi-
cantly enhance user acceptance. In particular for health monitoring and exercise 
guidance the system must adapt to individual preferences and progress. 

In the following section we will advocate for the capabilities of deliberative agents 
vs. semantic web services to cope with the aspects presented. 

2.2   Capabilities of Deliberative Agents 

The procedural approach of semantic web services built on the basis of synchron-
ous remote procedure calls has been preferred by industry over more abstract  
definitions and less strict approaches for agent technologies, which comes from 
asynchronous message passing architectures [4]. However, the goal-oriented 
agents have a lot more to offer than services founded in basic actions. 

From a modeling perspective the autonomous characteristic of agents and the 
architecture for deliberative agents, e.g. the BDI model, has a more natural map-
ping to a user-centered design. The BDI model, reflecting the beliefs (current as-
sessment of a world model), desires (objectives to be accomplished) and intentions 
(current plans being executed), has a very “mentalistic’ notion for capturing user’s 
preferences and goals [9], whereas services mostly are designed as information 
providers for users that needs further (mental) processing. Agents have an internal 
locus of control, being responsible through its autonomous characteristic to be 
proactive and react when actions needs to be taken. In contrast objects and servic-
es (in its traditional definition) are activated by external invocations. Users should 
be motivated/guided rather than being instructed. 

Goal-directed behaviors are the nature of deliberative agents, and goals can be 
both fuzzy and abstractly described, such as “user should maintain high level of 
physical activity”, instead of an inflexible specific exercise plan, e.g. “10 minutes 
of bicycling at level 3 in the morning, walking 1 km afternoon at minimum, …”. 
The difference is huge in respect to user acceptance of the system, as in the latter 
example the user are guided through basic action elements of the plan or must set 
contingency plans herself. Whereas the agent approach is not fixed to a specific 
plan, but all inputs may contribute to the overall goal, and the goal itself is dynam-
ic, e.g. if doctors send updates to the PHR. Thus, there is a need for reasoning on 
the received percepts and other inputs, if personalized applications should improve 
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of user acceptance. Especially, for healthcare and activity applications users prefer 
to be in control rather than being instructed. 

Interoperability is by definition central to web services, however, despite the 
profile specification of web services to exchange information in terms of XML 
formats and initiatives taken on dynamic service discoveries, they are still relying 
on common understanding and/or adapters for exchanging content information be-
tween systems. Even though hard efforts are taken to develop common standards 
across many areas, a complete and flexible common standard on the content of 
messages, as rich and powerful as the human interpretation, across all knowledge 
domains will never exists. However, the agent community is building on know-
ledge representation and use ontologies to abstractly describe and negotiate on the 
content of messages, which is a step in the right direction of enriching the possi-
bilities of adaptation across different systems. 

Context and context-awareness are the building blocks of pervasive and ubi-
quitous systems, and slowly progress to have a more dominate role in all ICT sys-
tem, so services can be experienced as more intelligent. It is clear that reasoning 
and combining context information will have a great influence on agents capabili-
ties. Recently, the importance and influence of integrating context to the BDI 
model has been advocated by Koch and Dignum[11]. 

In many years learning was not really considered of high importance in the 
agent community, but has gained more attention during the last decade [12]. While 
e.g. complex neural and Bayesian networks might be the reasoning engine in some 
cognitive agent systems, a more static knowledge representation might be enough 
for other systems. However, the advantages of an updated and adapting know-
ledge space in agent systems are unquestionable. 

3   The Agent Model 

Deliberative agents extend the basic characteristics of agents given by Jennings 
and Woolridge (autonomous, reactive, proactive, and social) [13] with knowledge 
representation and symbolic reasoning capabilities [14]. So while, the locus of 
control is well captured in a mentalistic mapping based on the autonomous charac-
teristic of agents, the strong reasoning engine of deliberative agents covers the 
need for cognition, including learning aspects. Adaptation and context-awareness 
is well aligned with reactive and proactive behaviors of agents and their respon-
siveness in general. 

The BDI model by Rao and Georgeff[15] is by far the most applied architecture 
for deliberative agents, and it is conceptual simple and appropriate to describe 
bridging pervasive agents to services in the clouds. Therefore, we will use the BDI 
model as the base architecture in the following discussion, however the design 
could with minor effort be transformed to other cognitive models for agents, as the 
user-centered mentalistic approach is the essence of closing the gap. With the BDI 
model being the most applied and best supported, this was a natural choice for 
both the general model and in our case study. 

The scope of the paper and the presented model is to cover use of cloud compu-
ting, where information is extracted from the clouds (or other information sources) 
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either in a reactive or proactive manor. After some abstraction, transformation, 
and/or reasoning it is presented to the user. Whether agents exist in the cloud, and 
thereby respect the definition of SaaS, or runs on e.g. the end-user’s mobile devic-
es connected to the cloud is not essential to the approach, but in implementation 
there will be a difference in how local context information is integrated. In relation 
to the operational logic for the model presented below, the goals of the agents are 
then constrained to visualization tasks that aim to motivate the user to address or 
improve the current observations that defines the current belief set. 

The operational logic of BDI agents was formalized by Rao with the Agent-
Speak(L) language [16], (earlier approaches exist, e.g. by Cohen & Leveque [17]), 
which later on have materialized in agent languages such as Jason, 2APL, and Ja-
dex. Variations over the notion exist that include more than the basic predicative 
of beliefs and goals, so we will partly follow the notion used in [11]. Therefore we 
can define the BDI agent by the tupleࣜۃ, ࣞ, ࣣ,  Where ࣜ is the belief base,ࣞis .ۄߎ
the desire base,  ࣣ the intention base, and ߎis the set of selection functions and 
plans, which comes out as the practical rules of the system that can be expressed 
in the form ߮ ՚  the concrete plan of action that should lead toߨ ,is the goal߮ .ߨ|߳
the goal, and ϵ the event that triggers the selection function. 

The selection functions can be categorized for beliefs, desires, and updates for 
the intension base due to changes in the belief and desire base caused by the other 
triggers. However, triggers to update the belief or desire base are usually how the 
external input comes in. In this case the information is delivered by SaaS of the 
cloud.  

So, whereas the BDI model structure the internal reasoning of the agents and 
how knowledge about the world is represented, the inter-agent and external com-
munication is related to the social capabilities of the agents, which also include 
agent-cloud communication. In most agent systems the communication is based 
on the speech act theory originally defined by Searle [21], and communication 
protocols have furthermore been standardized by FIPA. 

In terms of the agent-cloud communication with respect to the scope for SaaS 
and agents defined above, the agents would either reactively observe changes in 
the cloud or proactively request or query the cloud. It corresponds to the sub-
scribe, request, and query protocols of the FIPA standards. It is not within 
the focus and scope of this paper to explain setup and initialization of binding 
agents and clouds. Basically, it is done by setting up gateway agents that translate 
between SOAP messages of web services and ACL messages of agents. WSIG is 
an example of such a tool to create gateway agents for the JADE agent platform, it 
can even be used to map WSDL to FIPA interaction protocols. 

Agent communication is message-based and uses an agent communication lan-
guage (ACL). The content of messages can be encoded using ontologies of the 
domain, so the knowledge sent to the agent can be described in rather abstract 
terms. Thus, the triggering events for a state change of the agent will either come 
from inform messages of the FIPA protocols mentioned above, as subscribe, 
request, and query protocols all use ACL messages with the performative set 
to inform for the response. 
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First the inform message will triggers the selection function on the belief base, 
which formally is given by ܵࣜሺࣜۃ, ࣞ, ࣣ, ሻۄߎ ൌ ,informۃ ݅݀, ,ࣜۃۄݐܽ ࣞ, ۄࣣ ՜ ࣜۃ ׫ ሼܽݐሽ, ࣞ, ۄࣣ  

Where ݅݀ is the identifier of the agent and at is the predicates expressed in first or-
der logic, as explained in [16]. 

In the deliberation engine of the agent it will consider the desire base if there 
are relevant plans that should be added to the intention base, and such a plan 
would be considered applicable if a unifier ߠ exists for the plan, so the plan is a 
logical consequence of the current belief base with respect to the event. Formally, 
we can describe it as the following update to the intention base of the agent. ߮ۃ, ۄܥ א ࣞ,impactሺߚ, ߮, ,ሻݐݎܽݐݏ ࣜ ٧ ,ߠܥ ࣣ ٬ ,ࣜۃߠ߮ ࣞ, ۄࣣ ՜ఏ ,ࣜۃ ࣞ, ࣣ ׫ ሼߠ߮ۃ, ,ܥ ۄሽۄߨ  

Where ܥ is the commitment of the belief base, and impactሺߚ, ߮,  ሻ is theݐݎܽݐݏ
evaluation of a given change in the belief base, ߚ,will lead to that the desire of the 
plan ߮ will be followed, as further described in [11]. This is where the evaluation 
of context information can filter events from change the current intention base, 
e.g. to suggest activities for the user during the night. 

If the evaluations are successful, these actions of the new concrete plan in the 
intention set, ߨ, may lead changes in the visualization of the current status for the 
user for the scope of agent activities we are aiming for. 

4   A Case Study 

Healthcare systems and approaches are quite different around the world, especial-
ly between Europe and the US. However, the need to store health related informa-
tion and PHRs are universal and can to a large extent be considered separate from 
the organization of the healthcare system. In particular if our focus is on persona-
lized rehabilitation and training in collaboration with healthcare professionals.  
Our case study is actually built on the architecture of a healthcare system for the 
US, which in still not established in Europe due to legislative issue, but similar se-
tups exist. An overview of the system is presented in Fig. 1. 

It is commonly known that especially the developed world will be challenged 
extensively during the next decades due to the demographic development, which 
basically mean that the share of elders (65+) will double over the next 30 years, 
and the ratio between the workforce and retired people will change from approx. 
4:1 to 2:1. Potentially, costs of healthcare services will explode, as the costs are 
highly age-related. In particular expenses to chronic diseases, such as chronic ob-
structive pulmonary disease (COPD/COLD), diabetes, cardiovascular disorder and 
Alzheimer’s, will be exploding if we do not reconsider treatment programs and 
benefit from ICT. In particular for COPD patients physical exercises are very im-
port to prevent further progression of the disease. According to[24], it was esti-
mated that 2.74 million people died of COPD worldwide in 2000.  
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Fig. 1 Overview of healthcare system with PHRs in the clouds 

Unfortunately, such training sessions are only provided to a very low number of 
patients, and often too late in their disease course. However, recent year of ad-
vancement in sensor technologies brings forward new opportunities for monitored 
training at home, and by solving the integration with the PHRs the training and 
home monitoring can not only save healthcare costs, but also significantly im-
prove capabilities and quality of life for the COPD patients. 

4.1   Our Approach 

COPD patients are no different than the rest of us – it is very hard to keep up the 
motivation for physical exercising, unless someone constantly encourages and 
pushes us to do so (a personal trainer/physiotherapist) or the results/effect be-
comes very visual. For COPD patients another factor – the anxiety caused by 
breathing troubles – leads to worse submaximal exercising. Thus, we need a res-
ponsive and proactive feedback that can motivate to keep up the training.  

Fortunately, recent years advancement of sensors and wireless technologies are 
currently enabling the vision of home monitoring, and equally important is the in-
tegration with open cloud-based PHR systems. Bluetooth based blood pressure 
meters, weight scales, pill boxes, pedometers, etc. are just some examples of tech-
nologies available and already prepared to stream data directly into your health 
record in Google Health on the user side. Hospitals, pharmacies, etc. can also 
stream data and medical records into Google Health. 

Integration with Google Health is rather simple, as it is part of the Google Data 
Protocol, which support access to the cloud using standardized cloud protocols, 
such as Atom Publishing Protocol (AtomPub) or JavaScript Object Notation 
(JSON). Using the HealthService and HealthQuery classes of the Google 
Data API access to your health can be established and data extracted, e.g. using 
the C# client library: 

HealthServicehService = newHealthService("appname"); 
hService.setUserCredentials("username", "password"); 
HealthQuery query = newHealthQuery();  
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  // Setup query 
 
AtomFeed feed = hService.Query(query); 
foreach (AtomEntry entry infeed.Entries) 
  { 

  ... 
} 

Not all COPD patients are capable of walking their neighborhood, so monitoring 
exercises at home are more suitable for a large number of patients. Such exercise 
programs are provided by the physiotherapists, and we are developing a prototype 
based on the Microsoft Kinect camera that can verify your exercises and stream 
the data to the Google Health account using another agent. The API for the Kinect 
camera allows you to analyze the joint angles of your body in each frame, which 
gives the possibility to map the performance against an exercise program.  

It is the responsibility of the BDI COPD trainer agent to aggregate the inputs 
from Google Health and positively respond to the user with a feedback. 

Finally, from the professional healthcare system the medical records and diag-
nose data of COPD is registered in the personal health records. However, as  
training programs are not directly supported in the Google Health it is the respon-
sibility of the agent to reason on the extracted information and compare it against 
the general goals of COPD patients that is represented in the desire base of the 
agent. In that respect the cloud is a source of information and collection of  
assessments on health conditions, which emphasize the importance of having deli-
berative agents that can use those inputs in the reasoning engine and present a mo-
tivating feedback to the patients. The approach is highly user-centered and flexible 
compared to training programs that most likely will not be followed precisely an-
yway without the supervision of e.g. a physiotherapist. By this approach the agent 
has the freedom (in the virtualization of the end user) to use alternative combina-
tions of exercises and physical activity to reach the goals. 

The COPD trainer agent will update the belief base based on inputs that are re-
ceived from the cloud according to (1). If the evaluation of the change in the belief 
base, including current context information, enables a new plan to be followed it 
will be added to the intention base of the agent according to (2). The applicable 
plan will contain tasks to update the UI and feedback to the user.  

With modifications to the desire base the agents can with minor effects be 
reused as “back-office” agents for the professional healthcare staff for the long-
term assessment of the patients conditions. The agent would also be able to filter 
out those patients that require further attention. 

5   Conclusion 

We have presented a BDI-based agent model to close the bridge between cloud 
computing and user-centered applications that aim to present rich and complex in-
formation from clouds in a cognitively accessibly visualization to the end-users. In 
the approach taken the agents are integrated with the cloud to observe changes in 
the stored information and subscribe to notices that can influence the current belief 
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base of the agent. The mentalistic BDI model envisions a high level of user accep-
tance for the visualizations. 

The presented model has been used to build a prototype system of an agent-
based personal trainer for COPD patients that extract and reason on information 
from the cloud to give a feedback to the user, so they are motivated to continue 
their important personal training. 

We will continue improving the work on the prototype for the COPD patients 
and the “back-office” agents to the healthcare professionals. This includes further 
work on the UI and the motivating feedback, and enrichment of the plan in the de-
sire base, however that is not foreseen to influence the principles of the model of 
bridging agents and cloud computing. 
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Evaluating the n-Core Polaris Real-Time 
Locating System in an Indoor Environment 

Dante I. Tapia, Óscar García, Ricardo S. Alonso, Fabio Guevara, Jorge Catalina, 
Raúl A. Bravo, and Juan Manuel Corchado* 

Abstract. Context-aware technologies allow Ambient Assisted Living develop-
ments to automatically obtain information from users and their environment in a 
distributed and ubiquitous way. One of the most important technologies used to 
provide context-awareness is Wireless Sensor Networks (WSN). Wireless Sensor 
Networks comprise an ideal technology to develop Real-Time Locating Systems 
(RTLS) aimed at indoor environments, where existing global navigation satellite 
systems do not work correctly. In this regard, n-Core Polaris is an indoor and out-
door RTLS based on ZigBee WSNs and an innovative set of locating and automa-
tion engines. This paper presents the main components of the n-Core Polaris, as 
well as some experiments made in a real scenario whose results demonstrate the 
effectiveness of the system in indoor environments. 

Keywords: Ambient Assisted Living, Real-Time Locating Systems, Wireless 
Sensor Networks, ZigBee, Web Services. 

1 Introduction 

Ambient Assisted Living (AAL) tries to adapt the technology to the people’s 
needs by means of omnipresent computing elements which communicate among 
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them in a ubiquitous way [1]. In this sense, the continuous advancement in mobile 
computing makes it possible to obtain information about the context and also to 
react physically to it in more innovative ways. 

Wireless Sensor Networks (WSN) are used for gathering the information 
needed by AAL environments, whether in home automation, industrial applica-
tions or smart hospitals. One of the most interesting applications for WSNs is 
Real-Time Locating Systems (RTLS). The most important factors in the locating 
process are the kinds of sensors used and the techniques applied for the calculation 
of the position based on the information recovered by these sensors. Although 
outdoor locating is well covered by systems such as the current GPS (Global Posi-
tioning System) or the future Galileo, indoor locating needs still more develop-
ment, especially with respect to accuracy and low-cost and efficient infrastructures 
[2]. Therefore, it is necessary to develop Real-Time Locating Systems that allow 
performing efficient indoor locating in terms of precision and optimization of re-
sources. This optimization of resources includes the reduction of the costs and size 
of the sensor infrastructure involved on the locating system. In this sense, the use 
of optimized locating techniques allows obtaining more accurate locations using 
even fewer sensors and with less computational requirements [2]. 

This paper is structured as follows. The next section explains the problem de-
scription, as well as the most widely used wireless technologies to build indoor 
RTLSs. Then, the main characteristics of the innovative n-Core Polaris system are 
depicted. After that, some experiments carried out in a real scenario to test the per-
formance of different indoor RTLSs are described, as well as the results obtained 
by n-Core Polaris. Finally, the conclusions obtained so far are depicted. 

2   Problem Description 

The emergence of Ambient Assisted Living involves substantial changes in the 
design of systems, since it is necessary to provide features which enable a ubiquit-
ous computing and communication and also an intelligent interaction with users 
[1]. This kind of interaction is achieved by means of technology that is embedded, 
non-invasive and transparent for users. In this regard, users' locations given by 
Real-Time Locating Systems represent key context information to adapt systems 
to people's needs and preferences. 

Real-Time Locating Systems can be categorized by the kind of its wireless sen-
sor infrastructure and by the locating techniques used to calculate the position of 
the tags (i.e., the locating engine). This way, there is a combination of several 
wireless technologies, such as RFID, Wi-Fi, UWB and ZigBee, and also a wide 
range of locating techniques that can be used to determine the position of the tags. 
Among the most widely used locating techniques we have signpost, fingerprinting, 
triangulation, trilateration and multilateration [3] [4]. 

A widespread technology used in Real-Time Locating Systems is Radio Fre-
quency IDentification (RFID) [5]. In this case, the RFID readers act as exciters 
transmitting continuously a radio frequency signal that is collected by the RFID 
tags, which in turn respond to the readers by sending their identification numbers. 
In these kinds of locating systems, each reader covers a certain zone through its 
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radio frequency signal, known as reading field. When a tag passes through the 
reading field of the reader, it is said that the tag is in that zone. 

Locating systems based on Wireless Fidelity (Wi-Fi) take advantage of Wi-Fi 
WLANs (Wireless Local Area Networks) working in the 2.4GHz and 5.8GHz 
ISM (Industrial, Scientific and Medical) bands to calculate the positions of the 
mobile devices (i.e., tags) [6]. A wide range of locating techniques, then, can be 
used for processing the Wi-Fi signals and determining the position of the tags, in-
cluding signpost, fingerprinting or trilateration. However, locating systems based 
on Wi-Fi present some problems such as the interferences with existing data 
transmissions and the high power consumption by the Wi-Fi tags. 

Ultra-Wide Band (UWB) is a technology which has been recently introduced to 
develop these kinds of systems. As it works at high frequencies (the band covers 
from 3.1GHz to 10.6 GHz in the USA) [7], it allows to achieve very accurate loca-
tion estimations. However, at such frequencies the electromagnetic waves suffer a 
great attenuation by objects (e.g., walls) so its use in indoor RTLS systems 
presents important problems, especially due to reflection and multipath effects. 

ZigBee is another interesting technology to build RTLSs. The ZigBee standard 
is specially intended to implement Wireless Sensor Networks and, as Wi-Fi, can 
work in the 2.4GHz ISM band, but also can work on the 868–915MHz band. Dif-
ferent locating techniques based on RSSI and LQI can be used on ZigBee WSNs 
(e.g., signpost or trilateration). Moreover, it allows building networks or more than 
65,000 nodes in star, cluster-tree and mesh topologies [3]. ZigBee is, indeed, the 
wireless technology selected for our research. 

3   The n-Core Polaris Real-Time Locating System 

n-Core Polaris is an innovative indoor and outdoor Real-Time Locating System 
based on the n-Core platform that features an outstanding precision, flexibility and 
automation integration [8] [9]. The new n-Core Polaris exploits the potential of the 
n-Core platform, taking advantage of the advanced set of features of the n-Core 
Sirius devices and the n-Core Application Programming Interface [8]. 

The wireless infrastructure of n-Core Polaris is made up of several ZigBee 
nodes (i.e., tags, readers and sensor controllers) called n-Core Sirius A, Sirius B 
and Sirius D [8]. They all have 2.4GHz and 868/915MHz versions and include a 
USB port to charge their battery or supply them with power. Likewise, the USB 
port can be used to update the firmware of the devices and configure their parame-
ters from a computer running a special application intended for it. On the one 
hand, n-Core Sirius B devices are intended to be used with an internal battery and 
include two general-purpose buttons. On the other hand, n-Core Sirius D devices 
are aimed at being used as fixed ZigBee routers using the main power supply 
through a USB adaptor. In the n-Core Polaris RTLS, n-Core Sirius B devices are 
used as tags, while n-Core Sirius D devices are used as readers. This way, n-Core 
Sirius B devices are carried by users and objects to be located, whereas n-Core Si-
rius D devices are placed at ceilings and walls to detect the tags. Finally, Sirius A 
devices incorporate several communication ports (GPIO, ADC, I2C and UART 
through USB or DB-9 RS-232) to connect to distinct devices, including almost 
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every kind of sensor and actuator. All Sirius devices include an 8-bit RISC (Atmel 
ATmega 1281) microcontroller with 8KB of RAM, 4KB of EEPROM and 128KB 
of Flash memory and an IEEE 802.15.4/ZigBee transceiver (Atmel AT86RF230). 

In Figure 1 it can be seen the basic architecture of the n-Core Polaris Real-Time 
Locating System. The kernel of the system is a computer that is connected to a 
ZigBee network formed by n-Core Sirius devices. That is, the computer is con-
nected to an n-Core Sirius D device through its USB port. This device acts as 
coordinator of the ZigBee network. The computer runs a web server module that 
makes use of a set of dynamic libraries, known as n-Core API (Application Pro-
gramming Interface). The API offers the functionalities of the ZigBee network. 
The web server module offers a set of innovative locating techniques provided by 
the n-Core API. On the one hand, the computer gathers the detection information 
sent by the n-Core Sirius D acting as readers to the coordinator node. One the oth-
er hand, the computer acts as a web server offering the location info to a wide 
range of possible client interfaces. In addition, the web server module can access 
to a remote database to obtain information about the users and register historical 
data, such as alerts and location tracking. 

 

 

Fig. 1 The Web Services based architecture of the n-Core Polaris RTLS. 

The operation of the system is as follows. Each user or object to be located in 
the system carries an n-Core Sirius B acting as tag. Each of these tags broadcasts 
periodically a data frame including, amongst other information, its unique identifi-
er in the system. The rest of the time these devices are in a sleep mode, so that the 
power consumption is reduced. This way, battery lifetime can reach even several 
months, regarding the parameters of the system (broadcast period and transmis-
sion power). A set of n-Core Sirius D devices is used as readers throughout the 
environment, being placed on the ceiling and the walls. The broadcast frames sent 
by each tag are received by the readers that are close to them. This way, readers 
store in their memory a table with an entry per each detected tag. Each entry con-
tains the identifier of the tag, as well as the RSSI (Received Signal Strength Indi-
cation) and the LQI (Link Quality Indicator) gathered from the broadcast frame 
reception. Periodically, each reader sends this table to the coordinator node con-
nected to the computer. The coordinator forwards each table received from each 
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reader to the computer through the USB port. Using these detection information 
tables, the n-Core API applies a set of locating techniques to estimate the position 
of each tag in the environment. These locating techniques include signpost, trilate-
ration, as well as an innovative locating technique based on fuzzy logic. 

Then, the web server module offers the location data to remote client interfaces 
as web services HTTP (Hypertext Transfer Protocol) over SOAP (Simple Object 
Access Protocol). Figure 2 shows a screenshot of the web client interface. This 
client interface has been designed to be simple, intuitive and easy-to-use. Through 
the different interfaces, administrator users can watch the position of all users and 
objects in the system in real-time. Furthermore, administrators can define re-
stricted areas according to the users' permissions. This way, if some user enters in 
an area that is forbidden to it regarding its permissions, the system will generate 
an alert that is shown to the administrator through the client interfaces. In addition, 
such alerts are registered into the database, so administrators can check anytime if 
any user violated its permissions. Likewise, administrators can query the database 
to obtain the location track of a certain user, obtaining statistical measurements 
about its mobility or the most frequent areas where it moves. 

 

  

Fig. 2 Web client interface of the n-Core Polaris system. 

Furthermore, users can use one of the general-purpose buttons provided by the 
n-Core Sirius B devices to send an alert to the system. Similarly, administrators 
can send alerts from the system to a user of a set of users, which can confirm the 
reception using other of the buttons. The system not only provides locating fea-
tures, but also scheduling and automation functionalities. The system can be easily 
integrated with a wide range of sensors and actuators using the variety of commu-
nication ports included in the n-Core Sirius A devices. By means of the automa-
tion engine provided by the n-Core API, the n-Core Polaris system can schedule 
automation tasks, as well as monitor all sensors in the environment in real-time. 

4   Experiments and Results 

The n-Core Polaris indoor locating system has been awarded as the winner of the 
first international competition on indoor localization and tracking, organized by 
the Ambient-Assisted Living Open Association (AALOA) [10] and performed in 
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the Experimental Research Center in Applications and Services for Ambient Intel-
ligence (CIAMI) sited in the Technological Park of Valencia (Spain) from 27th to 
29th July 2011. Among the competitors there were companies and research groups 
coming from all Europe, including Germany, Austria, France, Switzerland, 
Ukraine and Spain. Finally, the results were presented in Lecce (Italy) within the 
framework of the AAL Forum from 26th to 28th September 2011. 

In order to evaluate the competing localization systems, the following evalua-
tion criteria were applied [10]. Each criterion had a maximum of 10 points. To 
calculate the overall score, each criterion was multiplied by a certain weight: 

• Accuracy (weight 0.25): each produced location sample was compared with the 
reference position, calculating the distance error. The final score on accuracy 
was the average between the scores obtained in the next two phases: 
o Phase 1: After a random walk the user stopped 30s in each Area of Interest 

(AoI). Accuracy was measured as the fraction of time in which the locating 
system provides the correct information. 

o Phase 2: The stream produced by competing systems was compared against 
a logfile of the expected position of the user. Specifically, the individual er-
ror of each measure was evaluated, and the 75th percentile of the errors was 
estimated. In this sense, In Figures 3, 4 and 5 can be seen the performance of 
n-Core Polaris in this phase, which achieves a 0.97m mean distance error. 

• Installation complexity (0.2): a measure of the effort required to install the AAL 
locating system in a 70m2 flat, measured by the evaluation committee as the to-
tal number of man-minutes of work needed to complete the installation. In this 
sense, the n-Core Polaris system was deployed in less than seven minutes in the 
flat, which demonstrates the ease of its installation. 

• User acceptance (0.2): expresses how much the locating system is invasive in 
the user’s daily life and thereby the impact perceived by the user; this parame-
ter is qualitative and was evaluated by the evaluation committee. 

• Availability (0.15): fraction of time the locating system was active and respon-
sive. It was measured as the ratio between the number of produced location da-
ta and the number of expected data (one sample every half a second). 

• Integrability into AAL systems (0.1): use of open source solutions, use of stan-
dards, availability of developing libraries, integration with standard protocols. 

As can be seen in Table 1, the n-Core Polaris system obtained the first place. 
These results demonstrate n-Core Polaris is a robust system suitable to be used 
in indoor environments, such as homes, hospitals or offices, and that can locate 
users and assets with up to 1m accuracy without interfering in the daily-life of 
people.  
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Fig. 3 Accuracy evaluation, phase 2, route 1 (Mean error = 0.777m; 3rd quartile = 1.056m). 

  

Fig. 4 Accuracy evaluation, phase 2, route 2 (Mean error = 1.055m; 3rd quartile = 1.306m). 

  

Fig. 5 Accuracy evaluation, phase 2, route 3 (Mean error = 1.088m; 3rd quartile = 1.338m). 

Table 1 Intermediate and overall scores of the three best competitors in EvAAL Competi-
tion. 

Competitor Accuracy Availability Installation 

Complexity 

User 

Acceptance 

Integrability 

in AAL 

Overall 
Score 

n-Core Polaris 5.9611 9.8756 10 7.625 6.5 7.14 

AIT team 8.4540 1.3674 6.82 6.875 8.5 5.90 

iLoc 7.8007 9.3922 0 5.875 4.5 4.98 
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5   Conclusions 

Among the wide range of Wireless Sensor Networks applications, Real-Time  
Locating Systems are emerging as one of the most exciting research areas. Health-
care, surveillance or work safety applications are only some examples of the poss-
ible environments where RTLSs can be exploited. There also are different wireless 
technologies that can be used on these systems. The ZigBee standard offers inter-
esting features over the rest technologies, as it allows the use of large mesh net-
works of low-power devices and the integration with many other applications. 

In this regard, n-Core Polaris provides an important competitive advantage to 
applications where it is necessary to know the location of people, animals or ob-
jects. Amongst its multiple application areas are the healthcare, the industrial or 
the agricultural sectors, as well as those related to security and Ambient Assisted 
Living. Its optimal indoor and outdoor functioning makes n-Core Polaris a flexi-
ble, powerful and versatile solution. 
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Cyclic Scheduling for Supply Chain Network  

Grzegorz Bocewicz, Robert Wójcik, and Zbigniew Banaszak1 

Abstract. This paper concerns the domain of Supply Chain Network Infrastruc-
ture (SCNI) usually observed in the multimodal transportation systems such as 
Multi-modal Passenger Transport Systems supported by lines of buses, trains, etc., 
and focuses on the scheduling problems encountered in these systems. SCNI can 
be modeled as a network of lines providing cyclic routes for particular kinds of 
stream-like moving transportation means. Lines and using them passengers can be 
seen as a multi agent system where passengers expectations compete with lines 
capability. The main question regards of SCNI schedulability, e.g. the guarantee 
the same distances in assumed different directions will require similar amount of 
the travel time. The declarative model of SCNI enabling to formulate cyclic sche-
duling problem in terms of the constraint satisfaction is our contribution.  

Keywords: Cyclic scheduling, supply chain network, declarative modeling,  
multimodal process, constraints programming. 

1   Introduction 

A cyclic schedule [2], [8] is one in which the same sequence of states is repeated over 
and over again. In the case of Multimodal Transportation Systems (MTS) the  
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appropriate cyclic scheduling problem has to take into account the constraints implied 
by the considered Supply Chain Network Infrastructure (SCNI), e.g. see Fig. 1. As-
suming the transportation lines considered are cyclic and connected by common 
shared change stations a network can be modeled in terms of Cyclic Concurrent 
Process System (SCCP) [2]. Assuming each line is serviced by a set of stream-like 
moving transportation means (vehicles) and operation times required for traveling be-
tween subsequent stations as well as semaphores ensuring vehicles mutual exclusion 
on shared stations are given, the main question regards of SCNI timetabling, for in-
stance guaranteeing the shortest time of the trip for passengers following a given di-
rection. Depending on SCNI timetabling the time of the trip of passengers following 
different itineraries may dramatically differ. In that context the considered cyclic 
scheduling directly regards of multimodal processes encompassing passengers’ itine-
raries, and indirectly regards of modeling them SCCPs. In systems of that type local 
lines (including transportation means) play the role of agents [1], attempting to reach 
their goals while following expectations of multi-modal processes. So, the considered 
MTS are treated as multi agent ones. The SCNI schedules sought have to follow ve-
hicles  collision- and deadlock-free flows as well as the passengers’ itinerary optimi-
zation requirements. The problem considered belongs to NP-hard ones [3].   

Literature Review. So far there is no research paper on cyclic scheduling of mul-
timodal processes modeled in terms of above defined SCNI. The existing ap-
proach to solving the SCCPs scheduling problem base upon the simulation mod-
els, e.g. the Petri nets [5], the algebraic models, e.g. upon the (max,+) algebra [4] 
or the artificial intelligent methods [6]. The SCCP driven models assuming a 
unique process execution along each cyclic route, studied in [1], [2], [4] do not al-
low to take in to account the stream-like flow of local cyclic processes, e.g. buses 
servicing a given city line. So, this work can be seen as a continuation of the in-
vestigations conducted in [1], [2], [4], [7].  

New Contributions. The declarative models employing the constraints program-
ming techniques implemented in modern platforms such as OzMozart, ILOG, [1], 
[2] seems to be well suited to coup with  SCNI scheduling problems.  In that con-
text, our contribution is a formulation of SCNI cyclic scheduling problem in terms 
of the constraint satisfaction one [2]. 

Organization. The paper is organized as follows. In Section 2, an illustrative ex-
ample of SCNI and its cyclic scheduling problem statement are provided. In Sec-
tion 3, a cyclic processes network is modeled. In Section 4, the selected case of 
multimodal processes is discussed In Section 5, we draw the conclusion. 

2   Problem Formulation 

The SCNI with distinguished vehicles and stations, shown in Fig. 1, is modeled in 
terms of the SCCP shown in Fig. 2. Four local cyclic processes (agents) are consi-
dered: ଵܲ, ଶܲ, ଷܲ, ସܲ. The processes follow the routes (composed of transportation 
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sectors and separating them stations) and while providing connections in two direc-
tions i.e., the north-south and the east-west, for the two multimodal processes 
(agents) ݉ ଵܲ, ݉ ଶܲ and  ݉ ଷܲ, ݉ ସܲ, respectively. ଵܲ, ଶܲ contain two sub-processes ଵܲ ൌ ሼ ଵܲଵ, ଵܲଶሽ, ଶܲ ൌ ሼ ଶܲଵ, ଶܲଶሽ representing trains moving along the same route.  The 
following constraints determine the processes cooperation: 
• The new local process operation (the train’s operation such as: passengers’ 

transportation, boarding etc.) may begin only if the current operation has been 
completed and the resource designed to this operation is not occupied.  

• The local processes share the common resources (the stations) in the mutual 
exclusion mode. The new local process operation can be suspended only if de-
signed resource is occupied. The local processes suspended cannot be released.  
Local processes are non-preempted. 

• The multimodal processes follow the local transportation routes. Different mul-
timodal processes can be executed simultaneously along a local process.    

• The local and multimodal processes are executed cyclically, resources occur-
ring in each transportation route cannot repeat.  

 

Fig. 1 An example of the SCNI 

The main question concerns of SCCP cyclic steady state behavior and a way this 
state depends on direction of local process routes as well as on priority rules, and an 
initial process allocation to the system resources. Assuming the steady state there ex-
ists the next question regards of travel time along assumed multimodal process route 
linking distinguished destination points. Of course, the periodicity of multimodal 
processes depends on SCCP periodicity, i.e. characteristics of a given SCNI. That 
means an initial state and a set of dispatching rules can be seen as control variables  
allowing one to “adjust” multimodal processes schedule.  

ଵܲଶ ଶܲଵ
ܴଵ ܴଶ

ܴଷ 
ܴସ ܴହ 

ܴ଺ ଵܲଵ ܴଵସ ܴଽ
ܴଵହܴଵଵ 

ܴ଻ ܴଽ
଼ܴ 

ܴଵ଴

ܴଵଶ
ܴଵଷ

ܴଵ଺
ܴଵ଻

ܴଵ଼ܴଵଽ
ଶܲଶ

ସܲଵ 

Legend: 

௜ܲ௝
- the railway station 

- the railway tracks 

- the train  

- the north-south lines 

- the east-west lines 

ଷܲଵ 
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Consider a SCCP model of SCNI specified by the given dispatching rules, op-
eration times (see Table 1), and initial processes allocation. The main question 
concerns: Does there exist a cyclic steady state of local and multimodal processes? 

Table 1 Operation times of SCCP’s o (from Fig. 2)  

Streams ݅ ݇ ݐ௜,ଵ௞ ௜,ଶ௞ݐ  ௜,ଷ௞ݐ  ௜,ସ௞ݐ  ௜,ହ௞ݐ  ௜,଺௞ݐ   ଵܲଵ 1 1 1 1 1 2 1 3 ଵܲଶ 1 2 1 3 1 1 1 1 ଶܲଵ 2 1 1 1 1 3 1 1 ଶܲଶ 2 2 1 3 1 1 1 1 ଷܲଵ 3 1 1 3 1 1 1 3 ସܲଵ 4 1 1 2 1 1 1 4 

 

Fig. 2 SCCP of SCNI from Fig. 1 

ܴଵଵ: Δߪଵଵ
ܴଵଶ: ଵܲସߪଵଶ 

ܴଵଷ: Δߪଵଷ 

ܴହ: ଵܲଵ ߪହ 
ܴଵହ: Δߪଵହ 

ܴଷ: ଵܲଶߪଷ ܴଵ଻: ଶܲଶ ߪଵ଻

ܴଵ: Δ ߪଵ 
ܴଵଽ: ଶܲଵߪଵଽ 

ܴ଺: Δ ߪ଺ 
ܴଶ଴: Δߪଶ଴ ܴଵସ: Δߪଵସ

଼ܴ: Δ ଼ߪ 

ܴଵ଴: ଷܲଵߪଵ଴ ܴ଻: Δ ߪ଺ 
ܴଽ: Δ ߪଽ 

ܴଵ଼: Δߪଵ଼ 

ܴଵ଺: Δߪଵ଺

ܴଶ: Δ ߪଶ 

ܴସ: Δ ߪସ 

ସܲଵ

ଵܲଵ ଵܲଶ 

ଷܲଵ

ଶܲଵ ଶܲଶ

ଵ,ଵଵݔ ଵ,ଷଶݔ  

ଵ,ଵଶݔ ଵ,ହଵݔ   
ଵ,ଶଶݔ ଵ,଺ଵݔ

 

ଵ,ଶଵݔ ଵ,ସଶݔ   

ଵ,ଷଵݔ ଵ,ହଶݔ  

ଵ,ସଵݔ ଵ,଺ଶݔ  

ସ,ଵଵݔ
ସ,ଶଵݔ

ସ,ହଵݔସ,ସଵݔସ,ଷଵݔ

ସ,଺ଵݔ  

ଷ,ଶଵݔଷ,ଵଵݔ  

ଷ,ଷଵݔ ଷ,ସଵݔ ଷ,ହଵݔ

ଷ,଺ଵݔ

ଶ,ଵଵݔ ଶ,ଷଶݔ  

ଶ,ସଶݔଶ,ଶଵݔ

ଶ,ଷଵݔ ଶ,ହଶݔ ଶ,ସଵݔ  ଶ,଺ଶݔ  

ଶ,ଵଶݔ ଶ,ହଵݔ   

ଶ,ଶଶݔ ଶ,଺ଵݔ  

ହߪ ൌ ሺ ଵܲଵ, ସܲଵ, ଵܲଶሻ 
 

ଵߪ ൌ ሺ ଵܲଵ, ଷܲଵ, ଵܲଶሻ ߪଵଽ ൌ ሺ ଶܲଵ, ଷܲଵ, ଶܲଶሻ 

ଵହߪ ൌ ሺ ଶܲଵ, ସܲଵ, ଶܲଶሻ 

− the resource ܴ௞ occupied by the
process ௜ܲ௤ and controlled by the
priority dispatching rule ߪ௞ ൌ ሺܣ, :ሻܴ௞ܤ ௜ܲ௤ ߪ௞ 

ܴ௞:Δ –  the unoccupied resource ܴ௞  

௜,௝௤ݔ – the moment the operation ݋௜,௝௤  
starts its execution in the 
process ௜ܲ௤  

Legend: 
– the routes of the multimodal 

processes, respectively:   ݉݌ଵ, ,ଶ݌݉ ,ଷ݌݉   ସ݌݉
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3   Modeling of Cyclic Processes Network 

In the SCCP model of SCNI the following notations are used [1], [2]:  

• A sequence ݌௜௞ ൌ  ሺ݌௜,ଵ௞ , ௜,ଶ௞݌ , . . . , ௜,௟௥ሺ௜ሻ௞݌ ሻ specifies the route of the local 
process’s stream  ࢑࢏ࡼ (݇-th stream of the ݅-th local process ௜ܲ), and its compo-
nents define the resources used in course of process operations execution, 
where: ݌௜,௝௞ א ܴ (the set of resources: ܴ ൌ ሼܴଵ, ܴଶ, . . . , ܴ௠ሽ) – denotes the re-
source used by the ݇-th stream of ݅-th  local process in the ݆-th operation; in the 
rest of the paper the ࢐-th operation executed on resource ࢑࢐,࢏࢖  in the stream ࢑࢏ࡼ will be denoted by ݋௜,௝௞   .ሺ݅ሻ - denotes a length of cyclic process routeݎ݈ ;

௜௞ݐ • ൌ  ሺݐ௜,ଵ௞ , ௜,ଶ௞ݐ , . . . , ௜,௟௥ሺ௜ሻ௞ݐ ሻ specifies the process operation times, where ݐ௜,௝௞  de-

notes the time of execution of operation ݋௜,௝௞  (see Table 1).  
௜݌݉ • ൌ  ቀ݉ݎ݌௝൫ ௝ܽ, ௝ܾ൯, ,௟ሺܽ௟ݎ݌݉ ܾ௟ሻ, … , ,௛ሺܽ௛ݎ݌݉ ܾ௛ሻቁ specifies the  

route of the multimodal process  ࢏ࡼ࢓ 
where:  ݉ݎ݌௝ሺܽ, ܾሻ ൌ  ൫ܿ݀ݎ௔݌௝௞, ,௝௞݌௔ାଵ݀ݎܿ … , ൌ ܦ௜݀ݎܿ ,௝௞൯݌௕݀ݎܿ  ݀௜, for ܦ ൌሺ݀ଵ, ݀ଶ, … , ݀௜, … , ݀௪ሻ, ∀ܽ∈ሼ1,2, … , ,ሺ݅ሻ ሽ, ∀݆∈ሼ1,2ݎ݈ … , ݊ሽ, ܿ݀ݎ௔݌௝ ∈ ܴ. 
The transportation route ݉݌௜  is a sequence of sections of local process routes. 
For the sake of simplicity let as assume the all operation times of multimodal 
processes are the same and equal to the 1 unit of time. 

߆ • ൌ ሼߪଵ, ,ଶߪ . . . , ௜ߪ ௠ሽ is the set of the priority dispatching rules, whereߪ  ൌ  ሺݏ௜,ଵ, . . . , -௜,௟௣ሺ௜ሻሻ is the sequence components of which determine an orݏ
der in which the processes can be executed on the resource ܴ௜, ݏ௜,௝ א ܲ (the set 
of process streams: ܲ ൌ ሼ ଵܲଵ, … , ଵܲ௔, ଶܲଵ … , ଶܲ௕, … , ௡ܲ௭ሽ, each process executes 
periodically in infinity). Dispatching rules which determine an order on the 
shared train stations (resources ܴଵ, ܴହ, ܴଵହ, ܴଵଽ) are following: ߪଵ ൌሺ ଵܲଵ, ଷܲଵ, ଵܲଶሻ, ߪହ ൌ ሺ ଵܲଵ, ସܲଵ, ଵܲଶሻ, ߪଵହ ൌ ሺ ଶܲଵ, ସܲଵ, ଶܲଶሻ, ߪଵଽ ൌ ሺ ଶܲଵ, ଷܲଵ, ଶܲଶሻ. 

In that context a SCCP can be defined as a pair [2]:  

ܥܵ                                                   ൌ ሺܵܥ௟ ,  ௠ሻ,                                      (1)ܥܵ

where: ܵܥ௟ ൌ  ሺܴ, ܲ, ,ߎ ܶ, ܴ .ሻ – characterizes the SCCP structure, i.e߆ ൌ ሼܴଵ, ܴଶ, . . . , ܴ௠ሽ – the set of resources,  ܲ ൌ ሼ ଵܲଵ, … , ଵܲ௔, … , ௡ܲଵ, … , ௡ܲ௭ሽ – the set of local processes, ߎ ൌ ሼ݌ଵ, ,ଶ݌ . . . , ܶ ,௡ሽ – the set of local process routes݌ ൌ ሼ ଵܶ, . . . , ௡ܶሽ – the set of local process operations times, ߆ ൌ ሼߪଵ, ,ଶߪ . . . , ௠ܥܵ  .௠ሽ – the set of dispatching priority rulesߪ ൌ ሺܲܯ, ൌ ܲܯ  .ሻ – characterizes the SCCP behavior, i.eߎܯ ሼ݉ ଵܲ, ݉ ଶܲ, . . . , ݉ ௨ܲሽ – the set of multimodal processes,  ߎܯ ൌ ሼ݉݌ଵ, ,ଶ݌݉ . . . ,   ,௨ሽ – the set of multimodal process routes݌݉
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The main question concerns of SCCP cyclic behavior and a way this behavior de-
pends on direction of local transportation routes ߎ, the priority rules ߆, and a set 
of initial states, i.e., an initial processes allocations to the system resources.  

CSP-driven cyclic scheduling: Since parameters describing the SCCP model (1) 
are usually discrete, and linking them relations can be seen as constraints, hence 
related to them cyclic scheduling problems can be presented in the form of the 
Constraint Satisfaction Problem (ܲܵܥ) [1], [2]. More formally, ܲܵܥ is a frame-
work for solving combinatorial problems specified by pairs: (a set of variables and 
associated domains, a set of constraints restricting the possible combinations of 
the variable values). The ܵܥP relevant to the SCCP can be stated as follows [2]:  
ൌ ܵܥ   ሺሺሼܴ, ܲ, ,ߎ ܶ, ,߆ ܺ, ܶܿሽ, ሼܦோ, ,௽ܦ ,்ܦ ,௵ܦ ,௑ܦ ,௖ሽሻ்ܦ  ሻ,            (2)ܥ

where: 
• ܴ, ܲ, ,ߎ ܶ,  ,are the decision variables describing the structure of the SCCP ߆

i.e., (1), and ܺ, ܶܿ are the decision variables describing  the cyclic behavior of 
the SCCP. ܺ ൌ ሼ ଵܺଵ, … , ଵܺ௔, ܺଶଵ … , ܺଶ௕, … , ܺ௡௭ሽ is the set of sequences ௜ܺ௞ ൌ ሺݔ௜,ଵ௞ , ௜,ଶ௞ݔ , . . . , ௜,௟௥ሺ௜ሻ௞ݔ ሻ, where each variable ݔ௜,௝௞  determines the moment of ݋௜,௝௞  
operation beginning in any (the ݈-th) cycle: ݔ௜,௝௞ ሺ݈ሻ ൌ ௜,௝௞ݔ ൅ ݈ · ܶܿ, ݈ א Ժ, 
(where ݔ௜,௝௞ ሺ݈ሻ א Ժ  – means the moment the ݋௜,௝௞  operation starts its execution in 

the ݈-th cycle) and  ܶܿ is the SCCP periodicity: ܶܿ ൌ ௜,௝௞ݔ ሺ݈ ൅ 1ሻ െ ௜,௝௞ݔ ሺ݈ሻ.  
• the domains ܦோ, ,௉ܦ ,௽ܦ ,்ܦ ,௵ܦ ,௑ܦ  ௖ of decision variables which describe்ܦ

the family of: the set of resources, set of processes, sets of admissible routings, 
sets of admissible operation times, sets of admissible dispatching priority rules, 
sets of admissible coordinate values ௜ܺ௞, ݔ௜,௝௞ א Ժ, set of admissible values of 
variables ܶܿ, respectively. 

• the constraints determining the relationship between the structure (specified by 
the quin-tuple (ܴ, ܲ, ,ߎ ܶ,  and the behavior following from this structure ((߆
(specified by (ܺ, ܶܿ)) can be defined by the operator ݉ܽ[2] ݔ.The constraints 
following assumptions imply for instance that an operation from the process ଵܲଵ 
can begin at the moment ݔଵ,ଷଵ  on resource ܴଵ  only if the previous operation ex-
ecuted on the resource ܴ଺ was completed at ݔଵ,ଶଵ ൅ ଵ,ଶଵݐ  and the resource ܴଵ has 
been released, i.e. if the process ଵܲଶ occupying the resource ܴଵ begins its subse-
quent operation at ݔଵ,଺ଶ െ ܶܿ ൅ 1. Therefore ݔଵ,ଷଵ ൌ max൫ݔଵ,଺ଶ െ ܶܿ ൅ ଵ,ଶଵݔ ;1 ൅ݐଵ,ଶଵ ሻ. The rest of operation starting moments can be determined by analogy,  
see Table 2 

• The system’s cyclic behavior encompasses itself through values of decision 
variables ܺ, guaranteeing its periodicity ܶܿ. The parameters determining the 
cyclic behavior such as ܺ and ܶܿ are solution to the problem (2) following the 
set of constraints ܥ (Table 2.), determining the SCCP’s structure (1). 
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4   Cyclic Processes Scheduling 

Consider ܲܵܥ stated by (2) ܵܥ and formulated for SCCP from Fig 2. The assumed set ሼߪଵ ൌ ሺ ଵܲଵ, ଷܲଵ, ଵܲଶሻ, ߪଵଽ ൌ ሺ ଶܲଵ, ଷܲଵ, ଶܲଶሻ, ߪହ ൌ ሺ ଵܲଵ, ସܲଵ, ଵܲଶሻ, ߪଵହ ൌ ሺ ଶܲଵ, ସܲଵ, ଶܲଶሻሽ  of 
dispatching rules implies ܶܿ ൌ 11. The resultant cyclic steady state shown in Fig. 3 
has be obtained in OzMozart, Dual Core 2.67, GHz, 2.0, GB RAM environment in 1 s. 
Obtained periodicity ሺܶܿ ൌ 11ሻ of the SCNI behavior implies different traveling 
times required by different directions – the itineraries ݉ ସܲ and ݉ ଷܲ following the 
routes ݉݌ଷ, ݉݌ସ along the east-west direction are realized in 18 and 28 time units, re-
spectively (see the dotted and dashed lines in Fig. 1÷3). In turn, the itineraries ݉ ଵܲ and ݉ ଶܲ following the routes ݉݌ଵ, ݉݌ଶ along the north-south direction are realized in 22 
and 33 time units, respectively (see the solid and dot-dashed lines in Fig. 1÷3). So, the 
best line serving the east-west direction is faster than the best line serving the north-
south direction. 

Table 2 The constraints describing the moments ݔ௜,௝௞  of SCCP from Fig. 2  

ܴଷ: ݔଵ,ଵଶ ൌ max ൫ݔଵ,଺ଵ െ ܶܿ ൅ 1; ଵ,଺ଶݔ െ ܶܿ ൅ ଵ,଺ଶݐ ൯ ݔଵ,ହଵ ൌ max ൫ݔଵ,ଶଶ ൅ ଵ,ସଵݔ ;1 ൅ ଵ,ସଵݐ ൯ 

ܴସ: ݔଵ,ଶଶ ൌ max ൫ݔଵ,ଵଵ ൅ 1; ଵ,ଵଶݔ ൅ ଵ,ଵଶݐ ൯ ݔଵ,଺ଵ ൌ max ൫ݔଵ,ଷଶ ൅ 1; ଵ,ହଵݔ ൅ ଵ,ହଵݐ ൯ ܴହ: ݔଵ,ଵଵ ൌ max ൫ݔଵ,ସଶ െ ܶܿ ൅ ଵ,଺ଵݔ ;1 െ ܶܿ ൅ ଵ,଺ଵݐ ൯ ݔସ,ହଵ ൌ max ൫ݔଵ,ଶଵ ൅ 1; ସ,ସଵݔ ൅ ସ,ସଵݐ ൯ ݔଵ,ଷଶ ൌ max ൫ݔସ,଺ଵ ൅ ଵ,ଶଶݔ ;1 ൅ ଵ,ଶଶݐ ൯ 

ܴ଺: ଵ,ଶଵݔ ൌ max ൫ݔଵ,ହଶ െ ܶܿ ൅ 1; ଵ,ଵଵ൅ݔ ଵ,ଵଵݐ ሻ ݔଵ,ସଶ ൌ max ൫ݔଵ,ଷଵ ൅ 1; ଵ,ଷଶݔ ൅ ଵ,ଷଶݐ ൯ ܴଵ: 
 

ଵ,ଷଵݔ ൌ max ൫ݔଵ,଺ଶ െ ܶܿ ൅ ଵ,ଶଵݔ ;1 ൅ ଵ,ଶଵݐ ൯ ݔଷ,ଷଵ ൌ max ൫ݔଵ,ସଵ ൅ ଷ,ଶଵݔ ;1 ൅ ଷ,ଶଵݐ ൯ 

ܴଶ: 
 

ଵ,ସଵݔ ൌ max ൫ݔଵ,ଵଶ ൅ 1; ଵ,ଷଵݔ ൅ ଵ,ଷଵݐ ൯ ݔଵ,଺ଶ ൌ max ൫ݔଵ,ହଵ ൅ 1; ଵ,ହଶݔ ൅ ଵ,ହଶݐ ൯ ܴଵ଻: ݔଶ,ଵଶ ൌ max ൫ݔଶ,଺ଵ െ ܶܿ ൅ ଶ,଺ଶݔ ;1 െ ܶܿ ൅ ଶ,଺ଶݐ ൯ ݔଶ,ହଵ ൌ max ൫ݔଶ,ଶଶ ൅ 1; ଶ,ସଵݔ ൅ ଶ,ସଵݐ ൯ 

ܴଵ଼: ଶ,଺ଵݔ ൌ max ൫ݔଶ,ଷଶ ൅ 1; ଶ,ହଵݔ ൅ ଶ,ହଵݐ ൯ ݔଶ,ଶଶ ൌ max ൫ݔଶ,ଵଵ ൅ 1; ଶ,ଵଶݔ ൅ ଶ,ଵଶݐ ൯ ܴଵଽ: ݔଶ,ଵଵ ൌ max ൫ݔଶ,ସଶ െ ܶܿ ൅ ଶ,଺ଵݔ ;1 െ ܶܿ ൅ ଶ,଺ଵݐ ൯ ݔଷ,ହଵ ൌ max ൫ݔଶ,ଶଵ ൅ 1; ଷ,ସଵݔ ൅ ଷ,ସଵݐ ൯ ݔଶ,ଷଶ ൌ max ൫ݔଶ,଺ଵ ൅ ଶ,ଶଶݔ ;1 ൅ ଶ,ଶଶݐ ൯ 

ܴଶ଴: ଶ,ଶଵݔ ൌ max ൫ݔଶ,ହଶ െ ܶܿ ൅ ଶ,ଵଵ൅ݔ ;1 ଶ,ଵଵݐ ሻ ݔଶ,ସଶ ൌ max ൫ݔଶ,ଷଵ ൅ 1; ଶ,ଷଶݔ ൅ ଶ,ଷଶݐ ൯ ܴଵହ: ݔଶ,ଷଵ ൌ max ൫ݔଶ,଺ଶ െ ܶܿ ൅ ଶ,ଶଵݔ ;1 ൅ ଶ,ଶଵݐ ൯ ݔସ,ଷଵ ൌ max ൫ݔଶ,ସଵ ൅ ସ,ଶଵݔ ;1 ൅ ସ,ଶଵݐ ൯ 

ܴଵ଺: ଶ,ସଵݔ ൌ max ൫ݔଶ,ଵଶ ൅ 1; ଶ,ଷଵݔ ൅ ଶ,ଷଵݐ ൯ ݔଶ,଺ଶ ൌ max ൫ݔଶ,ହଵ ൅ 1; ଶ,ହଶݔ ൅ ଶ,ହଶݐ ൯ ܴଵଶ: ݔସ,ଵଵ ൌ ସ,଺ଵݔ െ ܶܿ ൅ ସ,଺ଵݐ  ܴଵଷ: ସ,ଶଵݔ ൌ ସ,ଵଵݔ ൅ ସ,ସଵݔ :ସ,ଵଵܴଵସݐ ൌ ସ,ଷଵݔ ൅ ସ,ଷଵݐ  ܴଵଵ: ସ,଺ଵݔ ൌ ସ,ହଵݔ ൅ ଷ,ଵଵݔ :ସ,ହଵܴଵ଴ݐ ൌ ଷ,଺ଵݔ െ ܶܿ ൅ ଷ,଺ଵݐ  ܴ଻: ݔଷ,ଶଵ ൌ ଷ,ଵଵݔ ൅ ଷ,ସଵݔ :ଷ,ଵଵ଼ܴݐ ൌ ଷ,ଷଵݔ ൅ ଷ,ଷଵݐ  ܴଽ: ݔଷ,଺ଵ ൌ ଷ,ହଵݔ ൅ ଷ,ହଵݐ
However, replacing the above assumed set of dispatching rules for the follow-

ing new one {ߪଵ ൌ ሺ ଷܲଵ, ଵܲଵ, ଵܲଶሻ, ߪଵଽ ൌ ሺ ଶܲଵ, ଷܲଵ, ଶܲଶሻ, ߪହ ൌ ሺ ଵܲଵ, ସܲଵ, ଵܲଶሻ, ߪଵହ ൌሺ ସܲଵ, ଶܲଵ, ଶܲଶሻሽ provides shorter cycle time ܶܿ ൌ 10, resulting in shortening of the 
travel time (20 time units) following the route ݉݌ଵ (north-south line), and exten-
sion of the travel time (28 time units) following the route ݉݌ଷ (east-west line).  

That means, the different sets of dispatching rules implies different traveling 
times in assumed directions. In the case considered the difference between  
the shortest traveling times along two directions changes from 4 ൌ  22 െ 18 to 
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 8 ൌ  28 െ 20 time units. The open question is whether there exists such a set of 
dispatching rules guaranteeing the same best traveling time in both directions?    

5   Concluding Remarks 

In contradiction to the traditionally offered solutions the approach presented allows 
one to take into account such behavioral features as transient periods and deadlock oc-
currence. So, the novelty of the modeling framework lies in the declarative approach to 
reachability problems enabling an evaluation of multimodal cyclic process executed 
within cyclic processes environments. The approach presented leads to solutions al-
lowing the designer to compose and synchronize elementary systems in such a way as 
to obtain the final SCNI system with required quantitative and qualitative behavioral 
features. So, we are looking for a method allowing one to replace the exhaustive 
search for the admissible control of the whole system by its a step-by-step structural 
design guaranteeing the required behavior (i.e., encompassing execution of assumed 
multi-modal processes).  

 

Fig. 3 Gantt diagram 
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Improving Production in Small and Medium 
Enterprises 

María L. Borrajo, Javier Bajo, and Juan F. De Paz* 

Abstract. Knowledge management has gained relevance during the last years to 
improve business functioning. However, there is still a growing need of 
developing innovative tools that can help small to medium sized enterprises to 
detect and predict undesired situations. This article present a multi-agent system 
aimed at detecting risky situations. The multi-agent system incorporates models 
for reasoning and makes predictions using case-based reasoning. The models are 
used to detect risky situations and an providing decision support facilities. An 
initial prototype was developed and the results obtained related to small and 
medium enterprises in a real scenario are presented. 

Keywords: Hybrid neural intelligent system, CBR, MAS, Business Intelligence, 
business risk prediction. 

1   Introduction 

Knowledge Management is a fundamental asset for businesses in the 
contemporary economy. Knowledge takes into account the organization of the 
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business, individuals and the information [12]. Knowledge management can be 
applied to different organizations and different contexts. In the present financial 
context, it is increasilly relevant to provide innovative tools and decision support 
systems that can help the small-medium enterprises (SMEs) to improve their 
functioning [8], [11]. These tools and methods can contribute to improve the 
existing business control mechanisms, reducing the risk by predicting 
undesiderable situations and providing recommendations based on previous 
experiences [2].  

This article presents an innovative approach, based on multi-agent systems 
[10], to propose a model for risk management and prediction in SMEs. Multi-
agent systems are the most prevalent solution to construct Artificial Intelligence 
distributed systems. Intelligent agents can incorporate advanced artificial 
intelligence models to predict risky situations. In this study we propose a 
distributed approach where the components of a SME are modeled as intelligent 
agents that collaborate to create models that can evolve over the time and adapt to 
the changing conditions of the environment. Thus, making possible to detect risky 
situations for the SMEs and providing suggestions and recommendations that can 
help to avoid possible undesiderable situations. The core of the multi-agent system 
are the evaluator and advisor agents, that incorporate new techniques to analyze 
the data from enterprises, extract the relevant information, and detect possible 
failures or inefficiencies in the operation processes.  

The article is structured as follows: the next section briefly introduces the 
problem that motivates this research. Section 3 presents the multi-agent system for 
managing small and medium enterprises and Section 4 describes its 
implementation. Section 5 presents the results obtained after testing the system.   

2   Enterprise Risk Management 

“Risk Management” is a broad term for the bussiness discipline that protects the 
assets and profits of an organization by reducing the potential for risks before it 
occurs, mitigating the impact of a loss if it occurs, and executing a swift recovery 
after a loss occurs. It involves a series of steps that include risk identification, the 
measurement and evaluation of exposures, exposure reduction or elimination, risk 
reporting, and risk transfer and/or financing for losses that may occur. All 
organizations practice risk management in multiple forms, depending on the 
exposure being addressed [1]. 

The economic environment has increased the pressure on all companies to 
address risks at the highest levels of the organization. Companies that incorporate 
a strategic approach to risk management use specialized tools and have more 
structured and frequent reporting on risk management. As such, they are in a 
better position to ensure that risk management provides relevant and applicable 
information that meets the needs of the organization and executive team. But no 
matter what an organization’s approach is, the tools used must be backed up by 
solid, actionable reporting addressed [1]. It’s not always necessary for the risk 
managers to be conducting their own studies for their voices to be heard. Forging 
a strong relationship with internal auditors and other departments can allow risk 
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practitioners to supplement their reports with the risk manager’s own analysis [3]. 
Enterprise Risk Management (ERM) is defined as "a process, effected by an 
entity's board of directors, management and other personnel, applied in strategy-
setting and across the enterprise, designed to identify potential events that may 
affect the entity, and manage risk to be within its risk appetite, to provide 
reasonable assurance regarding the achievement of entity objectives." [4]. The 
managing of risks and uncertainties is central to the survival and performance of 
organizations. Enterprise risk management (ERM) is an emerging approach to 
managing risks across different business functions in an organisation that 
represents a paradigm shift from specialized approaches in managing specific risks 
[6], [7]. This paper provides a web intelligent model to ERM, which will 
subsequently lead to better organisational performance. ERM represents a 
revolutionary change in an organization’s approach to risk. In addition, ERM 
encompasses all aspects of an organization in managing risks and seizing 
opportunities related to the achievement of the organization’s objectives, not only 
for protection against losses, but for reducing uncertainties, thus enabling better 
performance against the organization’s objectives [1]. 

3   Multi-agent System for Risk Management 

In this article we propose a multi-agent system aimed at providing advanced 
capacities for risk management in SMEs. The multi-agent system provides a web 
system interface to facilitate the remote interaction with the human users involved 
in the risk management process. The core of the multi-agent system is a type of 
agent so called CBR-BDI agent. This agent type integrates a case-based reasoning 
mechanism (CBR) in its internal structure to take advantage of the reasoning 
abilities of the CBR paradigm. CBR-BDI agents are characterized by their 
capacities for learning and adaptation in dynamic environments. These agent types 
are used to evaluate the business' status and to generate recommendations that can 
help the business to avoid risky situations. CBR-BDI agents collaborate with other 
deliberative agents in the system to find optimum models for risk management. 
The agents in the system allow the users to access the system through distributed 
applications, which run on different types of devices and interfaces (e.g. 
computers, cell phones, PDA). Figure 1 shows the basic schema of the proposed 
architecture, where all requests and responses are handled by the agents in the 
platform. The system is modelled as a modular multi-agent architecture, where 
deliberative BDI agents are able to cooperate, propose solutions on very dynamic 
environments, and face real problems, even when they have a limited description 
of the problem and few resources available. These agents depend on beliefs, 
desires, intentions (BDI) and plan representations to solve problems. There are 
different kinds of agents in the architecture, each one with specific roles, 
capabilities and characteristics: 

Business Agent. This agent was assigned for each firm in order to collect new 
data and allow consultations. The enterprise can interact with the system by means 
of this agent, introducing information and receiving predictions. 
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Evaluator Agent. It is responsible for the evaluation and predictions of potential 
risky situations. Every time that it is necessary to obtain a new estimate of the 
state of an activity, the agent evolves through several phases. On the one hand, 
this evolution allows the multi-agent system, to identify the latest situations most 
similar to the current situation in the retrieval stage, and to adapt the current 
knowledge in the reuse stage in order to generate an initial estimate of the state of 
the activity being analysed. On the other hand, it is possible to identify old 
situations that serve as a basis to detect the inefficient processes developed within 
the activity and to select the best of all possible activities. The activity selected 
will then serve as a guide for establishing a risk level for the activity, its function, 
and the company itself, to develop in a more positive way. The retain phase 
guarantees that the system evolves in parallel with the firm, basing the corrective 
actions on the calculation of the error previously made. 

Advisor agent. The objective of this agent is to carry out recommendations to 
help the internal auditor decide which actions to take in order to improve the 
company’s internal and external processes. 

Expert Agent. This agent helps the auditors and enterprise control experts that 
collaborate in the project to provide information and feedback to the multi-agent  
system. These experts generate prototypical cases from their experience and they 
receive assistance in developing the Store agent case-base.  

Store Agent. This agent has a memory that has been fed with cases constructed 
with information provided by the enterprise (through its agent) and with 
prototypical cases identified by 34 enterprises control experts, using personal 
agents who have collaborated and supervised the developed model. 

4   A Practical Implementation 

The application of agents and multi-agent systems provides the opportunity of 
taking advantage of the inherent capabilities of the agents. Nevertheless, it is 
possible to increase the reasoning and learning capabilities by incorporating a 
CBR [9] mechanism into the agents. In the case at hand, we will focus on the 
CBR-BDI agents [10], responsible for classifying the enterprise situation and 
predict possible risks as well as providing recommendations to manage risk 
situations. In the BDI model, the internal structure of an agent and its capability to 
choose is based on mental aptitudes: agent behaviour is composed of beliefs, 
desires, and intentions [10]. Case-based Reasoning is a type of reasoning based on 
the use of past experiences [9]. The fundamental concept when working with case-
based reasoning is the concept of case. A case can be defined as a past experience, 
and is composed of three elements: A problem description which describes the 
initial problem, a solution which provides the sequence of actions carried out in 
order to solve the problem, and the final state which describes the state achieved 
once the solution was applied. The way in which cases are managed is known as 
the case-based reasoning cycle. This CBR cycle consists of four sequential steps: 
retrieve, reuse, revise and retain. The retrieve phase starts when a new problem 
description is received. Similarity algorithms are applied in order to retrieve from 
the case's memory the cases with a problem description more similar to the current 
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one. Once the most similar cases have been retrieved, in the reuse phase the 
solutions of the cases retrieved are adapted to obtain the best solution for the 
current case. The revise phase consists of an expert revision of the solution 
proposed. Finally, the retain phase allows the system to learn from the experiences 
obtained in the previous phases and updates the case memory in consequence.  

The Evaluator and Advisor agent use the same type of case and share the same 
memory of cases. The data for the cases were obtained by surveys conducted with 
enterprise experts in the different functional areas of various enterprises, using the 
Expert agents. This type of survey attempts to reflect the experience of the experts 
in their different fields. For each activity, the survey presents two possible 
situations: the first one tries to reflect the situation of an activity with an incorrect 
activity state, and the second one tries to reflect the situation of an activity with a 
satisfactory activity state. Both situations will be evaluated by a human expert 
using a percentage. Each activity is composed of tasks, and each task has an 
importance rate, and values of realization for both incorrect and satisfactory 
activity state. These parameters are explained below in the analysis of the case 
structure. Each case is composed of the following attributes: 

− Case number: Unique identification: positive integer number. 
− Input vector: Information about the tasks (n sub-vectors) that constitute 

an industrial activity: ((IR1,V1),(IR2,V2),...,(IRn,Vn)) for n tasks. Each 
task sub-vector has the following structure (IRi,Vi): 
o IRi: importance rate for this task within the activity. It can only take 

one of the following values: VHI (Very high importance) with a 
numeric value of 5, HI (High Importance) with a numeric value of 4, 
AI (Average Importance) with a numeric value of 3, LI (Low 
Importance) with a numeric value of 2, VLI (Very low importance) 
with a numeric value of 1.  

o Vi: Value of the realization state of a given task: a positive integer 
number (between 1 and 10). 

− Function number: Unique identification number for each function 
− Activity number: Unique identification number for each activity 
− Reliability: Percentage of probability of success. It represents the 

percentage of success obtained using the case as a reference to generate 
recommendations. 

− Activity State: degree of perfection for the development of the activity, 
expressed by percentage. This is the solution of a problem case. 

The following sub-sections present the internal structure of the CBR-BDI 
Evaluator and Advisor agents used to predict and prevent crisis in SMEs.  

5   Results 

A case study aimed at providing innovative web business intelligence tools for the 
management of SMEs was carried out in the Castilla y León region, in Spain. The 
experiment consisted on the construction of the initial prototype of cases memory, 
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predicting potential risky situations for the enterprises taken into consideration and 
providing recommendations. The case study presented in this work was oriented to 
detect possible risky situations in SMEs, taken into account the crisis that affects 
the market. A multi-agent system was implemented and 22 SMEs participated in 
the experiment and were assigned a personal business agent. The enterprises were 
situated in different sectors of the Spanish market. The system was tested during 
24 months, from January 2008 to January 2010, tuned and improved taking into 
account the experience acquired using a total of 238 cases.  

To validate the overall functioning of the system it was necessary to 
individually evaluate the Evaluator and Advisor agents. These agents provide 
predictions on the performance of the activities and detect those tasks that can be 
improved for each activity in order to get an overall improvement of the activity. 
In the following paragraphs we will focus on the evaluation of the CBR-BDI 
agents and their influence in the multi-agent  system. To validate the performance 
of the Evaluator agent, an estimation of the efficiency of the predictions provided 
by this agent was carried out. To evaluate the significance of the different 
techniques integrated within the Evaluator agent, a cross validation was 
established, following the Dietterich's 5x2- Cross-Validation Paired t-Test 
algorithm [5]. The value 5 in the algorithm represents the number of replications 
of the training process and value 2 is the number of sets in which the global set is 
divided. Thus, for each of the techniques, the global dataset S was divided into 
two groups S1 and S2 as follows: S = S1∪S2 y S1∩S2 = Ø. Then, the learning and 
estimation processes were carried out. This process was repeated 5 times and had 
the following steps: the system was trained using S1 and then it was used to 
classify S1 y S2. In a second step, the system was trained using S2 and then it was 
used to classify S1 y S2. The results obtained by the evaluator agent using the 
mixture of experts, presented in section 4, were compared to the results obtained 
using an individual RBF and an individual MLP to the same dataset and the same 
5x2 Cross-Validation process. Table 1 shows the error rate obtained for each of 
the techniques, using the test in each of the 5 repetitions. As can be seen in Table 
1, the estimated error was lower for the Evaluator agent than for the rest of the 
evaluated techniques. 

Table 1 Absolute error for the estimation of the status of the activities. 

Method S2 S1 S2 S1 S2 S1 S2 S1 S2 S1 
Advisor agent 0.297 0.309 0.210 0.281 0.207 0.355 0.226 0.343 0.239 0.302 
MLP 0.677 0.669 0.489 0.507 0.513 0.806 0.530 0.696 0.506 0.485 
RBF 1.009 0.833 0.656 0.985 0.878 0.959 0.620 0.831 0.643 0.783 

 
A Paired t-Test was applied to check that the difference between the methods 

can be considered as significant if a value α=0.05 is established. To evaluate the 
Advisor agent it is necessary to take into account that the aim of this agent is to 
detect inefficient tasks by means of gain functions. The evaluation of the 
functioning of the Advisor agent was carried out by selecting those tasks with 
higher values for the gain function. The selected tasks were used to estimate the  
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Fig. 1 a) Evolution of the average status of 5 activities during 12 months. b) Evolution of 
the average status of 2 SMEs during 12 months. 

different scenarios for different execution values for the task. In this way, Figure 
1a presents the evolution of the system for the average status of 5 activities along 
12 months. As shown, the evolution for the 5 activities can be considered as 
positive. Looking at the evolution of the global efficiency for the activities 
analysed for two SMEs, shown in Figure 1b, it is possible to observe a growing 
tendency in the average status of the business along the time, which indicates a 
reduction of inefficient tasks in each of the activities. The results obtained 
demonstrate that the multi-agent system caused a positive evolution in all 
enterprises. This evolution was reflected in the reduction of inefficient processes. 
The indicator used to determine the positive evolution of the companies was the 
state of each of the activities analysed. After analysing one of the company’s 
activities, it was necessary to prove that the state of the activity (valued between 1 
and 100) had increased beyond the state obtained in the previous three month 
period. The system considers small changes in the tasks performed in the SMEs, 
and all the experts that participated in the experiments considered 3 months as a 
significant time to evaluate the evolution of a SME related to these changes.  
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Multiagent System for Detecting and Solving
Design-Time Conflicts in Civil Infrastructure

Jaume Domı́nguez Faus, Francisco Grimaldo, and Fernando Barber

Abstract. One typical source of problems in the Civil Infrastructure domain is the
distributed and collaborative nature of the projects in which different profiles of
engineers contribute with designs devoted to the interest of their field of expertise.
Thus, situations in which there are different conflicts of interests are quite common.
A conflict refers to a situation in which the actions of an engineer collide with the
interests of other engineers. In this paper, we present a multi-agent system that,
thanks to the use of ontologies and rules on those ontologies, is able to detect profile-
specific conflict situations and solve them according to the preferences of the parties
involved in the conflict. The conflict solving is based on the Multi Agent Resource
Allocation (MARA) theory. The system is applied to a real use case of an urban
development where both the road network and the buildings are designed.

1 Introduction and Related Work

Interoperability is an often addressed term when enumerating the problems of dis-
tributed systems. In the same way that communication becomes difficult between
two people speaking different languages, communication is difficult when dealing
with systems relying on data for modeling a problem to solve. This happens because
data only describe things and, as any description, they can be interpreted in many
ways. Any infrastructure project as, for instance, a road construction involves lots of
disciplines ranging from land-use to security regulations, with noise emission, road
tracing, water drainage and many others in between.
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The general tendency is to have -when possible- a data model for each disci-
pline that is used by specific software packages to assist the daily engineer’s life
and split the project works in discipline-experts teams. Problems arise when all the
works done by different teams have to be put together. Issues like design clashes,
synchronization problems, exceeded budgets, conflicts of interests appear, etc. as
a consequence of the decentralized way of working with heterogeneous data mod-
els. The detection and solving of such problems is still a prominent manual work
and some of them might remain undetected when this process is finished. Once
the construction starts, the consequences of mistakes or suboptimal design cause
that the infrastructure cost increases a 5-10% of the total budget in average [4].
Most of the efforts done so far have focused on avoiding the collisions by improv-
ing interoperability among different data models. It has not been, however, until
recently when the conflict-solving has gained attention. This paper presents a new
multiagent-based approach for detecting and solving design-time conflicts in the
Civil Infrastructure domain. Currently, the Civil Infrastructure software industry fo-
cuses on making models that integrate more and more aspects of design disciplines
in order to increase interoperability. Perhaps, the most advanced results of these ef-
forts are the most successful standard files (such as CityGML or IFC [6], and Auto-
CAD’s DWG) or the Building Information Model (BIM) servers [4] which combine
CAD models with management spreadsheets and other other documents to provide
an integral project life-cycle management. However, this distributed and collabora-
tive work has to deal with conflicts that inevitably appear when sub-designs of a
project are merged.

Multi-agent Systems (MAS) have been suggested to aid in Civil Infrastructure
projects. It is possible to find examples of MAS focused on controlling machinery
[9], or on the distinct phases of a project: the tendering procedure [10]; the material
supply chain [11]; and the construction phase [8] and [13]. Nevertheless, to the
authors’ knowledge there is a gap that has not yet been considered satisfactory:
the negotiation between designer expertises in the Design phase of the project. Even
though it is possible to find some problem-specific works like [1], the situated nature
of this collaborative work makes the problem of abstraction of a system to be wicked
[5]. However, this abstraction is necessary to capture the negotiation as a design
conflict-solver in the software packages normally used by the engineers in their
daily work. Thus, more research is needed in this field for MAS to be a real option.

The use of ontologies has been proposed as a means to give sense and seman-
tics to the data in several contexts. In geospatial and civil infrastructure informa-
tion, ontologies are not widely used. Although it is possible to envisage ontological
structures in some data models (e.g. CityGML) they are hardly used in a formal and
explicit manner. We propose the use of ontologies to support automatic conflict de-
tection and of the Multi Agent Resource Allocation (MARA) [3] for its solving at
a semantic level. In section 2.1 we present the ontological approach we propose to
represent the world semantics, and the rules that are used to detect conflicts. Further
below, in section 2.2 the negotiation mechanism used to solve conflicts is intro-
duced. Finally, in section 3 we describe a use case in which the system was applied
in order to illustrate its usefulness.
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Fig. 1 Overview of the system

2 Architecture of the System

The multi-agent system we propose for detecting and solving design-time conflicts
in the Civil Infrastructure domain is depicted in figure 1. It follows a distributed
architecture approach allowing the engineers of different profiles to design, through
their client interfaces, a common BIM model that is stored at the server. This collab-
orative work is carried out with the assistance of a set of agents: the Validators, the
Negotiators and the Coordinator. The Validator agents are in charge of semantically
detecting conflicts and errors within the model by using the ontological knowledge
of each field of expertise. In turn, Negotiator agents aim at solving conflicts by ex-
pressing the preferences of the engineers in a negotiation protocol that is initiated by
the Coordinator under conflict notification. Following, we review the details about
these agents, which have been implemented as part of an agent society in JADE [2].

2.1 Semantic Conflict Detection

We propose using OWL [12] ontologies for the semantic abstraction of the data be-
yond the pure classical attribute/value pair. As shown in figure 1, our ontologies are
structured in layers in which each layer provides an extra level of abstraction. At the
lowest level, the Base Ontology defines the basic concepts needed by any geospatial
data model. The base class Feature refers to the most basic object that tradition-
ally forms geospatial data models such as GIS or CAD systems. A Feature is
composed of a Geometry and of a set of Attributes defined by its name, its
type, and its value. Features can be related to each other through the generic re-
lation hasRelationship and its inverse relation isRelationshipOf. This
pattern has proven to be flexible and suitable for many uses. Besides, by using in-
heritance, classes can be arranged in a hierarchy (e.g. Conflict and Error are
particular types of Problems). Therefore, this ontology acts as the first layer of
abstraction allowing the creation of Profile-specific ontologies on top of it.
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Profile-specific Ontologies are meant to define the concepts of interest for each
profile. These concepts can be specific Features providing particular properties
and/or semantic meaning (e.g. a Building or a Parcel) and also specific rela-
tionships defining how certain Features relate to each other (e.g. isLocatedAt
relates a Building with the Parcel where it is placed). This second level of
ontologies allows to separate the categorization of the different interests involved
in civil infrastructure projects in order to ease the management of the knowledge.
Note, however, that this does not necessarily prevent a concept to be shared among
different profiles in case several profiles need it.

As the project progresses, the different engineers include new designs or edit
the existing ones and the model changes continuously. In this dynamic context, the
Validator agent automatically assists in the correctness of the model as a whole by
periodically checking a set of rules defined for the profile. We propose using SWRL
[7] rules as a way of supporting the semantic consistence and ontological reasoning.
These rules are ontological expressions with an antecedent and a consequent that
allows the Validator agent to detect and infer problematic situations. The problems
found are categorized between Errors or Conflicts, acording to the classes
defined in the Base Ontology. Errors are situations in which the model is not
correct due to missing or wrong values in the Feature’s properties and, thus, they
are notified and solved manually by the engineer through its client interface. On
the other hand, Conflicts capture the situations where the designers’ interests
collide and they are solved through the negotiation protocol explained next.

2.2 Conflict Solving Protocol

We propose using a Multi-Agent Resource Allocation[3] (MARA) approach to an-
alyze the possible alternatives that solve the Conflicts. The MARA model pro-
vides agents with a general mechanism to make socially acceptable decisions. In this
kind of decisions, members are required to express their preferences with regard to
the different solutions that have been previously proposed by all the members for a
specific decision problem. Our MARA approach uses ContractNet-like protocol as
the allocation procedure. Figure 2 depicts the process for the case of a Conflict
between two profiles. When the Conflict is detected by one Validator agent, it is
notified to the Coordinator agent. Then the Coordinator distributes the Conflict
to all the Negotiators in a Call For Proposals. The negotiators respond with their
alternatives, if any, and the Coordinator collects all the proposals. In the collection,
invalid or repeated solutions are filtered out and the set of remaining solutions is
distributed again to request the preferences. Each Negotiator then expresses its util-
ity on each of the solutions at hand by giving it a value ranging from 0 (lowest)
to 10 (highest). The Coordinator agent then picks the winner solution which is the
one that maximizes the global utilitarian social welfare represented by the solution
that accumulates highest utility among the negotiators. Finally, the winner solution
is then broadcasted to all the clients.
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Fig. 2 JADE[2] console showing the Conflict Solving protocol

3 Urban Development Use Case

In order to simulate the daily work of engineers in the design phase, an urban de-
velopment use case was selected. This project consists of the development of the
Strømsø area in the city of Drammen, Norway. Traditionally an industrial area, af-
ter decades of growth, Strømsø became the downtown of Drammen while keeping
the original industrial aspect. The authorities want to adapt it to the new residential
reality. In general, the development goal is the construction of residential buildings
to increase the number of inhabitants. In the initial phase, the project defines where
to place buildings according to their characteristics (number of residents, floors and
footprint). Further phases of the design deal with other more detailed aspects. We
focused on the building placing problem to show our MAS approach.

To avoid future traffic jams, it was agreed that there should not be more resi-
dents than the capacity of the road. Thus, the location of a building is constrained
to the capacity of the road that serves the building. The current usage of the road
is obtained by the sum of the inhabitants of the buildings that are associated to that
road. So, in addition to their geometry, buildings and roads specify the amount of
inhabitants and the road capacity respectively in their attributes. There are two en-
gineering profiles identified: 1) The designer that places buildings in a location of
her/his choice (Building profile), and 2) The road designer that detects which road is
connecting the building to the road network and checks whether the road is capable
to hold all the buildings connected to it (Road profile).

For each profile there is a designer that is developing the model, and each de-
signer has: 1) a validator agent that checks the model according to the semantics
(expressed by her/his ontology and rule-set settings) and initiates the negotiation;
and 2) a negotiator agent that performs the negotiation on behalf of the engineer.

As introduced in section 2.1, Features constitute the most generic object that
can be defined in our ontological model (unlike pure geometry-based models in
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which basically only the geometry is known). On top of it, we identify three specific
concepts of interest for this use case: the Road, the Parcel and the Building.
Parcels are Features that define an area in which Buildings can be placed.
Buildings are Features representing the residential entities where people live
in. In turn, Roads are Features representing the parts of the road network. Be-
yond specifying the type of a Feature, these classes define more attributes that
are required to describe their characteristics such as the capacity of a Road or the
inhabitants of a Building. Since these concepts are relevant for both profiles, the
previous classes are defined in both Building and Road Profile-specific Ontologies.

Since what a particular type of Feature means depends on the profile that is
looking at it and, in turn, it is expressed through the relationships that it establishes
with other Features, each Profile-specific Ontology defines a particular set of
relationships the profile is interested in. The layered design of the ontologies allowed
the Road profile to define the relationship called roadServesTo and its inverse
isServedByRoad which state what Road serves any other Feature and vice
versa. On the other hand, the Building profile defines the relationship holds and its
inverse isLocatedAt which establishes which Feature(s) a given Parcel
holds and, inversely, where a particular Feature is located.

SWRL rules have been defined for each profile so that the corresponding Valida-
tor agent can detect the errors and conflicts that appear in the model and that are
related to its field of expertise. Regarding the errors, for example, each Road must
specify its capacity in order to check if it can hold the potential traffic. If a Road is
missing this attribute, then the model is not complete and the validator agent infers
an Error. Equation 1 shows the rule used to infer a RoadCapacityError, a
specific type of Error defined in the Profile-specific Ontology for the Road profile.
This rule could be read as: if an element r happens to be a Road, and the result of the
operation isMissingAttribute for this road and the attribute name ”capacity“ resolves
to true, then r is also a RoadCapacityError. The operation isMissingAttribute
is an example of how it is possible to extend the general logic operations of on-
tologies with user-defined operations. This mechanism is allowed in SWRL rules
by means of the use of Built-ins. Similar rules were used by the Building profile to
detect when a building does not declare the amount of inhabitants.

On the other hand, the two profiles involved in this use case may also come into
conflict. That is the case when the building designer places a building in a parcel
where the road connecting to that parcel cannot hold the new population of the
building. Equation 2 shows the rule defined in the Building profile to detect this
kind of RoadExhaustedConflict. This rule is actually a compound rule that:
retrieves the Parcel p where the Building b is placed, gets the Road r serving
that parcel and computes whether the road is overloaded with the buildings that
are connected to it through the operation isRoadExhausted. This rule leans on the
inference done by another rule about which road serves a parcel (equation 3). This
latter rule explores the relationships of the ontology to get the Geometry gp of the
Parcel p and selects the closest Road r by means of the operation closestRoad.
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Road(?r)∧ isMissingAttribute(?r,”capacity”)→ RoadCapacityError(?r) (1)

isLocatedAt(?b,?p)∧ isServedByRoad(?p,?r)∧→
RoadExhaustedCon f lict(?r,?b)

Road(?r)∧ isRoadExhausted(?r) (2)

Parcel(?p)∧hasGeometry(?p,?pg)∧→ isServedByRoad(?p,?r)

closestRoad(?pg,?r) (3)

The Conflict going to be solved is detected by the Validator agent (see figure 1) who
provokes the initiation of the conflict solving protocol described above and depicted
in 2. When the Coordinator is notified, he broadcasts the Call For Proposals to the
Negotiators acting as proxies of the engineers. The engineers at the clients receive
a message informing that a new Conflict solving sequence has been started and the
Coordinator is waiting for their proposals. Knowing the details of the conflict (i.e.
the Road is exhausted) they think on how to fix it. Different solutions like, e.g.,
enlarging the Road for more capacity; or reducing the amount of inhabitants of one
or several Buildings; or maybe relocating a Building in another Parcel served by
a Road with more availability for new residents; are then applied temporarily to
the model. A recording system allows to capture the changes to the model. The
engineers encapsulate sequences of changes (such as ”on Building number 32, set
the value of the Attribute ’inhabitants’ to 30 from 40“) into a Solution and provide
all the alternative Solutions they have. All the alternatives are then proposed to the
Coordinator who evaluates them and discards repeated or invalid ones. The viable
Solutions are then sent back to the clients so the engineers express their preferences
on each of them by grading each with a value ranging from 0 to 10. The grades are
then sent back to the Coordinator who takes the winner solution as described above.
The winner solution is then notified to all the clients and applied to the model.

4 Conclusions

In this paper we presented a system designed to support collaborative work in Civil
Infrastructure projects that is able to assist in the detection and solving of semantic
Errors and Conflicts. These semantic problems, which also involve geometric prob-
lems, are so common that they are normally accepted so long they can be in-field
detected and corrected. However, this is not always the case and they may eventu-
ally lead to project delays and to overheads. Thus, it is important that the models
are delivered free of problems as much as possible. A semantically perfect model
without problems or ambiguities eases the automation of the tasks, which translates
to a more efficient usage of resources. Conflicts are a special case of problem which
are especially difficult to solve. Negotiating is the natural mechanism to reach an
agreement on how to solve them. Our system provides a structure for this negoti-
ation by means of suggesting alternatives and picking the preferred one among all
the parties -the Profiles- involved in the conflict. The preferred alternative is is the
one that maximizes de global welfare.
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Vice-rectorate for Research of the Universitat de València (UV) under grant UV-INV-AE11-
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Abstract. Nowadays there is a clear trend towards using methods and tools that 
can help to develop multiagent systems (MAS). Thanks to the contribution from 
agent based computing to the field of computer simulation mediated by ABS 
(Agent Based Simulation) is obtained benefits like methods for evaluation and vi-
sualization of multi agent systems or for training future users of a system. This 
study presents a multiagent based middleware for the agents behavior simulation. 
The main challenge of this work is the design and development of a new infra-
structure that can act as a middleware to communicate the current technology in 
charge of the development of the multiagent system and the technology in charge 
of the simulation, visualization and analysis of the behavior of the agents. The 
proposed middleware infrastructure makes it possible to visualize the emergent 
agent behaviour and the entity agent in a 3D environment. It also allows to design 
multi-agent systems considering organizational aspects of agent societies.  

Keywords: Multiagent systems, Simulation, JADE, Repast. 

1   Introduction 

The contribution from agent based computing to the field of computer simulation 
mediated by ABS (Agent Based Simulation) is a new paradigm for the simulation 
of complex systems that require a high level of interaction between the entities of 
the system. Possible benefits of agent based computing for computer simulation 
include methods for evaluation of multi agent systems or for training future users 
of a system [6]. Many new technical systems are distributed systems and involve 
complex interaction between humans and machines, which notably reduce their 
usability. The properties of ABS makes it especially suitable for simulating this 
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kind of systems. The idea is to model the behaviour of the human users in terms of 
software agents. However, it is necessary to define new middleware solutions that 
allow the connection on ABS a simulation software.  

This paper describes the results achieved towards a multiagent-based middle-
ware for the agents’ behavior simulation. The middleware, called MISIA (Mid-
dleware Infrastructure to Simulate Intelligent Agents), allows simulation, visuali-
zation and analysis of the agent’ behavior. MISIA makes use of technologies for 
the development of multiagent systems known and widely used, and combines 
them so that it is possible to use their capabilities to build highly complex and  
dynamic systems.  

The article is structured as follows: Section 2 makes a review of the most im-
portant requirements and the reasons that led to the realization of this research. 
Sections 3 introduces a description of the middleware specifically adapted to the 
simulation of virtual organizations within dynamic environments. Finally, some 
results conclusions are given in Sections 4 and 5. 

2   Background and Requirements 

Nowadays, MAS (Multi-Agent Systems) are widely used in various fields due to 
their inherent properties such as autonomy, local view, decentralization, coordina-
tion or cooperation among agents to solve a general problem. MAS based on or-
ganizational concepts coordinate and exchange services and information; they are 
capable of negotiating and coming to an agreement; and they can carry out other 
more complex social actions. At present, research focusing on the design of MAS 
from an organizational perspective seems to be gaining most ground. The emer-
gent thought is that modeling the interactions in a MAS cannot be related  
exclusively to the actual agent and its communication capabilities; instead, organi-
zational engineering is necessary as well. The concepts of rules, norms and institu-
tions [8] and social structures [18] are rooted in the idea of needing a higher level 
of abstraction, independent from the agent, that explicitly defines the organiza-
tions in which the agents reside. MAS developers have focused their efforts on the 
organizational aspects of agent societies, using the concepts of organization, 
norms, roles, etc. Virtual organizations (VO) [9] are a means of understanding 
system models from a sociological perspective. VO have been usefully employed 
as a paradigm for developing agent systems [9]. One of the advantages of organi-
zational development is that systems are modeled with a high level of abstraction, 
so the conceptual gap between real world and models is reduced. Also this kind of 
system offers facilities to implement open systems and heterogeneous member 
participation. 

There are several different organizational approaches and platforms:  
JADE [17], S-Moise+ [13], RETSINA [11], Jack [12], EIDE [7], RICA-J [20], 
JASON [2], SIMBA [3], THOMAS [4]. However, the designers must implement 
all the features of simulation, if required; for example, in cases where it is neces-
sary to take into account for both microscopic features, such as specifying the  
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language between agents, as macroscopic characteristics that make up the target 
in a simulation.  

On the other hand, thanks to the contribution from agent based computing to 
the field of computer simulation mediated by ABS is obtained benefits like me-
thods for evaluation and visualization of multi agent systems or for training future 
users of the system [4][21]. Mainly there are two ways for visualizing multiagent 
systems simulation: the agents interaction protocol and the agent entity. In the 
former, it is visualized a sequence of messages between agents and the constraints 
on the content of those messages. On the other hand, the latter method visualizes 
the entity agent and its iteration with the environment. Most software programs, 
such as JADE platform [1][17] and Zeus toolkit [5], provide graphical tools that 
allow the visualization of the messages exchanged between agents. The toolkits 
MASON [14], Repast [15][19] [16]and Swarm [22] provide the visualization of 
the entity agent and its interaction with the environment. There are other works 
like Vizzari et al. [23] where is developed a framework supporting the develop-
ment of MAS-based simulations based on the Multilayered Multiagent Situated 
System model provided with a 3D visualization.  

It is necessary a software that allows to join characteristics of multi-agent sys-
tems and agent-based simulations systems. It is also fundamental in the field of 
ABS considering the agents from the viewpoint of cooperative, where becomes 
more important the purpose of the society and the rules and regulations that  
govern and control the behavior of its entities. It is interesting to have a platform 
of agents that allows to design multi-agent systems with the possibility of simula-
tion and analysis of results, and moreover provides a module to define VO.  
The platform, therefore, must support frames coordination between agents, in  
addition to being able to dynamically adapt to changes in its structure, goals or 
interactions. 

3   MISIA Adapted to VO 

The platform that meets the above requirements is called MISIA (Middleware In-
frastructure To Simulate Intelligent Agents) [10]. It is a platform that acts as mid-
dleware for simulation and visualization of multi-agent systems. It results from the 
union of two existing agent platforms: JADE, a platform widely used that comply 
with the FIPA standards, and Repast, used in the field of Agent Based Simulation. 
In addition to the union of both platforms, includes an additional module that will 
define Virtual Organizations of agents.  

The main concept introduced in this study is the notion of time in JADE, which 
means that the events that occurred on this platform, such as messages between 
agents, will be uniquely sorted thanks to the global time provided by Repast. A 
schematic approach of the platform shown in the figure below: 
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Fig. 1 MISIA Functional Approach 

MISIA consists of four functional blocks:  

1. Jade Layer. Its overall purpose is to adapt JADE to the simulation time. To 
this end, certain changes are required on the platform, such as: (i) designing a new 
template agent, which inherently manages time of the simulation; (ii) the adapta-
tion of ACL messages containing current time information found in the simula-
tion; (iii) a mechanism (synchronizer agent) to act as overall platform clock (in 
charge of the redistribution of-time events from Repast to JADE and of the notifi-
cation to all JADE agents in terms of total ordering; (iv) or redefinition of the 
FIPA protocols provided by JADE which allow the programmer forgets tasks such 
as message handling and continues using these code templates in the new platform 
but, with the notion of time [10]. 

2. Repast Layer. It is a layer in direct contact with Repast. It is primarily re-
sponsible for the control of time of the platform: when an event goes by, it notifies 
the agent JADELlayer Synchronizer. In this module is where all agents 
represented in Repast inhabit . 

3. Intermediate Layer. It is the union of the two adjacent layers. In addition to 
allowing the flow of information from one layer to another, manages the corres-
pondence between agents of the type MISIA Agent of the JADE Layer and Layer 
Repast representatives. While an agent's reasoning and its communication proper-
ties will reside in the mold MISIA Agent, representation in the simulation is dele-
gated to agents living in Repast Layer, so that an agent is divided in its logic and 
its figure. 

4. Virtual Organization Data Base. It is a database connected to the platform 
that stores all the information about a virtual organization. This includes agents, 
work units, services, roles and societal norms.  

  4.1. Agents stores all the agents that are part of the virtual organization. 
  4.2 Work Units are the different groups that compose the VO. The platform is 

capable of managing any hierarchy of units no matter how many predecessors 
have a particular grouping. 
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  4.3. Services acts as DF (Directory Facilitator) of a multi-agent platform with 
FIPA specification: it records all the services offered by agents. 

  4.4 Roles defines the different roles an agent can take. There is a direct rela-
tionship between the roles and services because for that an agent can play a certain 
role, it is necessary to offer services that role imposes by definition. 

  4.5 Societal Norms establishes rules that govern society. There are preset rules 
already on the platform, they are a series of rules that must be fulfilled by any VO, 
as is the fact that when an agent logs into a virtual organization must be clearly 
identified, or that is to say , must belong to a Work Unit, and must play a certain 
role; or the fact that only an agent who offers all services that a role requires, can 
adopt that role during his lifetime. The syntax of the rules that define the end user 
as well as compliance with them is delegated to the case study in particular. The 
objective of this idea is not to restrict the type of rules can be defined with a pre-
defined syntax, leaving it open to increase the range of possibilities.  

This module, in addition to serving as a database, ensures that these standards in-
herent to the platform are met at all times. 

The access to the database of the virtual organization is done through an inter-
face that provides the platform, that is, OVMisiaAgent agent services, manager of 
the same. These services allow all queries and modifications that obey the estab-
lished rules. Following this scheme are clear potential bottlenecks: large numbers 
of requests for services of the same agent. In following sections, it proposes a 
scheme followed in a case study, which reduces this problem, through load shar-
ing by means of permits, and intended to serve as a general model, regardless of 
the purpose of case study. 

4   Experimental Results 

It has been developed a case study to create a multiagent system aimed at facilitat-
ing the employment of people with disabilities, so it is possible to simulate the be-
havior of the agents in the work environment and observe the agents actions 
graphically. Every job is composed of a series of tasks. Agents representing the 
workers have to do them, and according to their capabilities, carry out the assign-
ment with varying degrees of success. The main objective of this application is  
the search for the optimal arrangement for employees to achieve greater labor 
productivity in a given environment. And which would also serve as a prolepsis  
of the reality of situations, helping to improve the employability of people with 
disabilities. 

The application is modeled as a multi-agent system where each element is 
represented as an agent: employees, jobs, architectural barriers, and so on. The of-
fice environment is simulated three-dimensional way with Unity 3D1 engine, and 
allows to configure different architectural barriers, like a broken fire alarm, the 
door of an office too narrow, inclined ramps or a elevators broken. 

                                                           
1 http://unity3d.com 
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The messages exchanged between different agents in the platform are translated in-
to interactions, movement, or specific actions in the three-dimensional environment, 
according to the content of the message.  

Therefore, the communication between the agent platform and Unity must be 
bidirectional: on the one hand, the creation of agents, or interactions between them 
must be notified from themulti-agent platform to simulation environment of Unity. 
On the other hand, when setting up an architectural barrier, it is necessary to notify 
of this change of state to the agent that represents it in MISIA. In the latter case it 
is necessary to send an event with source in Unity and destination in MISIA. This 
communication is implemented using sockets. Specifically, two TCP (Transmis-
sion Control Protocol) connections, one in each direction, following the client-
server scheme, with both servers concurrently.  

Because programming languages are different for each platform (MISIA uses 
Java and, in Unity, programming is done using scripts in C# and Unity-
JavaScript), framework JNI (Java Native Interface) is used to enable this language 
translation. Because the volume of information exchanged between the two tech-
nologies are quite diverse (creation of agents, deletion of agents, interaction be-
tween different roles, etc.), it was necessary to design a communication protocol 
between MISIA and Unity that facilitates the interpretation of the information  
exchanged. 

 

Fig. 1 Case Study: Accessibility in an Office Environment 

The system is modeled as a VO that resembles reality, where the work units 
will be the departments that make up the office. It has three main Work Unit: the 
Quality Department, Human Resources Department and Production Department. 
Production department is subdivided according to the different occupations avail-
able in the virtual office, and the Quality Department has a sub-department where 
they are located all barriers. As shown in Figure 3, the topology followed for the 
design of the VO is a federation, as it is the best structure for the case study (a  
virtual office): each unit has an agent that represent it, which is the contact with 
other organizational units. This maintains a hierarchical structure by role of each 
employee. 



Simulation and Analysis of Virtual Organizations of Agents 71
 

 

Fig. 2 Virtual Organization Structure 

In the Production Department will be placing all worker agents and the agents 
representing jobs. To maintain a complete record of all activity performed by an 
worker, each time you perform a specific task, communication is maintained with 
their respective job (exchange of ACL messages according to the protocol FIPA 
more suitable in every situation). So so you can get information from the time the 
employee took to perform a given task and the start and end of the same. 

4.1   Control Access to the VO 

One of the most common problems that a dynamic VO always has to face is the 
behavior that it must adopt when an external agent appears. The agent’s benevo-
lence can be supossed but really, the cooperation is not guaranteed. It is needed to 
maintain an strict control of the agents that belong to the VO. The Human Re-
sources Department of the organization’s structure is in charge of this manage-
ment that covers the entrance and exit of agents and the fulfillment of the norms 
defined by the end user. 

In previous sections, the existence of the OVMisiaAgent has been mentioned. 
This agent is in charge of offering the services to interact with the database, which 
store the information related to the VO. Another one of the inherent norms of a 
VO included in MISIA is that an agent that does not own an specific authorization 
cannot access directly to the database. OVMisiaAgent owns this authorization 
from the beginning, reason why it can accede to the database and is enabled to of-
fer all the management services related to database. This agent can give authoriza-
tions to other agents, so that they also can access to the database, without having 
to consume the services of OVMisiaAgent. This means that the charge can be dis-
tributed in a personalized way, which is the function carried out by the Human 
Resource Agents. These are agents playing a role that can own authorizations 
from OVMisiaAgent to access directly to the database. At any moment, indeed 
with simultaneous access, the consistency of the database is guaranteed. Moreo-
ver, this agents can define their own service interface allowing the fulfiment of the 
norms that have been previously defined in the case study. 

In this particular case study, there are two different roles at the Department of 
Human Resources: Human Resources Worker (HR) and Human Resources De-
partment Director (HB). HB keeps track of the amount of free jobs positions. 
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When an unemployed agent applies for a job, it communicates with a HR, and the 
HR first checks if he has the necessary skills (implements every service needed to 
adopt the role that it wants). Then, it asks the HB for any vacancy in the job that 
the unemployed is applying for. If everything is correct and the job can be as-
signed to him, HR will report to the new employee, giving him the information 
about his new job position and adding him into the VO. The agents that continuos-
ly are interacting with the database are provided with the specific authorization: 
insertion of new agents (since in this case, the agents with the Employer role are 
not allowed to make modifications in the Agents table of the database, which is a 
norm defined previously in the case study and the RH agents must guard by its 
fulfillment all time), verification of its services, if those services already exist in 
the database or if all the services required by the role that wish to adopt are im-
plemented. This way, the required cost to make requests to OVMisiaAgent is re-
duced to half regarding to the number of interchanged messages. 

4.2   Learning in an VO 

The main goal of Quality Department in this study case is to observe worker 
agents checking the time they spend to perform their tasks according to the archi-
tectural barriers that have affected them during the execution of that job. They are 
agents whose main goal is to learn depending on what they see. In this situation, in 
Quality Department, there are two main roles: Director of Quality Department 
(QB) and Worker of Quality Department(Q). The performance of this team is as 
follows: when a new employee joins the Virtual Organization, HR agent who gave 
him the job notifies the QB agent that a new employee exists and Quality Depart-
ment must observe him. QB delegates this task to one of their employees, Q 
agents. At the beginning, there isn’t any Q agent, but QB creates them depending 
on the number of employee agents in the Virtual Organization they have to study. 
Thus, this department adapts to the size of the Virtual Organization. Q agents 
tasks are to poll time to time to the employees who have been assigned to them, to 
know what tasks they are doing and what troubles they have when they execute 
their job, collecting details of every activity, and thus, future conclusions can be 
drawn by Quality Department, so they can readapt employees to different worksta-
tions if work efficiency can be improved with this decision. 

This same scheme can be used in other kind of Virtual Organizations, when the 
goal of the study case is not as important as the capacity of this model to collect 
information in a decentralized way. 

5   Conclusions and Future Works 

The simulation of multiagent systems in several levels of details and the emergent 
behavior is fundamental for analyzing the systems processes. This study showed 
in detail the visualization and simulation infrastructure for developing the MAS 
behavior simulators. MISIA allows simulation, visualization and analysis of the 
behavior of agents. With the MAS behavior simulator it is possible to visualize the 
emergent phenomenon that arises from the agents’ interactions.  
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Certain systems such as the case study presented in this article require well-
defined topology. The aim of the simulations is to get more realistic, and this idea 
is linked to a great number of factors to consider. With the possibility of design of 
virtual organizations, we pretend reinforce the platform with this extra factors, ap-
proaching terms of social simulation. The agent representation is doing more pho-
to-realistic: there is a 3D agent visualization in more levels of details showing the 
interaction them would make the system complete and realistic. Moreover, the in-
teractivity with the user is allowed: the user can visualize the agent state and its 
simulation individually. The platform improve the interactivity by means of allow-
ing the interaction of the specialists with the live execution besides the basic func-
tionalities such as play, pause, stop and increase/decrease the speed, by means of 
putting some substances in the position and observing the emergent behavior. As a 
future line of work, we are considering the generation of reports about the infor-
mation visualized during the simulation process in several levels of detail, which 
could increase the comprehension about the process. MISIA is the ideal frame-
work for this purpose. 
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Using Simulation Based on Agents (ABS) and 
DES in Enterprise Integration Modelling 
Concepts 

Pawel Pawlewski, Paul-Eric Dossou, and Paulina Golinska* 

Abstract. The aim of this paper is to share the dilemma about approach to 
simulation tool selection. The paper presents the results of the authors researches 
using methodologies of enterprises architectures (CIMOSA and GRAI) where 
agent approach is used to solve planning and managing problems. Processes are 
performed in enterprise manufacturing and supply chains. To verify new proposed 
solutions, simulation experiments are necessary. The problem is which simulation 
tool is appropriate to use for verification. Selected tools based on ABS and DES 
are presented. Some tools combining DES and ABS approaches are described. 
The process of choice and recommendation is also presented. 

Keywords: Multi-agent systems, DES, simulation, Process modelling, Enterprise 
Architecture. 

1   Introduction 

The different economic and financial crises existing today have increased the 
necessity of enterprises to be prepared and well-organised. Enterprise modelling is 
one way for restructuring them in order to improve their performance and being 
more efficient. Three methodologies are mainly used for modelling enterprises: 
PERA, CIMOSA and GRAI. Enterprise modelling involves not only global 
enterprise performance improvement but also local improvements. Authors use in 
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their researches CIMOSA and GRAI methodologies. For both multiagent systems 
was elaborated. In the case of CIMOSA it was agent system for planning process. 
For GRAI the research concerns a new tool based on agent system. The general 
structure of the tool is based on Case Based Reasoning (CBR). The CBR concepts 
are combined with Multi-agent systems for developing the new tool. Case Based 
Reasoning (CBR) remains widely used for the definition of the needs for the 
design and development of expert systems. The originality of this part is that it 
shows how the reasoning is combined with the theory of Multi-Agent systems and 
Artificial Intelligence and Metaphors of Mind.  

In both case the verification of developed methods is necessary. Actually 
simulation is widely used and practically only one tool which can enable 
verification of complex systems.  

The both presented cases are regarding manufacturing and supply chain 
processes. The logic of the planning and design of expert tool allows the use of 
agent technology but the simulation of the processes of manufacturing and supply 
chain is not so obvious. In authors’ opinion in order to continue the further 
research, it is necessary to use simulators that take into account both the 
requirements of the agent approach and the requirements of classical DES 
(Discrete Event Systems). In this paper both approaches are discussed. The 
authors present available commercial simulation tools and define the requirements 
from point of view of the potential users- engineers dealing with operations 
management and supply chain processes.  

The paper presents brief theoretical introduction to the studies (Section 2). 
Section 3 describes the management using MAS and model ling of manufacturing 
and supply chain processes. The overview of tools for Discrete Event Simulation 
DES is provided in Section 4. Discussion on the selected tools is presented in 
Chapter 5 and final conclusions are stated in Section 6. 

2   VLPrograph and GraiMOD 

CIMOSA is used for improving enterprises locally. The results of the previous 
studies are presented in paper [4]. These results consisted in planning the process 
taking place in an enterprise characterized by the manufacture of complex 
products (machine building). The idea is based on the so-called domains of the 
CIMOSA concept which has been used for the modelling. A planning process 
based on the multi-agent architecture called VLPRO-GRAPH. Agent-based 
system is defined in the present section as a multi-agent system that acts as a 
support tool and utilizes the databases of main system (ERP system). Multi-agent 
system is a collection of heterogeneous, encapsulated applications (agents) that 
participate in the decision making process [3]. The architecture of the tool 
(VLPRO-GRAPH – Very Long Process Graph) is based on the assumption that 
the system will support the MPS creation in ERP system and will be plugged in to 
ERP system database by for example java connector. This architecture was 
introduced in [5] and extended by a new agent, i.e. MR agent (movable resource 
agent). The task of this agent is integrated with the planning process which is 
described at three layers reflecting to [4]: A – the whole process perspective, the 
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so-called whole process planning; B – the entity level where the whole process 
plan is divided into sub-plans which are executed by each sub- process and being 
transformed for individual production schedule at the domain level and where 
local re-planning activities takes place; C - domain sub-layer where production 
control activities are executed and information about disturbances is gathered and 
passed to upper levels. 

GRAI Methodology is used for global performance improvements. GRAI 
Methodology is designed and defined for managing of this modelling. This 
method is used for example to choose and implement a computer tool (Supply 
Chain management and ERP) which meets the real market needs (globalisation, 
relocation, capacity to be proactive, cost optimisation, lead time, quality, 
flexibility, etc….). GRAIMOD is a tool being developed for supporting the 
methodology [1]. The general structure of the tool is based on Case Based 
Reasoning (CBR). According to CBR concepts the new case studied could be 
capitalized, but the parameters would also improve the reference model of the 
enterprise domain. Java is chosen for developing GRAIMOD. The Jade platform 
is being used in relation with FIPA-ACL for developing the different modules of 
GRAIMOD (GRAIQUAL for managing quality approach, GRAISUC for 
choosing and implementing an ERP or SCM tool in an enterprise and 
GRAIXPERT for managing reference models and rules used to improve enterprise 
performance).  

The use of multi-agent systems will allow to facilitate the development of 
GRAIMOD. Some changes could be integrated according to the opinion of Jade 
specialists. Then CBR needs to be related to Multi-agents systems in order to 
satisfy user requirements. The reactive agents are not appropriate to our problem 
because they react only for the environment changes.  

The global objective of this research is to be more efficient in the improvement 
of enterprises. The supply chain of each enterprise could be reorganized by using 
the concepts elaborated. The reorganization takes into account both the production 
typology and the supply chain in the modelling. 

For each enterprise, the supply chain is decomposed into different parts 
(sourcing, procurement, purchasing, production, distribution, sales, transport and 
logistics management). For each part GRAIQUAL is used and a quality approach 
is defined in order to improve this part. Indeed, the optimizing of each part is 
coherent with the other parts. 

For instance, the implementation of SQA in enterprise needs the use of 
knowledge relating to this enterprise domain, but the system will also evolve 
during this implementation. The system both provides the new case with data and 
takes into account the particularity of this new case. The multi-agent system 
defined is well-suited to this kind of work: use and capitalization of knowledge.  

Multi-agent systems architecture also facilitates the communication between 
each different module of GRAIMOD by defining connections from each module 
to the others. The improvement of quality in the whole enterprise has a positive 
impact on cost and on delivery date.  
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3   Process Simulation – DES and ABS 

For manufacturing and supply chain process simulation DES (Discrete-Event 
Simulation) has been mainstay for over 40 years. DES is useful for problems that 
consist of queuing simulations or complex network of queues, in which the 
processes can be well defined and their emphasis is on representing uncertainty 
through stochastic distributions [7]. Many of these applications occur in 
manufacturing, supply chain and service industries as well as queuing situations.  

DES models are characterized by [7] process oriented approach (focus is on 
modelling the system in detail, not the entities). They are base on top down 
modelling approach and have one thread of control (centralised). They contains 
passive entities (i.e. something is done to the entities while they move through the 
system) and intelligence (e.g. decision making) is modelled as a part in the system. 
In DES queues are a key element; a flow of entities through a system is defined; 
macro behaviour is modelled and input distributions are often based on 
collect/measured (objective) data. These attributes describe manufacturing and 
supply chain processes too. 

ABS (Agent Based Simulation) help to better understand real-world systems in 
which the representation or modelling of many individuals is important and for 
which the individuals have autonomous behaviours. ABS offers something novel, 
interesting and potentially highly applicable to manufacturing and supply chain. 
However, there is relatively little evidence that ABS is much used in the 
Operational Research community, there being few publications relating to its use 
in OR and OR-related simulation journal. Much greater volume of ABS papers is 
in journals from disciplines such as Computer Science, the Social Sciences and 
Economics. 

Summarized ABS models are characterized by [7]: 

- Individual based (bottom up modelling approach); focus is on modelling 
the entities and interactions between them; 

- Bottom up modelling approach; 
- Each agent has its own thread of control (decentralised); 
- Active entities, i.e. the entities themselves can take on the initiative to do 

something; intelligence is represented within each individual entity; 
- No concept of queues; 
- No concept of flows; macro behaviour is not modelled, it emerges from the 

micro decisions of the individual agents; 
- Input distributions are often based on theories or subjective data; 

These attributes doesn’t describe manufacturing and supply chain processes but 
describe many aspect of management.  

The emergence of ABS as a technique in Operational Research is timely. 
Globalised business is a highly complex management process, and making 
decisions in this environment is not well supported by the current set of tools, 
including DES [1]. 
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4   Available Agent Systems 

In table 1 is presented list of selected agent systems. This list includes systems 
which originate really from agent based approach. 

Apart from presented list there are available many systems based on Java like: 
iGen, ICARO-T, JABM, JAMEL, JANUS, JAS, JASA , JCA-Sim, Madkit, 
Mason, Moduleco, Sugarscape, VSEit. There is a number of excellent 
academically developed tools, the commercially available software is limited to 
AnyLogic (but Anylogic origins are from DES so we classified it as DES system 
which included ABS approach), and all of these products expect knowledge of 
object oriented programming techniques and the modeller needs to be comfortable 
with Java. It is difficult to find an agent system which has possibilities to combine 
agent based and DES.   

Table 1 List of selected available agent systems. 

Name Description www 
Altreva 
Adaptive 
Modeler 

software application for creating market simulation 
models for price forecasting of real-world stocks and 
other securities. 

www.altreva.com 

AgentBuilder an integrated software toolkit to quickly develop 
intelligent software agents and agent-based 
applications 

www.agentbuilder.com 

AOR 
Simulation 

AB discrete event sim.; special extensions for 
modelling cognitive agents (with beliefs and speech-
act-based information exchange communication). 

oxygen.informatik.tu-
cottbus.de/aor/ 

Ascape General-purpose agent-based models. ascape.sourceforge.net 

Brahms Multi-agent env. for sim. organizational processes www.agentisolutions.com 

Construct Multi-agent model of group and organizational 
behavior. 

www.casos.cs.cmu.edu/proj
ects/construct/index.php 

FAMOJA Resource flow management, theoretical systems 
science, applied systems, environmental analysis 

www.usf.uos.de/projects/fa
moja/ 

JADE Distrib applications composed of autonomous entities jade.tilab.com/ 
NetLogo Social and natural sciences; Help beginning users get 

started authoring models 
ccl.northwestern.edu/ 
netlogo/ 

5   DES Systems on the Market 

Table 2 presents the list of selected DES systems. This list includes systems which 
really originate from discrete events approach. 

Table 2 List of selected DES systems available on market (O – Open Source, C – 
Commercial). 

Name Description O/C www 
PowerDEVS an integrated tool for hybrid systems modeling and

simulation based on the DEVS formalism. 
O www.fceia.unr.edu.ar/lsd/po

werdevs/index.html 
SimPy an open source process-oriented discrete event 

simulation package implemented in Python.  
O simpy.sourceforge.net/ 
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Table 2 (continued) 

Tortuga an open source software framework for discrete-
event simulation in Java. 

O www.ohloh.net/p/tortugades 

Facsimile discrete-event simulation/emulation library O www.facsim.org/ 
Galatea the product of two lines of research: simulation 

languages based on Zeigler's theory of simulation
and logic-based agents. 

O galatea.sourceforge.net 

MASON fast discrete-event multiagent simulation library core
in Java 

O cs.gmu.edu/~eclab/projects/
mason/ 

AnyLogic graphical general purpose simulation tool which 
supports discrete event (process-centric), system 
dynamics and agent-based modeling approaches 

C www.xjtek.com/ 

Arena simulation and automation software developed by
Rockwell Automation. It uses the SIMAN procesor
and simulation language. 

C www.arenasimulation.com 

Enterprise 
Dynamics 

simulation platform developed by INCONTROL
Simulation Software. Features include drag-and-drop 
modeling and instant 2D and 3D Animation 

C www.incontrolsim.com 

ExtendSim general purpose simulation software package C www.extendsim.com 
Flexsim discrete event simulation software which includes

the basic and three product lines: distributed
simulation system (DS), container terminal library
(CT) and  Healthcare Simulation ( HC) 

C www.flexsim.com 

Witness A discrete event simulation environment, with
graphical 2D & 3D and scripting interfaces, for
modelling processes and experimentation 

C www.lanner.com 

Plant 
Simulation 

by Siemens PLM Software enables the simulation
and optimization of production systems and
processes 

C www.plm.automation.sieme
ns.com 

ProModel discrete event simulation tools C www.promodel.com 
Simio tool for rapid modeling of discrete-event systems to 

give rapidly an accurate 3D animated models. 
C www.si mio.com 

 
Some systems offer possibilities to combine DES with ABS. the first is 

AnyLogic. AnyLogic supports agents in a continuous or discrete environment and 
also supports sophisticated animation capabilities to visualize agent behaviours. It 
contains a graphical modelling language and also allows the user to extend 
simulation models with Java code. The Java nature of AnyLogic allows model 
extensions via Java coding as well as the creation of Java applets which can be 
opened with any standard browser. The second system is Simio. The Simio 
framework is a graphical object-oriented modelling framework as opposed to 
simply a set of classes in an object-oriented programming language that are useful 
for simulation modelling. The graphical modelling framework of Simio fully 
supports the core principles of object oriented modelling without requiring 
programming skills to add new objects to the system. Simio framework is domain 
neutral, and allows objects to be built that support many different application 
areas. The Simio framework supports multiple modelling paradigms. The 
framework supports the modelling of both discrete and continuous systems, and 
supports an event, process, object, and agent modelling view. The third system is 
Flexsim. The Flexsim Simulation Software is a new generation of simulation 
software. The from the scratch own developed simulation kernel, the seamless 
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integration of Microsoft C++ and the use of the newest OpenGL technology for 
unrivalled 3D animation in combination with the just as compact as practice-
oriented library are the highlights of Flexsim. Flexsim is offered in following 
versions: GP (General Purpose Simulation), CT (Container Terminal Simulation), 
DS (Distributed Simulation) and HC (Healthcare Simulation). Flexsim DS is an 
object oriented simulation tool. Thereby is naturally well suited to ABS. It also 
possesses special features for modelling large volume systems, either through it's 
built in modelling constructs, or c++ for especially demanding agent based 
models. 

 

 

Fig. 1 Different level of user possibilities in Flexsim. 

6   Conclusions 

We identify two main barriers for ABS implementation in area of manufacturing 
and supply chain. These barriers are on the different levels: 

- features of manufacturing and supply chain processes - queuing 
simulations or complex network of queues, in which the processes can be 
well defined and their emphasis is on representing uncertainty through 
stochastic distributions, 

 

 

The Pick List 

The Code Template (friendly editing) 

The Code Edit (Access to Flexscript/C++) 
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- all of ABS products expect knowledge of object oriented programming 
techniques and the modeller needs to be comfortable with Java. These are 
not skills that the average manager has developed during his career. For 
this reason, ABS remains the domain of a relatively few skilled experts and 
academic researchers. 

The first challenge is therefore for the software development community, working 
in collaboration with current users from manufacturing and supply chain areas to 
establish how and where software can simplify the more technical aspects of ABS 
and reduces this barrier to entry. Reducing the amount of java code to be written is 
a must [7]. 

Based on our researches we decided to choose Flexsim (figure 1) as our main 
simulation tool for two reasons.  

The first one is that in Flexsim DS the ability to combine any number of models 
together provides unlimited scalability, such that in principle, any size of agent 
model can be constructed. This can be especially important when agent based 
models have the possibility to become computationally intensive. Flexsim is able 
to represent agents with objects and can describe the state models of each agent 
object in it's own modelling language or c++. The 3D virtual reality environment 
of Flexsim allows the agents to operate in a detailed high fidelity world where 
geometry, shapes and motion exist. Rapid development of agent models is 
facilitated through the built in flexscript language engine which does not require 
compilation steps, and if more simulation execution power is required, the same 
code can be promoted seamlessly to c++ for optimal performance. 

The second is that Flexsim offers possibilities to work through the three levels 
of users: occasional, intermediate and advanced. According to these levels 
Flexsim propose to work using (see figure 4): 

- the pick list, 
- the code template (user friendly), 
the code edit (access to Flexsript/C++). 
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A Genetic Algorithm-Based Heuristic for  
Part-Feeding Mobile Robot Scheduling Problem 

Quang-Vinh Dang, Izabela Ewa Nielsen, and Grzegorz Bocewicz* 

Abstract. This present study deals with the problem of sequencing feeding tasks 
of a single mobile robot with manipulation arm which is able to provide parts or 
components for feeders of machines in a manufacturing cell. The mobile robot has 
to be scheduled in order to keep machines within the cell producing products 
without any shortage of parts. A method based on the characteristics of feeders 
and inspired by the (s, Q) inventory system, is thus applied to define time win-
dows for feeding tasks of the robot. The performance criterion is to minimize total 
traveling time of the robot in a given planning horizon. A genetic algorithm-based 
heuristic is developed to find the near optimal solution for the problem. A case 
study is implemented at an impeller production line in a factory to demonstrate the 
result of the proposed approach. 

Keywords: Scheduling, Mobile Robot, Genetic Algorithm, Part Feeding. 

1   Introduction 

Today’s production systems range from fully automated to strictly manual. While 
the former is very efficient in high volumes but less flexible, the latter is reversed. 
Therefore, manufactures visualize the need for transformable production systems 
that combines the best of both worlds by using new assistive automation and mo-
bile robots. A given problem is particularly considered for mobile robots with ma-
nipulation arms which will automate extended logistic tasks by not only transport-
ing but also collecting containers of parts and emptying them into the place 
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needed. In that context mobile robots play the role of agents [12], attempting to 
reach their goals while following rules specific for a given production system. So, 
the considered systems are treated as multi-agent ones in which each robot can be 
seen as an autonomous object capable to undertake decisions about moving, feed-
ing, emptying containers and completing operations, etc. 

Feeding operation studied in this paper is a kind of extended logistic tasks. 
However, to utilize agents in an efficient manner requires the ability to properly 
schedule these feeding tasks. Hence, it is important to plan in which sequence 
agents’ process feeding operations so that they could effectively work while satis-
fying a number of technological constraints. 

Robot scheduling problem has attracted interest of researchers in recent dec-
ades. Crama and van de Klundert [1] considered the flow shop problem with one 
transporting robot and one type of product to find shortest cyclic schedule for the 
robot. Afterwards, they demonstrated that the sequence of activities whose execu-
tion produces one part yields optimal production rates for three-machine robotic 
flow shops [2]. Crame et al. [3] also presented a survey of cyclic robotic schedul-
ing problem along with their existing solution approaches. Dror and Stulman [5] 
dealt with the problem of optimizing one-dimensional robot’s service movements. 
Kats and Levner [7, 8] considered m-machine production line processing identical 
parts served by a mobile robot to find the minimum cycle time for 2-cyclic sche-
dules. Maimon et al. [9] introduced a neural network method for a material-
handling robot task-sequencing problem. Suárez and Rosell [11] built several 
strategies and simulation model to deal with the real case of feeding sequence se-
lection in a manufacturing cell consisting of four identical machines. Most of the 
work and theory foundation considered approaches for scheduling robots which 
are usually inflexible, move only on fixed path and repeatedly perform a limited 
sequence of activities. There is still lack of approaches for scheduling mobile ro-
bots which are able to move around within a manufacturing cell to process ex-
tended logistic tasks with specific time windows and limitation in carrying capaci-
ty of mobile robots. Such a problem is modeled in several respects comparable to 
Asymmetric Traveling Salesman Problem (ATSP) in which the traveling time/cost 
might be different in two directions of a path. In addition, the ATSP belongs to 
NP-complete class [8] in which the required computational time exponentially 
grows with the size of the problem. Therefore, in this paper we focus on develop-
ing a computationally efficient heuristic, namely genetic algorithm-based heuristic 
for scheduling of mobile robot for feeding tasks which could be predetermined 
based on characteristics of feeders. 

The remainder of this paper is organized as follows: in the next section, prob-
lem description is described while a genetic algorithm-based heuristic is presented 
in Section 3. A case study is investigated to demonstrate the result of the proposed 
algorithm in Section 4. Finally, conclusions are drawn in Section 5. 

2   Problem Description 

The work is developed for a real cell that produces parts for the pump manufactur-
ing industry at a factory in Denmark. The manufacturing cell consists of a central 
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warehouse, a single mobile robot (an agent), multiple machines which form  
production lines and feeders which are designed to automatically supply parts to 
these machines. The robot carries one or several small load carriers (SLCs) con-
taining parts from the warehouse, moves to feeder locations, empty all parts inside 
SLCs to feeders, then returns to the warehouse so as to unload all empty SLCs and 
take filled SLCs. Each feeder (or task), which possesses its own characteristics 
such as maximum, minimum levels and consuming rate of parts, has to be served a 
number of times in order to keep manufacturing products, so the robot has a set of 
sub-tasks possessing time windows to carry out on each feeder during planning 
horizon. The manufacturing cell considered can be seen as an agent system that 
can be easily extended to the multi-agent one. 

To enable the construction of a feeding schedule for the mobile robot, the fol-
lowing assumptions are made: a fully automatic mobile robot is considered in dis-
turbance free environment; the robot can carry several SLCs at a time with limita-
tion in payload; all tasks are periodic, independent, and assigned to the same 
robot; working time and traveling time of the robot between any two locations, in 
which either one of the locations could be a feeder or warehouse, are known; con-
suming rate of parts in a feeder is known; all feeders of machines have to be fed 
up to maximum level and the robot starts from the warehouse at the initial stage. 

In order to accomplish all the movements with a smallest consumed amount of 
battery energy, the total traveling time of the robot is an important objective to be 
considered. Concerning computational time of the problem belonging to NP-
complete class, it exponentially grows with the size of the problem (i.e. longer 
planning horizon, larger number of feeders). It is therefore necessary to develop a 
computationally effective algorithm that determines in which way the robot should 
supply the feeders with parts in order to minimize its total traveling time within 
the manufacturing cell while satisfying a number of technological constraints. 

3   Genetic Algorithm-Based Heuristic 

Among many meta-heuristics, genetic algorithm, a well-known method, is applied 
to develop a heuristic, shown in Figure 1, which is allowed to convert the afore-
mentioned problem to the way that a near optimal solution could be found. The 
genetic algorithm-based heuristic consists of the following steps: (i) genetic repre-
sentation and initialization, (ii) adjustment mechanism and fitness evaluation, (iii) 
selection, and (iv) crossover and mutation. 

 

 

Fig. 1 Flow chart of the genetic algorithm-based heuristic 
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(i) Genetic Representation and Initialization 

For the problem under consideration, a solution can be represented by a chromo-
some as shown in Figure 2. Each gene in a chromosome consists of two parts. The 
first part is the index of a task (feeder) while the second one implies the index of 
sub-task of that task. The length of each chromosome is total number of sub-tasks 
of all tasks which the mobile robot has to perform during the planning horizon.  

 

 

Fig. 2 Genetic representation 

For initial generation, genes on a chromosome are randomly filled with sub-
tasks of all tasks until the end of length of that chromosome. 

(ii) Adjustment Mechanism and Fitness Evaluation 

After initialization or crossover and mutation operations, chromosomes are ad-
justed to be valid and then calculate their fitness values. A valid chromosome 
should satisfy two constraints about time windows of sub-tasks and capacity Q of 
the robot. For the first constraint, the start time of a sub-task of a task should be 
in-between release time and due time of that sub-task which could be determined 
by maximum level, minimum level and consuming rates of parts, while the second 
constraint requires the robot not to serve number of sub-tasks greater than number 
of SLCs it is carrying. An adjustment mechanism as below is applied to each 
chromosome in the initial generation or descendant so as to take these constraints 
into account. 

Step 1: For each task, rearrange its sub-tasks in ascending order of their indices 
Step 2: Rearrange considering time windows of all sub-tasks 

Step 2.1: Compute start time of the current sub-task. If start time of the 
current sub-task satisfies its time window then move to the next 
sub-task; otherwise go to step 2.2 

Step 2.2: Considering from the first sub-task to the current sub-task, make 
a list of candidates of sub-tasks whose release times are greater 
than that of the current one 

Step 2.3: Select randomly a candidate from the list 
Step 2.4: Insert the current sub-task to the position of the selected candi-

date 
Step 2.5: Re-compute start times of the sub-tasks from the position of the 

selected candidate. If all start times of the sub-tasks satisfy their 
time windows then go to step 3; otherwise go back to Step 2.3. 
If none of candidate is selected then discard this chromosome, 
generate a new one instead and go back to Step 1 
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Step 3: Rearrange considering capacity of the robot and time windows 

Step 3.1: From the latest sub-task at the warehouse after every Q sub-
tasks, add another sub-task at the warehouse of the robot. 

Step 3.2:  Re-compute start times of the next Q sub-tasks from the newly 
added sub-task at the warehouse. If all start times of Q sub-
tasks satisfy their time windows then go back to Step 3.1; oth-
erwise go to Step 3.3 

Step 3.3: Q = Q - 1 and go back to Step 3.1. If Q = 0 then discard this 
chromosome, generate a new one instead and go back to Step 
1. Note that the decrease of Q occurs only in the current loop, 
it will turn back to its predetermined value in the new loop. 

Following the adjustment mechanism, the fitness evaluation will be taken place. 
The fitness value of a chromosome equals the total traveling time which the mo-
bile robot moves from location of the first sub-task to location of the last one. 

(iii) Selection 

Various evolutionary methods can be applied to this problem. (µ  + λ) selection is 
used to choose chromosomes for reproduction. Under this method, µ  parents and λ 
offspring compete for survival and the µ  best out of the offspring and old parents, 
in other words, the µ  lowest in terms of the total traveling time, are selected as the 
parents of the next generation. Such selection mechanism guarantees that the best 
solutions up to now are always in the parent generation. 

(iv) Crossover and Mutation 

Crossover and mutation are main genetic operators. A crossover generates 
offspring by combining the information contained in the chromosomes of parents 
so that new chromosomes will have the good features of the parents’ chromo-
somes. The Roulette-wheel selection is used in the algorithm, which probabilisti-
cally selects chromosomes of parents based on their fitness values (Goldberg, 
1989). Genes on the selected chromosomes, which represent sub-tasks at the 
warehouse, are removed before recombination. An offspring then is generated 
with order crossover (OX) described as follow. Two cut points to be randomly 
chosen on the parent chromosomes. The string between these cut points in the first 
parent are first copied to the offspring. The remaining positions are filled by con-
sidering the sequence of genes in the second parent starting after the second cut 
point (when reaching to the end of chromosome, the sequence continues at posi-
tion 1) [10]. The order crossover acts with probability Pc. After crossover, some 
offspring undergo mutation operator which is applied with probability Pm. The op-
eration of mutation selects two positions within a chromosome at random and then 
inverts the substring between these two positions to produce heterogeneous chro-
mosomes to avoid premature convergence of the algorithm. 
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4   Case Study 

To examine performance of the proposed algorithm, a case study is investigated at 
the CR factory at Grundfos A/S. The chosen area for this case study is the CR 1-2-
3 impeller production line which produces impellers for the CR products. The CR 
line consists of four feeders that have to be served by the mobile robot. Besides, 
different feeders are filled by different kinds of parts, namely back plates for feed-
er 1, vanes for feeder 2 and 3, front plates for feeder 4. On the CR line, a number 
of vanes are welded together with back and front plates to produce an impeller. 
Fig. 3 below particularly illustrates the aforementioned production area. 
 

 

Fig. 3 CR 1-2-3 impeller production line 

The maximum number of SLCs carried by the robot is 2. The average number 
of parts per SLC fed to feeder 1 or 4 is 125 (approximately 2 kg/SLC), while the 
average number of parts per SLC fed to feeder 2 or 3 is 1100 (approximately 1 
kg/SLC). The maximum, minimum levels, consuming rate of parts and working 
time of robot at feeders are given in Table 1, while Tables 2 shows traveling time 
of robot from one location of feeder to another (feeder 0 means the warehouse). 

Table 1 Maximum, minimum levels, consuming rate, and working time of robot at feeders 

Feeder/Task 0 1 2 3 4 

Maximum level (part) - 250 2000 2000 250 

Minimum level (part) - 125 900 900 125 

Consuming rate (sec/part) - 4.5 1.5 1.5 4.5 

Working time of robot (sec) 90 42 42 42 42 
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5   Conclusions 

In this paper, a new problem of scheduling a single mobile robot which performs 
part-feeding tasks is considered. To accomplish all tasks in the planning horizon 
within allowable limit of battery capacity, it is important to determine feeding se-
quences which minimize total traveling time of the mobile robot while taking into 
account a number of practical constraints. A genetic algorithm-based heuristic was 
developed to find near optimal solutions for the problem. The particular real case 
of an impeller production line was described to demonstrate the result of the pro-
posed heuristic. The result showed that the proposed heuristic was significantly 
fast to obtain the near optimal solution. The solution is useful to managers for  
decision making at an operational level and the approach could be also applied in 
variety of tasks of not only mobile robots but also automatic guided vehicles. 

The presented approach provides a solid framework that enables to model and 
evaluate scheduling tasks of multi-agent systems. For further research, re-
scheduling mechanisms based on obtained schedules and feedback from the mobile 
robot fleet and shop floor should be developed to deal with real-time disturbances 
such as broken-down machines or unexpected shortage of parts of feeders.  
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ACA Multiagent System for Satellite Image
Classification

Moisés Espı́nola, José A. Piedra, Rosa Ayala, Luı́s Iribarne,
Saturnino Leguizamón, and Massimo Menenti

Abstract. In this paper, we present a multiagent system for satellite image clas-
sification. With this aim we will describe a new classification algorithm based
on cellular automata called ACA (Algorithm based on Cellular Automata). This
algorithm can be modeled by agents. Actually, there are different classification al-
gorithms, such as minimum distance and parallelepiped classifiers, but none is full-
reliable in terms of quality. One of the main advantages of ACA is to provide a
mechanism which offers a hierarchical classification divided into levels of reliability
with a final quality optimized through contextual techniques. Finally, we have devel-
oped a multiagent system which allows to classify satellite images in the SOLERES
framework.

1 Introduction

The satellite image classification is one of the most important techniques used in
remote sensing that helps on interpreting a great deal of information contained in
the spectral bands [1], grouping together the image pixels in a finite number of
classes, basing on the spectral values of the bands [2]. The information obtained
by the satellite sensors as digital levels is changed into a categorical scale easy to
interpret by the expert analyst. The resulting classified satellite image is essentially
a thematic map of the original image and pixels belonging to the same class will
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have similar spectral characteristics [3]. The pixels are labelled as the same class
most closely resembles digitally [4]. There are a lot of satellite image classification
algorithms, and the use of a particular one depends of the analyst knowledge about
the study zone [5].

The classification algorithms work really well in non-noisy satellite images and if
the spectral properties of the pixels determine the classes sufficiently well. However,
if the images are altered with a gaussian impulse-type noise or there are essential
changes in the pixels properties, the resulting image may have lots of tiny areas
(often a pixel) which are misclassified. To sort out this classification error, we can
use contextual information taking into account not only the spectral values but also
its surrounding pixels. There are several contextual classification algorithms which
use average values or texture description to improve the spectral classification, but
none is full-reliable in terms of quality. This paper studies the development of a
new classification multiagents based on cellular automata that offers a hierarchical
classification divided into levels of reliability and improves the final quality. The rest
of the paper is structured as follows. Section 2 describes the use of cellular automata
to classify satellite images (ACA). Section 3 shows the results and conclusions.
Finally, in section 4, we finish the paper by exposing future work.

2 Classification with Cellular Automata

Cellular automata [6, 7] have been widely used for environmental simulations like
simulating snow-cover dynamics [8], modelling vegetation systems dynamics [9],
detecting vibrio cholerae by indirect measurement of climate and infectius disease
[10], simulating forest fire spread for the prediction of disasters [11] [12] and sim-
ulating land use dynamics [13] [14].

Cellular automata have been also applied in image processing, like image en-
hancement (noise-reduction filters) and edges detection [15].

There are few works using cellular automata applied to satellite image classifica-
tion [16], but these works do not use contextual techniques for getting a hierarchical
classification. This paper presents a new methodology for implementing a satellite
image supervised classification Algorithm based on Cellular Automata (ACA). It
classifies the image pixels basing on both spectral and contextual information of
each pixel, and consequently it improves the results obtained by other supervised
classification algorithms in the literature (i.e., classical minimum distance algorithm
is only based on spectral values without contextual information added).

2.1 General ACA Architecture

In order to create a multiagent system for satellite image classification based on
cellular automata, we have implemented the architecture shown in Fig. 1.
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Fig. 1 The general ACA Multiagent Architecture.

The general ACA multiagents architecture is composed of 4 agents: the Main
ACA Agent, the Spectral ACA Agent, the Contextual ACA Agent and the Quality
ACA Agent:

• Main ACA Agent. The Main ACA Agent has two inputs: the original image that
we want to classify and the training set obtained previously from pixels belonging
to the classes selected for the cellular automata classification process. The Main
ACA Agent manages the number of iterations of the cellular automata.

• Spectral ACA Agent. With inputs obtained by the Main ACA Agent, the Spectral
ACA Agent is prepared to make a supervised classification, using results previ-
ously obtained by a modified classical supervised classification algorithm. The
classical algorithms are minimum distance and parallelepiped supervised classi-
fiers. Before carrying out the classification process, the user chooses the classical
supervised algorithm on which he wishes the Spectral ACA Agent to be based.

• Contextual ACA Agent. In order to improve the results obtained through Spectral
ACA Agent, the Contextual ACA Agent changes its behavior by using cellular
automata, adding elements such as new states and rules to the supervised clas-
sification process. The user can also change the neighborhood (von Neumann,
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Moore or extended Moore neighborhood) as well as the states and rules of the
cellular automata. The user can configure all these inputs related to cellular au-
tomata before carrying out the classification process in order to customize the
final results and adjust the cellular automata behavior to the study area.

• Quality ACA Agent. This Agent takes as inputs the image classified through the
Contextual ACA Agent and the image classified through expert field work. It gets
the confusion matrix of both images and it shows an index of the accuracy rate
in the cellular automata classification process. It also provides a list of wrongly
classified pixels that relates the class to which it really belongs (expert field work)
to the class where it has been classified (classification of ACA Agents).

2.2 ACA Agents

The ACA multiagent system is shown in Table 1, 2 and 3. Table 1 executes the
iterations of the cellular automata. In each iteration, we first make a spectral classi-
fication of all pixels not classified in the image yet (see Table 2) and subsequently
we make a contextual classification of those being in the radius permitted belonging
to their class (see Table 3).

Table 1 Main ACA agent.

Main ACA Agent (E,numClasses,numIterations, threshold)
Input:

E = {e1,e2, ...,en}: set of pixels to classify
numClasses: number of classes
numIterations: CA maximum iterations
threshold: threshold for class membership

Output:
C = {c1,c2, ...,ck}: set of classes centers
L = {l(e)|e = 1,2, ...,n}: classified pixels

01 for i ← 0 to numIterations do
02 foreach ei ∈ E do
03 ifei.classi f icated �= true then
04 spectralClasses ← SpectralACAAgent(ei,numClasses, threshold);
05 ifspectralClasses �= /0 then
06 f inalClass ←ContextualACAAgent(ei,spectralClasses);
07 endif
08 endif
09 end
10 threshold ← threshold + incremental;
11 end
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Table 2 Spectral ACA agent.

Spectral ACA Agent (ei,numClasses, threshold)
Input:

ei: pixel to classify
numClasses: number of classes
threshold: threshold for class membership

Output:
spectralClasses: classes which may belong the pixel

01 spectralClasses ← /0;
02 for j ← 0 to numClasses do
03 ifminDistance(ei,class j)| j ∈ {1..k} ≤ threshold then
04 spectralClasses ← spectralClassesUclass j;
05 endif
06 end

Table 3 Contextual ACA agent.

Contextual ACA Agent (ei,spectralClasses)
Input:

ei: pixel to classify
spectralClasses: classes which may belong the pixel

Output:
f inalClass: final class of the pixel

01 ifsize(spectralClasses) = 1 then
02 if{spectralClasses} �= noiseClass then
03 ei.class ← {spectralClasses};
04 ei.quality ← numIteration;
05 ifneighbourhoodClassesType(ei) = 1 then
06 ei.type ← f ocusPixel;
07 endif
08 ifneighbourhoodClassesType(ei) = 2 then
09 ei.type ← edgePixel;
10 endif
11 endif
12 if{spectralClasses}= noiseClass then
13 ei.class ← bayesNeighbourhood();
14 ei.quality ← numIteration;
15 ei.type ← noisePixel;
16 endif
17 endif
18 ifsize(spectralClasses) �= 1 then
19 ei.class ← bayesNeighbourhoodClass();
20 ei.quality ← numIteration;
21 ei.type ← uncertainPixel;
22 endif
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3 Result and Conclusions

The satellite image classification algorithm based on ACA cellular automata has
been implemented and experimented in the SOLERES framework. The experiments
have been carried out on a multispectral Landsat image using a window size of
301x301 pixels (90601 pixels altogether). The spatial resolution of each pixel is
30x30m. The image corresponds with a region in the provinces of Almeria and
Granada (Spain). This geographic region has a significant percentage of uncertain
pixels due to the soil heterogeneity and the image has a minimum percentage of
noisy pixels (1% of noise has been added artificially).

Fig. 2 shows the spectral ACA that is based on classical supervised algorithm
(minimum distance) improved by means of cellular automata techniques thanks to
the division of the classification process into several iterations. This division entails
a hierarchical classification of different layers with a level of reliability each one.
Therefore, the pixels classified in the first iterations are more reliable than the pixels
classified in the following ones.

There are 77174 rightly classified pixels (85% rightly classified) in the classical
minimum distance algorithm and 81599 rightly classified pixels (90% rightly clas-
sified) in the ACA minimum distance algorithm. Therefore, our algorithm improves
the accuracy rate of the classical minimum distance algorithm around 5% by the
confusion matrix.

In conclusion we can say that the results obtained in the satellite image classifi-
cation using cellular automata are quite satisfying from several points of view.

Firstly, we improved the classification quality. We achieved this objective thanks
to the contextual information provided by the neighborhood of the cellular automa-
ton. Such process was improved because we used neighbors classified in previous
iterations, and therefore, pixels closer to classes from a spectral point of view. This
makes the uncertain and noisy pixels be classified with a higher degree of certainty.
Our algorithm improves the accuracy rate of the classical minimum distance algo-
rithm around 5%.

Secondly, with the ACA multiagent system we get a hierarchical classification
based on layers of reliability, where each layer corresponds to a cellular automatons
iteration. Throughout the execution of the ACA, the spectral radius belonging to the
classes is increasing in each iteration; so, the first iterations provide maximum reli-
ability layers since such layers have the pixels spectrally closest to the centers of the
classes (some even correspond to the set of samples). While the cellular automaton
is executing iterations, such spectral distance is increasing; so, the classified pix-
els are less reliable because they are further from the centre of their corresponding
classes. Finally, the uncertain pixels are classified in the last iterations. They require
contextual information to count the classes of the neighboring pixels (already clas-
sified in previous iterations, and therefore more reliable) and thus improve the final
result.

Thirdly, the ACA multiagent system also offers spatial edge detection of classes
in the satellite image itself, which can be rather useful in the subsequent
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Fig. 2 (a) Iteration 1, (b) Iteration 3, (c) Iteration 5, (d) Iteration 7, (e) Iteration 9, (f) Iteration
11, (g) Iteration 13, (h) Iteration 15, (i) Iteration 17, (j) Iteration 20, (k) Iteration 50, (l)
Iteration 100.

interpretation and analysis of the results obtained, as well as a list of uncertain and
noisy pixels so that the experts can easily detect them.

4 Future Work

This section mentions the future objectives to optimize the presented work:

• Develop a fuzzy ACA multiagent system adding fuzzy rules and states to the
cellular automata.

• Add a new level of classification to the ACA multiagent system: textural
classification (based on textures). Thus, we would have two different levels of
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classification: pixel level (spectral and contextual information) and regional level
(texture data).
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Automatic Extraction of Geographic Locations
on Articles of Digital Newspapers

Cesar Garcı́a Gómez, Ana Flores Cuadrado, Jorge Dı́ez Mı́nguez,
and Eduardo Villoslada de la Torre

Abstract. On this article, we present a model to make easier the reading of digital
newspapers extracting the location of the news from the articles and showing the
places associated with the news on a map. A module of supervised keyword-based
extraction recognizes and classifies the geographical locations like named entities.
The extraction results are improved using dictionaries or gazetteers (a list of named
entities of the geographic area where the news are located). Thesauri are also used
to check and complete the results, and for the named entities disambiguation. Fi-
nally, the model has been applied to “El Norte de Castilla”, a digital publication of
Vallladolid, to validate and identify the tools and techniques with the best results.

1 Introduction

In the last years, the content of more and more digital publications (magazines,
newspapers) has been published on the Internet. There are even publications which
can be exclusively read on the Web. To compete on this area, digital publications,
besides taking into account the news quality and its importance, must offer value
added services to attract a greater number of readers, such as displaying the news
on maps based on its geographic location.

Currently, there are applications that allow searches on a group of fixed newspa-
pers based on keywords. E.g. users can search for news, activities or services related
to a location of United Kingdom using UpMyStreet [24].
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However, our goal is to create a more intuitive and visual way of reading digital
newspapers, through a model which is able to extract the locations where the news
happens or those ones whom the news refers to, in order that the news can be located
on a map. The application of Geographical Location Extraction techniques [19, 18]
on natural language documents has been used to built this model.

The geographical locations extraction is a subtask (called Named Entities Recog-
nition and Classification (NERC) [18, 20, 25, 17, 16]) of a use case of the tech-
niques to extract keywords and phrases (Keyword Extraction / Keyphrase Extrac-
tion) [13]. The named entities to be extracted, are usually classified in the following
categories; Location names [LOC], Person names [PER], Organizations [ORG] and
others [MISC].

The recognition and classification of named entities is based on the use of tech-
niques of Machine Learning, Pattern Matching and Natural Language Processing.
Many recognition and classification tools must be trained using a set of training
documents manually classified. When the training is over, another set of articles
manually classified is used to check the proposed tool, and the results are contrasted
with the classification made by human raters. The success degree of these tools can
be increased providing them a limited vocabulary (a keywords set (or its synonyms)
extracted from a document). In addition, a model based on semantic techniques
[26, 2] can be used to improve the process of geographical location, such as thesauri
to confirm and complete the results and to resolve ambiguities. The semantic mod-
els set up the relation-ship between the news terms that are not addresses, (such as
buildings, institutions,...) and the geographical units that represent them. The model
is populated with characteristic keywords of an area and it forms part of the dictio-
nary of streets, towns, organizations, institutions,..., which are readily available on
Internet (street maps, GIS (geographic information system) systems).

Finally, this system has been implemented developing a Web application where
the results of the extraction of locations of some sections of “El Norte de Castilla”,
a real digital publication, can be viewed.

The article contains the following parts: Section 2 describes the system architec-
ture and its components, Section 3 presents and compares the results obtained of the
improvements application (NERC tools, thesauri...) on the system. Finally Section
4 presents the conclusions and the future lines.

2 System Architecture

The architecture and the workflow of system operations are shown below (Figure 1):

1. The system connects to the URL (Uniform Resource Locator) where there are
various RSS feeds (Really Simple Syndication) with a summary of the news of the
digital newspaper. The system reads the contents of the RSS feeds and extracts
the complete URLs of the news.

2. The news are read one by one and written into a file, only containing the title
and the news text. The HTML (HyperText Markup Language) tags and other
unnecessary elements are removed.
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Fig. 1 High level architecture of the locations extraction system

3. Named entities of the news are labeled on the files by a semi-supervised NERC.
The semi-supervised NERC is formed by the combination of a machine learning
module, previously trained, and a rule-based NERC module

4. The disambiguation of named entities using thesauri and semantic techniques
facilitates their identification on the files. The output files will contain the final
labeled named entities.

5. In the next step, the named entities labels are extracted and stored on a database
to facilitate subsequent consumption.

6. The Web application is in charge of showing a map with the possible locations
of news where the users can interact with them.

2.1 Components

Each of the architecture components are briefly described on the next paragraphs.

• RSS Feed Reader: Reads the XML (Extensible Markup Language) / RSS files
with the news summary whose URLs are stored on a configuration file, and ex-
tracts from them the full URL of each news.

• HTML Scraper: Performing HTML markup rules extracts the title and the body
of the news from HTML files whose URLs have been obtained by the RSS Feed
Reader. It removes the HTML marks and other unnecessary content (advertising,
links to other sections of the newspaper, etc).

• Semi-supervised NERC: It has two modules: the NERC module based on ma-
chine learning and the rule-based NERC. The rule-based NERC module au-
tomatically tags the news not labeled manually. These tags are used to train the
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NERC based on machine learning. The inputs of this module are the not labeled
news and to label them uses the rules stored on a configuration file. The outputs
are the Name Entities (NE) tagged on the articles depending on the type: [LOC]
for locations, [PER] for people and [ORG] for organizations. The NERC based
on machine learning is responsible of the final labeling of the named entities
and it must be previously trained. This module, in addition to the output of the
rule-based NERC, makes use of gazetteers of locations, people and organiza-
tions, providing a similar output to the one provided by the rule-based NERC,
but improved.

• NE Semantic Disambiguator: Makes the disambiguation of named entities,
classified by the semi-supervised NERC, that have several different meanings. It
also checks if the named entities identified by the NERC module have been clas-
sified correctly. This module makes use of a thesaurus in SKOS [7] which has
the NEs related to the newspaper section where the news appears. Initially, we’ve
focused on the section of news of Valladolid, so we’ve used a thesaurus gener-
ated using the method [8] around the concept of the Wikipedia “Valladolid”. The
semantic disambiguation is done using a ranking of the N possible meanings
that the named entity may have on the corresponding thesaurus and selecting the
one that reaches the higher valuation as the meaning. To built the ranking, we’ve
added a positively score when other words that maintains a semantic relation-
ship (altLabel, broader and narrower) with the word we want to disambiguate
appear on the same article. Unlike other solutions [3] that give the same score to
all the words present in a term context, we give different weights to these words
depending on their relation with the term to disambiguate

• Tag and Localization Extractor: It extracts the definitive named entities from
the files with the news tagged by the previous modules. It stores the news on
the database, linking each article with its set of named entities. It also makes
use of simple heuristics to determine which is the location where the news are
produced by applying precedence rules over the named entities of each article.
These rules give priority to entities of LOC type over ORG and PER entities.
Besides, if there are multiple LOC type entities, the less degree entity of the a
political-administrative and geographic hierarchy is selected as location. (E.g. a
street has preference over a city, if several entities are at the same level of the
hierarchy, the one which appears more often, is chosen and in case of equality is
selected the one which occurs above). A customized program has been created
instead of using specific rule tools such as Drools [12], due to the rules simplicity.

• Database: Contains the tables where the news and the named entities are store in
a structured way, facilitating the further consumption of the information by the
Web tools.

• Web Application: Based on a Model-View-Controller (MVC) architecture, it is
in charge of consulting the database and displaying the results properly. The user
can view the located news of a date and for a particular newspaper section on a
map and from there, he can access to the full news content on another section of
the Website (figura 2).
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Fig. 2 Web application screenshot over an article of a digital publication.

3 Experimentation and Validation

The evaluation purpose is to quantify the improvements introduced in the system
with the use of the techniques presented in this paper. The technique defined at
the IREX [11] and CoNLL [6] conferences has been used for the evaluation. This
technique is based on the comparison of MAF (micro-averaged f-measure) ( MAF
or F1 = 2 * P * R / (P + R)). Where precision (P) is the percentage of correct named
entities found and the coverage or recall (R) is the percentage of named entities
present on the articles found.

For the NERC tools selection, it has been made a study of several of them, which
have selected by their good results at conferences and congresses [18, 10, 5] and
by holding a steep learning curve. The tools selected were LBJ NER Tagger 1.2
[14, 21], Stranford NER [22], Lingpipe [1], CAGEclass [4], DRAMNERI [23], LT-
TTT2 [15], Freeling [9]. Several tests using different tools over the same set of
test articles of “El Norte de Castilla”have been performed. For all the tools, we’ve
performed some tests using local and general gazetteers and some tests without
them. As a result of the experiment, we can conclude that the best results have been
obtained using the LBJ NER Tagger 1.2 tool trained with the CoNLL2002 dataset
and using local gazetteers (Figure 3).

Two techniques have been used to improve the results: The first one consists
on including new locations (popular names of areas, neighborhoods or build-
ings...), local business organizations (companies on the region, hotels and restau-
rants, churches, museums, ..) on the used dictionaries, and increasing the number
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Fig. 3 LBJ NER. Training with CoNLL2002 and local gazetteers

of names of registered people. The other one is based on the thesauri use to make
the disambiguation of the named entities and to confirm the classification made by
the NERC tool. The thesauri are also used to help on the selection of the locations
shown on the Web. The Figure 4 shows the improvement on the results made using
these techniques.

Fig. 4 LBJ NER. Training with CoNLL2002, improved with local gazetteers and thesauri
use

The improvement on the results is evident. The global F1 parameter (related with
all named entities) improves about 20% compared to the value obtained before in-
troducing the improvements. Moreover, in the geographical locations (LOC entities)
case, the F1 improvement is over 7%. The improvements got in other types of en-
tities are even greater, due to the use of better local dictionaries. If we add to the
dictionaries the records of most companies and organizations, which belong not
only to the province but also to the autonomous region, the F1 of organizations will
be increased around 31%. If we increase the number of names of people, the F1 will
be improved on 17%.

Most failures happen on the entity classification, when a entity is classified like
a wrong type. E.g. José Zorrilla stadium should have been labeled like a ORG type,
but it was classified like a person [PER], due to this combination of words does not
often appear on the training set and the Wikipedia reinforces this term like a person
concept, since the principal meaning of José Zorrilla on the Wikipedia is related
with the famous writer born in Valladolid.

In conclusion, the results of NERC tools can be improved by optimizing the local
dictionaries, adding to them entities directly related to the articles analyzed scope
and using one or more thesauri related to the geographic area (city, province, region)
where the most articles of the digital publication are mainly located.
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4 Conclusions and Future Lines

In this paper, we’ve presented a system and a Web application that offer a more
intuitive and visual way to access and read of the news on digital newspapers, ap-
plying location extraction techniques. The location information extracted is used to
facilitate the reading of online newspapers, identifying visually the news location
extracted from the text and showing the places associated with the news on a map.

The use of NERC tools to extract locations on delimited domains provides signif-
icant improvements on the performance of some existing NERC systems. Several of
these tools improve their performance completing their gazetteers with local named
entities. So, our scientific contribution is developing a system to prove that the suc-
cess rates of these tools can be substantially improved applying two techniques:
adding to the dictionaries and gazetteers the named entities related to the area cov-
ered by the publication and using semantic techniques such as thesauri to check the
results got by the NERC tool and to resolve the named entity ambiguities

There are several areas for future evolution of the system. For example, it could
be incorporated new rules which do not limit the identification to independent en-
tities to select the final location of the news and allow to identify the routes or
neighborhoods. Likewise, it could be included features that allow users to search
for news happened in a date range, or in a given location or even in a geographic
area selected on the map.

Another possible future line would be the thesauri generation based on the dif-
ferent categories (sports, economy, society,...) and the sections of the publication to
analyze. The thesauri could be selected automatically depending on the section of
the newspaper containing the news that we want to locate geographically. Besides,
to increase the thesaurus reliability, when it is generated, it would be interesting
to integrate other data sources, not just the Wikipedia. Finally regular updates of
gazetteer used by NERC tools should be considered to maintain a high success rate.
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An Experiment to Test URL Features for Web
Page Classification∗

Inma Hernández, Carlos R. Rivero, David Ruiz, and José Luis Arjona

Abstract. Web page classification has been extensively researched, using different
types of features that are extracted either from the page content, the page struc-
ture or from other pages that link to that page. Using features from the page itself
implies having to download it before its classification. We present an experiment
to proof that URL tokens contain information enough to extract features to classify
web pages. A classifier based on these features is able to classify a web page without
having to download it previously, avoiding unnecessary downloads.

1 Introduction

Web page classification has been extensively researched, using different types of
features. In this context, features can be extracted from different sources, including:
the web page content [11], [13], [14], like the bag of words the page contains or
the number of images in it; the page structure [1], [2], [5], [15], like the distance
between its different components; or from other pages that link to the page [7], [8],
like the words in the anchor text.

Our hypothesis is that, in many web sites (excluding URL-friendly sites), the
set of tokens extracted from a page URL contains enough information to classify
that page. That is, we can calculate some features based exclusively on the infor-
mation contained in those tokens, and those features are usable to build a web page
classifier.
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We have observed that in those sites, for all URLs there are mainly two classes of
tokens: on one hand, we have tokens whose appearance in a URL depends on the re-
quest made by the user to obtain that page. For example, URL http://scholar.
google.com/scholar?q=java is obtained after issuing a query to Google
Scholar site, and token ”java” depends on the particular query. On the other hand,
there are tokens that do not depend on the user request; instead, they are always part
of the URL for each kind of URLs. In the former example, the token ”scholar” is
always included in any URL obtained after issuing a query in this site, in the same
position.

Considering exclusively the latter type of tokens, we are able to build URL pro-
totypes, that is, strings that represent a collection of URLs with a similar format.
Each URL prototype has a different format, and usually, points to a different type of
page, hence if we build a collection of prototypes for the site, each one representing
a different type of pages, we are able classify any given page, by comparing its URL
with the different prototypes, and finding the best match.

In this paper, we propose an experiment to calculate features for tokens in URLs
to test our previous hypothesis, and confirm our observation. We define features
for tokens that distinguish between these two different classes of tokens, and we
perform an statistical analysis to test whether these two classes of tokens are distin-
guishable in every web site. Once we justify this fact, we can use these features to
build the former URL prototypes, and use them to classify web pages.

In comparison with the other types of features that can be used to classify web
pages, token features can be calculated without having to download the web page,
just by analysing its URL, which avoids unnecessary downloads.

The rest of the article is structured as follows. Section 2 describes the related
work; Section 3 presents the experiment performed to justify our hypothesis; finally,
Section 4 lists some of the conclusions drawn from the research and concludes the
article.

2 Related Work

We have identified some proposals in the area of web page classification using fea-
tures extracted from URLs. Some of them are supervised, like [12], [16], [4], [3],
while [6] and [15] are not supervised.

Kan et. al. [12] presented one of the first approaches to web page topic classifi-
cation using only URLs. Their proposal consisted on tokenising URLs into tokens,
and then extracting features from those, like the words they contain, their type or
length, amongst others. These features are used to build a Maximum Entropy classi-
fication model. They work with a subset of the URLs to build a classification model,
so they perform a reduced crawling to obtain their training set. However, this is a
supervised proposal that requires a labeled set of training URLs. Furthermore, they
aim at classifying pages belonging to more than one site, and relies on words being
human-understandable, which is not always true.

http://scholar.
google
.com/scholar?q=java
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Vidal et. al [15] propose a technique to analyse a single site, and automatically
find pages that are similar to an example page that is given. To achieve so, the
site is mapped, and URL patterns are generated for those pages that lead (directly
or eventually) to those pages. To detect similarity between pages, the Tree Edit
Distance is used. To build the training set, they have to previously crawl the entire
site, download each page and then process them, which takes a significant amount
of time. Also, it does not classify a page according to its content, but to its structural
similarity to the given page. That means that pages containing information about
different topics may be classified as the same class.

Zhu et. al. [16] propose a link classifier, instead of a web page classifier, although
we include it in this framework due to their analysis of link features. They aim at
classifying links according to their function inside the site. They propose a taxon-
omy of predefined link classes, depending on the function that each link performs in
the page, namely: navigating, indexing, citing, recommending and advertising. They
analyse links to extract visual, content and structural features, amongst others, and
they build two types of supervised classifiers: SVM and decision trees. It is super-
vised proposal in which the classes are predefined in a rigid taxonomy. Furthermore,
their goal is not directly related to information extraction, like ours, so they are not
topic oriented; instead, their classifier may be used for user link recommendation.

Baykan et. al. [3] proposed a classifier that is similar to [12]. They tokenise URLs
as well to extract features, but they apply different supervised classification algo-
rithms, like SVM, Naı̈ve-Bayes or Maximum Entropy, and compare the results.
These algorithms need to be fed a list of words indicative for every topic that is
to be classified. On a previous work [4], the authors used the same idea, but this
time in order to classify pages according to their language, instead of their topic.
Just like [12], it is a supervised technique that classifies pages from different sites.

Finally, Blanco et. al. [6] consider that every site is created by populating HTML
templates with data from a database. Their goal is to cluster web pages so that each
cluster contains pages following a certain template. They observed that URLs gen-
erated from the same template have a similar pattern, just like pages generated from
the same template contain similar terms, so they proposed an algorithm for unsu-
pervised classification that combines web page contents and its URL as features,
by means of the minimum description length method (MDL). They require a large
training set, so they crawl the entire site in their experiments. Furthermore, to im-
prove the classification efficiency, features from the page itself are included in addi-
tion to the link-based features, which means that it must be downloaded previously.

In contrast to the former, our proposal is not supervised, and it does not require
to crawl the whole site to build the classification model, as in [15] or [6]. We use a
small subset of pages and URLs from the site, and we apply a statistical technique
to extract classification features from those URLs.

3 Experiment

Next, we present the experiment to justify our hypothesis. First, we describe the pro-
cess to obtain a set of tokens from a given web site and calculate features for those
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tokens. Then, we show the results of applying the former process to five academical
sites, and we analyse those results.

3.1 Features Calculation

To calculate the feature value of each token in a URL, we consider not only the
token, but the whole sequence of tokens from the beginning of the URL up to the
token itself, which we call the token prefix. For each token in a URL, we define its
feature value as the probability of the token prefix appearing in other pages from
the same web site. Following the frequentist approach, we estimate that probability
using the relative frequency of appearance of the token prefix. Therefore, we need
to obtain a sample of pages, extract the URLs of all the links inside them, and finally
calculate the relative frequency of their token prefixes. From here onwards, we will
represent the feature value of a token X by FX .

To obtain the sample, we perform a lightweight crawling over each site, to re-
trieve a representative sample of its pages. In this paper, we focus on dynamic pages,
that is, pages that are behind a form that must be filled in and submitted. The result
of those submissions is usually a hub, i.e., a list of results to the query, including a
brief description of the result, along with a link to another page with the extended in-
formation. Therefore, we should fill in the forms with values such that the resulting
query yields as many results as possible. In that case, the hub obtained in response
contains a large number of links, and our sample is more representative.

From those hubs, we extract all links, and we decompose them into tokens. We
use a tokeniser based on the standard for URIs defined in RFC 3986, according to
which a URI is composed of a protocol (e.g., http, ftp or https); an authority, also
known as domain name (e.g., google.scholar.com); a path, which is a sequence of
segments separated by a slash charater (’/’); optionally followed by an interrogation
mark (’?’) and a query string, which is a sequence of parameters separated by the
ampersand character (’&’), being each parameter of the form name ’=’ value.

Then, we calculate for each token, its feature value FX , estimating the probability
of the token prefix appearing in other hubs from the same site, by means of its
relative frequency.

3.2 Experimental Results

We have chosen five academical sites: Google Scholar, Arxiv, Microsoft Academic
Search, TDG Scholar and DBLP. For each of them, we performed the lightweight
crawling to obtain a test set of hubs. In order for this set to be representative from
the site, we chose a sample size that was sufficiently large, retrieving 100 hubs per
site. Then, we extracted all links in those hubs and tokenised them, obtaining the
test sets shown in Figure 1.

For each token, we calculate their feature value by estimating its probability, as
described previously. As an example, in Figure 2 we show the feature values for some
of the URLs extracted from TDG Scholar. We graphically represent URLs, tokens
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Site # Hubs # Links # Tokens

Arxiv 100 33748 121362

DBLP 100 30749 157295

Google Scholar 100 6247 38375

Ms Academic Search 100 9588 107888

TDG Scholar 100 11055 91493

Fig. 1 Experimental test sets

and their features using a tree-like structure, in which each node represents a different
token, and a token t1 is a son of another token t2 when t2 follows t1 in a given URL.
Every token is assigned a label, which indicates its node name, its feature value, and
the token text. Each path from the tree root to a leaf represents a single URL.
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Fig. 2 Links extracted from TDG Scholar

In order to get an idea of how the feature values are distributed, we present some
descriptive statistics in Figure 3. For each site, we calculate its mean, standard de-
viation, minimum and maximum values and quartiles.

Percentiles

25th 50th 75th

Google_Fx 38375 0.04 0.13 0.01 1.00 0.01 0.01 0.02

DBLP_Fx 157295 0.02 0.07 0.01 1.00 0.01 0.01 0.01

MsAcademic_Fx 107888 0.02 0.07 0.01 1.00 0.01 0.01 0.01

TDG_Fx 91493 0.02 0.07 0.01 1.00 0.01 0.01 0.02

Arxiv_Fx 121362 0.02 0.04 0.01 1.00 0.01 0.01 0.02

Variable N Mean Std. Dev Min Max

Fig. 3 Descriptive statistics for the experimental sites
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(a) Arxiv (b) DBLP

(c) Google Scholar (d) MS Academic Search

(e) TDG Scholar

Fig. 4 Histograms of feature values FX for each site in the experiment
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Just by looking at these statistics, we can see that the distributions are right-
skewed, and that the vast majority of data are concentrated near the left extreme of
the distribution (around 0).

For each site, we obtained the histograms in Figure 4, in which the Y-axis is ex-
pressed in power scale. We corroborate that we have two types of tokens, depending
on their FX value: on one hand we have a large share of data around 0, and on the
other hand we have a small but significant share of data in the other extreme of
the distribution, around 1. The first kind of tokens are those that appear rarely in
other hubs different than that from which we obtained it. That is, their appearance
depends on the query we made to obtain the hub, so they are similar to parameter
values that are passed on to the server to create the hub. On the contrary, tokens
around 1 are always present in every possible hub we obtain from the site, and they
do not depend on the query.

As a consequence, we can use the information of the features to distinguish be-
tween those types of tokens, and create URL prototypes to classify Web pages using
only their URL.

4 Conclusions and Future Work

In this paper, we present an experiment to proof that information contained in URL
tokens is sufficient to classify those URLs, and to create classes of URLs.

We have developed features that exploit the information contained in the tokens.
These features are probabilities estimators, based on token frequencies obtained
from the experiment. The feature values histograms show that we can distinguish
between two type of tokens, depending on their feature values, being some of them
dependant on the query made to obtain the URL, whilst others are independent from
it, and they always belong to URLs of the same type. As a conclusion, URL tokens
indeed contain enough information to build URL prototypes, and therefore, to clas-
sify web pages, with the advantage of not having to download the page previously.

We have identified other proposals in the literature that aim at using the infor-
mation contained in URLs to classify web pages. The advantages of our features
in comparison with other proposals are 1) user intervention is kept to a minimum,
which saves an important asset as is user time; 2) pages are classified for features
that are outside them, which avoids having to download a page in order to classify
it; 3) it is language independent, since it is based on the URL format regardless of
the particular words or sequences of characters that make each token; 4) it does not
require links to be surrounded by words useful for classification; and 5), we do not
need to crawl extensively a site in order to build a classification model that works
properly, instead, we perform a lightweight crawling that retrieves a small subset of
pages. Because of the statistical nature of the proposal, we can be confident that the
classifier is as accurate as it would be in case it had been built using the whole set
of pages.

In the future, we plan to build a web page classifier using these features. We
provide some insight about how to build such a classifier in [10]. Furthermore, we
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believe such a classifier can be used to improve web crawlers efficiency, which we
expose in [9]. We must note that we must analyse how to apply our features to the
so called friendly URLs, which do not fit our hypothesis.
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On Relational Learning for Information
Extraction

Patricia Jiménez, José Luis Arjona, and J.L. Álvarez

Abstract. The extraction and integration of data from multiples sources are required
in current companies which manage their business process by heterogeneous col-
laborating applications. However, integrating web applications is an arduous task
because they are intended for human consumption and they do not provide APIs to
access to their data automatically. Web Information extractors are used for this pur-
pose but, they mostly provide ad-hoc highly domain dependent solutions. In this pa-
per we aim at devising Information Extractors with a FOIL based core algorithm. It
is a widely used first order rule learning algorithm since their rules are substantially
more expressive and allow to learn complex concepts that cannot be represented
in the attribute-value format. Furthermore, we focus on integrating other scoring
functions to check if we can improve the rule search guide speeding up the learning
process in order to make FOIL tractable in real-world domains such as Web sources.

1 Introduction

The World Wide Web has become one of the largest repository of knowledge and
the immediate standard to publish information. However, this information is offered
via Hypertext Markup Language (HTML), what makes its perception easier for hu-
mans but not appropriate for automatic processing, since web sources do not usually
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provide an Application Programmatic Interface (API) to interact with its interface
automatically.

Web-Wrappers are the software component used for this purpose. They are in-
tended to emulate the behaviour of a person who is interacting with a web user
interface. It consists of an Enquirer, which maps user queries onto search forms, a
Navigator, which executes filled search forms and reaches data web pages, an In-
formation Extractor, which extract the information of interest from data web pages
and return it stored as structured data for further processing. Finally, the Verifier
attempts to find erroneous result sets. Our focus is on providing engineering support
to devise Information Extractors.

Unfortunately, most Information Extractors today are inferred in a very ad-hoc
way, in the sense of they can effectively extract information from a specific web
site and achieve very good performance, but they may not be applied to other web
sites with the same success. The ability to scale with the number and variety of
information sources becomes the central challenge to information extraction (IE).

We wish to tackle this problem from inductive logic programming perspective.
We aim at devising Information Extractors automatically with a FOIL [12, 13] based
core algorithm. It is a widely used first order rule learning algorithm since their
learnt rules are substantially more expressive, and allow the system to learn rela-
tional and recursive concepts that cannot be represented in the attribute-value for-
mat assumed by most machine learning algorithms. The application of relational
learning can be decisive in domains that exhibit substantial variability such as Web
pages.

Modified versions of FOIL are the basis for most adaptive IE systems that use
relational learning techniques. For example, SRV system of Freitag [3] is one of
the most successful ILP and top-down based learning system used for IE, which
strongly follows the idea of the standard FOIL algorithm. The system is capable of
learning extraction rules explaining single slots from natural and HTML documents.
Moreover, Freitag extended SRV’s feature predicates to make SRV able to exploit
HTML structure by adding HTML-specific features. Although SRV almost always
performs better than other learners, it does not solve all any new fields outright.

In order to deal with complex real-world domains for IE where the search space is
not tractable, we work on devising an improved version of FOIL by applying some
optimisations and heuristics. In this paper we present one of the optimisations con-
sisting of replacing Information-based scoring function with other scoring functions
coming from statistics, machine learning and data mining literature. We wish to find
out through 16 ilp and classification tasks whether there is some scoring function
that guides the search of the rules in a more efficient way, speeding up the learning
process.

The paper is organised as follows: section 2, introduces an overview of FOIL
algorithm. In section 3, we present some previous works on improving FOIL. Next,
a common notation and a set of scoring functions are proposed. Then, we explain
the experiments performed and we discuss the significance of our results. Finally,
our future work is addressed in section 6.
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2 FOIL Overview

Training data in FOIL comprises a target predicate, which is defined by a collection
of positives and negatives examples according to whether they satisfy the target
predicate or not, and a set of support predicates, which are defined extensionally,
by a set of ground tuples.The goal is to learn a set of rules that explain the target
predicate in terms of itself and the support predicates. The set of first order rules are
represented as function-free Horn clauses and can optionally contain negated body
literals.

It uses separate-and-conquer method rather than divide-and conquer, focusing on
creating a single rule at a time and removing the positive examples covered by each
learnt rule. Then, it is invoked again to learn a second rule based on the remaining
training examples. It is called a sequential covering algorithm because it sequentially
learns a set of rules that together cover the full set of positive examples. Additionally,
FOIL employs a mechanism to speed up this process, pruning vast parts of the literal
space when they show to be no better literals than the ones found so far.

In order to learn each rule, it follows a top-down approach, starting with a rule
with an empty list of antecedents, and guided by a greedy search, the body of the rule
is extended iteratively by adding the best new literals chosen according to a scoring
function. This information-based scoring function, is designed to ensure that the
learner will choose literals that include many positive examples and exclude many
negative ones, while maintaining good overall coverage. Construction of a single
rule stops if it matches only positive examples or reaches a predefined minimum
accuracy. Furthermore, FOIL include MDL criterion [14] that stops the growth of
the rule if the encoding length of the rule exceeds the number of bits needed for
explicitly encoding the positive examples it covers. Thus, the induction of overly
long and specific rules is prevented, especially in noisy-domains.

3 Related Work

Many authors have already tried to improve the performance of FOIL in several
ways. Some earlier proposals are:

mFOIL [6] employs techniques from attribute-value learning to improve its noise
handling capacities. It also offers two alternatives to the information-based scoring
function, laplace-estimate and m-estimate. Moreover, FOIL’s encoding length is re-
placed with criteria relying on statistical significance testing. Finally, it conducts
beam-search to overcome, at least partially, some of the disadvantages of FOIL’s
greedy hill-climbing search. mFOIL is able to process intensionally defined back-
ground predicates and allows the user to define additional constraints to gain effi-
ciency.

FOIDL [10] is also able to process intensionally defined background knowledge
and negative examples are not needed. It assumes output completeness, i.e., the
tuples in the relation show all valid outputs. Finally, it supports the induction of
decision lists. That is an ordered set of rules each ending with a cut. When answering
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a query, the decision list returns the answer of the first rule in the ordered set which
succeeds in answering the query. Rules are in reverse order, being the most general
rules, those that cover many positive examples, at the end of the decision list.

FOCL [11] develops a hybrid method that combines inductive learning and
explanation-based components. The latter allows advantageously to accept as in-
put a partial, possible incorrect rule as an approximation of the target predicate. The
candidate rules are evaluated using FOIL’s information-based scoring function.As
mFOIL, it also relies on user-defined constraint to restrict literal search space.

FOSSIL [2], uses a statistical correlation-based scoring function. It can be used
to deal with noise by cutting off all literals that have a scoring function value below
a certain threshold. They demonstrated that this threshold was independent of the
number of training examples and of the amount of noise in the data. Moreover, they
provide a new stopping criterion independent of the number of training examples
and dependent on this statistical correlation scoring function.

The system nFOIL [8] integrates the nave Bayes learning scheme with FOIL.
Two main changes on FOIL are required: first, examples that are already covered
have still to be considered when learning additional rules; second, scoring functions
is based on class conditional likelihood rather than information-based. nFOIL was
shown to perform better than FOIL and to be competitive with more sophisticated
approaches.

FZFOIL [4] uses interest-based measures to compute the score of a literal to over-
come some lacks of Information scoring function and increase accuracy of the learnt
rules. FZFOIL also manage fuzzy knowledge background predicates, where tuples
are associated with these predicates with a certain degree of agreement. Induced
rules are represented in both, ordinary and fuzzy logic format, and might generate
incomplete and/or inconsistent rules. It process intensionally defined background
predicates as well.

4 Our Contribution

We have implemented in Java an algorithm fairly similar to the last version of FOIL
(FOILv6.4) which, unlike FOIL, it also supports defining background predicates
intensionally, in the well-known Prolog-rules representation. It is possible through
the JPL library that provides an interface between Java and Swi-Prolog. Some im-
provements need still to be incorporated in order to supply a more closer version of
FOILv6.4.

This is a first attempt to check the behaviour of different scoring functions mainly
taken from [15] and [7]. According to [4] we think that replacing information-based
scoring function could improve the efficiency of the learning process at guiding the
search, while retaining expressiveness.

The proposed scoring functions have been adapted according to the notation of
the well-known confusion matrix, as appear in table 1. In any confusion matrix,
tp (true positives) denotes the number of positive examples and fp (false positives)
denotes the number of negative examples satisfied by a candidate literal. Similarly,
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fn (false negatives) and tn (true negatives) denote the number of positive and nega-
tive examples respectively, excluded by this literal. Finally, N is the total number of
examples in the current training set.

Table 1 List of Scoring functions

Scoring Function Formula Scoring Function Formula

Laplace
Information (I) −log t p

t p+ f p Accuracy (Lap) t p+1
t p+ f p+2

Leverage (Lev) t p·tn− f n· f p
N2 φ -coefficient (φ ) t p·tn− f n· f p√

(t p+ f n)·(t p+ f p)·( f p+tn)·( f n+tn)

Confidence (Conf) t p
t p+ f p Satisfaction (Sat) t p·tn− f p· f n

(t p+ f p)·(tn+ f p)

F-measure (F1) 2 · t p
2·t p+ f n+ f p kappa (κ) 2·(t p·tn− f p· f n)

N2−(t p+ f n)·(t p+ f p)−( f p+tn)·(tn+ f n)

Odds-ratio (OR) t p·tn
f p· f n Yule’s Q (Q) t p·tn− f p· f n

t p·tn+ f p· f n

Lift (L) N·t p
(t p+ f p)·(t p+ f n) Jaccard(ζ ) t p

t p+ f p+ f n

Collective Strength
(CS) t p+tn

(t p+ f p)·(t p+ f n)+( f n+tn)·( f p+tn) × N2−(t p+ f p)·(t p+ f n)−( f n+tn)·( f p+tn)
N−t p−tn

5 Experiments

To carry out our analysis, we have performed 16 experiments taken from ILP, ma-
chine learning and classification problems literature. Each learning task involved a
limited amount of background information, just that required for the task at hand,
and training examples noise-free.

Amongst the trials carried out, we can highlight kindship from Hinton [5], arch
task, introduced by Winston [16], Michalski East-West trains problem [9], play
tennis and contact lenses classification problems taken from [17] and several Ivan
Bratko’s tasks on a universe of three-length lists taken from well-known text Prolog
Programming for Artificial Intelligence [1].



122 P. Jiménez, J.L. Arjona, and J.L. Álvarez

Table 2 Results

Tests I Lap Lev φ Conf Sat F1 κ OR Q Lift J CS

member R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
75+/120 T 3.20 3.74 3.20 3.85 3.59 3.23 3.62 3.45 3.48 20.84 3.45 3.46 3.60

C 8.90 8.90 8.09 8.90 8.90 8.90 8.90 8.90 8.90 8.90 8.90 8.90 8.90
del R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 time 1.00 1.00 0.56
81+/4800 T 137.2 124.1 184.4 220.1 125.8 117.9 135.8 130.6 172.6 - 119.8 132.4 185.4

C 14.57 14.57 24.43 14.57 14.57 14.57 14.57 14.57 14.57 - 14.57 14.57 19.82
last R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.020 1.00 1.00 1.00
39+/120 T 5.64 5.55 5.38 5.71 5.67 5.48 5.40 5.37 16.58 11.06 17.63 5.35 3.76

C 9.17 9.17 9.17 9.17 9.17 9.17 9.17 9.17 10.49 9.75 10.49 9.17 8.17
insert R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 time 1.00 1.00 1.00
81+/4800 T 130.7 118.3 170.5 195.6 117.9 117.3 129.2 128.6 166.4 - 120.7 130.3 84.13

C 14.19 14.19 23.96 14.19 14.19 14.19 14.19 14.19 14.19 - 14.19 14.19 14.40
sublist R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
202+/1600 T 30.64 24.84 30.28 59.03 29.52 29.83 63.48 24.32 48.34 95.16 23.51 24.82 83.98

C 12.71 12.71 12.71 12.71 12.71 12.71 14.75 12.71 12.71 14.75 12.71 12.71 26.33
even R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
10+/40 T 0.83 0.76 0.72 0.78 0.73 0.81 0.83 0.80 1.72 1.48 1.46 0.76 0.73

C 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 17.36 17.36 5.00 5.00
permutation R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
52+/256 T 40.58 36.96 7.86 23.18 34.06 254.5 5.87 7.85 22.04 193.6 250.7 5.82 9.19

C 17.97 17.97 22.44 29.68 17.97 49.69 25.72 22.44 29.53 26.38 68.28 25.72 22.72
playtennis R 1.00 1.00 0.57 0.79 1.00 0.43 0.50 0.57 0.43 0.43 0.14 0.50 0.71
14+/72 T 7.22 7.18 13.30 13.84 8.61 3.71 7.12 5.52 5.65 4.35 1.84 6.80 11.82

C 172.0 170.4 107.2 137.8 170.2 50.19 70.00 66.17 52.28 51.82 18.40 70.00 118.1
lenses R 1.00 1.00 0.50 1.00 1.00 1.00 0.58 0.50 0.50 0.50 0.58 0.58 1.00
24+/72 T 3.68 3.74 1.61 6.72 4.02 4.88 3.04 1.56 1.58 1.37 2.30 2.98 11.10

C 102.7 102.7 8.76 111.5 102.7 101.4 24.01 8.76 8.76 8.76 24.79 24.01 112.3
plus R 1.00 1.00 - 1.00 1.00 1.00 - 1.00 1.00 - 1.00 - 1.00
6+/27 T 1.95 2.01 - 6.11 2.14 2.00 - 2.11 4.91 - 7.02 - 8.02

C 18.06 18.06 - 17.06 18.06 18.06 - 18.06 19.47 - 22.76 - 15.66
mult R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
48+/1056 T 43.38 34.07 77.63 111.6 35.54 33.04 41.39 39.37 65.24 221.8 36.66 40.05 24.04

C 29.10 29.10 29.58 29.10 29.10 29.10 29.10 29.10 29.10 29.77 29.10 29.10 16.49
animals R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.29 0.29 1.00 1.00 1.00
17+/68 T 4.02 3.66 4.35 7.41 4.00 4.29 5.91 4.41 2.39 2.23 4.26 5.88 3.09

C 18.81 18.81 18.81 21.81 18.81 18.81 18.81 18.81 7.00 8.17 18.81 18.81 21.42
network R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 - 1.00 1.00 1.00
19+/81 T 0.86 1.39 0.98 1.01 1.59 1.17 5.49 1.65 0.83 - 1.39 5.71 0.81

C 12.34 12.34 12.34 13.92 12.34 12.34 42.05 12.34 12.34 - 12.34 42.05 12.34
kindship R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
12+/576 T 6.21 5.85 6.54 9.61 5.76 5.82 6.13 6.55 8.16 8.22 6.04 6.30 6.36

C 9.49 9.49 9.49 9.49 9.49 9.49 9.49 9.49 9.49 9.49 9.49 9.49 26.68
trains R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
5+/10 T 0.72 0.64 0.72 0.76 0.72 0.72 0.73 0.75 0.73 0.83 0.80 0.76 0.72

C 8.82 8.82 8.82 8.82 8.82 8.82 8.82 8.82 8.82 8.92 8.92 8.82 8.82
arch R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 - 1.00 1.00 1.00
2+/1728 T 6.60 5.69 6.83 8.44 6.29 6.18 5.83 6.07 9.38 - 9.08 6.19 8.33

C 19.97 19.97 19.97 19.97 19.97 19.97 19.97 19.97 19.97 - 19.97 19.97 19.97
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The adopted measures to help us to compare the results are1:

1. Recall (R). It determines if a set of rules is complete, i.e., if it satisfies all positive
examples belonging to the target predicate.

2. Complexity (C) of the induced set of rules. It is computed in terms of bits from
Minimum Description Length Principle [14].

3. Time (T) employed for rules learning process measured in seconds and restricted
to 1000s.

The results in table 2 exhibit that in the 81,25% of cases there is some scoring
function that performs better than the information-based one, in terms of time and
complexity, maintaining the full recall. Information-based, Laplace, Confidence and
Satisfaction scoring functions seem to be the most promising scoring functions.
Nevertheless, they do not always provide the best results. In a few cases, Leverage
and Collective Strength obtained best times inducing the same or similar rules that
the ones induced applying information-based scoring function. Inducing rules in
shorter time may be due to both, a more effective alpha-beta pruning and search
guide, which depend completely on the scoring function selected.

Note that Yule’s Q scoring function is the worst employed. It is not able to induce
a set of rules or it wastes a lot of time to induce them. Neither OR scoring func-
tion provided results to take into account, only in one case behaved not much more
speedy than applying information-based scoring function. We also should know that
Collective Strength and φ -coefficient do not have implemented the alpha beta prun-
ing yet, because it requires significant changes in the implementation. But even
competing at a disadvantage, the former gets to be the most promising one in a
18,75% of cases. Unfortunately, the latter produced no significant results. It ex-
ceeded the time achieved by information based-scoring function in the 93,75% of
cases. Finally, Lift and Jaccard scoring functions also got better results than those
obtained with information-based scoring function in a 31,75% and 43,75% of cases
respectively. However, they never were the most promising ones in any task.

Clearly, the results stated that most of these scoring functions are not recom-
mendable for classification tasks which are the playTennis and lenses tests. Only
Information Gain, Laplace and Confidence reached a full recall. In other tasks as
plus, insert or del, there were some functions that could not induced the set of rules
by time constraints or simply because they didn’t find the rules.

6 Conclusions

We have implemented a customised version of the well-known FOIL algorithm and
we have proposed to integrate different scoring functions taken from the literature,
in order to guide the search for a rule efficiently.

Thirteen scoring functions were applied over 16 tests from ILP and classification
domain in order to compare them. Although many of these scoring functions per-
formed reasonable well, the experiment highlights the strong dependency between
the task and the scoring function applied, since they got good results in some tasks

1 Note that we do not allow to cover negative examples so, rules are 100%accurate.
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and not so well in others. For this reason, we think of applying some algorithm to
rank them as in [15] and decide the scoring function that best fits for a specific task.

As future work, we plan include new adapted scoring functions for extending the
possibilities. Next steps are addressed to provide new optimisations and heuristics
that make our approach tractable in real-world applications related to IE.
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Automatic Optimization of Web Navigation 
Sequences 

José Losada, Juan Raposo, Alberto Pan, and Javier López* 

Abstract. Web automation applications are widely used for different purposes 
such as B2B integration, automated testing of web applications or technology and 
business watch. In this work-in-progress paper we outline a set of techniques 
which constitute the basis to build a web navigation component able to analyze a 
web navigation sequence and automatically optimize it, detecting which parts of 
the loaded pages are needed, and which ones can be discarded in the following ex-
ecutions of the sequence. Our techniques build on the Document Object Model 
and the first tests executed with real web sources have found them to be very  
effective. 

1   Introduction 

Web automation applications are widely used for different purposes such as B2B 
integration, web mashups, automated testing of web applications, Internet meta-
search or technology and business watch. One crucial part in web automation ap-
plications is how to easily generate and reproduce navigation sequences. We can 
identify two distinct stages in this process: 

• In the generation stage the user specifies the navigation sequence to reproduce. 
The most common approach, cf. [1, 6, 7, 9], is using the ‘recorder’ metaphor.  

• In the execution phase the sequence generated in the previous stage is provided 
as input to an automatic navigation component which is able to reproduce it.  

The automatic navigation component used in the execution phase can be devel-
oped by using the APIs of popular browsers, cf. [4, 7, 8, 10, 11], or simplified cus-
tom browsers specially built for the task, cf. [1, 3, 5, 9].  
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The approach of using the APIs of commercial web browsers have some advan-
tages: no effort is required to develop a navigation component, and the accessed 
web pages behave the same as when they are accessed by a regular user navigating 
with the commercial web browser. But, on the contrary, the performance of the 
component is limited by the commercial browser performance and the functional-
ities that the browser API provides. The main purpose of commercial web brows-
ers is to be used by human users, and they consume a significant amount of  
resources, both memory and CPU. So, this approach is not the most appropriate to 
execute intensive or real time web automation tasks, which need to execute a sig-
nificant number of navigation sequences in the less possible time. 

The approach of creating a custom browser, supporting technologies such as 
scripting code and AJAX requests, is effort-intensive and can be vulnerable to  
implementation differences that can make a web page behave differently when ac-
cessed with the custom browser. Nevertheless, the main advantage is the perform-
ance: custom browsers can consume fewer resources (memory and CPU), and they 
are able to execute navigation sequences faster than commercial browsers. 

Current systems which use the approach of creating custom browsers to execute 
navigation sequences, like [3] or [5], can  avoid some steps executed by commer-
cial web browsers (e.g. the page rendering phase), but they replicate its function-
ing when loading and building the internal representation of the web pages. The 
pages are always completely loaded (e.g. all the scripts contained in the page are 
executed).  

In this work-in-progress paper we present the basis for a web navigation com-
ponent able to analyze a web navigation sequence and automatically optimize it, 
detecting which parts of the loaded pages can be discarded: 

− In the optimization phase the sequence is executed once, and in the meantime 
the execution component automatically calculates which nodes of the HTML 
DOM [2] tree of the loaded pages are needed to execute the sequence and 
which ones can be discarded. Then, it stores some information to be able to 
detect those elements in subsequent sequence executions.  

− In the execution phase the execution component executes the sequence using 
the optimization information. When each page is loaded, a reduced HTML 
DOM tree is built, containing only the relevant nodes needed to execute the  
sequence. 

This way, smaller HTML DOM trees are built when each page is loaded resulting 
in less memory usage. Besides, the script code, including AJAX requests, con-
tained in elements not loaded in the simplified tree are not executed, and the ex-
ternal resources (e.g. JavaScript or CSS files) referenced from elements not loaded 
in the tree are not retrieved, therefore optimizing CPU time and network usage.  

The step of searching which elements must be loaded in the simplified HTML 
DOM tree is the unique latency that the navigation component adds at execution 
time. As we will demonstrate in the experimental evaluation, this latency is insig-
nificant compared to the time savings derived from building the simplified tree. 
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2   Models 

In this section we briefly describe the model we use to characterize the component 
used to automatically optimize web navigation sequences. 

The main model we rely on is the Document Object Model (DOM) [2]. This 
model describes how browsers internally represent the HTML web page currently 
loaded in the browser and how they respond to user-performed actions on it. An 
HTML page is modelled as a tree, where each HTML element is represented by an 
appropriate type of node. An important type of nodes are the script nodes, used to 
place and execute a script code within the document (typically written in a script 
language such as JavaScript). The script nodes can contain the script code directly 
or can reference an external file containing it. Those scripts are processed when 
the page is loaded and they can contain element declarations (e.g. a function or a 
variable) that are used from other script nodes or event listeners. 

Each node in the tree can receive events produced (directly or indirectly) by the 
user actions. Event types exist for actions such as clicking on an element (click), 
moving the mouse cursor over it (mouseover), or to indicate that a new page has 
just been loaded (load), to name but a few. Each node can register a set of event 
listeners for different types of events. Each event is dispatched following a path 
from the root of the tree to the target node, and it can be handled locally at the  
target node or at any target's ancestors in the tree (this is called "bubbling").  
An event listener executes arbitrary code, which normally calls a function declared 
in script nodes.  

In the context of the Document Object Model, we say that there exists a de-
pendency between two nodes N1 and N2 when the node N1 is necessary for the cor-
rect execution of the node N2. We say that the node N1 is a dependency of the node 
N2. The following rules define the dependencies involving nodes which execute 
script code (script nodes or nodes containing event listeners): 

1. If the script code of a node S1 uses an element (e.g. a function or a variable) de-
clared in a script node S2, then S2 is a dependency of S1. To be able to execute 
the script code of the node S1 the node S2 must be loaded. 

2. If the script code of a node S uses a node N (e.g. using the JavaScript function 
document.getElementById), then N is a dependency of S. To be able to execute 
the script code of the node S, the node N must be loaded.  

3. If the script code of a node S makes a modification in a node N (e.g. it modifies 
the action attribute of a form node), then S is a dependency of N. If the node N 
is going to be used, then the script node S needs to be loaded to perform the 
modification in the node N. 

Note that, node dependencies are transitive. For example, if an event listener of a 
node N1 invokes a function f which is defined in a node N2, and the implementa-
tion of f uses the node N3, then both N2 and N3 are dependencies of N1. 
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3   Description of the Solution 

3.1   Optimization Phase 

The optimization phase involves one execution of the navigation sequence where 
the navigation component automatically calculates which nodes of the DOM trees 
of the loaded pages are needed to execute the sequence (relevant nodes), and 
which ones can be discarded (irrelevant nodes). Then, it stores some information 
to be able to identify these nodes in the following executions of the sequence. 

First, we will explain the techniques designed to calculate the set of relevant 
nodes and the set of irrelevant nodes. While executing a navigation sequence we 
can differentiate two steps for each page loaded: 

1. The page loading step involves loading the page, generating the DOM tree, 
downloading external elements (e.g. style sheets, script files) and executing the 
script nodes defined in the page. Finally, some predefined events are automati-
cally fired when the new page is completely loaded (e.g. the load event is fired 
over the body node), and some event listeners can be executed as response. 

2. The page interaction step involves executing the pertinent actions and firing 
the necessary events, to execute the navigation sequence commands which 
emulate the user interaction with the page (e.g. clicking on elements, firing 
mouse movement events, etc.), until a navigation to a new page is started. 

In both steps, there may be multiple interactions among nodes in the page, which 
must be taken in consideration to determine which nodes of the DOM tree are re-
quired for the correct execution of the navigation sequence.  

During the page loading step, the navigation component can use the rules  
explained in section 2 to build a node dependency graph, containing the node de-
pendencies for all the script nodes that are executed, and for all the nodes which 
contain event listeners that are executed as response to the events fired. In a simi-
lar way, during the page interaction step, for each event which is fired, a depend-
ency graph is calculated for all the nodes which execute event listeners in response 
to the event. Finally, all these node dependency graphs are merged into a unique 
global dependency graph.  

Then, the set of relevant nodes can be built using the following rules: 

1. The target nodes of each of the actions to be executed or the events to be fired 
during the page interaction step are relevant. 

2. If a node is relevant, all its ancestors are relevant. This is needed because of the 
"bubbling" stage in the DOM event execution model (see section 2). 

3. By definition, if a node is relevant, all its dependencies are relevant. 
4. If an input node is relevant, the form node containing it is relevant. 
5. If a form node is relevant, all the input and select nodes contained in the form 

are relevant. 
6. If a select node is relevant, all its child option nodes are relevant (this rule and 

the two previous ones are needed to be able to properly submit forms). 
7. A small set of node types are always considered relevant (e.g. base nodes). 
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To calculate the set of irrelevant nodes, first, all the DOM tree nodes not contained 
in the set of relevant nodes are added to it. Then, all the irrelevant nodes which 
have an ancestor also contained in the set of irrelevant nodes are removed from the 
set. The resulting set contains only the root nodes of the sub-trees whose descen-
dants are all irrelevant (we call them irrelevant sub-trees). 

Now, we will briefly explain the techniques used to generate expressions to 
identify the root nodes of the irrelevant sub-trees at execution time. On one hand, 
the generated expressions should be resilient to small changes in the page because 
in real web sites there are usually small differences between the DOM tree of the 
same page loaded at different moments (e.g. different data records can be shown 
in dynamically generated sections). On the other hand, the process of testing if a 
node matches an expression should be very efficient, because, at the execution 
phase the browser should check if each node matches with any of that expressions 
before creating and adding it to the HTML DOM tree. 

To uniquely identify a node in the DOM tree we use an XPath-like expression. 
XPath [12] expressions allow identifying a node in a DOM tree by considering  
information such as the node type, the text associated to the node, the value of its 
attributes and its ancestors. Our proposal starts from a very simple XPath-like ex-
pression using only the type, text and attributes associated to the target node and, 
if it does not uniquely identify the node, the expression is progressively aug-
mented including information from some appropriate ancestors, until it does. We 
build the least restrictive expression that still uniquely identifies the target node. 
Besides, these type of expressions can be evaluated efficiently at the execution 
phase. The algorithm is not deeply described due to space constraints. 

3.2   Execution Phase 

The general functioning of the navigation component at this phase is the following 
one: before loading each page, it checks if it has optimization information asso-
ciated to that page, that is, a set of expressions to identify the root nodes of the 
page irrelevant sub-trees. That information is used during the parsing stage to 
build a reduced version of the page HTML DOM tree, containing only the relevant 
fragments. If a node matches with any expression of the set, the node is not added 
to the tree and the entire page fragment below that node is completely discarded.  

The process of checking if a node is the root of an irrelevant sub-tree should be 
very efficient because it is executed for all the elements present in the page to de-
cide if they must be added to the HTML DOM tree or not. Due to the method used 
to create the XPath-like expressions that identify the root nodes of the irrelevant 
sub-trees, an efficient algorithm has been designed to check if a node matches 
with an expression. The algorithm is not described due to space constraints. 

Another important issue to deal with during the execution phase, is the identifi-
cation of the pages where the optimizations should be applied. In most cases, the 
order in which the pages are loaded when the navigation sequence is executed 
could be used to identify them, but further investigation is required to design a 
more robust method for identifying the pages. This task is currently in progress. 
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4   Evaluation 

To evaluate the validity of our approach a custom browser was implemented. This 
browser emulates Microsoft Internet Explorer (MSIE) version 8 and was fully im-
plemented in Java using open-source libraries including Apache Commons-
Httpclient to handle HTTP requests, Neko HTML parser to build DOM structures, 
and Mozilla Rhino as JavaScript engine. The custom browser has proved very ef-
ficient. It works in most of the navigation sequences and it is faster than MSIE and 
other commercial browsers (like Firefox, Chrome, etc.) is most of the cases. To 
evaluate the techniques and algorithms proposed in this paper they have been im-
plemented in the core of this custom browser. 

This section explains the preliminary set of experiments that we have de-
signed and executed, which can be divided in two different types. For the first 
type, we selected a set of popular websites of different domains. In each website 
we recorded a navigation sequence involving several pages. We ran a first exe-
cution of the navigation sequence to collect the optimization information. Then, 
we ran two more executions, the first one without using the optimization infor-
mation, and the second one using it. Table 1 shows the metrics measured for 
each of this two executions in a representative subset of the selected websites. 
(each cell shows the result of the normal execution followed by the result of the 
optimized one). Note that one execution is enough to calculate these metrics be-
cause they will have the same values in all the executions while the website 
pages remain without changes.  

The results of the first type of experiments show that in almost every source 
more than the 50% of the nodes are identified as irrelevant. In half the sources, 
the nodes identified as irrelevant are more than the 75% (up to 96,5%) of the to-
tal nodes. Those irrelevant nodes include scripts, style sheets and frames.  
Discarding those nodes, the browser also avoids unnecessary downloads and the 
execution of unnecessary scripts, so the memory and CPU usage required to ex-
ecute the navigation sequence is highly minimized when the optimization infor-
mation is used. 

The second type of experiments consists of a benchmark using 5 instances of 
our custom browser running in parallel, executing the same navigation sequence 
during a fixed amount of time (10 minutes). To avoid the latency of the network, 
some of the websites used in the first type of experiments were replicated in a lo-
cal web server, simulating the original website. Table 2 shows the number of ex-
ecutions completed, using and without using the optimization information. 

The results of the second type of experiments show that the executions using 
the optimization information are, in average, 41,7% (it varies from 21,7% to 70%) 
faster than normal executions. Note that these experiments use the sources repli-
cated locally, so they do not include the time savings derived from downloading 
fewer resource files (CSS, JavaScript, etc.) from remote servers. 
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Table 1 Metrics comparing normal and optimized executions in some websites 

Website HTML DOM 
Nodes created 

Scripts 
Executed 

Frames and 
Windows 

HTML pages 
Downloaded 

External objects 
Downloaded 

AJAX 
Requests 

Reuters 3264 / 1463 303 / 168 6 / 3 9 / 7 176 / 103 4 / 4 

Pixmania 3808 / 1527 156 / 96 2 / 1 5 / 5 75 / 46 1 / 0 

Optize 2699 / 734 102 / 53 1 / 1 3 / 3 36 / 25 0 / 0 

Wikipedia 4742 / 1168 69 / 58 5 / 1 5 / 5 47 / 43 4 / 4 

Amazon 8319 / 5046 295 / 201 28 / 13 30 / 15 63 / 37 9 / 7 

Ebay 5474 / 2603 119 / 111 10 / 8 14 / 13 33 / 31 0 / 0 

Vueling 37865 / 7237 3504 / 894 178 / 31 78 / 28 1115 / 340 123 / 3 

Bloomberg 6585 / 1160 351 / 212 8 / 3 12 / 7 162 / 103 2 / 0 

Fnac 6993 / 1309 232 / 107 13 / 7 23 / 15 104 / 54 0 / 0 

AppleStore 1914 / 67 40 / 17 1 / 1 3 / 3 12 / 11 0 / 0 

NYTimes 6911 / 2016 279 / 223 8 / 5 14 / 11 192 / 155 4 / 4 

Imdb 5033 / 1633 285 / 166 41 / 6 47 / 11 112 / 75 6 / 6 

CNet 6117 / 1067 247 / 168 10 / 6 15 / 11 116 / 90 0 / 0 

AbeBooks 3553 / 730 172 / 104 6 / 2 8 / 5 82 / 71 2 / 2 

AllBooks4Less 2959 / 545 69 / 30 6 / 2 9 / 6 20 / 11 9 / 3 

Table 2 Benchmarking normal versus optimized executions 

� Pixmanía Optize Wikipedia Amazon Ebay Vueling 

Normal 111 390 244 130 173 18 

Optimized 195 635 323 277 218 60 

5   Related Work 

Currently, web automation applications are widely used for different purposes. 
The automatic navigation component used by these applications is developed by 
using the APIs of popular browsers or simplified custom browsers specially built 
for the task. WebVCR [1] and WebMacros [9] rely on simple HTTP clients that 
lack the ability to execute complex scripting code or to support AJAX requests. 
Wargo [7], Smart Bookmarks [4], Sahi [10], Selenium [11] and QEngine [8] use a 
commercial browser as execution engine. Therefore, the performance of the com-
ponent is limited by the commercial browser performance, which consumes a sig-
nificant amount of resources. HtmlUnit [3] and Kapow [5] use their own custom 
browser with support for many JavaScript and AJAX functionalities. They are 
more efficient than commercial web browsers, but they replicate its functioning 
when loading pages and building its internal representation, without allowing any 
type of extra optimizations. 

6   Conclusions and Future Work 

In this paper, we have presented a novel set of techniques and algorithms to op-
timize automatic web navigation sequences. Our approach is based on executing 
the navigation sequence once, to automatically collect information about the  
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elements of the loaded pages that are irrelevant for that navigation sequence. 
Then, that information is used in the next executions of the sequence, to load only 
the required elements. According to a preliminary set of experiments they seem to 
be very effective, but further experimentation is required. We also plan to refine 
some of the algorithms like, for example, the method used to identify the pages 
that are loaded in order to apply them the correct optimizations. 
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Metabolic Pathway Data and Application 
Integration* 

Ismael Navas-Delgado, Maria Jesús García-Godoy, and José F. Aldana-Montes 

Abstract. This paper shows three previous approaches for data integration, Linked 
Data access and Web Service annotation, and what problems have to be solved in 
the context of Life Sciences to integrate and use Metabolic Pathway data pub-
lished as Linked Data.  

1   Introduction 

The amount of information on the World Wide Web has increased enormously 
over the last few years, but this information is still shown through HTML and oth-
er human-oriented contents. There has been a lot of effort to provide data sets 
from different areas using Semantic Web technologies, and Linked Data proposes 
a set of best practices for exposing, sharing and connecting data, information and 
knowledge by using RDF/S and URIs. This movement towards the publication 
and linking of data instead of contents has been continuously growing reaching 
around 31 billion RDF triples, which are interlinked by means of around 504 mil-
lion RDF links. There have been some trials to improve the application of this 
available technology in biology areas. To address this, Bio2RDF started in 2008 
[1] as a semantic Web application designed to solve the integration problem in the 
area of bioinformatics. Linked Life Data [2] is another platform that stores billions 
of RDF statements about biomedical knowledge.  

On the other hand, Web services have emerged as a key technology in the de-
velopment of distributed applications. Life sciences is a domain in which Web 
services have been widely adopted, and numerous approaches are making use of 
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them to provide data retrieval and for analysis. Parallel to the increasing number 
of Web services available (in general but specifically in bioinformatics), the Se-
mantic Web has also emerged. Thus, the extensive use of Web services for provid-
ing bioinformatics tools at the same time encountered a way of registering these 
tools to enable their use in complex tools and workflows. However, the emergence 
of Semantic Web technologies has not been widely taken up by the bioinformatics 
community for the annotation of these Web services. So, the sustained growth of 
available services in the Life Sciences has led to an explosion of bioinformatic 
Web Service registries.  

This paper shows three approaches for taking advantage of these data and ser-
vices to enable new scientific findings. Then, we focus on how these approaches 
can be combined to reach new solutions, and the main problems to be studied. 

2   Related Work 

The need for data integration started when the number of applications and data re-
positories began to grow rapidly. The first approaches appeared in the80s, and 
formed the basis for the research in this area. The evolution continued over media-
tor based systems, such as AMOS II [3], DISCO[4], TSIMMIS [5] and Garlic[6]. 
Then, agent technology was used in some systems like InfoSleuth[7] and MOMIS 
[8]. Finally, the new technologies appearing have been used in data integration: 
XML (MIX[9]), ontologies (OBSERVER [10]). Finally, more sophisticated and 
even commercial systems have appeared, such as FeDeRate [11], Virtuoso, SDS1, 
and Semantic Web Middleware for Virtual Data Integration on the Web[12]. 

In the area of Life Sciences, linked data belong to a large number of previously 
existing databases. However, there is a tendency in this domain to group data from 
multiple databases into a single repository to offer efficient access to the linked 
data. Among these services Bio2RDF stands out, it has normalized URIs thereby 
allowing access to numerous databases of interconnected data of life sciences in 
RDFs formats. Moreover, this server is compatible with other semantic tools such 
as browsers Piggy [13] and Tabulator. Another server of linked data is WiWiss, 
which has brought together information from various databases such as Dai-
lyMed2. Life Linked Data (LLD) is a platform that enables integration of informa-
tion by converting it to RDF. LLD represents a semantic repository called OWLIN 
[14].  

3   SBMM: Ontology Based Data Integration Applied to Life 
Sciences 

The System Biology Metabolic Modeling Assistant3 is a tool developed to search, 
visualise, manage and annotate both identity data and kinetic data. The possible 
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inputs for searching metabolic pathways are the pathway’s name or the KEGG 
(Kyoto Encyclopedia of Genes and Genomes) [15] code, a set of enzymes or a 
correctly annotated model (user-defined or not). Users can retrieve online data on 
metabolic pathways and then edit them. This tool allows users to export the meta-
bolic pathway to SBML format, enriched automatically without any previous con-
figuration using MIRIAM (Minimum Information Requested In the Annotation of 
biochemical Models) [16] and CellDesigner 4.0 annotations4 (this provides a good 
presentation of the data based on the Systems Biology Graphical Notation, abbre-
viated as SBGN annotations [17], which are visual notations for network diagrams 
in systems biology. 

In SBMM we have chosen XML, in a broad sense: XML, XML-Schema and 
XQuery, as the common data model. However, it is also possible to deal with RDF 
(RDFSchema and SPARQL). This approach is based on Data Services requiring 
the development of a wrapper. Irrespective of the development process, Data Ser-
vices are distributed software applications that receive queries in 
XQuery/SPARQL and return XML/RDF documents. The integration process im-
plies finding a set of mappings between one or several ontologies and the data ser-
vice schema (expressed as an XMLSchema/RDFS document). These mappings 
will be the key elements to integrate all the data sources, and they will be the way 
resource semantics are made explicit. As the proposal is to use ontologies to inte-
grate data, we have chosen a GAV(Global as View) approach. In GAV, each 
source is related to the global schema (ontology in our case) by means of map-
pings. Moreover, the use of ontologies will allow us to take advantage of reason-
ing mechanisms to improve query rewriting. 

Thus, the emergence of proposals to carry out this integration process through 
RDF is completely in line with SBMM and SPA approaches. But, now that the he-
terogeneity problem (at a syntactic level) has been solved, the Life Sciences do-
main, heterogeneity at a semantic level must be taken into account (different nam-
ing conventions, usage of abbreviations, etc.). 

4   Bioqueries: Data Query Design for Life Sciences 

Bioqueries5 is an application for end-users with a biological and bioinformatics 
profile that aims to start the process towards consuming biological Linked Data 
through the dissemination of the technology by means of online social networks. 
Thus, communities would be built around a common interest in certain biological 
domains to take advantage of public data (currently available in diverse web por-
tals). This will be achieved by sharing a virtual space in a wiki-based portal for the 
design of SPARQL queries that can be executed in the same environment and do-
cumented using natural language descriptions. In order to give the portal an initial 
critical mass of content to create an active community, it has been populated with 
a set of around seventy five queries of several biological SPARQL Endpoints. 
Additionally, any user can add new repositories and queries to any Linked Data 

                                                           
4 http://www.celldesigner.org/ 
5 http://bioqueries.uma.es 
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repository. These queries can be private or publicly shared with other users, the 
documentation being (detailed descriptions and contextualization) the key to ena-
ble other users to understand and use designed queries. This didactic project will 
join two separate domains, biology and bioinformatics, to obtain specific answers 
on information from the Linked Data cloud and the approximation of this emerg-
ing technology. 

 

 

Fig. 1 Visualization of a query. Users can see natural language descriptions as well as the 
SPARQL query. 

The user interface provides the execution of queries directly from the wiki pag-
es. The answer obtained by the service is shown in the wiki interface as HTML, 
RDF or N-triples formats based on the selected format. For example, a user can 
access a query related to metabolism (using the Kegg database [15]). This query 
(Figure 1) displays information about all chemical reactions, enzymes and syn-
onyms of enzymes, cofactors and URL from the Kegg database based on the me-
tabolite introduced.  

5   BioSStore: Application Integration through Web Services 

Finally, the access to large amounts of data is not sufficient in this domain, and so 
these data should be available for analysis processes. In this sense, bioinformatics 
tools have faced the problem of solving the most relevant analysis tasks over bio-
logical data. These tools are usually available as Web Services. So, the effort of 
bringing up all the data together can be made with the use of these services.  

The effort to produce standards for the semantic annotation of Web services has 
guided a lot of the research dealing with the problem of Web services discovery 
and composition using semantic technologies. However, these studies lack real life 
large scale scenarios to test their algorithms. In BioSStore6, we aim to combine the 

                                                           
6 http://biosstore.uma.es 
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efforts in semantic Web technologies with the huge amount of syntactic (and real) 
Web services available in bioinformatics. The idea is to enable the semantic anno-
tation of biological Web services (existing and new). This approach will facilitate 
the service discovery and composition. However, existing tools working with Web 
services will keep working as the original Web services will not change at the 
lower level. This Section will show how the registry has been built. The general 
steps to perform the service annotation process are divided into four main tasks: 

1. Information retrieval: the targeting repository is analysed and accessed in 
order to locate all the information about services (WSDL files, metadata, 
etc.). The access method will depend on the repository implementation, but 
available APIs should be used if possible. For populating the repository 
BioMOBY services7are accessed to retrieve the information on biological 
services. 

2. Adaptation phase: This stage includes the transformation of WSDL  
descriptions to the WSDL 2.0 specification. Available metadata is also 
analysed and transformed into a common format following an entity-
relationship model. 

3. Mapping generation: if metadata exists, it will be used to automate the an-
notation process. Otherwise, the correspondence between the syntactic and 
the semantic level will have to be done by hand. However, regardless of 
the specific mechanism to generate the mappings, this phase must follow a 
quality-effort trade-off as the accuracy of the results relies on it. This 
means that even when metadata is available a data curation could be useful 
here to improve the quality of service annotations. 

4. RDF transformation: This stage includes the generation of RDF from the 
annotations created in the previous phase. In this way, enriched service de-
scriptions will be used through a SPARQL API for discovery and composi-
tion purposes. 

End users will use a Web client which has been developed to provide a powerful 
and easy to use interface to allow users to locate services. The user interface al-
lows users to make queries by indicating a set of keywords, which will be matched 
with the service semantic annotations. In this sense, the user interface tends to 
provide an easy to use interface for biologists and bioinformaticians. Namely, 
when a user introduces a word, the user interface generates similar terms of the 
ontology to be selected by the user. For example the user can introduce “Nucleoti-
deSequence” to locate services that receive or produce a nucleotide sequence, and 
this will return a list of services that match this search.  

Reasoning in the ontology used to annotate the services is based on the facts in-
troduced into the repository. BioSStore Client User Interface takes advantage of 
reasoning by providing suggestions in the search filtering for the users, improving 
their search experience. For example, when the user selects a service type, the sys-
tem can infer the possible input or output data types, and allows the user to select 
the one that best fits with his/her enquiry. The use of a reasoning service allows 

                                                           
7 http://www.biomoby.org/ 
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the interface to locate services under the ontology perspective. For example, if we 
search for services with a “GenericSequence” as input, most of the systems only 
retrieve the services annotated with this information. By contrast, BioSStore will 
be able to retrieve services annotated with this input (e.g. “fromGenericToAmi-
noAcidSequence”) and those annotated with any of its descendants (e.g. those 
with an input annotated as “AminoacidSequence”, such as “ConvertAAtoFAS-
TAAAService”).The list of results can be reduced via an additional filtering by re-
stricting the input type, output type or service type.  

6   Discussion and Ongoing Work 

In this paper we have presented SBMM, a system for using Ontology-based data 
integration for the development of a useful application for exploring metabolic 
pathways. So, Bioqueries describes how to provide an environment to show biolo-
gists the potential of the emerging technology of Linked Data in Life Sciences. Fi-
nally, BioSStore shows how by annotating Web Services in terms of an ontology, 
the discovery process can be improved. 

However, SBMM is nothing new with respect to data integration, Bioqueries 
provides a way of querying single Linked Data repositories and BioSStore does 
not take advantage of Linked Data sources. The aim of our ongoing work is to 
combine these efforts in a new tool for the management of metabolic pathway in-
formation. In this sense, several problems are being studied: 

• Schema Integration: the different Linked Data repositories follow dif-
ferent schemas for representing the data in RDF. Thus, ontology 
matching approaches have to be applied. However, some of the used 
ontologies are large ontologies that cannot be managed. Another prob-
lem is the biological differences of concepts between ontologies that 
make the process of mapping between them difficult. So, novel ap-
proaches in this problem have to be taken into account. 

• Entity resolution: the Life Sciences is a domain in which databases 
have grown independently, and so each database uses different naming 
conventions. Thus, entity resolution approaches should be applied to 
discover how entities of each Linked Data repository relate. 

• Federated Queries: the evaluation of federated queries for Linked Data 
is a key research field, where traditional approaches can be applied but 
data distribution and loosely coupled schemas are problems to be tak-
en into account. The optimization of these federated queries is another 
interesting problem as Linked Data repositories can have large time 
responses. 

• Services for analyzing data: Web Services for analyzing biological da-
ta are designed to deal with certain formats. Thus, some developments 
need to be undertaken to enable these services to automatically trans-
late RDF graphs to the formats required by these services. 
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• Visualization: the integration of the metabolic pathway data is not the 
only problem in this domain. The reconciliation of relevant data will 
end with large sets of data that should be visualized. However, current 
automatic visualization techniques for metabolic pathways are unable 
to produce comprehensible graphs due to the large amount of nodes 
and edges. 

7   Conclusions 

This paper presents three approaches and a discussion on how to combine them in 
an approach to deal with metabolic pathway data available as Linked Data. Thus, 
the effort made in the beginning was focused on bringing semantics to heteroge-
neous data sets in the Life Sciences (SBMM). Then, the need to solve the problem 
of consuming lined data (which solves the syntactic problems of the data integra-
tion) is dealt with in Bioqueries. Finally, the access to the data in a domain like 
Life Sciences is just the beginning of the story, and the combination with tools for 
analyzing these data is needed to extract the relevant knowledge for scientists. 
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Analysing the Effectiveness of Crawlers on the
Client-Side Hidden Web

Vı́ctor M. Prieto, Manuel Álvarez, Rafael López-Garcı́a, and Fidel Cacheda

Abstract. The main goal of this study is to present a scale that classifies crawling
systems according to their effectiveness in traversing the “client-side” Hidden Web.
To that end, we accomplish several tasks. First, we perform a thorough analysis of
the different client-side technologies and the main features of the Web 2.0 pages in
order to determine the initial levels of the aforementioned scale. Second, we submit
a Web site whose purpose is to check what crawlers are capable of dealing with
those technologies and features. Third, we propose several methods to evaluate the
performance of the crawlers in the Web site and to classify them according to the
levels of the scale. Fourth, we show the results of applying those methods to some
OpenSource and commercial crawlers, as well as to the robots of the main Web
search engines.

1 Introduction

The World Wide Web (WWW) is currently the biggest information repository ever
built. There are huge quantities of information that is publicly accessible, but as
important as the information itself is being able to manage it to find, retrieve and
gather the most relevant data according to users’ needs in every moment.

The programs that process the Web in order to achieve that goal are called
crawlers. A crawler traverses the Web following the URLs it discovers in a cer-
tain order and analyses the content of each document to obtain new URLs that will
be processed later.

From their origins, crawling systems have had to face a lot of difficulties when
they access human-oriented Web sites because some technologies are very hard to
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analyse (navigation through pop-up menus, different data layers that hide out or
appear depending on users’ actions, redirection techniques, etc.). The pages that can
only be accessed through these technologies constitute what we call Hidden Web [3]
and, particularly, the set of pages that are “hidden” behind client-side technologies
are called the “client-side Hidden Web”.

The objective of this paper is to present a scale for classifying crawlers according
to their treatment of the client-side Hidden Web. To that end, we have accomplished
some tasks. First, we have analysed the most important client-side technologies,
such as JavaScript, VBScript, AJAX, and Flash, as well as some techniques that
are often used for illicit purposes, like Redirection Spam [4] and Cloacking [16].
Once those technologies have been analysed, we have enumerated the difficulties
that crawlers can find during their traversal. We have also developed a Web site
that generates links dynamically and in accordance with the enumerated difficulties
in order to know how existing crawlers behave towards them. For this task, we
took into account the crawlers of the main Web search engines, as well as for some
OpenSource crawlers [6] [9] and some others with a commercial licence. Then, we
have discussed some methods to assess the effectiveness of the crawlers, allowing
us to choose the appropriate levels in the scale for them.

The structure of this article is as follows. Section 2 discusses the related works.
Section 3 introduces the client-side technologies and how they are used to build
dynamic Web sites and defines the scale proposed for classifying crawling sys-
tems according to their effectiveness in traversing the client-side Hidden Web. Sec-
tion 4 shows the experimental results performed with open-source and commercial
crawlers. Finally, in Sections 5 and 6 we comment the conclusions we have reached
and some possible future works.

2 Related Work

There are many studies about the size of the Web and the characterization of its
content. However, there are not so many studies about classifying Web pages taking
into account the difficulty for crawlers to process their content. According to the
data submitted in W3techs1 and BuiltWith2 currently the 90% of the Web pages use
JavaScript. In 2006, M. Weideman y F. Schwenke [15] published a study analysing
the importance of JavaScript in the visibility of a Web site, concluding that most of
the crawlers do not deal with it appropriately.

From the point of view of crawling systems, there are many works oriented to
create programs that are capable of traversing the Hidden Web [3]. Server-side Hid-
den Web crawlers deal with a large quantity of Web sites whose content is accessed
by means of forms. This kind of content is copious and has excellent quality. There
are some researches that tackle the challenges established by the server-side Hidden
Web. We highlight HiWE [11] because it is one of the pioneer systems. Google [7]
also submitted the techniques that they use to access information through forms.

1 http://w3techs.com/
2 http://builtwith.com/
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Álvarez et al. show DeepBot [2], a prototype of hidden-web crawler able to access
hidden content, identifying automatically the web forms and learning to execute
queries on them.

Regarding the client-side Hidden Web, there are less studies. From of our know-
ledge, this is because the crawlers of major search engines have agreements with
companies to access data from their servers. However, they only have agreements
with major companies in each sector, and a normal crawler has no such agreements.

However, there have been several studies that analyze the issue. Álvarez et al. [1]
propose the usage of mini-browsers to execute the client-side technologies and so,
have access to the hidden content. In 2008, Mesbah et al. show a study [8] about the
usage of AJAX on the Web, and as can be processed to have access to the data.

On the other hand, as client-side technologies can be used to “deceive” crawling
systems, there are some works about detection of what is known as Web Spam
(Cloacking [16] [18] [17] [5] or Redirection Spam [4] [5]).

Nevertheless, there is not any scale that allows researchers to classify the effec-
tiveness of the crawling systems according to their level of treatment of client-side
Hidden Web technologies.

3 The Scale for Web Crawlers

The client-side technologies are normally used to improve the users’ experience,
generating content and links dynamically according to users’ actions. Among the
most used are: JavaScript; AJAX; Flash;Applet and VBScript. In order to create the
scale, we have analysed how designers use the aforementioned technologies to build
dynamic sites. The following features have been identified:

• Text links, which constitute the lowest level of the scale.
• Simple navigations, generated with JavaScript, VBScript or ActionScript. This

includes links that are generated by means of “document.write()” or similar func-
tions, which allows designers to add new links to the HTML code dynamically.

• Navigations generated with an Applet. We divide them in two types: those which
are generated from a URL that is passed to the Applet as an argument and those
whose URL is created as a string into the compiled code.

• Navigations generated by means of AJAX.
• Pop-up menus, generated by a script code that is associated to any event.
• Navigations generated with Flash. There are two kinds: those which receive the

URL as an argument from the HTML code and those which define it inside the
ActionScript code.

• Links that are defined as strings in .java files, .class files or any other kinds of
text and binary files.

• Navigations generated in script functions. The script can be embedded inside the
HTML or it can be located inside an external file.

• Navigations generated by means of several kinds of redirections: a) those spec-
ified in the <meta> tag; b) generated by the onLoad event of the <body> tag;



144 V.M. Prieto et al.

c)generated by a script when an event in other page (e.g.: the onClick event) is
fired; d) embedded in script blocks; e) executed in an applet f) Fash redirections.

In addition, the navigations that are generated with any of the identified methods
can create absolute or relative URL addresses. For the addresses that are built with
scripting languages, it is possible to recognize the following construction methods:
a) a static string inside the script; b) a string concatenation; c) execution of a function
that builds the URL in several steps.

On the other hand, the different methods we enumerated before can be combined.
For example, some Web sites build pop-up menus dynamically, by means of “doc-
ument.write()” functions. The number of possibilities is unapproachable. Hence,
this study only takes into account a reduced but significative subset. It consists of
70 “scenarios” (see “Description” and “Tested Scenarios” columns in Figure 1) that
represent the basic types from which the rest of the cases could be obtained by means
of combinations. The number of scenarios taken into account could be higher, but
it would not get more information about the use of client-side technologies in the
Web or about the methods that crawlers use to discover links. For instance, it is not
necessary to check the combination of menus and “document.write()” because we
can deduce the result from the two base cases that were included separately.

Starting from the aforementioned 70 scenarios, we proposed an initial grouping
based on the technologies, the methods for building strings, the location of the code
and if the URLs are absolute or relative. This way, we have grouped the scenarios
that presented a similar difficulty for crawlers and we have also sorted them by
complexity. Figure 1 shows the 8 step scale. The steps represent the capacity to treat
the client-side Hidden Web from lower to higher level of complexity.

Fig. 1 Link classification by difficulty
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Once the scale has been defined, in order to classify the different crawling sys-
tems according to the level of complexity of the “links” they process, we propose
the following evaluation methods:

• Simple Average: it treats all the scenarios in the same way, without taking into
account their difficulty. It shows the crawlers which treat the highest number of
scenarios, so they pay more attention to the Hidden Web in general.

• Maximum Level: this model sorts crawlers according to the highest level of dif-
ficulty they can process. A crawler obtains a score i if it has the capacity of pro-
cessing the scenarios of that level and the levels below. There are some crawlers
that process a certain level, but they cannot obtain pages from scenarios of lower
level. This could be due to some problems like the low PageRank of a Web page
and so on. However, this evaluation method assumes that if a crawler is capable
of dealing with a level i, it should be able to deal with lower ones.

• Weighted Average: each scenario is assigned a value between 0 and 1, which
depends on the number of crawlers that have been able to process it (0 if every
crawler has been able to deal with it). This method shows what crawlers can
obtain the highest number of difficult resources in the client-side Hidden Web, or
resources that most crawlers do not reach.

• Eight Levels: in this model each level has a value of one point. If a crawler
processes all the scenarios of one level it obtains that point. For every scenario
that the crawler processes successfully, it gets 1/n points, where n is the total
number of scenarios that were defined for that level.

4 Experimental Results

In order to check how crawling systems deal with the different scenarios, and for
ranking them using the scale defined, we created a web site for performing experi-
ments. The “jstestingsite”3 web site contains 70 links, one for each scenario defined
in the scale. We employed it to test the crawlers of the main Web search engines
(Google, Bing, Yahoo!, PicSearch and Gigablast) and other OpenSource and com-
mercial crawlers (Nutch [6], Heritrix [9], Pavuk [10], WebHTTrack, Teleport [12],
Web2Disk [14], WebCopierPro [13]).

4.1 Summary Results

The left side of Figure 2 shows the results obtained for OpenSource and commer-
cial crawlers. The crawler that achieves the best results is WebCopierPro, which
processed 57,14% of the levels, followed by Heritrix with 47,14% and Web2Disk
with 34,29%. Only a few get values beyond 25% in most of the levels. It is also
important to notice the poor results that they obtained for redirections, especially in
the case of WebCopierPro which was not able to deal with any of them, although it
gets results of 100% in harder levels. None of the crawlers reached the 100% in

3 http://www.tic.udc.es/∼mad/resources/projects/jstestingsite/
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Fig. 2 Summary of results of OpenSource and Commercial crawlers (left side) and the
crawlers of the main search engines (right side)

redirections. This happens because none of them has been able to process pages
with redirections embedded in Applets or Flash, since these technologies were not
executed.

The right side of Figure 2 contains the results obtained for the main Web search
engines. It does not show the results for Bing, Gigablast and PicSearch, since they
have not indexed the testing Web site. Only Google and Yahoo! have indexed it.
Google has processed 44.29% of the links. GoogleBot has processed 50% of many
of the proposed levels. The other half has not been processed because the crawler has
not analysed some external files. If it was the case, GoogleBot would achieve much
better results. The links that GoogleBot has not processed included technologies like
Flash, Applets and AJAX or files like .class and .java.

Regarding the types of links that in general were processed by the crawlers an-
alyzed, we found that only 42.52% of statics links were retrieved, 27.38% of links
generated by concatenation of strings and 15.18% for links that were generated by
functions. These results show that the crawlers try to discover new URLs by process-
ing the code as text, using regular expressions, instead of using scripting interpreters
and/or decompilers. So, they cannot extract those links which were generated by a
complex method.

4.2 Ranking the Crawlers According to the Scale

Figure 3 shows the result of classifying the crawling systems according to the scale
and the assessment levels we had proposed.

We can see that WebCopier, Heritrix and Google get the best results in the Simple
Average method. For Maximum Level, Google places first since it processes level
8 links. It is followed by WebCopier (7 points) and Heritrix (6 points). As Google
achieves the maximum level in this model but not in others, we can conclude that it
does not try some scenarios because of its internal policy. Once again, WebCopier,
Google and Heritrix have obtained the best results in the Weighted Average model.
Very similar results have been obtained in the Eight Levels method. This means
that the three top crawlers have dealt with a big quantity of levels in each group or
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Fig. 3 Results according to the proposed scales

they have gone through links that were part of a group with few links, which makes
each link more valuable. We conclude that the best crawlers in both quantity and
quality are Google and WebCopier, followed by Heritrix, Nutch and Web2Disk. It
is important to highlight the results of GoogleBot. Although it is oriented to traverse
all the Web and it has a lot of performance and security requisites, it takes into
account a wide range of technologies.

5 Conclusions

This article proposes a scale that allows us to classify crawling systems according to
their effectiveness accessing the client-side Hidden Web. In order to classify the dif-
ferent crawling systems, we have created a Web site implementing all the difficulties
that we had included in the scale.

Analyzing the results we can make the following recommendations about creat-
ing a web page: use JavaScript, embed JavaScript code in HTML, avoid dynamic
creation of URLs and use HTTP or HTML code for the redirects.

The best crawlers are Google and WebCopier, followed by Heritrix, Nutch and
Web2Disk. We can say that most of the times they try to discover new URLs pro-
cessing the code as text, using regular expressions. This allows them to discover
a big amount of scenarios. In addition, the major crawlers have agreements with
companies in each sector, allowing them direct access to data. With these policies,
the crawlers can treat directly the data and save resources. However, only the ma-
jor search engines have these agreements. We conclude that in present, most of the
URLs which are located in the client-side technologies are not discovered.

6 Future Work

Among the studies that we propose as a continuation of this work, we have the
improvement of the assessment methods in order to take into account the frequency
of use of each technology on the Web. This will allow us to know the volume of
information that is beyond the scope of the crawlers, since nowadays they do not
treat all the scenarios. We can use this information to know the convenience of
analysing the client-side Hidden Web. We also are interested in in studying how the
features (the topics, the number of visits, etc.) of a Web site can affect the crawling
process and the indexation of its pages.
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Information Extraction Framework

Hassan A. Sleiman and Rafael Corchuelo

Abstract. The literature provides many techniques to infer rules that can be used to
configure web information extractors. Unfortunately, these techniques have been de-
veloped independently, which makes it very difficult to compare the results: there is
not even a collection of datasets on which these techniques can be assessed. Further-
more, there is not a common infrastructure to implement these techniques, which
makes implementing them costly. In this paper, we propose a framework that helps
software engineers implement their techniques and compare the results. Having such
a framework allows comparing techniques side by side and our experiments prove
that it helps reduce development costs.

Keywords: Information Extraction Framework Architecture.

1 Introduction

The Web contains a huge amount of information and is a still growing data container.
This unlimited repository aroused enterprises’ interests in exploiting web informa-
tion, so new applications that consume and analyse this information have emerged.
Applications such as businesses intelligence and other marketing tools need data
from the Web to help users making decisions and offer best service. Unfortunately,
the information in the Web is embedded in HTML tags and in other contents that
in many cases are not interesting. Information extraction is used in these cases to
obtain the information in which user is interested and to discard the other [6].

Information extraction from the Web is the task that extracts relevant information
from web pages, where relevant is relative to the use case and the user’s intentions.
During the last decades, many proposals on information extractors have been intro-
duced, but the web has changed and many of these proposals are not useful anymore.
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According to a recent report [4], developing and maintaining information ex-
tractors is still a tedious process because of the lack of development support tools.
Comparing information extractors are usually compared by their concepts, such
as the surveys [2] and [11]. Empirical comparisons are still tedious since they re-
quire the development of other proposals and need to be performed under coherent
conditions.

Relying on a framework in the domain of information extractors has many ben-
efits. Using a framework in developing proposals reduces development and testing
costs. If the framework is accompanied by a collection of datasets, then it shall also
help compare different techniques homogeneously.

In this proposal, we present an overview of the framework architecture which
has been validated by developing several techniques. The time needed to develop
some techniques using our framework is compared to the time that was necessary
to develop the same techniques without the framework to show the costs reduction.
Furthermore, cross validation is used to test proposals to obtain comparable preci-
sion and recall between the different techniques.

This paper is organised as follows: First, Section 2 classifies and lists related
work briefly and then, Section 3 describes the architecture of the framework. The
framework is then used to develop a set of proposals and the experimental results
are reported in Section 4. We conclude our work in Section 5.

2 Related Work

The high number of proposals on information extraction makes us classify them
according to some criteria to detect the approaches for which our framework shall
adapt. Information extractors can be used to extract and structure information from
free text web pages, such as news and blogs, or from result and detail web pages,
such as web pages with one or more result records and detail web pages with infor-
mation about a certain product. Our work focuses on the second type of information
extractors used for semi-structured web pages.

Information extractors for semi-structured web pages can be classified into two
groups: a heuristic based group and a rule based group. The heuristic based group
contains proposals that are based on predefined heuristics. Although these heuristics
can be seen as rules, the difference between this group and the rule based group is
that they are totally independent from the web page on which they are applied.
These heuristics are not modifiable and are not inferred by an automatic technique.
Techniques like Stavies [13], Alvarez et al. [1], and ViPER [14] are heuristic based.

The rule based group contains information extractors that are configurable by
means of rules. Beyond handcrafted information extraction rules, there are many
proposals in the literature to learn them in a supervised and in an unsupervised
manner. Supervised techniques require user intervention to learn these rules. Gen-
erally, it needs the user to annotate a set of web pages by selecting and assigning
a type for the relevant information in a set of web pages used then in the learning
process. Techniques like Softmealy [7], WIEN [9], Stalker [12], and DEByE [10]
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are supervised techniques. This latter group also contains a number of unsupervised
techniques, which do not requiere the user to provide annotations. Input web pages
are analysed to detect repeating patterns or templates used at the server side to gen-
erate these pages. Techniques like FiVaTech [8], RoadRunner [5], DEPTA [16], and
DeLa [15] belong to this group.

3 Architecture of Our Framework

The framework is composed of six packages. These packages can be used during the
rule learning process for the rule based information extractors or in testing extraction
results for all the types of information extractors described in the previous section.
These packages are Dataset, Annotator, Learners, Tokeniser, Cross Validator, and
Utilities, which are explained in the following subsections:

3.1 Datasets

This package, contains all the information annotated by user during the annotation
process or extracted by an information extractor during an extraction process, see
Figure 1. Package classes are described below:

• Dataset: This is a map-like structure that associates a set of annotations to a
number of web pages. These annotations represent the relevant data in this web
page and are represented by a Resultset.

• Resultset: A class that contains the annotations that mark the relevant infor-
mation in a web page. Each annotation has its description besides the relations
between these annotations.

• Locators are pointers to each annotated fragment in a web page. They are of two
types: TreeLocators which contain an XPath that points to annotation’s node or
TextLocators which points to the beginning offset and the length of annotation
in the web page.

• Views can be created for a web page: a TextView offers working with the text
contained inside a web page and a TreeView which can be used to work with the
HTML tree and its nodes.

3.2 Annotator

A tool that helps users download and annotate web pages to create Datasets. First,
the user shall select an ontology which is used to assign a type and a relation between
the annotations. Then, he or she navigate to web pages and add them to the created
Dataset. Once added, contents from this web page can be selected, dragged and
dropped into the ontology. This allows the creation of individuals of a certain class
and assigning properties to them, saving their locators too. The tool also checks and
warns for possible errors during the annotation process. Datasets can be then loaded
and modified in the tool, or used in the framework for learning and testing tasks.



152 H.A. Sleiman and R. Corchuelo

Datasetpkg 

+ createResultSet(webPage : WebPage) : Resultset

Dataset

+ setTreeLocator(prop : DataTypeProperty, treeLocator : TreeLocator) : void
+ setTextLocator(prop : DataTypeProperty, textLocator : TextLocator) : void
+ setTreeLocator(ind : Individual, treeLocator : TreeLocator) : void
+ setTextLocator(ind : Individual, textLocator : TextLocator) : void
+ addObjectProperty(src : Individual, prop : ObjectProperty, target : Individual) : ObjectProperty
+ addDataTypeProperty(ind : Individual, prop : DataTypeProperty, value : String) : DataTypeProperty
+ createIndividual(type : OntClass) : Individual

- structure : OntModel

Resultset

+ getText() : String

- cachedURI : URI
- uri : URI

WebPage

<<interface>>
Map

DatasetEntry
ResultsetWebPage, 

1..*

entries

1
resultset

1
webPage

Fig. 1 Dataset Package

3.3 Learners

The Learners package provides an interface implemented by different techniques
and other other classes used during rule learning process. Package classes are de-
scribed briefly next:

• Learner: It is an interface that provides a number of template methods software
engineers must provide to implement their techniques.

• SkeletonLearner: This class transforms a set of annotations into a Transducer
in which each state identifies a type of data to be extracted. The transitions be-
tween them maintain the separators found in the input web page, which can later
be used by the learning algorithms to learn transition rules.

• Transducer: A class that models state machines that can be learnt incrementally
and executed to extract information from a web page. Thanks to the Skeleton-
Learner class, software engineers need only focus on learning the transitions.

3.4 Tokeniser

This is a configurable tokeniser that allows users to define a hierarchy between types
of tokens, generalising and specialising them during the learning process, see Fig-
ure 2. The main classes of this package are described briefly here:

• TokeniserConfig: A class that helps read the XML configuration file where
classes and hierarchy are declared and create the token classes. It maintains the
defined structure to be used during the learning process.
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Tokeniserpkg 

+ tokenise(text : CharSequence) : TokenList

Tokeniser

+ generalise(tClass : TokenClass) : TokenClass

TokeniserConfig

+ getAsLiteral() : Regex

- offset : int
- text : String

Token

- regex : Regex
- name : String

TokenClass

parent
type

<<uses>>

+ getTokenAt(position : int) : Token
+ reverseIterator() : void

TokenList
<<interface>>

Map <<creates>>

tokens

<<creates>>

Fig. 2 Tokeniser

• TokenClass: This class refers to a type of token. Token classes are defined in
the tokeniser’s configuration file where a name and a regular expression for each
TokenClass is defined.

• Tokeniser: A class that tokenises input text by searching for matchings of the
defined token classes on this text and returning a TokenList.

• TokenList: It is a map that saves the tokens according to their position. It allows
to sort and search for specific tokens very efficiently.

• Token: This class is created by the tokeniser by assigning a TokenClass to it
when it matches the regular expression of a TokenClass. It can be converted
into a regular expression in case of specialisation.

3.5 Cross Validator

Our framework provides a cross validation package to evaluate information extrac-
tors with the following classes:

• TestUtilites: This class is used to compare extraction results with an annotated
dataset. It calculates precision, recall, F-measure, accuracy, specificity and sen-
sitivity for each type of data in these datasets.

• CrossValidation: Implementes a K cross-validator, where k is typically 10.
• Stats: This class collects information during the cross validation process. At the

end of the cross validation process, this class calculates statistical information
about each one of the parameters, e.g., Precision and Recall.
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3.6 Utilities

This package includes a set of classes used in more than one extraction rules learning
proposal. Some of these utility classes are:

• StringAligner: This class implementes a string alignment algorithm inspired by
FiVaTech [8] that aligns a set of input sequences of tokens and returns a unique
aligned sequence.

• PatternDetector: It uses a FiVaTech [8] similar algorithm to detect pattern in an
input sequence. The result is a regular expression that represents fixed,repeated
and optional elements.

• PatriciaTree: It creates a Patricia tree from a set of token sequences and builds
a regular expression from this tree. This is used in proposals such as DeLa [15]
and IEPAD [3].

4 Experimental Results

To validate our framework, we have implemented a number of proposals in the lit-
erature. We provide a toolkit with the following learners NLR, SM and FT which
are inspired by [9], [7] and [8] respectively. The time necessary for their develop-
ment using our framework is compared to the development time that was necessary
without using our framework. We have also compared their performance regarding
precision and recall on a homogenous collection of datasets.

Table 1 shows the time that was necessary to develop and test the techniques in
the first column. The second and the third columns show the time that was necessary
to develop these techniques without using the framework and using it. The costs
reduction is clear since the framework allowed reusing components and the same
datasets were used in every implementation. The last column shows the reduced
time percentage, the arithmetic mean of the reduction percentage is 57.51%.

Table 1 Comparing implementation times for NLR, SM, and FT

Technique Without
Framework

Using Framework Reduced time
percentage

NLR 145hrs 32hrs 77.94%
SM 123hrs 87hrs 29.27%
FT 176hrs 61hrs 65.34%

Table 2 reports the results of applying these techniques in practice on several
datasets compared side by side. The first column contains the used datasets. Other
columns contain precision (P) and recall (R), besides the time that was necessary
to learn extraction rules by each technique for each dataset. Each dataset contains
30 web pages, and the results regarding precision and recall were calculated using
10-fold cross validation.
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Table 2 Comparing precision and recall of NLR, SM, and FT techniques

Dataset NLR SM FT
P R T(s) P R T(s) P R T(s)

doctor.webmd.com 0.62 0.62 989.78 0.98 0.95 11.14 0.83 0.61 4.29
extapps.ama-assn.org 0.61 0.61 384.84 0.79 0.38 4.46 0.70 0.58 3.65
www.dentists.com 1.00 1.00 18.82 0.64 0.62 2.32 1.00 0.30 1.84
www.drscore.com 0.80 0.06 14.25 1.00 0.86 4.87 0.81 0.05 3.31
www.steadyhealth.com 0.75 0.72 265.75 1.00 0.96 11.68 1.00 0.78 6.21
classiccarsforsale.co.uk 0.49 0.38 39.14 1.00 0.80 11.89 0.96 0.23 7.62
internetautoguide.com 0.30 0.21 85.23 0.30 0.21 11.68 0.91 0.67 5.87
www.autotrader.com 0.88 0.70 130.15 1.00 0.93 18.34 0.88 0.22 10.59
www.carmax.com 0.84 0.81 39.82 0.99 0.90 8.85 0.89 0.80 5.67
www.carzone.ie 0.84 0.81 37.85 0.99 0.67 6.90 0.98 0.66 4.64

Note that these techniques can obtain better precision and recall by adding more
web pages to these datasets, but this is not our case since we are just obtaining
comparable results which allows us selecting the extraction rules learning algorithm
that best fits the web site we are interested in.

5 Conclusions

In this paper we have described our information extraction framework. We also
reported our first experimental results which confirms the fact that using the frame-
work reduces costs and allows side by side comparison providing comparable re-
sults. Development costs were reduced 57.51%. Future proposals that use our frame-
work and our datasets can compare their result with the obtained results here without
having to implement these techniques again neither annotate the same web pages.

Acknowledgements. Supported by the European Commission (FEDER), the Spanish and the
Andalusian R&D&I programmes (grants grants TIN2010-21744-C02-01, TIN2007-64119,
P07-TIC-2602, P08-TIC-4100, TIN2008-04718-E, and TIN2010-09988-E).
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Behavior Pattern Simulation of Freelance 
Marketplace 

Vadim Zuravlyov, Anton Matrosov, and Dmitrijs Rutko* 

Abstract. Labour market is expanding rapidly nowadays. Therefore, recruitment 
processes, namely, the processes of job searching and job offer have become more 
complicated and there is a strong tendency to automate and integrate it in special 
freelance marketplaces, i.e. web solutions which seek for the best match for a buy-
er and seller analyzing the services and items they offer. The aim of the current re-
search is to find possible improvements to the existing system via the implementa-
tion of the Multi-Agent-System paradigm. We model the whole marketplace as a 
continuous process with different agents (freelancers) and propose several beha-
vior models of agents. We analyze different strategies with the emphasis on agent 
profit and employer costs and present simulation results which complement our 
research. 

Keywords: freelancers, behavior patterns, Multi Agent Systems, simulation, 
XML. 

1   Introduction 

Self-employment has become very popular in recent decades. For instance, ac-
cording to the latest research about 40% of all IT employees are not employed in a 
regular employer-employee relationship in Germany [1].  

The term “freelancer” is not clearly defined and is usually interpreted as self-
employed employee. Different legal and economical definitions could be used in 
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different countries as well. Usually, the following three main areas are studied: 
media (press, radio or television); consulting companies; IT industry[2-3]. 

We define the notion of freelancer as a self-employed employee which per-
forms short-term projects of day jobs for any type of work. 

Different freelance marketplaces have been studied in various papers [4-6]. The 
main goal of creating a freelance marketplace is to centralize all the data about 
project proposals and freelancers. These marketplaces are based on several groups 
of attributes (more details in [7]) for proposition estimation: pay, working hours, 
unions (owner, organization etc.). 

A limited number of attributes is not sufficient for creating an efficient free-
lancer resource management system [12]. We propose to extend the existing 
attribute groups and, therefore, enrich the current behavior patterns.  

The proposal is validated by simulating a freelancer marketplace. Multi-Agent 
Systems (MAS) were used as the main simulation paradigm. Each freelancer acts 
as an independent agent with unique behavior patterns and its values. Existing 
freelancer marketplaces and application programming interfaces (APIs) [8] are 
used in the research. Freelancer privacy policy and security policy are emphasized 
as well; therefore, the information storage decentralization principle is used. 

We introduce an advanced approach for modeling and analyzing freelance 
marketplace through introducing new attributes which gives us a unique opportu-
nity to make practical experiments and make conclusions based on that experi-
mental data. This allows us to model human behavior and deeply analyze different 
strategies and incentives in various scenarios. 

2   Current Situation and Research Direction 

In this study different standard and non-standard terms related to freelancers are 
used, which are summarized in the list below.  

• Freelancers – self-employed employees who carry out short-term projects and 
day jobs. This notion can mean any type of work. 

• Freelancer marketplace –systems that match freelancers and employers. Ser-
vice providers, or freelancers, create a profile where they include a description 
of the services which they offer, examples of their work and in some cases in-
formation about their rates. Employers post projects outlining their require-
ments. Freelancers then will bid for these projects on a fixed price or hourly  
basis. 

• By attributes the authors mean properties that describe freelancers, employers 
or projects. Attributes are always public and usually describe project require-
ments or freelancer skills. 

• Behavior patterns imply behavior rules for any freelancer marketplace partici-
pant. They are usually private and in contrast to attributes could not be ana-
lyzed by other marketplace participants. 

Currently every freelancer market participant performs a lot of handwork. Every 
employer creates project proposals and afterwards monitors the progress of  
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competition - checks freelancers’ profiles and finally chooses the winner. Usually 
freelancers make bids for many projects to win at least one.  Freelancers have to 
track new projects that constantly appear in freelancer market project database, 
plan participation in these projects and track project progress where the freelancer 
already won the contest.  

This model is relevant for medium and large projects and a relatively small 
project database. Unfortunately this model does not fit our expectations and as-
sumptions made before. Automation is a very important requirement for small dai-
ly jobs and projects database with millions of active project proposals. 

3   Data Management based on Properties of Individual Objects 

Data-And-Rules-Saved-In-Resource (DARSIR) concept (see more in [10-12]) – is 
a new data management based on properties of individual objects, which is based 
on decentralization principles. It means that all properties required for decision-
making (attributes and rules) are saved in object (freelancer). 

DARSIR concept is based on the following basic components [11]: 

• Resource (DARSIR resource) – any object of the living or lifeless nature which 
is involved in the working process of an information system. The information 
of a concrete resource and its interrelationship with other objects (or types of 
objects) must be stored in this element. 

• Resource Physical Markup Language (RPML) – XML-like language that is de-
veloped specially for DARSIR concept. 

The key idea of DARSIR concept is ensuring privacy and security policy through 
data decentralization. In previous authors' research [10] this approach was already 
used. DARSIR concept is suitable for current research also because all needed 
attribute groups and behavior rules are already defined and implemented in 
RPML. Unique behavior patterns are also stored in the object through RPML. The 
actions in resource are done using triggers. The trigger (set of actions) is launched 
after a defined event. 

4   Freelancers Resource Management Using MAS 

Multi Agent systems (MAS) are the systems composed of multiple interacting 
computing elements, known as agents. Agents are computer systems, situated in 
some environment, with two important capabilities. First, they are at least to some 
extent capable of autonomous action, e.g. deciding for them based on environment 
information what they need to do in order to satisfy their design objectives. 
Second, they are able to interact with other agents and changing the environment 
in some way – not simply by exchanging data, but by engaging in analogues of the 
kind of social activity that we all are engaged in every day in our lives, i.e. coop-
eration, coordination, negotiation, and the like [9]. 

Typically multi-agent systems research refers to software agents. However, the 
agents in a multi-agent system could equally well be robots humans or human 
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teams. In this study multi agent system with software and human being agents will 
be studied. 

We propose a Multi-Agent system model where each freelancer marketplace 
participant acts as a separate agent. Freelancers' API is used for the communica-
tion between the freelance marketplace the project database, the freelancer and, 
the employer. Each agent has its own behavior pattern definitions and attributes. 
The behavior patterns are securely stored on agent's side using DARSIR concept. 
This means that patterns are not available for other freelance marketplace partici-
pants and cannot be sold or used among participants. Depending on these behavior 
patterns the agent can act fully autonomously without human intervention or semi-
automatically involving human for final decision making. 

As a result, the freelancer marketplace participant defines its behavior patterns 
once, instead of permanent candidate searches and project selections. Behavior 
patterns are not static and will evolve together with the owner. Changes in beha-
vior patterns can be caused by manual intervention of a human or automatically 
evolve based on previous agent experience. 

The task of the freelancer is to choose projects for participation and the task, for 
employer is to choose the winner for his project. Both tasks can be split into two 
phases – prioritization phase and decision making phase. First, the freelance mar-
ketplace participant prioritizes offers (project offers or bids made by freelancers) 
and then makes a decision. Therefore, behavior patterns can also be split into two 
groups. The first group is devoted to offers prioritization and the second group fo-
cuses on making a decision. 

5   Attributes 

One of the key elements of the proposed solution is an attribute. By attributes the 
authors mean public properties that describe buyers, sellers or projects. It was de-
cided that only freelancer actions will be examined while defining the paper pur-
poses. 

Three groups of attributes are described and systematized in different research 
papers. As the basis the authors took group definitions from the research [7]: pay, 
working hours (amount of hours for completing the project, deadline) unions 
(owner, organization etc.). 

Automated freelance management system [8] uses the following attributes that 
will be taken as the basis: 

• Budget – the sum that the employer is ready to pay for project implementation. 
• Created – the date of project offer publication.  
• Bidding ends – the date of the project offer end. The period of offer validity is 

entered in days, and cannot be more than 60 days. 
• Project Creator – an employer that orders project implementation. 
• Buyer rating – employer's rating that is measured using the scale from 0 to 5.  
• Description – the description of a project from the employer in a free form. 
• Job Type – describes what exactly should be done. 
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One of the attributes "Description" is extended into two additional attributes that 
are required for the automation process. These attributes are:area – quantitative 
parameter that can be used to estimate the amount of work that should be done; 
location – GPS coordinates of the area; an address; a city; a place where the work 
should be done. This parameter will be used for more precise analysis of freelanc-
er's expenses. 

6   The Example 

The example of a freelancer project is described in this chapter. Let us assume that 
there is a freelancer working with lawn mowing. This job usually takes several 
hours for one project. So there can be several projects in one day. Our task is to 
help the freelancer in choosing the best projects for him. Ideally, we would like to 
provide the freelancer with a project timetable for the next week automatically. 
The main project parameters that the employer is entering in the freelancer mar-
ketplace database are pay and working hours.  

More detailed information about the project could reduce the project price. For 
example, if the employer adds the exact location to project attributes describing 
the project, the freelancer can take this into consideration and if his previous job 
was close, then the expenses for transfer can be reduced.  

Adding more attributes to the project is beneficial for the employer because he 
can reduce project cost and at the same time is beneficial for the freelancer be-
cause he will be able to choose the most profitable project. This hypothesis can be 
checked by creating a simulation and comparing the simulation results for differ-
ent strategies. 

7   Simulation 

To prove the importance of the attribute and check the proposed method we 
created a simple simulation for the freelancer marketplace. But first, it is required 
to define the solution comparison method. This will allow to compare the pro-
vided optimization methods with each other. There are two key parameters in the 
freelancer management system: average project costs and average freelancers 
profit. 

The authors propose to use these two parameters for the optimization method 
comparison. At the current stage of the research the authors simplify the simula-
tion approach to get the first results. In the future the research authors intend to  
extend the optimization comparison methods significantly by adding more para-
meters: contentment (employer's and freelancer's), order completion speed, the 
amount of non-completed task, etc.  

The simulation is fully automated. Each agent has its own behavior pattern and 
fixed bidding selection strategy which complies with DARSIR concept described 
in part 3. The simulation is based on the rules listed below: 
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• N agents, M employers, each employer makes K advertisements resulting in Z 
= M*K (max) advertisements; 

• each advertisement has x, y - location coordinates. The location is private, and 
not publicly available. Each agent has its own private location which is used to 
calculate the distance to work / the costs to travel per task; 

• each agent has its own price for work, which is fixed; 
• each agent makes B bids randomly over Z advertisements; 
• each agent can perform max W works per day / per round; 
• after the bidding round is over each employer selects the cheapest bid; 
• make R rounds,calculate the average agent profit / employer payments; 
• apply learning strategy - after agents change their strategy (increase or decrease 

price for their work) depending on the average profit vs. previous strategy. 

Next experiments may include different strategies like punishment for not per-
formed work - if the agent makes a bid, the bid is winning, but the agent refuses to 
perform a task, then we could introduce some incentives to deal with the situation. 

8   Simulation Results 

The results are shown in the following charts. Fig.1 refers to the first simulation 
type when the information about the location is private (hidden) e.g. is not public-
ly open and not available for all agents. Here it is clearly seen that the acceptance 
rate of the project increases correspondingly with the increasing maximum num-
ber of bids. So, the more bids the agent makes, then the chances for project to be 
accepted by at least on agent increases. 

 

 

Fig. 1 Accepted rate and average payment depending on number of bids 
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Another trend line is average payment (for employer) vs. average profit (for 
agent). These lines go in parallel as there is a fixed gap for average travel ex-
penses. But as it could be seen when the number of bids reaches some threshold 
(in our case maximum number of bids equals to 10) then agents demand higher 
prices for their work and project owners (employers) have to pay it. 

The following chart (Fig.2) demonstrates the same simulation results with one 
condition changed, i.e. the geographical information becomes publicly available, so 
agents can use it when making project proposals (offering work for a specific price). 
 

 

Fig. 2 Accepted rate and average payment depending on number of bids 

So agent behavior stays generally the same. The acceptance rate increases with 
the number of maximum bids allowed growing up. But in this case when we use 
the information on additional attribute (geo-location), the wages are less, the profit 
is higher (as there is a smaller gap for travel expenses) and that is rather important 
payment stabilizes at the certain level and do not go up after some threshold. 

9   Conclusions and Future Research 

The current structure and the basic aspects of the freelance marketplace have been 
discussed in this paper. The authors proposed the improvements for the model and 
presented the main guidelines for introducing additional attributes (pieces of in-
formation) to each project. The given information allows considerable improve-
ments in the sense of organizing automatic freelance actions. This concept enables 
the agents to choose a more appropriate project and make reasonable bids (work 
prices) for most of the projects. The employers are able to benefit from these tech-
niques as well – this reduces their overall costs. 

As the main paradigm for the entire modeling and simulation process Multi 
Agent System (MAS) was used. This means that each agent behavior is unique as 
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each agent tries to maximize its own outcome. There is no central hub in this ap-
proach so freelancer privacy rules are observed.  

To provide the empirical results and complement our research with the esti-
mated data we created a simplified freelance marketplace simulation. It defines 
basic framework for result-based comparison of different models used. In our 
model we have used two basic strategies:1) the information about the location is 
private, so the agent cannot access it; 2) the information about the geographical 
location for the project is available to all marketplace participants. 

This gave us a possibility to analyze different behavior patterns and compare 
the average project costs and employer expenses for each project. The current tool 
could be used for new models and simulations. 

As a part of this study we propose the following research directions:1) imple-
menting additional attributes and different models; 2) analyzing behavior patterns; 
3) project organization with priority and applying the proposed ideas in other fields. 
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